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ABSTRACT 

In this study we investigate the existence, uniqueness and 

asymptotic stability of solutions of a class of nonlinear integral 

equations which are repres ent a ti.ons for so1ne time dependent non­

linear partial differential equations. Suffici e nt conditions a r e 

established which allow one to infer the stability of the nonlinear 

equations from th e s tability of the linearized equations. Improved 

estim.ates of the domain of sta bility are obtained using a Liapunov 

Functional approach. These results are applied to some nonlinear 

partial differential equations governing the beh avior of nonlinear 

continuous dynamica l systems. 
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INTHODUCTION 

In this work we present a unified theory for treating the 

existence, uniqueness and asynJ.ptotic stability of solutions for a 

class of nonlinea r partia l differenti a l equations governing the 

behavior of nonlinear continuous dynarnical systerns. From this class 

we treat the following initial b oundary value pr o bl en1.s in sonJ.e detail; 

utt - 2 a u t - u = f ( u, u , ut, u , x, t) 
XX XX X - XX 

f(u,u ,u ,ut,u ,u ,u ,x,y,t) 
X y XX xy yy 

utt- 2 au t- u xx · XX X X - XX XX 
= f 1 ( u, v, u , v , ut, vt, u , v , x, t) I 

2 
vtt-Zo.vxxt- o- vxx = fz(u,v,ux,vx,ut,vt,u.xx'vxx' x ,t). 

(A) 

(B) 

(C) 

(D) 

Some problems of this type have been trea t ed before. Ficken 

and FleishnJ.an [ 13] investigated th e exist ence, uni.queness and 

stability of solutions for the initial value problem 

Greenberg, MacCa1ny and Mizel [8] have tr eated the initia l boundary 

value proble1n utt - u t = o- 1 (u ) u (which is a s peci a l case of (A) xx· X XX 

above) using so1ne results fro1n the theory of parabolic equations. 
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R abinowitz [ 10 ] and [ 11 ] has proven the existence of p e riodic 

solutions for u + 2o:.u - u :::: E: £ where 
tt t XX 

E: is a small 

parameter and £ is periodic in time . In [10] h e treats 

£:::: f(u, ux, ut' x, t) and in [ 11] he tr eats th e fully nonlinea r case 

f = f{u , u , ut, u , u t' u , x, t ). To do this he uses rnethods from 
X XX X XX 

the theory of elliptic boundary value problems . 
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CHAPTER I 

GENERAL THEORY 

A number of tiln e dependent nonlinear partial d ifferential 

e quations w ith appropriate initia l data and boundary conditions can 

be written as Volterra integral equations. The sol ution of a particular 

integral e quation can b e v i ewed as a fixed point of some mapping M. 

In this chapt e r we use a contraction rna pping principle to p rove 

the e x i stence and uniqueness of a fixed point of such a 

mapping . Asymptotic stability of the fixed point follows from an 

application of the Gronwall l emma. W e e nd this chapter by discussing 

the Liapunov Functional approach to stabilityj this approach is a gener -

a lization of Liapunov' s Direct Method for ordinar y differential e quations . 

l. l. Discussion of an Integral Equation 

W e consider those time depe ndent nonlinear partial differential 

equations w hich c an be written as an i ntegral e quation of the form 

U{x, t) = M U (x , t) } (I. 1) where 
t 

M U = G[ a {x )] + f H[g (U)]dT 
0 

U is a vector function defined f o r x belonging to some domain D c R N 

and t E [ 0, T] w he re T may be infinite . G i s a linear integral ope r-

ator on D whi ch rn a p s some initial data a {x ) into a vector function of 

x and t. His also a linear integ r a l operator on D w hich maps a vector 

function g (U) into a v ector function of x , t and 'T . Notice that if g ( 0) = 0 

then U = 0 i s a f i xed point of (1. 1) . 
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It is assurned that the cornpone nts of U belong to L
2

(0) whe r e 

0 = D x ( 0, T). For the pur pose of pr ovi ng existence we define a 

Banach space H(U, 0 ) = HT w ith e lements U under the norm 

1 

T 2 2 2 ~ 
llull 2 = (/

0 
/D[U 1 + U 2 + ····+ Un ]dxdt) 

The subscript 2 is used because we a lso u se an auxiliary norm 

1 

llull
1
=(/ [u 12 +U 2 +····+u 2 ]dx)~ 

D 2 n 

A mor e appropriate norm, llull
2

, to use in what follows might be 

llull 2 = max I\UII
1

; however we did not use this for the reason discussed 
t E [ 0, T] 

in Section 2. 1. 

1. 2. Existence and Uniqueness 

We prove two exi stence the or e1ns , one on a finite time inter val 

and the other on an infinite time interval, by proving that l\1 is a con-

traction mapping of a complete metric space into itself. 

Let BT (6) = B T denote the set of e lements U s uch tha t 
0 0 

U(x, t) E HT , T 
0 

finite, and llull
1 

:5: 6 a. e. 
0 

for t E [ 0, T ] • 
0 

Lemma 1: BT is a cmnple te 1netric spac e . 
0 

Proof: Se e Appendix I. 
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Theorem l. (Exi stcnce and Unique ness for a Finite Time Interval): 

If 

a) \JG[aJ\\
1 

:5: K 1 il whe r e 1l depend s only on a(x) and K
1 

is inde pende nt of a (x ), 

b) jjH[g(U) ]j\
1 
~ K 2 llg(U)II

1 
for every U E BT , where K

2 
0 

i s independent of g , 

c) llg(U)\1 1 ~L1 !IU\\
1 

a . e . for everyU EBT 
0 

d) \lg (U
1
)- g (U 2 )1\

1 
~ L 2 llu 1 - u 2 \1 1 a. e . 

for eve ry u
1

, U
2 

EBT 
0 

e ) TJ ~ 1f<:l2... for any y E (0, 1) 
1 

then there e x ists a unique fixed p oint U E BT of (l. 1) on the interval 
0 

[0, T ] . 
0 

Proof; To prove this it is sufficient to prov·e that M is a contraction 

>)( 

operator on BT which 1naps BT into itself. 

>, 

0 0 

Lemma 2: M maps BT into itse lf, that is if \IU\1
1 
~ o a. e . 

0 

then \IMU\1
1 
~ o a. e. 

Proof: Condition s a) and b) in1ply that 

t 

\IMU\1 1 ~ K 1 il + K 2 /
0 

\\g (U) \\ 1 d T, 

using c) 
t 

\IMU\1 1 ~ K 1 1l + K 2 L 1 /
0 

\\U\1 1 dT • 

S ee Korevaar [lZ], p. 213, for a discussion of contraction operators . 
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Conditions e ) and f) g ive 

K
1

n ~ y 6 and K 2 L 1 6 T
0 

< (1-'}1) 6 which implies 

\IMU\1 1 ~ 6. 

Lem1na 3 : M is a contraction operator on BT , that i s 
0 

\IMU 1 - MU 2 \\ 2 ~ r \IU 1 - U 2 \1 2 w her e r is a po s itive 

number < 1. 

Proof: Condition b) implie s 

using d) 
t 

\\MU 1 - MU 2 \1 1 ~ K 2 L 2 /
0 

\\U 1 - U2 \1 1 dT 

The Schwartz inequality yields 

Therefore 

Condition f) implies K
2 

L
2 

T
0 

< 1, ther efor e M i s a 

contraction mapping. 

This concludes the proof of Theorem l. Notice that the size of 6 i s 

restricted on ly by the size of the region where the Lipschitz conditions 

c ) and d) hold. 

Now l et B be the set of elements U( x , t ) such that U(x, t) E H 
00 00 

o·t 
and \IU\1

1 
~ 6 e - a. e. for t E [O,oo) a nd a> 0 . 
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Lemrna 4: B is a complete metric space. 
00 

Proof: See Appendix I. 

Theorem 2 (Existence and Uniquenes s for an Infinite Time Interval): 

If 

-CYt 
e n, where o· > 0, n depends only on a(x) 

and K
1 

is independent of a(x), 

b) J1H[g(U)J\\
1 

~ K
2 

e-cr(t-'f) \\g(U)jj
1 

where K
2 

is independent of g 

for every U E B , 
00 

c) \\g(U)jj 1 ~ L 1 \\U\\~ ~L1 6 e-crt iiu\1 1 a.e. 

for every U E B 
00 

d) jjg(U
1
)- g(U

2
)jj

1 
~ L

2 
6 e-CYt jju

1
-U

2 
1\

1 
a. e. 

for every U 1, U 2 E B 
00 

y E (0, 1) 

f) ~ 'Y 0 T) -y--
1 

' 

then there exists a unique fix e d point of (1. 1) on the inte1:val [0, oo) • 

Proof: To prove this it is s uffici ent to prove that M is a contraction 

operator on B which maps B into itself. 
00 00 

Lemma 5: M maps Boc into its elf, that is if II uill ~ 0 

then \\Mu\J
1 

:o; 6 e -crt a . e . 

Proof: Conditions a) and b) imply that 
t 

JJMuiJ
1 

~ K
1 

e -crt r1 + K
2 

/
0 

e -cr(t-'f) jjg(U)j\ 
1 

d'f , 

using c ) 

- CYt 
e a. e. 
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II M U 11
1 
~ K 

1 
11 e-crt + K

2 
L 

1 
6 2 e - crt 

2 
-CYt K2 Ll 0 

t - crT f e d'f 
0 

~ K
1 

11 e + ----
cr 

- crt 
e 

Conditions e) and f) give K
1 

'I! ~ 'Y 6 and 

2 
K 2 L 1 6 
---- < (1-y )6 cr 

whic h implies \\Mu\\
1 

~ 6 e -crt. 

Lemrna 6 : M is a contraction operator on 

< 1 • 

Proof: Condition b) implies 

using d) 

B ' cc 

t 
\\Mu

1 
-·Mu

2
!1

1 
:::: K 2 L

2 
6 e-crt /

0 
llu

1 
- u

2
1\

1 
dT. 

The Schwartz inequality yields 

1 

\\Mu
1 

- Mu
2

\\
1

:::: K
2 

L
2 

6 e -crt t 2 llu
1 

- u
2

1\ 2 . 

that is 

Squaring both sides, integrating and taking the square root 

yields 

K 2 L
2 

6 
\\Mu1 - Mu2 1\ 2 :::: 2 cr \\u1 - u2 ll 2 

K
2 

L 2 0 
Condition e) implies 

2 cr 
< 1 ' 

therefore M is a · contraction mapping. 
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This concludes the proof of Theorein 2. Notice that this theorem 

includes the result that the solution U is asy1nptotically stable, that is 

l. 3. .(:: Liapun~v- Poincare' Type Theorem 

Since non.linear problems cannot in general be solved, an 

interesting question is, "When does the solution of the linearized 

problem behave like the solution of the nonlinear one? 11 
• 

In ordinary differential equations there are theor ems attri-

buted in various places to Liapunov, Poincarl: and Perron, which say, 

in essence , that if tl1e linearized equation is asymptotically stable 

and the nonlinearity is small then the nonlinear e quation i s asymptot-

ically stable. 

Theorem 2 of the last section includes a result of this type. 

Conditions a ) and b) assert the asym.ptotic stability of the linearized 

equation and condition c) asserts that the nonHnearity is small. Since 

the space B contains only functions which are asymptotically stable 
co 

(see the statement just prec e ding Lemma 4) the solution must be asy1np-

totically stable. We now prove a result which gives a little sharper 

bound on the solution U. Recall that the bound we had from Theorem 2 

Theorem 3 (A Liapunov- Poincar<f Type Theorem .. }: 

Suppose all the conditions of Theorem 2 are satisfied, then 

K 2 L 1 o 
----(1-e -crt) 

l!ul!l~Kl'lle cr 

where U is the fixed point of (l. l) • 

-crt 
e ( l. 2) 
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Proof: Conditions a ) and b) of Theor e m 2 irnply that 

-ot / t --o (t-T) II \\ \\U\1
1 
~ K

1 
T) e + K2 0 

e g 1 dT . 

But g be ing of second order, condition c), im.plies 

t 

eoti\U \\ 1 ~ K1 T) + K2 Ll 6 fo \\U\\1 dT 

Let y(t) = e
0

t \\U\\ 1 which yield s 

t 
-OT 

y(t) ~ K 1 11 + K 2 L 1 6 /
0 

e y(T) dT 

t 
L e t R(t) = K

1 
11 + K

2 
L

1 
6 /

0 
e-OT y(T) dT which implies 

eot R' (t) 
K

2
L

1 
6 

= y(t) ~ R{t) which upon i n teg ration yi e ld s 

K2 L1 o - ot 
--

0
-- (1- e ) 

R(t) ~ R(O) e 

This theorern not only says that the zero s olution i s asymptot-

ically stable but it g i ves a lowe r bound on the r egion of asym.ptotic 

stability. L et us state this the orem another way. 

If the syste m starts out so that T) ~ if- m.in[~ ~ , (~~ J 
1 2 2 2 l 

(r ecall T) is a 1neasure of the initial data) then the system remains 

close to the zero s olution in the s e nse of ( l. 2) a nd approaches zero 

as t -+ oo . 
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l. 4. Liapunov' s Direct Method for Stability 

Stability by Liapunov' s Direct Method has been applied exten-

sivel y to ordinary differential equations and so it is natural to l ook 

for extensions of this m e thod to partial differ ential equations. Several 

>I~ 

r ecent pap e rs treat stability fo r certain partial differential equations 

by such an extension. Greenberg, MacCamy and Mizel [8] and 

Rabinowitz [10] treat s tability by a method which is essentially the 

same as the Direct Method. 

In this section we prove a theorem on asymptotic stability 

which applies to any system with a state vector U(x, t) for which a 

Liapunov Functional can be constructed. It is assumed tha t the system 

admits a zero (equilibrium ) solution. The theorem and its proof are 

almost identical to a theorem proved by Kaln1an and Bertram [4] for 

ordinary differ e ntial e quations. 

Let U(x, t, U ) d enote a possibl e state vector of this system 
0 

where U (x) denotes the initial state of the system, i.e. U(x,O,U )=U (x ). 
0 0 0 

L et the measure of distanc e in this system be the norm, \IU\1
1

, defined 

in Section l. 1 . Before proceeding to the theorem we state three defi-

nitions. 

Definition 1: 

The zero soluti on is said to be stable if for every E: > 0 ther e 

exists a o(e) > 0 such that lluo(x)JJ1 s; 0 implies IJU(x, t, Uo) ll '5: €. 

>i'< 
See for exampl e Parks [1], Dickerson [2] and Infante and Plaut [3]. 
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Definition 2 : 

l arge if 

T he zero solution is said to be asyn1ptotically stable in the 

1) the zero solution is stabl e , and 

2) all solutions whic h are bounded init ially remain bounded 

for a ll tirnc and a pproac h zero as t -• oo . 

D e finition 3 : 

V i s a spati a l i ntegral ope rator w hich 1naps a vector function 

U(x , t) i nto a scalar function oft denot e d by V[U(x, t), t] = V(t). 

Theorem 4: 

L e t U( x ,t, U
0

) d enote some state vector where U( x ,Q,U
0

) = U
0

(x ) 

and U( x , t, 0) = 0. Suppose the r e exi s t s a scal ar function V[U, t ] = V(t) 

diffe r enti a ble in t a l ong every solut ion curve U such tha t V[O,t] = 0 

and 

a ) V[U, t] is pos itive definite, that i s there exis t s a continuous 

nondec reasing scal a r function 13
1 

such tha t 13
1 

(0) = ·o a·nd for a ll 

t and a ll U -f 0, 0 ~ 13
1
(jjulj

1
) ~ V[U, t] 

b) There exists a conti nuous scal ar function y such tha t y (O)= O 

and the deri vati ve V of V a l ong t he 1notion satisfi es, for a ll 

t > o and u -1 o, v c u, t J ~ - y( II u 1\ 1 ) < o , 

c) The re exists a cm1tinuous, nondecreasin g scalar functio n 

13
2 

such that [3
2

(0) = 0 and, for a ll t, V[U, t ] ~ 13 2 (1Ju1J
1

) , 
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then the z e ro solution is asyrnptotically stable in the large and V[U, t] 

is calle d a Liapunov Functional. 

Proof: 

L emma 7: The zer o solution is stable . 

Proof : L et IIU 
0

11
1 
~ o, where o i s as yet arbitrary, then by 

b) and c ) V [ U, t] ~ V[U
0

, 0] ~ {3
2
(j ju

0
ll

1
) ~ {3

2
(o) . C.ombini ng 

this with a) g i ves {3
1
(j\ul!

1
) ~ V[U, t] $: {3

2
(Ci). But for eve ry 

given e > 0 {3
1

(e ) is a fix e d number> 0, since {3
2 

i s continuous 

and {3
2

(0) = 0 the re exists a o such that {3
2

(o) $: {3
1

(€). Therefor e, 

for this o, f3 1(1\u!!1) ~ f3 1(e),which by the monotonicity of {3
1 

implies that IIUII 1 ~ e. 

L emma 8: All solutions bounded initia lly remain bounde d fo r 

all time . 

Proof: T ake \\U
0

II 1 $: r where r 1s arbitr a ry. We know from 

But by d) there exists a finite C, which depends on r, such that 

{3
2
(r) ~ {3

1
(C)which implies that {3 1( \\UII 1) $: {3 1 (C~ The monot ..: 

onicity of {3
1 

then implies that l!ul! 1 $: C. 

Lemma 9 : All solutions bounded initially approach zero as 

t -t oo. 

Proof: By b) V(t) = V[U, t] is a mon otone nonincr easing 

function which i s bounded b e low by zero. Therefor e there 

exists a number V 
00 

such that limit V(t ) ·-• V ~ 0. 
00 t -t 00 

V > 0 and obta in a contradiction. 
00 

Assume · 
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By assumption then 

13
2

(JJU \\
1

) >- V(t ) >- V 
00 

> 0. Condition s c) and d) imply the 

existence of a number c
1 

such that V 
00 

= 13
2

(C 1); c01nbining 

thi s with L emma 8 we have c
1 

:s: \\U\1 1 :s: C(r). Let K = miny(y) 

for y E [C
1

, C] which implies 
t 

V(t) :=:;; V(O) /
0 

y(J\U\J
1

) :s: V(O)- K t . 

This means that V becmne s negative for large enough t which 

is a contradiction. Thus V = 0. 
00 

Tlris proves Theore 1n 4 . 

L iapunov 1s Direct Method for stability has the advantage that 

it does not r equir e any knowledge of the solution (except the knowl edge 

that i t satisfy a certain differential equation ); however, it suffers in 

that there is no general way to find a Liapunov Functional. 

Notice that Theorem 4 is more general than Theorem 3 in the 

sense that there is no restriction on the initial data (it can be arbi-

trarily large but finite in norm), and there is no explicit restr iction 

on the nonlineari ty. 
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CHAPTER 2 

SPECIFIC EXAMPLES 

In this chapter we show how the results of Chapter 1 can be 

· applied to some specific nonlinear partial differential equations. In 

particular we show how these equations can be put in the form ( 1. 1) 

existence and uniqueness theoren1s and the Liapunov-Poincar~ theorem 

follow if g and r) satisfy the a ppropriate conditions in Theorems 1 and 

2. We also show how to construct a Liapunov Functional for these 

equations; stability then follows from Theorem 4. 

The exanJ.ples we treat are special cases of the following problem: 

= f{u, u , 
t 

x,t {2. 1) 

where u is defined on some bounde d spatial domain D fort E [0, T] and 

satisfies tb.e homogeneous boundary condition 

Bu(x, t) = 0 for x E o D , 

and the initial conditions 

u{x, 0) = a (x ) 
0 

a 
1 

{x ) 1 

(2. 2) 

(2. 3 ) 

The function f may depe nd on u a nd some of its derivatives and is 

to be considered smooth in these variables. L 1 and L
2 

are self-

adjoint spatial operators such that the linear system (2. 1)-{2. 2) with 

>l< 
f = 0 exhibits c l assical normal modes. 

S ee Section 2 . 2 for a discussion of classical nonnal1nodes . 
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It should be noted that a partial differential e quation does not 

have to be of the f orm (2. 1)-(2. 3 ) in order to apply the results of 

Chapter 1. The theory i n Cha.p ter 1 is quite genera l and can be a pplied 

to any partial differential equ a t ion which can somehow be w ritten in 

the fonn of (1. 1) s uch that G and H have t he appropr iate properties . 

Also, not every problem which can be written in the fo r m o~ (2. 1)-(2. 3) 

can be treated by the methods of Chapter 1 becaus e G and H may not 

have the appropr i ate prop e rties . 

Before going to the specific exampl es we discu s s the meaning 

of existenc e of solutions to ( 2. 1)-(2. 3 ), derive an integ ral equation 

for (2. 1)-( 2. 3 ) and d erive an e qua lity which is used for constructing 

a Liapunov Functional for (2 . 1) - (2 . 3 ). 

2. ·1. Some Comment s on Exi s t ence 

To prove existence we replace (2. 1)-(2 . 3 ) by an integ r a l equa­

tion and then apply the the or ems of C hapter l. Thi s , however , brings 

up the followi ng question s : 

1) In what sen se i s the integr al equation equivalent to (2.1)-( 2.3 ) ? 

2) How d o we use the theory of Chapte r 1 to prove exi s tenc e of, 

for instanc e , clas s ica l solutions to (2. 1}-(2. 3), i.e., solutions 

such that utt' L 1 ut, L 2 u, and f (u, ut' • • ·, x
1 

t) a re continuous 

function s of x and t? 

The first question is answered simply by saying that if the 

integral e quation has s olutions w hich are s ufficiently differentiable, 

the n the t w o formul a tions will be e quiva l e nt. The sec ond question can 

b e answered in the fran~ework of generalized derivatives a nd Sobolev 
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spaces. This is the a pproach t a ken here. 

If we make the vector U of equation ( 1. 1) contain u and son1.e 

of its generalized derivatives then the Banach space HT defined in 

Section 1. 1 is the space of function s suc h t hat each function has these 

generalized derivatives belonging to L
2

(0). For example we can take 

the components of U to be u(x, y , t), ut, u 3 and u the n the norrn 
XYt yy 

of U is 

1 

llullz = (loT I [u
2 + u 2 + (u 3)

2 + u 2 
]dx ely dt)

2 

D t xyt yy 

and HT 1s the space of functions u whose generaliz ed derivatives 

ut, u .~and u exist and are L
2

(0) integrable. 
xyt"' yy 

If we 1nake the vector U contain u and all its .e.th order deriva-

tives then HT is the .e,th order S obol ev space W :(\J) and we may apply 

the Sobolev embedding theorems. In essence the· e1nbedding theorems 

tell us that if the integer 1. is larg e enough then every function in 

W .e. · · 1 f · · ck 1 
2 

1sequ1va.enttoa unctlon1n w1ere k is some integer l ess 

than t which is s pecified by the embedding the orem.. For exa1nple, 

we can take the components of U to be u(x, t), uxx" uxt and utt ; then 

HT is the space W :(0) and the embedding theorem tells us that u is 

e quival ent to a function in C
0 

(class of continuous functions). 

We use these ideas in the example s to prove existence , unique-

ness and stability in two different spaces . In one s pace we use a 

norm, JluJJ 2 ,which a ssures the existence of the Liapunov Functional 

V[U, t] and its derivative. In the other space we use a norm for a 

~ 
Se e Appendix II for a definition of these along ·with a s tateme nt of a 

Sobolev Embedding Theorem. 
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Sobol ev space which will assure the exist ence of clas s i cal solutions. 

O ne more point in r egard to these ideas. Reca ll that in 

Cha pte r 1 we mentioned that p erhaps a more appropriate norm would 

be IIU\\z =max \\U\\ 1 . The reason we did not u se this norm is 
t E [0, T] 

b e caus e the properties of the functions in the Banach spa ce generate d 

by this norm a re not known to us w hereas the properties of gene ralized 
>':( 

d e rivatives and Sobolev spac e s are well know n. 

2. 2. D e rivation of an Integral Equation 

There are many r e pr esentations one could use to d e rive an 

i n t eg ral equation for (Z. l}-( 2. 3 }; we want to use one t hat makes g ood 

us e of the ''damping t erm " L
1 
ut. Caughey and 0' Kelly [7] in their 

pape r on clas s ical normal modes solve the linear proble m 

utt + L 1 ut + L 2 u = f(x, t) 

w i th homogeneous boundary conditions : 

Bu(x, t) = 0 for X E aD 
} (2. 4) 

where L 1 and L 2 are self- adj oint operators such that the r ·e exists a 

comple t e s e t of eigenfunctio n s cp (x ) which are eigenfunctions for both 
n 

L
1 

and L
2

. This allows a n e xpansion, for the solution of (2 . 4), of 

the f0rm 

u(x, t) = 'Bu (t) cp (x ) 
n n 

(2. 5) 

R e placing f( x, t) by f(u, ut, · • •, t) in the solution of (2. 4 ) gen erates an 

integ ral e quation in the usual f ashion. 

* S ee Sobol ev [5] and Smiruov [ 6]. 
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The general conditions on L
1 

and L 2 such that an expansion of 

the forrn (2. 5 ) exi sts for (2. 4) can be sumrn ed up in a definition and 

theorem stated by C aughey and O'Kelly [7]. T he theorem is proved 

in their p aper; we state it h e re without proof. 

D efinition : The system (2. 4 ) with f = 0 is said to possess classical 

normal modes if there exists a cmnplete set of orthonorrnal eige n-

fun c t ions cp , defined on D, such that 
n 

B cp ( x) = 0 for X E aD 
n 

(2. 6) 

The orem: The necessary and s uffici ent conditions for (2. 4) with f = 0 

to possess classical normal mod es are that 

(a ) the operators L 1 and L
2 

comrnute 

i.e., L
1

L
2 

= L
2

L
1 

(b) the boundary conditions on the higher - orde r 
operator are d e rivable from a compatibl e set 
of boundary condi t i ons on the l ower order 
operator . 

(2. 7) 

If ( 2 . 5 ) i s to b e a soluti on of ( 2. 4) the u (t ) must sati s fy the 
n 

differentia l e quation 

u 11 (t) + 2 'A u '(t) + IJ u (t) 
n n n n n = 1 f( s, t) cr ( s ) d s 

D n 
(2. 8) 

with initia l data 
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u ( 0) = f a ( s ) rp ( E; ) ds 

) 
n D o n 

U 
1

( 0) = I a 1 <s> cr ( s > ds n D n 

(2 . 9) 

where 

u(x , 0) - a (x ) 
0 

ut(x, 0) = a
1 

( x } 

The soluti on of (2. 8 ) and (2 . 9) can be written in the standard form 

t 

u n ( t) = v 1 n( t ) I D a o cp n + v 2 J t) I D a 1 cp n + J o v 2 n ( t - 'f )( J D f ( S' 'f ) cp n ( S ) d S ) d 'f ' 

where 

- A: t[ J 2 v
1 

(t ) = e n cosh A. - \J. t + 
n . n n J 

A.n 
sinh.,/ 

and 

sinh~t 

J 
Sub sti tuting this result into (2 . 5 ) w e find 

u( x , t) = ~ r.p (x ) ( /D a co ) v 1 ( t ) + ~cp (x ) ( ID a 1cp ) v 2 n (t ) n o · n n n n 
t 

+ !.:>on<xl I <In f( s , 'f) crn<s >d s > v 2 n< t-'f l d'f 
(2. 10} 

0 

If we m ake the identific a tion 

A(x, s;t) - ~ cpn(x) cp (E; ) v
1 

(t) 
n n 

and B( x , s; t) _ ~ r.p ( x ) cp ( S) v
2 

( t ) 
n n n 

the n 

(2. 10) can be written in a more con1pact form 
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u{x, t) = I A (x , t;; t ) ao(s )ds + I B (x , t;;t ) a 1 ( s) 
D D 

t 
+ J 1 B(x,s;t - T)f( S, T ) dsd-r. 

o D 
(2 . 11) 

Notice that w = utn satisfies equation (2.. 1) w ith right hand side 

f n and the sarne boundary conditions. The initial data become 
t 

w (x , 0) = an (x ) = utn{x, 0) and wt(x, 0) = an+
1 

(x) = utn+1{x, 0). T herefore 

we may wr i te 

t 
I A a + I B a +1 + I I 
D n D n o D 

B f 
n 

T 

The a are determined from the following relation 
n 

a= -L a -La +f 2 n 1 n-1 2 n -2 t n -
n~2 

(2.. 12 ) 

(2. 13 ) 

W e will be dealing with u and some of its derivatives. Let 

n th 
D denote any n order spatial derivative, t hen 

(2 . 14 ) 

and 

(2. 15) 

T he reason we choose this representation is that even though 
t t :t I I B£ = I I Bt f {since v 2 n( O) = 0) , higher t derivatives bring 
oD o D El t t 

contributions from the upper limit, for instance -~ f I B f = I I Btt f 
8t o D D 

+ f. With the added contributions, d eri vatives of u cannot be w ritt e n 

in the same form as equation (2 . 11) (compare equation (2. 11) with 

equations ( 2. 1 4 ) and (2. 15) ) whi ch is a convenient form for putting U 

in the form of (1. 1). 
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Define a v e ctor U(x, t) with components take n fr01n u(x, t) and 

[ Dn u } j U the n satisfies the integral equation 
tm 

t 
U(x, t) = G[a

0
, a

1
] + f H[g(U}]d T (2.16) 

0 

where g depe nds on f and some of its derivative s . Therefore U is 

a fixed point of the 1napping defined in (1.1). 

2. 3. Derivation of an Equality for a Liapunov Functional 

Part of the Liapunov Functional can be cons tructed by m.ulti-

plying equation (2 . 1) by (ut + ± L
1 

u) and integrating over the domain 

D. We assume in what follows that L
1 

and L
2 

are self-adjoint oper -

ators . 

then 

If the mner product of f(x) and g(x) is defined by 

(f, g ) = / f g dx 
D 

The relations 
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imply 

(2. 17) 

Thus if we define 

(2. 18 ) 

then (2. 1 7) can be written 

(2. 19 ) 

2. 4. Exa1nples 

In this section we d eal with four specific exan1ples . For each 

axampl e we define the problem, state the integral equation a nd give 

smne of the properties of the integral kernels A and B ( see equation 

{2. 10) ). 

We pr ove as ymptotic stability in the larg e in term s of smne 

norm, p, by constructing afunctional V such that 0 ~j3 1 (p) ~V(t) ~(3 2 (p) 

and V(t) ~ - y(p) where (3
1

, (3
2 

andy satisfy the conditions of Theorem 

4. Stability follows from T heorem 4. 

'To prove existence and uniqueness we define an appropriate 

spac e HT' cons truct the mapping M of ( l. 1) and show, for thi s 

mapping, that \\G[a JII
1 
~ K e-at 1l and \\H[g(U)J\\

1 
~ K e -a(t-T) 

\1 g (U) 1\
1

• Existence and uniqueness follow from Theorem 1 or 2 

and asymptotic stability from Theore1n 3 under the appropriate re-

strictions on 1l and g . As mentioned in Section 2 . 1 we us e two 
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different norn1.s, one to prove existence of the Liapunov Functional, V, 

and its derivative and the other to prove existence of classical solu-

tions. It should be noted how ever that the Liapunov Functional a pproach 

proves stability f or a wider c la ss of solutions than the class for which 

we prove exister~ce. 

E xampl e A. 

The differential equation is 

utt - 2a u - u = f(u, u ·:, u , u , x , t) 
XXt XX t X XX 

u ( 0, t) = u( 1 , t) = 0 

u( x, 0) = a (x ) 
0 

(A1) 

The e i genfunction s and e ig e n values associated ''d.th L
1 

and L
2 

(see 

equation (2. 6)) are 

cp (x ) = J2 Sln nrrx 
n 

An 
2 2 = a n Tr 

2 2 
1-ln = n Tr 

so the integral equation (2. 11 ) is 

* A problem very similar to thi s has been studied by Greenberg, 
M acCamy and Mizel [ 8] . 

)~ 



u(x, t) -

where 

A(x, r; ;t) 

and 

B(x, t;;t ) 
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1 1 
I A (x , s ;t)a ( s )ds + f B(x, s;t)a

1
( s )d!; 

0 0 0 . 

t 1 
+ I I B(x, t; ;t-'f) f (s, 'f)d s d'f 

0 0 

00 

= 6 2 s i n n1rx s in n1TS v
1 

(t) 
n . 

= 

n= 1 

2 2 [ J -an 1T t 2 4 4 2 2 
e cosh a n 1T - n 1T 

2 2 
+ a. n 1T 

J 

00 

sinh 

= 6 2 s i n n1rx sin n1rs v
2 

(t ) 
n=l n 

= 
2 2 -a n 1T t s inh ,., 

e --~====~---J 
t 

t {A2) 

A and B have the following prope rties which are need ed for 

discussing existenc e and unique ne ss; see Appendix III fo r the calcula -

t ion of thes e results. It is assume<;! tha t S(x) and it s even order d eri va'-

tives up to but not including order n vanish on the boundary. 

1 

II f 
0 

At = B XX 

1 2 
= II f B n+2 S l\ 1 S: K e - a 1T t Jl S l\ 1 0 X ~ 

B = A + 2a. B 
t XX 

1 2 
II J Bt SIll s: K(l+2a.) e-a. 1T t 1\SI\1 

0 

{A3 ) 
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These are the best bounds in the sense that they do not exist 

if S does not have the indicate d differentiability. 

In the method we use to prove existence, the structure of the 

k e rnel B puts a res triction on the contents of the nonlinear term fin 

(A1). One can argue that the only derivative higher than first order 

that f may contain is u because otherwise the 1napping V = MU 
XX 

(M is defined in ( 1. 1)) cannot b e a mapping of the space HT into 

itself. To see this consider the following: If f contains u , u t and 
XX X 

utt then the vector U (s ee equations (1. 1) and (2. 16)) must contain 

u , u t and utt• If we assume that u , · u t and utt E L 2 (0), i.e. 
XX X XX X- . 

U E HT, but that higher order derivatives of u do not exist, then we 

find from e quations (2. 14), (2.15) and (A3) that v:xxELz( O) an::i_.:x1!vtt' ~L2([2 ) 

where vxx' vxt and vtt are components of V in the mapping V = MU. 

Therefore V ~ HT and M does not map HT into. itself. To be more 

specific vtt is equal to the smn of three term s (see e quation (2. 15) 
t 1 

with m = 1 and n = 0) one of which i s [ I Bt f dsdT. This term 
o o T 

exists only if ft(u, • • •, uxx' uxt' utt' • • ·) E L 2 (0) but this is not pos-

sible since uttt is assumed not to exist. The t erm v exists because 
t 1 XX 

it depends on a term I f B f dsdT which belongs to L
2

(0) by {A3) 
0 0 XX 

since f(u, · • ·, uxx' uxt' utt' • • •) E L 2 {0) by condition c) of Theorem 1 or 2. 

Another way of looking at this is to examine Bin {AZ). Notice 

that eac h x derivative brings out an mr w hereas each t derivative brings 

. 2 2 
out an order n -rr 

B ar e different. 
tt t 1 

term and so the convergence properties of B and 
t 1 XX 

In fact if Sis an L
2
{0) function then I I B S EL

2
(0) 

0 0 XX 

but /
0 

/
0 

Btt S does not necessarily E L
2

{0). 
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Const:z:uction of a Liapunov F unctional 

W e consider two types off; one i s f = - g (u) and the other 1s 

a f =- g ( u ) . OX X 

From equations (2 . 18 ) and (2. 1 9 ) 

1 
( ) .!. t [u Z 2 2 2 

V1 t = Z /0_ X + ( U t-a U ) + a U ] 
XX XX 

(A4) 

Case I. T ake f = - g(u ) where u g (u) > 0 for u -f. 0 and g '(u) > 0 for 

u .,. 0. D e fine V(t) = V
1

(t) + V
2

(t) w h e r e 

l u 
! < f g( s )ds) dx 

0 0 

w hich upon diffe r enti ation y i e ld s 

• l 
V 

2 
(t) = 1

0 
ut g (u)dx 

This l eads to 

V(t) = l 2 2 2 2 u t J [ u + ( ut- au ) + a u + 2 I g ( S ) d S J d x I . 
0 X XX XX 0 

1 2 z 2 -a/ [u t+u + u g '(u)]dx 
0 X XX X 

V(t) = 

To prove asym.ptotic stability i n the l arge we show that V 

satisfies the conditions of The ore1n 4 w ith 

(A5) 

2 /
1 

2 2 2 2 p = [ u + u + ut + u ] dx (A6 ) 
0 X XX 

The following inequalities will be us eful i n our proof. If u 1s 

such tha t u ( O)=u(1)=0 arrl u exi s t s , then 
XX 

1 2 l 2 2 I u l ~ I I u l d x ~ u ~ I u d x ~ p (A 7 ) 
0 X 0 X 
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and 

The second inequality is based on the fact that u has a zero since 
1 X 

/ u = 0, and u is continuous. 
0 X X 

Conditions a) and d) of Th eorem 4 . 

Making use of (A5). (A6 ) and the inequality 

we find that 

2 /
1 

[ 2 2 a2 u 2 + 2 p s: o 2 ux + 2(ut - a ux) + 2 xx uxx J 

s:2(2+ _!_z ) V 
1 

(t) = K
1 

V 
1 

(t) s: K
1 

V(t) 
a 

Therefore V(U, t) ~ 1 2 = K1 P 13 1 (p) where it is clear that 13
1 

satisfies 

conditions a) and d) of Theorem 4. 

Condition c) of Theorem 4. 

From (A4) we notice 

1 /
1 

2 2 2 2 2 V 
1 

( t) :S: z [u + 2 ut + 3 a u };; K.., p 
0 X XX L. 

1 u u -u 
Now consider v

2
(t) = f (I g (t; )ds}dx and let h( I u I) =max( I g , I g) 

0 0 0 0 

which irnplies that h(O) = 0, his a nondecreasing function of I u! and 
u 

1
0 

g ~ h(!u!). By (A7) lui :S: p, therefore 

1 u 1 1 
V 2 (t) = 1

0 
1
0 

g s: 1
0 

h(lul) ~ 1
0 

h(p) = h(p). 

2 
Combining this with the result for v

1 
yields V(t) ~ K

2
p + h(p) = 13

2
(p) 

where we observe that 13
2 

satisfies condition c). 
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Condition b) , of Theorem 4. 

Condition b) will b e satisfied if we find a y such that 

1 2 2 2 
Y (p)..,;.o:f [ut+u~ +u g'(u}]dx. Using(A7)and(A8)wefind 

0 X XX X 

2 1 
r = I 

0 

2. 2 2 2 
u + u +ut+u 

X XX 

1 2 2 
s f 3 u + uxt 

0 XX 

but g'(u) is positi v e ; there for e 

2 
p ..,;. 3 

1 2 J [u 
0 XX 

2 2 
+u t +u g'(u)] 

X X 

If we take y(p) 
2 

- .9:_£_ - 3 , condition b) is satisfied. 

1 2 
We have therefore proved the following result: If (3

1
(p} = K- p , 

2 0: 2 1 
(3

2
(p) = K

2 
p + h(p) and y(p) = 3 p , then (3

1 
(p) ..,;. V(t)..,;. (3 2 (p) and 

V(t) ..,;. -y(p} • Asymptotic stability in the large for the norm p 

follows. 

Case II. u g'(u ) where u g(u ) > 0 for 
XX X X X 

u :f 0 and g' (u ) :?: 0. 
X X 1 ux 

Define V(t) = V 
1 

(t) + V 
2

(t) where V 2 (t) -- f ( J g(S)dE;)dx which 
0 0 -

upon differentiation yields 

= fol uxtg(ux) dx = -J 1 u _£_g_ dx 0 t ox • 
Therefore 

V(t) = v1 (t) + J~ (J 
0
ux g(s) ds) dx 

rl 2 2 2 ' 
V ( t) = -a 

0 
[ u t + u + u g 1 

( u ) ] dx. '-' ·x XX XX X 

The construction of S 
1 

and y is the same as in Case I, the 

constructlon of f3z_ goes through the same except we use 

lu I < p inst e ad of !u I < p. 
X - -



-30-

· C onditions for Existence 

0 

For the existence of V and V we ne e d the existe nc e in L 2 (0) of 

u and i ts generalized derivatives u , u t and utt (the existence of 
XX XX 

u and u imply t h e exi stence of u and u ). We therefore define 
XX tt X t 

HT = [ u (x, t)llu, uxx' uxxt' utt E L 2 (0 ), u \aD= 0, u(x,O) =a
0

(x ),ut{x ,O)=a1{x)) 
1 

with the norm \\u\\
1
2 = f [u2 + u 2 + u 2 + u 2 Jdx. 

o xx xxt tt 

By e quations (2. 14 ) and ( 2 . 15) we have 

1 1 t 1 
u = f A a + f B a 1 + / f B f 

0 0 0 0 0 

1 1 t 1 
u =/A a+/ B a+//B f XX 0 XX 0 0 XX 1 0 0 XX 

1 1 t 1 
u =/A a+ /B a +//B f XXt 0 XX 1 0 XX 2 0 0 XX 'f 

1 1 t 1 

utt = fo At a l + fo Bt a2 + fo fo Bt fT 

By (A3) there exi sts a constant K such that 
2 

1\ G [ a J 1\ 1 s K e - a 1T t [ \\a o \\ 1 + I I a 1 1\1 + I I a o xx 1\1 

2 
+ II a l xxll 1 + lla2 II 1 J = K e - a 1T t 1l 

as long as a
0 

= a
1 

= 0 on 8D. A l so from (A3 ) we f ind 

2 
\\H[g(U)]\1~ s K

2
e -

2
a1r t [21\ fl \: + 2 1\fTII~ ] 

2 
= K2 e - 2a 1T t \l g (U) II : • 

• 
Thi s assures the existence of V and V as l ong as 

1) a 
0 

= a 
1 

= 0 on aD 

2) 11 and g sati s fy the conditions of T heorem 1 or 2. 

See Append i x IV w h ere we show that condition 2} above is sati sfi e d 

for f = h(u ) u and f = h(u). 
X XX 

Now we prove that if a
0 

and a
1 

are smooth enough then there 

exist s a s oluti::m u(x, t ) of (AI) such that u E C
3

(:0). 
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The Sobolev s pace W {(0.) in the two dimensional case, i. e. 

x, t , is en:1bedded in C
3

(0.) and the norm associated with this space is 

2 T 1 2 2 
llull 5 = /

0 
/

0 
[u + '6 (Dnu m) ] dx dt . 

W 
2 

(0) n+m=5 t 

However the existence of u 
5 

and u 
4 

requires the existence of u 
2 4

• 
t xt x t 

as we shall see below, therefor e the vector U is made to contain u, all 

fifth order derivatives of u and u 2 4 . Since the i nequaliti es in (A3) 
X t 

hold und er the assurnption that Sand its even order derivatives vanish 

on ()D we define 

HT = [u(x, t)\\u E w {(0), ux2t4 E L2(0 ) > u I oD = uxx I ()D 

= u 4 I e~n = 0, u (x, 0) = a (x), n = 0, 4} 
x u ~ n 

with the norm liD IIi = llull
2 

5 + 1: /~ ( u 2 4 )
2 

dx dt • Notice that HT 

5 
W 

2 
(0) X t 

is a subspace of W 
2 

(0. ) . 

By (2. 13) and (2. 14) we have 
1 1 t 1 

u = I A a + I B a 1 + ! I B f 
0 0 0 0 0 

I 1 t 1 
u 5 = ~ A5 a + lo B 5 a 1 + lo lo B 

5 
f 

0 
X X X X 

1 1 t 1 

u4 = 10 A 4 a1 + foB 4 a2 + 10 10 B 4fT 
X t X X X 

1 1 t 1 

u 3 2 = 10 A3 a2 + 10 B3 a3 + lo lo B 3 f 2 
X t X X X T 

l 1 t 1 

u 2 3 = 10 A 2 a3 + 10 B 2 a 4 + lo lo B 2 f 3 
X t X X X T 

1 l t 1 

u 4 = / A a
4 

+ I B a5 + 10 10 B .f 4' 
xt 0 X 0 X X T 

l 1 t l 

t 

= G[a] + I H[g(U )] 
0 

but if f 
4 

is to exist s o 
T 

u 2 4 = 10 A 
XX 

X t 
a4 + / B a 5 + 

0 XX lo lo Bxx f 4 

must u 2 4 
X t 

T 
l 1 t 1 

u 5 = 10 At a4 + 10 Bt a5 + 10 !0 B · f 4 4-
~ 

t T 

By (A3 ) the re exi sts a constant K such that 
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under the following conditions: 

on 8 D ~ 

2) f(x, 0) = fxx(x, 0) = f 4 (x, 0) = 'ft(x, 0) = ft 2 (x, 0) = 0 on 3D. 
X X 

A little calculation bas e d on e quation (2. 13 ) shows that 11 exists if 

a
0 8 

and a
1 8 

E L
2

(D) . Also by (A3) we see t hat 
X X 

2 
\\H[g(U)]\\{ ~ K2e-2a."IT (t-'f) ( \1£11 { + llf .3 II~ 

X 

+ II£ z ll12 
+ II f 2 ll12 

+ II f 3 II 
2 

+ 3 II £ 411 ~ > 
X'f X'f 'f 1 'f 

2 
= K2 e -2 a. 'IT (t- 'f ) 1\g( u) 1\; 

under the following condition: 

f(x, t) = f (x, t) = 0 on 3D . 
XX 

We have therefore proved the following r esult: 

If 

a) a
0 8 

, a
1 8 E L

2
(D) 

X X 

b) a
0 2n = a 1 . 2 n = 0 on 3D for n = 1, 2, 3 

X X 
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c) f(x, t ) ::::: f ( x , t) = 0 on 3D 
XX 

d) f 
4 

(x, 0) = 0 on 3D 
X 

e ) g and 1l satisfy the conditions of Theorem l or 2 

then there exists a three tim.es continuously differentiable solution 

of (Al) on either [0, T ] or [0, oo) . 
0 

Conditions c), d) and e) could be satisfied by f = h(u) or 

f = h ( u )u as long as his suitably smooth and satisfies son1e con-x XX 

clit i on at zero. See Appendix l V for sorne discussion of this . 

Example B. 

The differential equation is 

} ••• 
(B l) ' u(O , t ) = u(l, t) = 0 

T he eigenfunctions and eigenvalues given by e quation (2 . 6 ) are 

cp (x ) = ,JT Sln n1rX 
n 

A. n = a. 

2 2 
IJn = n 1T 

A and B have the following properties which are calculated in 

This problem has been treat e d for the existence of p eriodic sol u­
tions by Rabinowitz [10]. In a more recent paper [ll] he uses a 
t echnique develope d by Moser [9] to treat the case where f contains 

uxx ' u xt and utt . 
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Appendix III. It is a s s urned that S and its even order d e rivati ves 

u p to but not including order n vanish at x = 0, 1. 

= B 
XX 

B = A-2aB 
t 

1 
II /

0 
· A xn S Ill ~ K e- a t II S xn Ill 

These are the best bounds in the s e nse that the y do not exist if 

s 
n 

X 

{B2 ) 

The structure of B again puts a limit on the conte nts of f 

but this time f can contain nothing higher than first orde r der i vativ e s . 

The reasoning is the same as in Exa1nple A, here suffice it to say 
l 1 l 

that if S E L
2 

{D) the n / B S, / B t S and J Btt S do not neces-o X X 0 X 0 

saril y b e long to L
2 

{D). 

l et 

Construction of a Liapunov Functional 

We conside r the same two types of f as in Exampl e A, but 

2 
p = 

1 
I [ u 2 + u 

2 + u 
2 

] dx 
0 X t 

Case BI. f = - g{u) 

U sing {2 . 18) and {2. 19) we determine 



1 
1 

2 2 
V(t) = 2 / [u + (ut + 

0 X 

1 2 2 
~ ( t) = - a I [ ut + u 

0 X 
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2 2 2 u 
a.u) + a u + 2 I g (s )dt;]dx 

0 

+ u g (u}]dx 

The follow i ng result c an b e e stabli shed ju st as in E x ample A: 

If (:3
1 
(p)= ~ p

2
, (:3

2
(p) = K p

2 
+ h(p) where h(p) is the same 

as in Example A and y(p) = z p 2 
then (:3

1
(p) ::>: V(t) s;; (:3

2
(p) and . 

V(t) ::;: -y(p) . W e observe tha t (:3
1

, (:3
2 

a nd y satisfy the conditions 

of Theor e m 4. 

Case BII. 

f= a g(u) aX. x 
(Notic e the exi s t e nce theor e m doe s not apply in 

thi s cas e ) 

Using (2. 18) and (2. 19) w e det e rmine 

u 
l 2 2 2 2 X 

V(t) = i f [u + (u +au) + a u + 2 1 g f s )d s ]dx 
0 X t 0 

1 2 2 
\}"(t) = - a /

0 
[ut + u + u g(u )] dx • 

X X X 

If (:3
1

, (:3
2 

and y ar e the same as in Case BI, the condition s 

of the The or e m 4 will b e sati s fied. 

Conditions for E x i s tenc e 

For the e x i s tenc e of V and V w e nee d the e xi s t e nce in L
2 

(0 ) 

of u and its g eneraliz ed deri v ative s uxx and utt (t h e existe nc e of 

uxx and utt imply the existence of ux and ut). Since the ine qualities in 

(B2) for n ::;: 1 hol d for s = 0 on oD w e define HT = £u !~ E wJ(O), u I aD = 0, 

u(x, 0) = a (x), 
0 

11u 11 : = 

ut(x, 0) = a
1 

(x )} with the norm 

1 2 2 2 2 f [u + u + u t + utt J d x . 0 XX X . 
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By equations (2. 14) and (2. 15) we have 

l I t I 
u = f A a + J B a 1 + f f B f 

0 0 0 0 0 

I t I 
u = 

XX £ A xx a o + J B xx a l + Jo Jo B xx f 
t 

= G[a] + f H[g(U)] 
0 

l l t I 
f A a 1 + J B a 2 + j j B u = xt 

f 
0 X 0 X 0 0 X T 

I l t l 

utt = fo At ai + f B a + 10 !0 Bt f 
0 t 2 T 

By (B2) there exists a constant K such that 

as l ong as a
0 

= ai = 0 on oD. Also from (B2) we find 

as long as f(x, t) = 0 on an. This assures the exis t ence of V and \T if 

1 ) a =a 
0 l = 0 on an 

2) f(x, t) = 0 on an 

3) f) and g satisfy the conditions o f Theorem 1 or 2. 

Now vve prove that if a
0 

and a 1 are smooth, providing 1l and g 

satisfy the appropriate conditions, then there exists a solution 

2 
u(x, t) of (Bl) such that u(x, t) E C (0). 

The Sobolev space W i (0 ) in the two dimensional case, 1. e . x, t, 

is ernbedded in c 2 
(0 ) and the norrn associated with this s pace is 
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Since the ine qual i ties in (B2 ) hol d u nde r the assumption that Sand its 

even order d e riva tives vani s h on aD, we define 

with the n o rm \lull: = llull 2 
4 w 2 ( 0 ) 

By (Z. 14) and (2. 15) we have 

1 1 t 1 
u = I A a + f B a 1 + I f B f o o o o ·o 

u 4 = 
X 

u 3 = 
X t 

1 1 t 1 
/ A 4 a + I B 4 a 1 + / I B 4 f 
OX 0 OX 00 X 

1 1 t 1 
'o A 3 + I B 3 a2 + I I B 3 f /, a o o 'f 

X 1 0 X X 

t 
= G[a] + /

0
.H[g] dT 

1 l t l 
u 
xt 3 = 10 A x a3 + 10 Bx a4 + /, I B f 

0 0 X 3 
T 

1 1 t l 

u4 = 10 At a3 + 10 Bt a4 + fo fo Bt f 3 
t T . 

By (BZ) there exists a constant K such that 

+ l1 a
2 2

!!
1 

+ \1 a
3

x !1 1 + lla4 \1 1 ] = K e-l'~ r), under the follo wing 
X 

conditions: 

2) f( x , 0) = fT( x , 0) = 0 on oD 
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A little calculation based on equation (2. 13) shows that 'tl exists if 

a
0 4 

and a
1 4 

E L
2

(D). Also by (BZ) we see that 
X X 

\\H[ g (U) ] i\; ~ K
2 

+ 11£-rx)\ f + 

e-2 a(t-'T) Cllfllf +II£ 311; 
X 

II 11 2 
f 2 111 + 2 
'T X 

II£ 3\\ ~ J 
'T 

under the following condition: 

f(x, t) = f (x, t) = 0 
XX 

on aD. 

We have therefore proved that if 

c) f(x,t) = f (x,t) = 0 
XX 

on 

on .aD 

an 

d) 11 and g satisfy the conditions of Theorem 1 or 2 

then there exists a two times continuously differentiable solution of 

(B1) on either [0, T ] or [0, oo ) • 
0 

Exampl e C. 

The differential equation is 

. 2 2 t) 
utt- 2a \J ut- \J u = f(u, ux, uy, ut, uxx' u xy' uyy' x, y, 

D = ( O <x< l, O <y< l} 

u(x, y, t) = 0 for 

u (x, y, 0) = a (x, y) 
0 

x, y E a D (C 1) 
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The eigenfunctions and eigenval ues ( see e quation (2. 6) ) as s ociated 

with L
1 

and L
2 

are 

cp (x ) = J2 s in n1rrx J2 Sln nw y 
mn 

2 2 2 
A. = a rr (m + n ) 
mn 

2 2 2 
IJ.mn = rr (m + n ) 

A and B have the followi ng p roperti es whe re a D denotes the boundary 
X 

at X= 0, 1 and a D d enot e s the boundary at y = 0, 1 
y 

tn for details. 

if 

At = ._/B 
Bt = A+ Za •lB 

2 
II I \/2 A g Ill ~ K e- 2a Tf t II \/2 g Ill if g l oD = 0 

D 2 

II/ Atg 111 =II/ 'V2Bglll ~Ke-2arr t ll g lll 
D D 

\1 I Bt gIll~ K e-2a rrt ll g lll 
D 

I [n-1 J 
if g Zk = 0 k = 0, - 2-

x 8D 
X 

2 
II f B n +2 g l\1 ~ K e -

2
a 1T t ll g nlll 

D y y 

I rn-1 
if g 2k = o k = o, t-2- J . 

y an 
y 

See Appendix 

(C 2) 
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The structure of B puts lirnits on the content s of f just as in 

Exampl e A. 

We consider. the c ase for f = - g (u) where ug (u) > 0 for u * 0 

and g'(u ) :?! 0. 

Using (2. 18 ) and (2. 19) we d etermine 

1/ 2 2 2 2 2 2 2 u 
V(t)=~D[ux +uy +(ut-a\1 u) +a ('il u) + /

0
g(s)ds]dxdy 

V ( t) = - a I [ u 
2 

t + u 
2
t + ( 'i7 

2 
u) 

2 
+ g ' ( u) ( u 

2 
+ u 

2 
) ] d xd y 

D X y X y 

If we l e t p
2 

= I [u
2 

+ u 
2 

+ u 
2 + ut

2 + ( 'i7
2

u)
2

] dxdy, the n the follow -
D X y 

ing r e sult c a n be proved just .as in Example A. If (3
1 

(p) =% p
2

, 

(3
2
(p)=Kp 2 +h(p) and y(p)= ip2 ,then(3

1
(p):!S:V(t):!S:(3

2
(p) and 

1{t) :!S: -y(p) . We observe that (3
1

, (3
2 

and')' satisfy the conditions of 

The orem 4 so as yrriptoti c stability in the l arge follows. 

C onditions for E xistence . 
For the existe nce of V and V we nee d the exi sterice in L

2 
(0) 

2 2 
of u and its genera lized derivatives \7 u, \7 ut and utt ' By (2. 14) 

and (2. 15) we have 

t 
u = I A a + / B a 1 + lo I B£ 

D 
0 

D D 

. 2 I ('i7
2 
A)a + I ('i7

2
B)a

1 

t 
\7 u = + ! I ( 'i7

2
B )f 

D 
0 

D o D t 
= G[a] + f H[g] dT 

t 0 

2 l('i72A)al + I ('i7
2

B )a 2 + I I ('i7
2

B) f \7 u = 
t D D OD T 

t 

utt = I Ata l + I Bta2 + lo I B f 
D D D t T 
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Take HT= [u(x~y,t)\\ u, "lu, v
2

u t' u tt E L 2 (0), u l an = 0, 

u(x, y , 0) = a
0

, ut(x , y, 0) = a
1

} 

with norm llu\1 1
2 

= 
f 2 22 2 2 2 
J [u +(V u) +(Vut) +utt]dxdy. 
D 

By (C 2) there exis t s a constant, K , such that 

2 
I!G[aJ I\

1 
s: K e-

2
a rr t [ \\a

0
\l

1 
+ lla

1
ll

1 
+ ll v

2
a

0
ll

1 

2 
+ llv2a1lll + lla2111 J = K e-2 a rr tTl 

and such that 

. 
This assures the exi s t e nce o f V and V as long .as 

1) a =a =0 
0 1 

on aD 

2) Tl and g satisfy the conditions o f Theorem 1 or 2 . 

Now we prove that if a
0 

and a
1 

are smooth, providing Tl and g 

satisfy the appropriate conditions, the n the re exis ts a solution u(x , y, t) 

3 
of (C 1) such that u(x, y, t) E C (0 ). 

The Sobole v space in the thre e dime nsiona l case, i. e . x , y, t, 

is embedded in C 
3 

(0 ), so in a manner analogous to Exampl e A we 

d e fine 

with norm 

= [u(x , y, t)ll u E W~(O}, D
2 

u 4 E L 2 (0 ), 
t 

u laD = uxx l aD = u l aD = u 4 1aD = u 4 1aD = O ' 
X yy . y X X Y y 

u (x, y, 0) = a , n = 0, 4} 
tn n 
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By (2. 14) and (2 . 15) we have 

u 

4 
D ut 

D3 
utt 

2 
D u 3 

t 

t 
= I A a + r B a 1 + I J B f 0 • 0 

t 
= / ( D 

5 
A) a 

0 
+ / ( D 

5 
B) a 1 + /

0 
I ( D 

5 
B ) f 

= 

= 

= 

t 
I(D

4
A )a 1 + I (D

4
B)a 2 + /

0 
I (D 

4
B)fT 

I(D 3 
A)a

2 
+ f (D

3
B)a

3 
+ 

t 
10 I(D

3
B)f z 

T 

. 2 I z t 
j(D A)a3 + (D B)a

4 
+ 10 I (D

2
B )f 3 

T 

t 
I (DA) a 

4 
+ I (DB) a

5 
+ 1

0 
I (DB) f 4 

T 

but if f 4 
T 

z 
isto exi stsomu s t D u 4 

t 

t 
I A t a 4 + I B t a 5 + /o f B t f 4 

T 

In the same manner as in the previ.ous examples we can state 

the following result. 

If 

b ) a
0

, a
1

, f(x, y , 0) and f( x , y, t) satisfy the appr opria t e 

condition s on oD 

c) g and 'll satisfy the conditions of The orern 1 or Z 

the n there exists a three times continuousl y differentiable solution o f 

(C1) on e ithe r [0, T ] or [0, oo ) . 
0 
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E xarnple D. 

The differential equations are 

u 2a u tt - xxt u = f
1
(u,v,u ,v ,u ,vt,u ,v ,x,t) 

XX · X X t XX X X 

2 
vtt-2a v -0 v =f

2
(u,v,u,v ,u,v,u ,v ,x,t) 

XX.t XX •. X X t t XX XX 

u(O, t) = v(O, t)::: u(l, t) ,_ v(1,t) = 0 

u(x., 0) =a (x.), v(x, 0)::: b (x.), u ( x., 0) = a
1
(x.), v(x,O)=b

1
(x) 

0 0 t t 

The eigenfunctions and eigenvalues (s ee equation (2. 6) ) are 

cp (x.) = J2 sin n1TX., A ( u) = 
2 2 

\..l (u) = 2 2 
an 1T n 1T 

n n n 

'¥ (x) = J2 sin n1Tx, A (v) = 
2 2 

l.t (v) = 
2 2 z 

.a n 1T 
' 

0 n 1T 
n n n 

so the integral equations are 

1 1 t 1 
u(x, t) = f A a + 10 B a

1 + 10 10 B £
1 0 0 

1 1 t 1 
v(x, t) = / C b + 

0 0 I 0 
E b

1 
+ 10 10 E £

2 

where A and B are the same as in Example A and 

C = '6J2 sin n1TX J2 sin n1TS v
1

n(t) 

2 2 2 2 
v

1
n(t) = e -an 1T t (cosh/ a

2
n 

4
1T 

4
-0

2
n

2
1T

2 
t + ~- sinhrt) 

E = ~JZ sin nrrx J2 sin n1TS v 2 (t) 
n 

2 2 
-a n n· t 

e 
sinhJ t 
--~---

J 
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From Appendix III we see that the form of the bounds for 

C and E do not depend on a so we may use the bounds given in 

equa tion (A3) . 

The structure of B and E puts a lirnit on the contents of 

f 
1 

and £
2 

as before. 

Construction of a Liapunov Functional. 

W e consider the case for 

~ (u • v ) 
x x and wher e 'lf has the 

following properties: 

a ) 'lr(u , v ) > 0 unless u = v = 0 
X X X X 

b) 'lr( 0' 0) = 0 

a a 'I! a a '1r 
c) uxx ox au + "xx ox av 

X X 

2 = u 
XX 

+ 2 v u '1r + v 2 
'l' > 0 

XX . XX U V 
X X 

XX V V -
X X 

d) h (K ) = 2 max 
u + v 2 = 

X X 

'lr(u , v ) 
X X 

is a nondecre asing 

function of K • 

Using (2.1 8 ) and (2. 19) we determine 

V(t) = 2 
(u - a.u ) + 

t XX 

2 
a. 

2 2 2 
+ (vt - a. v ) + a. v + 2 tJ d x 

XX XX 

1 2 2 2 
V(t) = -a. /o [u;t +u + "xt + a. v 

XX XX 

a a '1r a a ~ 
+ u ax au + v 

XX OX -- J dx 
XX ov 

X X 
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If we let 

then the followi ng result can be prove n just as in Example A. If 

13
1 

(p) = K
1 

p
2 13

2 
= K 2 p

2 + h(p) and y(p) = K
3 

p
2 

for some 

constants K 1, K 2 and K 3 then S1(p) ::;V(t)-:;i3
2
(p) an:l V(t)~ -y(p). Thus 

13
1

,13
2 

and y satisfy the conditions of Theor.em 4. 

Condition.s for Existence 

0 

For the existence of V and V we need the existence in L
2 

(0) 

of u and v and their generalized derivatives uxx' v u v 
xx' xxt' xxt' 

utt and vtt" By (2. 14) and (2. 15) we have 

1 1 
f A a + 
0 0 loB a1 u= 

1 1 t 1 
v= ! c b + 

0 0 fo E b1 + jo lo E f2 

1 i t 1 
u = / A a +/ B a + /, ! B f 

XX 0 XX 0 0 XX 1 0 0 XX 1 

1 
v = I c b + 

XX 0 XX 0 

1 
u = / A a + xxt o xx 1 

v = xxt 

1 
f E b 1 + 
0 XX 

1 
! B a 
0 XX 2 

1 t 1 

lo Exxb2 + lo lo Ex/2'f 

1 t 1 

lo Bt az + lo lo Bt f1'f 

1 t 1 
+ lo Et bz + lo lo Et f2'f 
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Take HT = [ u (x, t) and v(x, t) II u, v, uxx' v xx' uxxt' v XA.'i:' 

utt' vttE L 2 (0 ), u\ 8D = v\ 0D=O, u(x, 0) = a
0

(x) , 

ut(x, 0) = a 1 (x), v(x, 0) = b 0 (x), vt(x, 0) = b 1 (x) } 

. II II 2 J 1 [ 2 2 2 2 2 
Wlth nonn U j l = U + V + U •• + V + U 

o }Q~ xx xxt 

2 2 2 
+ v xxt + u tt + v tt J dx · 

By (A3) there exists a constant K such that 

2 
-0:' Tf t 

=Ke 1l 

and such that 

jjH(g) jjl2 s K2 e-2 arr2(t-T)[2jj£11112+2ll£211~+2j j £1TIIl2+2jj£2T\I; J 
. 2 = K2 e -2 a rr (t-T)jjgjjl2. 

This assures the existence of V and V as long as 

1 ) a = a = b = b = 0 on oD 
0 J 0 1 

2) Y) and g satisfy the conditions of Theoren'l 1 or 2. 

The proof of existence of solutions to (Dl) b e longing to c 3
(0) 

is a dir e ct extension of the work in the previous examples. 
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APPENDIX I 

A PROOF OF LEMMAS 1 AND 4 

Lemrnas 1 and 4 can be proved in the same manner; here we 

prove Lemma 4. The followjng statem.ent, which we prove, is 

equivalent to Lenl.ma 4: Every Cauchy sequence in B con verges to 
00 

a limit function in B . 
00 

Proof: 

Let U b e an arbitrary Cauchy sequence in H such that 
n oo 

- crt e a. e . , i . e. U E B 
n oo • 

Since H is a Banach space there exists aU E H such that 
00 00 

00 

! f (t)dt _. o , 
o n f (t) = 

n f (U -U)
2 

dx 
D n 

>1-e 
But (I 1) implies the existence of a subsequence nK such tha t 

a. e. 

therefore 

a . e. 

By the triangle inequality 

- crt 
e a. e. 

where e: -+ 0 as nK -+ oo. Since U is independent of e: we have 

therefore U E B
00 

-crt e a . e . . , 

For a discussion of this see Korevaar [ 12]. 

(I 1) 
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APPENDIX II 

SOBOLEV SPACE PR OPER TIES 

In thi s a ppendix we define the generalized d erivative and the 

Sobo l ev space W ,f(O) and state an embedding theorem for W :: (0 ). For 

a complete d iscussion of these concepts see S obolev [ 5] andSn1irnov [6]. 

Definition: (Ge neraliz e d Derivative ) 

N +l 
Let 0 be an open s ubset of R and let f(x, t) and g (x, t) 

E L
2 

(0 ) such that 

/ f( x, t) Dn cp (x , t) dx d t :::: ( -1 )~ / g(x, t ) cp (x, t)dx dt 
0 tm 0 

for any ~:::: m+n times continuously differenti abl e function cp with 

compact support in 0 . 

In this case, g (x, t) i s called the generalized derivative of the 

n type D f of f(x, t) irt 0 • 
tm 

D efinition: 
~ (Sobol ev Space W 

2 
( 0 ) ) 

N+ l 
Let 0 be an open s ubset of R • Given a positive i nteger ~, 

. }; 
d efi ne W 

2 
(0 ) as the line ar space of those f E L

2
(0} having a ll their 

generalized derivatives of order ~ b e l onging to L 2(r1}. The norm 

on W f(O} is g i ven by 
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Theorem: 

), 
The space W 

2 
(0} is a Banach space~ 

Theorem: (Embe dding Theorem) 

If t > N~ 1 
and the integer m satisfies 

N+l O<m<t- --2 

then every function f (x , t) E W :(0) is equival ent to a function which is 

continuously differentiable in 0 up to and including order m. 
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APPENDIX III 

PROPER TIES OF THE INTEGRAL KERNELS 11A 11 AND 11 B 11 

The properties of A and B d e p end on the fun dame ntal solutions 

of the equation (see Section 2. 2 for some discussion of A and B) 

v II + 2 A v f + I). v :::: 0 
n n n n n 

v 1n(O) = 1 

v1~(0) = 0 

v
211

(0) = 0 

v2~(0) = 1 

The fundamental solutions are 

-A t[ I 2 An v 1n(t)= e n cosh A.n-\).n t+---
J 

s inh t 

J 
It follow s tha t 

v f (t) = - I.J. v2 (t) ln n n 

v ' (t) = v (t) - 2 A v 2 (t) 2n ln n n 

Sinc e 

A = 6cp (x ) cp ( s ) v
1 

(t) 
n n n 

B = '6 cp ( x ) cp ( S) v 2 ( t) 
n n n 

2 A. cp 
n n 

IJ.n cpu 

w e find 

s inh~-- t] 
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= - 6 cp (x) cp (s ) p v 2 (t ) n n n n 

= 6cr (x) cp ( s ) v
1 

(t) - 6cp (x ) C!l (S) 2 f... v 2 ( t ) • n n n n ·n n n 

· Ther efore 

= 

= 

To obtain bounds for the norms of the integral ope rators we 

need bounds for v
1 

(t) and v
2 

(t ) . I n e xample s A, C and D the eigen-
n . n 

values of the operators L
1 

and L
2 

differ only by constants,hence for 

these examples v ln (t) and v Zn (t) can b e written in the f orm 

c/ w t + -~ s .inhr-t) 
r-

vzn(t ) = 
t 

Cl' > 0 

whe re(.))= ujn) or as in ·Exarnple C , w= ,,.> (m, n ). We condider the three 

cases 
2 2 

w(n ) ~ wl > (J 
w (n ) 

(J 
and. --z = -z 

0. 0. 

2 
w . ~ w~ < (J 

m1n wo --z 
a. 

2 
C ase I. Consider w ~ > (J 

w l -z 
0. 

f(w) = fa2 2 z 
L emma: If -a.w+ a. w - (J w 

crz 
f (w ) t - - t 

the n 2Cl' for ~ e ~ e w w] 
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Proof: Sine e 

2 2 
1 2u w - 0 

f'(w) = -a+ ;; ~ 0 
I 2 2 2 "'a cv - 0 W 

f is a nondecr easing funczion of 
(J 

follows that e f{w)t ~ e- w t 

Notice that 

w such that lim f {w ) = 
w->oo 

( ) ·e-uwt [ -!-(e ,r-t + e-,r- t) 0 ~v111 t= .. 

+ ~-(e,r-t_e-,r-t)] 
2r-

2 
(J 

2u 

= t e f ( W) t ( 1 + :3:_W ) _ e - ( u w + ,.,r-- ) t ( a w _ 1 ) , 

r r 
but ( aw- 1) > 0, therefore 

L e t 

r 
1 f(c») t a w 

v 111 (t) ~ ;?: e (1 +--
.j 

g (w) = aw 

J:z 2 2 
a w - 0 W 

2 g g ' = 
d 2 

d w g (w) = 

> 0 , then 

2 2 
n 0 

- 2 2 2 
(a w- 0 ) 

< 0. But 

It 

g>O the refore g' < 0 which implies g has its maxirnmn at w = w
1 

• 

Ther e fore 

W e also have 

-awt 0 :<::: v (t) = e 
2n 

e f(~)t 

r-t -r-t e ~ e 



therefore 

and 

0 tl.l v2 (t) :5: :::;; 
n 

therefore 

lw v2n(t)J :::;; 1 
""{i 

1 
""{i 

2 a 
- 2a. t 

e 

w 

J 

wl 

- 53-

e 
f(w)t 

2 
(J 

- 2a. 
e 

J 2 2 2 
a. wl -a wl 

t 

Collecting these results we see the r e 
2 

exists a constant K such that 

Case II. 

K e 

K e 

Ke 

Q_t 
2a. 

2 
- ~t 

2a. 

2 
- ~t 

2a. 

2 
Cons ide r w = cr 2 

2 
- q_ t 

a. 

a. 

2 
(J 

for w. :::;; w
1 

In this case 

(J2 

t 
a. 

vln = e e 
a. 

t + 

= t e 

2 
(J 

a. 
t 

The refore there exists a constant K such that 

2 
I ~-; I 2 2n 

a. 

2 
a. 

- 2a. t 
:::;; K e 
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2 

Case III . Consider 0 
W :5: c·' :5: w o < -2 min "" 

u 

In this case we have sin and cos instead of sinh and cosh 

the r efor e 
1 

I v1n(t)l :5: 
~ 2 2 '> 

e -u w t 1 + ~ (J.) 2 z) 
o' c.u- a w 

e-awt( 
1 

w ~t -aw . t c 1 

WJ m1n 
= :5: e 

II 2 

\1 
u 1 

u 
-2 --z 

0 0 
-a c.l.l • t 1 

lv2n(t)j :5: 
m1n e 

J 02l.t) - 2 2 u wo 0 

-a "'k t wo 
I W v2n(t) I · in 

:5: e 

J0 2 cu _ u2 2 
0 wo 

If we consider the d amping to be small then the bounds in Cas e 

III are the largest and we may w rite for some constant K that 

l v1n(t)l -..... 

jv2n(t)l 

I wv2n(t) I 

-u wmin t 
:5: K e for every w . (III-1) 

Taking u to be sma ll 1s a matter of convenience and makes no differ-

ence in the results of thi s paper because no matter what u is we still 

-at h ave bounds of the form K e , a> 0 • Notic e that the exponent in 

(III-1) is ind e p e ndent of 0. 

With this background l e t us exarnine each example . 



Example A . 

Examine 

2 2 
W = n 'IT 

1 
I A k g 

0 X 
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2 = 'IT 

L et f (nx )= I ff sin n'ITx 
k 1-> 

Aj 2 CO S l1'ITX 

Then 

1 
lo A kg = 

X 

and 

1 1 
I J2 s in rm s g (s )ds = ±I 

0 0 

k even 

k odd. 

under the assumpti on tha t g and a ll it s even order deri vatives up to 

but n ot inc l uding order k vani sh at zer o and one. 

Ther e for e 

1 1 2 00 1 2 2 
I ( I A k g d s) d x = L, ( I fl (ns ) g l d s ) v 1 n (t) 
o o x n= 1 o c S c 

2 1 
~ K2 e- 2a 'IT t f . 2 d x 

0 g k 
X 

wher e we have made use of (ITI-1) and Bessel' s ine quality. But this i s 

equi val ent to 

Examine 
1 

I B g • o n 
X 

In a s imilar fas hion we show 

1 1 2 
lo ( lo B k+Z g ) 

X 

oc 1 2 22 2 
dx = 6 ( I f

1 
(nx) g 1 ) (n 'IT v

2 
(t) ) 

n = l o c x c n 
2 1 

~ K2 e- 2 a 'IT t I 2 dx 
0 g k 

X 
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Therefore, 

1 -a 1Tz t 
II /0 B k+2 g Ill ~ K e · II g k II 1 

X X 

Example B. 

T a k e a sma ll e n oug h so that v
1

n(i:) and v
2

n(t) a r e sinu s oidal; 

then 

vln(t) = 

v (t) = 
2n 

which implies 

lvln(t)l 

l v 2n(t)l 

ln1T v 2n(t )l 

e 

e 

-at 

-at 

J 2 2 2 (cos n 1r -a t + 

sin r- t 
.;--

-at 
~ K e 

f o r eve ry nand f or some con s t ant K . 

E x amine 

a 
sin r-t) --

r-

In exactly the same m a nne r as in E xample A we fin d 

ll I A kg II l ~ K e -at II II g k l 
X 

1 
E x amine / B g 

0 k+l 
X 

1 1 2 
f o ( /o B k+ 1 g ) d x = 

X 

X 

2 
g k 

X 
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Therefore 

Let aD denote the boundary at X= 0, l and 8Dy denote the 
X 

boundary at y = 0, l. 

Examine J A k .e_ g (s, YJ) ds dYJ 
D X y 

where A = A(x, s; y, YJ; t). 

Assume that 

Then 

ther efo re 

g 2 i I 
x 8D 

X 

= g 2 j 
y an 

y 

[ k -1 J = 0 1 = 0, z ; 

d x dy=2:: 2:: (2 J sinmrrxc? s nrry g k.f)2v2 (t) I s in mrrx sin nrry J 
D cos mrrx s1n nrry x y l mn 

cos mrrx cos nrry 

2 
< K2 e -4 cx, rr t J g

2 
k ,e_ dxdy , 

D X y 

-2 cx.rr2 t II 
e g Il l . 

k t 
X y 

Examine .f [ Y' 
2 
A(x, s; y, 'l(;t) J g( £, YJ) dsdYJ. 

D 
Assume tha t g I 8D == 0' then 

Jn<Jn v 2 
A g)

2 = 2:: t ( J D 2 sin mrrx sin nrry \"'
2

g)
2 

v 1
2
m n(t) 

< K2 e-4 a rr
2

t J ( 9 2 g)2. 
D 
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Therefore 

Exa1nine 

As sume that g 2 i 1 oD = 0 i = 0 [k::.!.. J 
' 2 ' 

then 
X X 

I ( I )2 = "" '8 ( I 12 sin sion l )2 (m2rr2 v )2 
B k+2 g LJ /_j D 2 co s s1n gxk 2mn 

D D X 

wher e 

1 1 
-2 urr

2
t 

= w v
2 

~ Ke • 
mn 

Therefore 

2 

II I II :5: K e-
2 

U 1T t II g lr Ill B k+2 g 1 '" 
D X X 

E xa1nine ! B k+ l .e+ I g ( s, 'll) dsd11. 
D X y 

A ssume that 

then 

w h ere 

g 2 i I 0 D 
X X 

= g 2j \a n 
y y 

= 0 0 ck- lJ 0 c-t-lJ 1 = o, -2- ; J=O, - 2 -

I < 
D 

I B g )
2 - '0 '0 ( 2 I ~ !~~ ~~: ] )2 

(rr
2
mn v 2 )

2 
k+l .e+l - cos s i n g k .e mn 

D X y D X y cos cos 

1 rr 2 mn v2 I :o;; I w v2 I :o;; mn mn . 



Ther efore 

Examine I '/ B g . 
D 

I (I \l Bg)
2 

D D . 

Therefor e 

Example D. 
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2 2 2 2 2 
~ ~(2 I sinrrmx sinmry g) [(m +n )n v 2 ] 

D mn 

2 
· 2 -4 a n t I gz ~ K e 

D 

Since a does not enter the exponent i n (III- 1) the b ounds for C 

and E are the san~e as for A and B of Exan~ple A. 
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APPENDIX IV 

NONLINEARITY CONDITIONS 

The purpos e of this appendix is to s how the conditions under 

which the nonlineariti e s, f = h{u) and f = h{u ) u , m entioned in 
X XX 

Example A (see pages 30 and 33), satisfy conditions c) and d) 

of Theorem 2. We do this for the case where 

which is the case for the existence of V and V in Example A ( see 

page 30). 

The space of functions considered' in Theore1n 2 is B
00

, so 

in what follows we assume that uE B
00 

c HT' where HT is d efined 

above. Since U E B we have the following inequalities (see 
(X) 

pages 27 and 28 for some discussion of thes e inequalities): 

lu 1
2 

< J1 
X - Q 

2 
u 

XX 

Lemma 1 (f = h(u) }: 

If 

a. e. 

Jl 2 
0 uxx t < 

a. e . . 

-2 crt 
e 

a. e. 

a. e . 

a ) h(u) ts twice continuously differentiable for l uI < o, 

(rv;;.l ) 
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b) lh' (u) I :S k 2 ( 6 ) I u I lui < 6, 

lh"(u) I ':: k 3 ( 6 ) 

then 
. ], 

II g(U) 11 1 = ( 211 f II~ + 21\ ft II ~) 
2 

-:: L 1 II u II ~ a. e. 

and 
~ 

II g(U) - g (V) Ill = (211 f(U) - f(V)I I~ + 211 f t(U) -ft(V) II~) 
2 

-:: L
2

6 e - a t ll u-vll 1 a. e • . . 

The inequaliti es in the follow i ng proof hold a. e. in t . 

Proof: The inequalities (IV -l) and condition b ) impl y that 

therefo r e 

In a similar fash ion 

which implies 

The r efor e 
~ 

II g(u)ll 1 -: II ull ~ (2 ki + 2 k~) 
2 

= L 1 !I ull f . 
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By the mean value theo rem 

I f(U) - f(V) I= I h(u) - h(v) I -:: lh 1 (TJ) I I u-v I 

for some TJ E [u, v]. This implies that 

since !11! < o e -:-at. Therefor e 
. -

By the same reasoning as above we find 

which implies that 

Ther efo r e 

.;!,_ 

llg(U) -g(V)!! 1 < oe-ot !lu-vll
1 

(2 k~+2 (k2 +k3) 2 )
2 
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L e mma 2 (f= h(u} u ): 
X XX 

If 

a) h is twic e continuou s ly differentiable fo r I u I < 6 
X 

!u I < 6 , 
X 

the n 

and 
1. 

II g(U} - g (V) I! 1 = (211 f(U) - f (V) I!~ + 2llft(U) - ft(V ) II ~) 2 

The inequalities in the following proof hold a . e. in t . 

Proof: The inequalities (IV - 1) and condition b ) impl y that 

therefo re 

In a sirnilar fashion 
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I f I = I h 1 
( u ) u tu + h ( u ) u t I t X X XX X XX 

which i mplies 

Therefore 

l. 

!lg(U) 111 : ( 2k~ + 2 {k 1 + k 2)
2

) 
2 

11 u 1 1~ 

= Ll !I u II ~ . 

By the mean value theorem 

I f(U) - f(V) I = I h(v ) (u -v ) + h'{'l) u (u - v ) I 
X XX XX XX X X 

therefore 

!if (U) - f{V) Ill : (kl+ kz) 0 e - at II u-vlll. 

Notice that 

+(h(u)u t - h (v ) v t ). 
· X XX X XX 

By a calculation similar to the pr evious one we find 
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U sing the mean v a lue theorem, we find 

I h 1 
( u ) u xt u - h 1 

( v ) v t v I 
X XX X . X XX 

= I h' ( v ) [ u ( u - v ) + vxx ( u xt - vxt) J x x t x x xx 

. + h II ( 1']) ( u - v ) u t u I 
X X X XX 

< k 2 !I u 11 1 I u - v I + k I v I II u - v II. 1 XX XX 2 XX 

w h i c h implies 

ll h'(u ) u t u - h' (v ) v tv 111 X X XX X X XX ' 

The r efore 

and finally 

.1-. 

llg(U)-g (V ) !! 1 -:; (2 (k 1+k2 )
2 

+ 2(k 1 + 3K2 + k
3

o )
2)

2 
6 e - crt l!U -V I!

1 
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