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ABSTRACT 

I. Existence and Structure of Bifurcation Branches 

The problem of bifurcation is formulated as an operator equation 

in a Banach space, depending on relevant control parameters, say of 

the form G{u,A) = 0. If dimN{Gu(u
0

,A
0

)) = m the method of Lyapunov­

Schmidt reduces the problem to the solution of m algebraic equations. 

The possible structure of these equations and the various types of 

solution behaviour are discussed. The equations are normally de­

rived under the assumption that G~ER{G~). It is shown, however, that 

if ~fR(G~) then bifurcation still may occur and the local struc­

ture of such branches is determined. A new and compact proof of the 

existence of multiple bifurcation is derived. The linearized 

stability near simple bifurcation and "normal" limit points is then 

indicated. 

II. Constructive Techniques for the Generation of Solution Branthes 

A method is described in which the dependence of the solution 

arc on a naturally occurring parameter is replaced by the dependence 

on a form of pseudo-arclehgth. This results in continuation pro-

cedures through regular and "normaP limit points. In the neighbor­

hood of bifurcation points, however, the associated linear operator 

is nearly singular causing difficulty in the convergence of continua­

tion methods. A study of the approach to singularity of this 

operator ' yields convergence proofs for an iterative method for deter -



(iv) . 

mining the solution arc in the neighborhood of a simple bifurcation 

point. As a result of these considerations, a new constructive 

proof of bifurcation is determined. 
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Chapter I: Introduttio~ to Biforcation 

(1) Introduction 

The purpose of this Chapter is to provide a general introduc­

tion tobifurcation. Section (2) will describe, in heuristic terms, 

what bifurcation is, and will then indicate some of the varied 

bifurcation phenomena to be expected in particular problems. Several 

of the physical areas of application will be mentioned. Many of these 

diverse problems may be formulated in an abstract manner as a non­

linear operator map between Banach spaces depending on relevant 

- control parameters. It is this approach to bifurcation which will be 

pursued in Chapters II and III. As a preparation, Section (3) will 

present some of the concepts and results from basic functional analysis 

that will later be required. 
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(2) Bifurcation Phenomena · 

Bifurcation is a non:linea~ effect, intimately tied to the 

phenomenon of multiple ~ol~tion~ to non:linear equation~. In this 

light it is a local theory, being concerned with a local change in the 

number of solutions to a particular problem. A point of. intersec­

tion of two or more solution branches will be called a bifurcation 

point. 

The simplest mathematical formulation exhibiting bifurcation 

is the linear eigenvalue problem. 

Au = AU 

UE IRn,AEIR 
( 2.1 ) 

Here A is assumed to be a real nxn matrix. If we plot the solutions 

of equation {2. 1) as a function of A we arrive at a picture like that 

of Figure (2. 1) . 

II u II 

Figure (2.1) 
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The solution (o,~) per~tsts for all ~ and is indicated by the 

hatched line. However, for particular values of~ (the real eigenvalues 

of A) non-trivial solutions to (2.1) exist as well. Thus we may call 

the points ~ 1 .~2 .~ 3 •... bifurcation poi~ts. 

The above problem is actually non-linear due to the product 

term ~u; but what behaviour may be expected if more bona fide non­

linearities are allowed to enter? We indicate this non-linear equa­

tion schematically as 

G(u, ~ ) = 0 (2.2) 

and several of the possible situations are indicated in Figure (2.2). 

Here N(u) is some scalar measure of the solution u which can take on 

both positive and negative values. 

Figure (2.2) 
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We take particular note of the following: 

(1) · The eigenfunction branch emanating from ;... 1 may become dis­

torted~ This situation falls under the category of simple bifurca­

tion and has received considerable :work. A comprehensive study may 

be found in Crandall and Rabinowitz (8). Simple bifurcation will be 

a special case of the equations studied in Chapter II 

(2) There may be a point t.. 2, which is an eigenvalue of the 

associated linear operator Gu, but from which no bifurcation occurs. 

This is in contrast to the linear eigenvalue problem, where a neces­

sary and sufficient condition for bifurcation was /.. to be a real 

eigenvalue of the linear operator. (Under rather general assump­

tions, however, topological arguments guarantee bifurcation at 

eigenvalues of odd multiplicity. (Krasnosel'sky (22) )). 

(3) Multiple bifurcation may occur, that is, more than two 

solution branches may intersect, as indicated at /..=t.. 3. This may occur 

in the linear eigenvalue problem as well, but in that case the number 

of such branches is strictly limited to the geometric multiplicity 

of the eigenvalue. It will be seen in Chapter II that the general 

problem may have more bifurcating branches than the dimension of the 

null space of the linear operator. Sather (35), (36) has given consi­

derable attention to multiple bifurcation in a Hilbert space setting. 
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(4) Secondary bif~rcation may appear. This is the situation 

when at some point on a bifurcating branch, such as the one through 

A4, a second bifurcation takes place. (Pimbley (29)). 

(5) We may find solution arcs from distinct bifurcation points 

As and A6 may join. 

(6) Completely detached solution arcs may exist . 

This already complicated picture can be made more intricate 

by the appearance in the physical problem of more than one relevant 

control parameter. 

nrst, we may have a two parameter problem written as 

G(u, A,T) = 0 (2.3) 

with solutions indicated by Figures (2.3). Here T is called an im­

perfection parameter, and measures the deviation of the physical pros-

lem from some idealized state. The solutions for T=O are indicated 

by the hatched lines and for T#O by the various dotted lines. We 

see that only for the particular value of T=O does bifurcation occur. 

From this we may speak of the imperfection as breaking the bifurcation. 

This simple perturbed bifurcation has been studied quite generally 

by Keener and Keller (17) and more ~ec~ntly by Reiss (32) ahd 

Matkowsky and Reiss (26). 



- 6-

Figure (2.3)(a) 

N(u) 

..... 

Figure (2.3)(b) 
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A different situation occurs when there are two bifurcation 

parameters present in the problem ~ We write this as 

and exhibit some possible solution behaviour in Figures (2.4). Figure 

(2.4){a) plots the solutions as a function of \ l for the particular 

* * value \ 2=\2. We see that multiple bifurcation occurs at \ 1. As 

* \ 2 deviates from its critical value \ 2 (indicated by Figure (2.4)(b) ) 

the multiple bifurcation splits into two simple bifurcations but in 
addition a small closed loop of solutions appears. This small loop 

* coales~es to a point as \ 2 returns to \ 2. It is this situation for 

which we say the appearance of an additional bifurcation parameter 

generates secondary bifurcation. This phenomenon has been considered 

by Bauer, Keller, and Reiss (2), Keener (15)-(16), Kreigsmann and 

Reiss (23), and Goldstein, Huerta, and Nearing (10). 

We now mention just a few of the physical areas of application 

which exhibit some of these bifurcation phenomena. 

(1) Perhaps the richest area of application is the study of 

non-linear elastic deformation. Revelant problems include the 

buckling of elastic plates , caps, shells, rods and beams. (Thompson 

and Hunt {44), Keller and Antman (21)). 

(2) The general equations of chemical kinetics may be written 

as 
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N(u) 

Figure (2.4) (a) 

Figure (2.4)(b) 
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where c1, ... en are the concentrations of the various reactants and 

Tis the temperature. This non-linear coupled parabolic system, 

supplemented with appropriate boundary conditions, admits solution 

sets with complicated bifurcation structure. 

(Keener (16)) 

(3) Many of the equations governing fluid flow allow bifur-

eating solutions. For example: 

(i) Thermal convection between heated flat plates 

(Benard problem) 

(ii) Flow between rotating coaxial cylinders 

(Taylor column) 

(iii) Flow between rotating coaxial plates 

(Sattinger (38), Joseph and Sattinger (12), Ke ller and Antman (21), 

Szeto (42)) 

The above list is essentially endless since virtually any 

physical theory which takes into account non-linear effects exhibits 

bifurcation. It is with this in mind that the work of Chapters II 

and III will not specify a particular set of governing equations 

or a particular physical model. 
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(3) Preliminary Definitions and Theorems 

In the following · chapters; use will be made of terms and .concepts 

common to basic functional analysis. In the interests of completeness 

and consistency these terms will be briefly defined in this section. 

A more complete and precise description of the majority of these con­

cepts can be found in either Rudin [3~ or Schecter (41] . 
To begin, suppose we are given a vector space X, that is, a set 

whose elements are called vectors and for which addition and scalar 

multiplication are defined. The scalar field for most of our purposes 

is assumed to be the real numbers. The vector space X is called a 

normed space if there exists a functional from X into IR, denoted by 

11·11, satisfying 

(i) llx+yll 2._ llxll + IIYII V x,yEX 

(ii) !!axil= Ia! llxll a a scalar 

(iii) llxll > 0 if x 1 0 

Every normed space may be regarded as a metric space in which the dis­

tance d(x,y) between x andy is II x-yjj. These most basic preliminaries 

lead to our first definition, 

Definition: A Banach space is a normed space which is complete in the 

metric defined by its norm; that is, every Cauchy sequence is re-

quired to converge. 

Our formulation of bifurcation will be in terms of an operator map 

between Banach spaces. 



-11-

Suppose now we are given a mapping F between two normed vector 

spaces X andY which is linear. A set A~X will be called bounded if 3 
m 3 II all < m Vat-A. The boutidedness of our linear operator F is deter-

mined by its behaviour on these sets. 

Definition: F:X+Y is a bounded linear operator iff F(A) is a bounded 

subset of Y for every bounded subset At. X. 

It is well known that if X is normed, boundedness and continuity 

of linear operators are equivalent. If X and Y are normed spaces we 

let B(X,Y). denote the set of all bounded linear mappin~from X to Y. 

This set can be made into a normed space by defining 

II F II = sup II F ( x) II 
ll xll=l 

It can be shown that if Y is a Banach space the above norm makes 

B(X,Y) into a Banach space. 

Using these ideas and the norm topologies of X and Y we can define 

the derivative of an operator map between X andY. 

Definition: Suppose X and Y are Banach spaces and F maps X into Y. 

F is Frechet differentiable at x iff there exists DF(x )t. B( X,Y) 
0 0 

such that 

II F(x
0

+u} .,. F(x
0

) ..: DF(x
0

)ull 
0 

1 im II ull 
u+O 
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It is clear that the Frechet derivative (if it exists) is unique. 

If for : some open setAsX-, the map a+DF(a) is continuous then F i.s said 

to be continuously differentiable in A. 

In the following Chapter~ we study solutions of G(usA) = 0, and 

the structure of the Frechet derivative of G with respect to u will be 

found to be of great importance. 

Returning to the space B(X,Y) we note the special case when Y= IR 

(or 0:). In this case the elements of B(X, IR) are called the continu-

ous linear functionals on X and we have 

* Definition: The dual space of a Banach space X is the vector space X 

* whose elements are all the continuous linear functionals x EB(X, IR). 

* The norm in X is in this case 

* * II x I I = s up 1 x ( x) I 
11 X II =1 

* and since JR is complete X is a Banach space. We can now define an 

adjoint operator acting between dual spaces. 

Definition: Let X andY be Banach spaces and FEB(X,Y). Then define the 

* adjoint F . ofF to be the operator for which 

* * * (F y )(x) = y (Fx) 
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* * It is easily seen that this defines F uniquely and that IIF II= II FI I-

We now may use the notions of a dual space and an adjoint opera-

tor to proceed toward a statement of a specialized form of the Fredholm 

Alternative. * First, suppose M and N are subspaces of X and X , res-

pectively. We define the annihilators ML and iN as 

* * {X I X (X) = 0 v XE:M} 

* * = {X I X (X) = 0 v X E:N} 

Using these definitions we note the following sequence 

y*E:N(F*) 
F*y*=O 
(F*y*) (x)=O 
y*(Fx)=Q 
y* E:R(F)-1-

where each statement is equivalent to the one that follows or precedes 

it. That is, N(F*) = R(F)JL This means that to solve 

Fx=y 

it is necessary that x*(y)=O for all x*EN(F*). Under what conditions 

is this also sufficient? j_ * That is, when can we state R(F)= N(F )? 

is answered by recalling that LM..L= M for any subspace M. Thus , 

RTF1 ,. ~(F*) and we see R(F) = .LN(F*) iff R(F) is closed. 

Now if x1 is a closed subspace of X we may define the codim x1 
as the dimension of the quotient space X/X1. If this dimension is 

finite then there exists a closed subspace x2 complementing X1 in X. 

That is we may write X as the direct sum X = x1 <±> x2 with codim 

This 
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x1 = dim x2. 

Using these ideas we may now state a modified Fredholm Alternative. 

Theorem: Suppose F:X+X is a Fredholm operator of index zero. 

That is; 

R(F) is closed 
dim N(F)=d 

codim R(F)=d 

Then with regard to the equation 

Fx = y 

we have either 

d<~ 

(i) A unique solution for every yEY {if d = 0) 

or 

(ii) an infinite number of solutions for some y and none for others. 

In the latter case we have a solution iff y*(y)=O for all y*EN(F*). 

This is a considerably weaker statement than the usual Fredholm 

Alternative. Normally one considers F=I-K with K compact and then 

proves our hypothesis that F is Fredholm of index zero. The above 

result is sufficient for our purposes however. We note that if F i s 

Fredholm and codim R(F)=d then A* has exactly d null vectors 
* . * * 

~ 1 . .. ~d and R(F) ~ {xEXI~ix=O . i=l, .• d}. 

In finite dimensions, if an operator has an inverse then the inverse 

is bounded. In infinite dimensions this need not be the case since R(F) 
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may not be closed. We have tlowever; 

Theorem:. (Bounded Inverse) ~ Let F:X-+Y be a continuous mapping from 

the Banach space X onto the Banach spaceY. If N(F)={~1 then 

F"" 1. is bounded . 

We shall use this result later in the following form. Suppose we 

have a bounded linear operator F with N(F)=X1 being finite dimensional. 

Then there is a closed space x2 complementing x1 in X. Further sup-
" 

pose R(F)=Y1 is closed . Then the restricted operator F=Fi -+Y 1 has a 
xl 

bounded inverse. 

We now state a version of the Implicit Function Theorem which will 

be quoted in the existence theorems of Chapter II. The formulation 

follows that of Nirenberg [2s]. 

Theorem: (Implicit Function) 

Suppose X, Y and Z are Banach spaces and F a continuous mapping 

of an open set U ~X x Y-+ Z. Assume t hat F has a Frechet derivative 

with respect to x, denoted Fx(x,y) which is continuous in U. Let 

(x
0

,y
0

)€U and suppose F(x
0

,y
0

)=0. Then if DF(x
0

,y
0

) is an isomorphism 

from X onto Z we have, 

( i) There exists a ball B (y) = {y IIIY-Y ll <d and a unique continu-r o o 

ous mapping u:Br(y
0

)-+X such that u(y
0

)=x
0 

and F(u(y),y)=O. 
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{ii) If F is a k-times . co~tinuously differentiable in U then u(y) is 

k times continuously differentiable. 

We conclude this section with the statement of a basic lemma which 

is essential to many of the results of Chapter II. This lemma originat­

ed in Keller~9] and our presentation follows this work. 

Lemma I: Let B be a Banach space and consider the linear operator 

A:BxfRY+Bx IRY of the form: 

where 

A : B + B B: fRY + B 

C*: B + IRY 

( 1) If A is nons ingul ar then A is nons in gular iff 

(a) * -1 D - C A B is non-singular 

(2) If A is singular and 

{b) dimN(A) = codim R(A) = y 

then A is non-singular iff: 

(c0) dimR(B) = y (c1) R(B)flR(A) = {0} 

* (c2) dimR(C ) = y 
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(3) If A is·singular and dim N(A) > y then A is singular. 

Proof: To prove A is nonsingular we must show it is both one to one 

and onto. We will do this by considering 

where X, y E: B and 
-+ -+ \) 
~,nE: IR. Cons i dering 

-+ 
Ax + B~ = y 

(a) (existence) 
* -+ -+ 

C X + D~ = n 

if A is nonsingular, (a ) must have a solution for any (y, ~ )t. 

In addition the only solution of 

-+ 
Ax + B~ = 0 

( s ) (uniqueness) 
* -+ C X + D~ = 0 

-+ 
must be x = 0, ~ = 0. We now consider the various cases. 

Case I: Suppose A is non-singular and (1) (a) holds. Then from (S) 

x = A- 1 Bt 

and so 
"'-+ 
D~ = 0 

where D - D - c* A- 1 B 
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Thus if D is non-singular the only solution i s + 
l; = 0 forcing X = 0 

and so we have un iqueness. Further, (a) implies 

so " + + * -1 
DE; = n - C A y 

hence + " -1 + * -1 
l; = D (n - C A y) 

Thus for any 
+ T + 

(y, n ) we determine an l; and consequently an X. 

Hence we have existence. 

Case. II: Suppose A and A are non-singular,we wish to show D is 

non-singular. 

As above we have 

"+ + * -1 DE; = n - C A y 

( +)T and this has a solution for any y, n , in particu l ar y = 0. Letting . 
+ 
n vary we see D is non-singular. 

Case II I : Suppose (2) (b) holds and let (co) - (C3) be satisfied. 

We wish to show A is non-singular. 

Considering ( 6 ) we see that if 
+ 

BE; * 0 then Ax :t 0 violating 
+ + * (Cl). Thus BE; = Ax = 0 and (co) forces l; = 0 . Hence C X = 0 so 

* X £ N(A)n N(C ) and thus X = 0. Thi s give uniqueness. 

From (2) (b) we can write 

B=R (A)(±) C 
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where dim C = v. However since dim R(B) = v and R(B)[) R(A) = {0} 

we may put 

B = R(A)(i)R(B) 

+ 
Thus for any y there is a solution . ( x0 , ~ ) of 

+ 
Ax0 = y - B~ 

The general solution to this equation is x = x
0 

+ z
0 

where z
0 

E N(A). 

Now to solve 

* + + * c z
0 

= n - D~ - c x
0 

* * we note N(C )() N(A) = {Q} and dim R(C ) = v . Thus we have a solution 

zo for any n and existence is satisfied. 

Case IV: Assume (2 ) (b) and let A be non-singular,we must show 

(C0) - (C3) are satisfied. 

From existence, for any y E R(A) 3 ~ EIRv such t hat 

+ 
Ax= y- B~ E R(A). 

Thus we must have dim R(B) = v . Now if (C3) does not hold then 

* such that Ax
0 

= c x0 = o. Taking 
+ T 

(x, ~ ) = ( xo. 0) 
T we violate 

ness. Writing 

3 x0r!o 

unique-
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N(A) = sp{¢1, ... ¢v} 

then 

+ * + where n . = C ¢ .. Since A is non-singular the n . are independent 
J J . J 

* giving dim R(C ) = v. 

Further, if (C1) did not hold, the equation 

+ 
Ax + B~ = 0 

would have a non-trivial solution violating uniqueness. 

Case V: Suppose dim N(A) > v . Then there exist independent x1, ... xv+l 

* for which · Ax; = 0. The v + 1 vectors c x. 
1 

i = 1, . .. v+ 1 are depen-

dent and thus there is a non-zero (a1, ... , av+l) for which 

* l: a . c Xi = 0 
1 

That is A( L: a . X. ) = 0 
1 1 

* c (L: a . X.) = 0 
1 1 

viol ating uniqueness, so A is s ingular. 
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Chapter ·. II Existence and Structure of Bifurcation Branches 

(1) Introduction 

This chapter deals with some of the theoretical considerations 

involved in bifurcation. Following the approach of Chapte~ I we 

study solutions to an equation of the form 

G(u, :\ ) = 0 (1.1) 

Here u is an element in some Banach space Band G is a non-linear 

operator map from Bx IR into B. Study is made of solutions in the 

neighborhood of a known solution point (u
0

, :\
0

). 

It is shown in Section (2) that for the point (u
0

, :\
0

) to be a bifurca­

tion point, certain requirements must be satisfied by the linearized 

operator Gu(u
0

,:\
0

). Under the assumption that Gu(u
0

,:\
0

) is Fredholm 

of index zero with an m-fold semi-simple eigenvalue, a necessary 

condition for bifurcation is seen to be the satisfaction of a set of 

algebraic equations. This approach is a slightly modified Lyapunov~ 

Schmidt procedure (Vainberg and Trenogin (46)). The structure of 

higher order Algebraic Bifurcation Equations is also indicated. 

Since isolation of the roots of these equations will play such an 

important role, Section (3) is concerned with some of the conditions 

under which isolation may occur. 

Section (4) deals with the problem of constructing a formal 

perturbati9n series solution in the neighborhood of a bifurcation 

point. It is found that isolation of the root in question allows, 

in theory, the determination of the perturbation series to any order. 
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Most approaches to bifurcation assume that ~ (u0 ~.\0 ) is in the 

range of the operator Gu(u0 ~.\ 0 ) Section (5) drops this assumption 

and derives a new set of algebraic equations, called the Limit Point 

Bifurcation Equations. 

The root structure of either the Algebraic or the Limit Point 

Bifurcation Equations can be exceedingly complex. In generql~ they 

fall under the classification of singularities of vector fields and so 

aspects of catastrophe theory apply. (Thorn (43), Chow, Hale, and 

Mallet-Paret (6)-(7), Thompson and Hunt (45)). Section (6), however, 

studies the root structure from a different viewpoint and indicates 

some of the various possibilities. 

Section (7) contains the basic existence results. It is shown 

that for each isolated root of the Algebraic or Limit Point Bifurca-

tion Equations, there exists a smooth solution branch bifurcating 

from (u ,A ), with its local structure determined by this root. 
0 0 

The linearized stability of solution arcs in the neighborhood 

of simple normal limit points and simple bifurcation points is con-

sidered in Section (8). 
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(2) Algebraic Bifurcation Equations 

In this section we study the problem of finding a formal solution 

to 

G(u,A); 0 (2.1) 

in the neighborhood of a known solution point (u ,A ). In what follows 
0 0 

G will be a twice continuously Frechet differentiable mapping from some 

Banach space B1 = B xiR into B. At the point (u ,A ) we assume 
0 0 

G~ = Gu(u
0

,A
0

) is a bounded linear operator satisfying 

R(G~) = x2 is a closed subspace of B (2.2) 

i.e., we are requiring G0 to be a Fredholm operator and define its in­u 

dex by 

(2.3) 

The si.mplest case with this structure is d1;d2=o; that is, G~ has 

a bounded inverse. Here the Implicit Function Theorem yields a unique 

solution arc (u(A),A) through (u
0

,A
0

). The next simplest possibility 

is d1 > 0 but d2 ; 0. In th i s case we may define v1 as a closed 
"' complementing space to x1 and x 1 ~x 1 x 1R. Then applying the Implicit 

Function Theorem to 
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A A A 

G(y1,x1) _ G(Y 1 +x 1 , \ ):v1 xxr~ s 

we see the solutions near (u
0

, \
0

) form a d1+1 dimensional manifold. 

In both these situations it is clear bifurcation does not occur. Hence, 

a necessary condition for bifurcation is that G~ be singular and that 

codim R(G0
) be non-zero. (If B is finite dimensional, this is equiva-

u 

lent to dim N(G0
) r 0 since dim N(G0

) = codirrR(G0
) in this case.) In u u u 

this light we make the further assumption 

(2 .4) 

and since R(G~) is closed 

i =1, ... m} (2.5) 

In addition we demand the structure of the zero eigenvalue of G0 to be u 

such that 

* ¢.¢ . = 8 • . 
1 J 1J 

(2.6) 

(All that is required is that the matr i x M * = (¢ .¢ .) be non-singular, 
1 J 
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but the eigenfunctions can be then chosen for convenience so that 

M = I.) If we define the multiplicity ~ of the eigenvalue by 

00 

dim lJ N((G0 )k) 
k=l u 

(2.7) 

we see that (2.6) implies ~ = m. We call such an eigenvalue simple 

when m = 1 and semi-simple when m > 1 (Kato [13] .) Such eigenvalues 

are often said to have Riesz index 1. 

We now proceed with the study of solutions of (2.1) near 

(u
0

,A
0

) by supposing the existence of a solution arc (u( E), A(€)) 

depending smoothly on some parameter € and finding the equations which 

must necessarily be satisfied by the arc . Hence, suppose we have 

G(u( E), A(€)) = 0 1€1 ~ €0 
(2 .8) 

with (u(o),A(o)) = (u
0

,A
0

), which depends as smoothly as desired on € . 

Differentiating (2.8) with respect to € and evaluating at € = 0 we 

have 

G~u(o) + G~~(o) = o (2 .9) 

Here G0 is the second Frechet derivative of G with respect to u uu 
evaluated at (u

0
,A

0
) etc. Since R(G~) is cl osed the Fredholm Alter-
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native as stated in Chapter I specifies necessary and sufficient con­

ditions for the existence of a solution u(o) of equation (2.9), 

i.e., 

i = l, .... m (2. 11) 

From (2.5) we see equation (2.9) presents two possible cases 

(ii) G~tR(G~) But ~(o) = 0 

The second possibility is called a normal 1 imit point and wi 11 be 

discussed in section ( 5). We assume case (i) for the present, and 

hence 

u(o) =t Ccfl .• l;
0 

= ~(o) (2. 12) 
J J 

j=O 

where the scalars ~j are as yet arbitrary and ¢
0 

is the unique (from 

(2.6)) solution of, 

(2.13) 

j = l, ... m 
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Since G~ER(G~) the necessary and sufficient condition for the existence 

of a solution U(o) is that the righthand side of equation (2. 10) be in 

R(G~). This requirement gives m equations for the m+l unknowns 

( ~o•· ··• ~m) 

t 
j=l 

2 
b .-~ - ~ + c .~ = 0 
lJ J 0 1 0 

= 1 •• • • m 

where we have defined , for i,j , k = l, . .. m; 

b .. = ·1 ·~(G0 ~ + G0, ) ~. lJ o/ , uu o/o UA o/J 

(2 .14) 

(2.1 5) 

Clearly if ( ~0 , ... ~m) i s a sol ut i on of (2 . 14) t hen so i s ( 6 ~0 , .•. 6 ~m ) 

for any 6; t o avoid t hi s non-un iqueness we add t he equation 
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(2.16) 

We will find in the following section that this equation will allow a 

unique definition of the expansion parameter € . We can rewrite (2.14) ­

(2.16) in a more compact vector-matrix notation as 

where 

(b) 

m 

A(€):: (Aij) = L aijkt;k) 
k=l 

(2.17) 

(2.18) 

The equations (2 .17) are called the (quadratic) Algebraic Bi f urcation 
. 

Equations. Section (6) will consider several special cases of these 
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equations and will indicate the varied solution structures to be ex­

pected. Clearly (2.17) (a) are m equations homogeneous of degree two 

in the m+l variables ( ~0 , ... ~) . In most applications the matrix B 

is non-zero, in fact, it may often be taken to be the identity. How-

ever, it often happens that 

A(~ ) =o i,j,k=l .. . m (2 . 19) 

This can occur in two basic ways, 

(i) G~u:BxB+B is identically zero 

(2.20) 

Since the second is less restrictive, we will assume (2.20)(ii). The 

assumptions (2.2) along with semi-simplicity of our eigenvalue allows 

a direct sum decomposition of B, 

(2.21) 

and we see G~ maps x2 in a one-one fashion onto x2. Defining 

(2.22) 
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and recalling that x2 is closed, we have the existence of a bounded 

inverse for this restricted operator 

(2.23) 

As a pre 1 i mi nary to the construction of the higher order bifurcation 

equations we find the third and fourth order equations of (2.8). 

(2.24} 

where 

(2 .25 ) 
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(2.26) 

+6 

Now (2 . 17) with A (~ ) = o becomes 

~ (2st + ~ c) = o 
0 0 

( 2. 2 7) 

Equation (2.27) has two possible types of solutions 
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~ = 0 
"'o 

+ T+ s s = 

( " ") -t: + h + + 11 s = -ay w ere By = c 

and 

2 -!z 
a = ± (8+ II :Y II ) 

If B is non-singular case (ii) always gives one distinct solution, 

which in the next section will be shown to be isolated and hence 

(Section (7)) generates a bifurcating branch of solutions. If B is 
' · + + + T+ + .!.. singular case (ii) may have one solut1on. (s =0, Bt,;=O, s s=l, if c'T'R(B), 

0 . 

dim N(B)=l)or a family of solutions (if CER(B) or dim N(B)>l) but in 

neither case can bifurcation be guaranteed . It is case (i) which re­

quires the study of high~r order bifurcation equations since all ampli ­

tudes of the eigenfunctions are l eft undetermined. 

where 

If we place ~(o) = s = 0 in (2.10) we must solve 
0 

(2.28) 
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and the ~.·s are presently unknown. Equation (2.28) has a solution 
J 

since the righthand side is in R(G~) and we make it unique by demanding 

j = l, ... m 

Now from (2.19) we can solve uniquely for each (j,k) ' 

0 G v.k = u J 

* 

-Go ,~, ,~, 
uu'f'j'f'k 

1jJivjk = 0 i=l, ... m 

that is, 

and so we construct the unique ·u(o) as 

Now when ~(o) = 0 (2.25) becomes 

and the existence of a solution to (2.24) requires 

(2.29) 

(2.30) 

(2.31) 

(2.32) 

(2.33) 
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(2.34) 

where A(t,"t,"t) is a tri 1 inear operator on IRm x IRm x IRm defined by 

(2.35) 

We note that A(x,y,z) is symmetric in its last two variables, and if 

(2.20)(i) holds it is symmetric in all three. In any Gase A(t ,t,t ) 

is homogeneous of degree three. Equations (2.34) along with the 

normalization (2.17)(b) are called the cubic Algebraic Bifurcation 

Equations. 

Although the pattern is clear, the quartic algebraic bifurcation 

equations are 

~ ( 0 ) ;~ ( 0 ) = 0 

where A = (a. ·kn ) and we have lJ x..m 

("2 • 36) 
+T+ 1 
~ ~ = 
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(2.37) 

+ 4G0 ~.G- 1 (G0 ~ ~ ~ + 3G0 ~ G- 1G0 ~ ~ )) 
uu~J u uuu~k~~~m uu~k u uu~~~m 

Once again we see ·A(x,y,w,z) is symmetric in its last two arguments, 

its last three if G~ux 1 x 1 =o and all arguments if G~ux 1 x 1 =G~uux 1 x 1 x 1 = o. 
++++ 

In all cases A( ~ ' ~ '~' ~ ) is homogeneous of degree four. 

The preceding has shown that the existence of a smooth arc of 

solutions (u(£),A(£)) of (2.8) through a singular point (u
0

, A
0

) of the 

linearized operator forces a solution of a set of algebraic equations. 

That is, the satisfaction of the Algebraic Bifurcation Equations (of 

some order) is a necessary condition for bifurcation. It will be 

shown in section (7) that isolation of solutions of these equations is 

a sufficient condition to guarantee bifurcation. In preparation, the 

next section will define isolation and study circumstances under which 

isolation may occur. 
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(3) Isolation of Roots 

Returning to the quadratic bifurcation equations, we define 

i=l, ... m 

and 

m m m 

gi(l;:o, ... E;m)= L L ' aijkE;}k+2 L 
j=l k=l j=l 

. 2 
b . . E; • 1;: +c . E; 
lJJO 1 . 0 

We now suppose that for (t, E;
0

) = 
-+ 
(1;:*,1;:~) we have a root of 

( 3 .1) 

(3.2) 

Definition: Given H, a smooth mapping of a Banach spa~e B into itself, 

and a solution x
0 

of 

H(x
0

)=0 

then this root is isolated iff the Frechet derivative Hx(x0 ) is non-

singular. 

This definition applied to our situation characterizes 
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-+* * isolation in terms of the Jacobian of (3.2) at (~ . ~ ) If we define 
. 0 

and recall that aijk = aikj we may write 

* * ~* *-+ A (t ) + ~ B · Bt, . +~ c 
0 . 0 

J = ( 3.4) 

t*T * 2~ 
0 

A "'-

Then if J=IJI we find a root is isolated if Jto. This condition 

clearly demands non-singularity of an m+l dimensional square matri x. 

This can be simplified slightly by an application of Lemma I. We 

state this in 

-+ -+* * Lemma 3.1 Let ( ~ . ~ 0 ) = ( ~ . ~ 0 ) be a root of the Algebraic Bifurcation 

Equations (3.2). This root is isolated iff 

A(t*) * ( i ) +~ B 
0 

is non-singular 

* or ( i i ) l; o = 0 is a simple 
-+* eigenvalue of A( l; ) and (3.5) 

-+* 
BE; ~ R(A(t *)) 
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Proof: We will suppress the *for convenience and will indicate the 

various requirements by referring to the notation of Lemma I 

in Chapter I. 

First suppose A(t) + ~ 0B is non-singular, i.e., case (1). 

To verify (a) we note 

(A(~) +~ B)"t = - F,; (B! + F,; c) 0 ~ . 0 0 

and so F,;
0 

1 0 

since otherwise A(!) +~08 would be singular. 

Further 

+T+ 1 A 

= 2~ + ~ = -- t 0 so J t 0 . 
0 E;o l;o 

Now suppose case (2) and (b) holds (y=l for our problem). 

Then from (3.6) (c1) is violated unless 1;
0
=0. Thus, !to is the unique 

+ + + 
eigenvector of A( ~ ) for the eigenvalue zero. If B~~R(A(I;)) (c1) and 

hence (c
0

) are satisfied. Since tto (c2) is satisfied and if zero is 

a simple eigenvalue (c3) is fulfilled. This exhausts ·all possibilities 
"' since by case (3), if dim N(A(!)+~ B) >l then J = 0. 

. 0 
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In the same manner one can find conditions guaranteeing isolation 

of a root of the higher order bifurcation equations. We indicate this 

for the cubic equations. Defining 

( 3. 7) 

where the g.(t,~) of (3.1) are replaced by their equivalents in (2.34). 
1 0 

In this case we find 

+* -t:* +* +* •• 
A(·,~ , 1; ) + 2A(~ .~ , ·) + 3BA.(o) 

(3.8) 

0 

+* +* m m where A(·,~.~): IR +JR is the obvious linear operator. 

If we are in the case where A is symmetric in all variables, we have 

(t*,~*) is isolated iff 
0 
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ct:.*: -+* •• 
(i) A(~ . ~ ~ ,•) + A(d)B is non~singular 

or 

(ii) •t:(o) = 0 is a simple eigenvalue of A(€*,'€*, ·) 
-+* -+* ct:* and B~ fR(A( ~ , ~ . ,.)). 

This can be proved in the same manner as Lemma (3.1). 

If we turn to the special case of a simple eigenvalue the 

Algebraic Bifurcation Equations reduce to 

(3.9) 

and we see that Lemma (3. 1) states that isolation is equivalent to 

(3 . 10) 

or ~0 = 0 and b11 f 0 

The second of equations (3.9) forces one of ( ~ 0~ 1 ) not zero, say ~0f0 
and define X = ~ 1 /~ 0 , then we need 

(3.11) 
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which is a quadratic equation with real coefficients. Hence, if (3.11) 

has a real isolated solution, it must have a second real solution. 

Hence, if moving along a solution arc, one encounters a simple eigen­

value one need only check the known (from the assumed arc) solution of 

(3.9) for isolation to determine bifurcation. We will see in section 

(6) that for a semi-simple eigenvalue this is not in general correct. 

We note that if (o, A) is the known branch then ~0 = 1/12, ~ l = 0 

is a root of (3.9) and this is isolated iff b11 f 0, i.e., 

(3. 12) 

which is the commonly quoted bifurcation condition. 

(4) Bifurcation by Perturbation 

Section (2) determines the solution of the Algebraic Bifurcation 

Equations as a necessary condition for the existence of a smooth solu­

tion of 

G(u( €), A(€)) = 0 
(4.1) 

The parameter € , however, was not explicitly defined. Section (3) is 

concerned with conditions under which a root may be isolated. In what 

follows we will describe a formal regular perturbation procedure for 
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determining a solution of (4.1) and give an appropriate definition of 

E . In addition, it will be shown that isol at ion of a root of the 

A.B .E.'s is sufficient to allow the determination of the perturbati on 

series to any order. 

Under the assumptions (2 . 2-6) define 

i = l, .. m 

(4.2) 

'llo = (<Po,l) 

and define the subspace N 1~B 1 by 

i=O, ... m) (4. 3) 

We define P as the projection on B1 wi th range N1 and introduce an 

inner product on N1 by 

u= a'll + 
0 0 

+ a 1J m m 

<u , v> =a S<{¢ , 1),(¢ ,1)>+ ... +a R <(¢ ,0) , (¢ ,0)> o o o o . ~m m m 

- 2a S + a 1s1 + . . . a B o o m m 

Since the 'll. are i ndependent, this is a val id inner product which induces 
1 

a norm equivalent to the original norm on B1 when restricted to N1. We 

use this to define € as the norm of the projection of the solution i n 

N1. That is we attempt to solve 
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G(u(t:),A(t:)) = 0 (a) 

(4.5) 
(b) 

where II liN is the norm in N
1

• We assume a solution of the form 
l 

2 • € •• 
A ( € ) = A 0 +t::A: ( 0 ) T A ( 0 ) + ... 

(4.6) 
2 

u(t::) = u0+t::u(o)+~· (o)+ . .. 

Placing this into (4.5) we get equations (2.9), ~2.10), (2.24), (2.25), 

(2.26) up to the fourth order in t:: . As before 

m 

u(o) - \ F,; ·<P. L J J 
~ (o) = t,; 

0 
( 4. 7) 

j=O 

and existence of a solution to (2.10) results in the Algebraic Bifur­

cation Equations. We suppose (! , t,;
0

) is an isolated root of (2.17). 

We see that to this order (4.5) is sati sfied. Under these conditions 

the solution of 

may be written as 
m 

·u(o) = L t,;}<P j + w1 
j=O 

F,; 1 = ·~ ( 0) 
0 

(4.9) 
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where w1 has no component in x1 and is uniquely determined but the 

~~ are arbitrary. "rf we use this expression in (2.25) then the exist­

ence of a solution at third-order forces 

(4.10) 

+ _ 1 1 )T + . where ~1 = ( ~ 1 • . ..• ~m and k1 1s a known vector depending on deriva-

tives of G and the indicated arguments. In addition we see, where 
2 

u2(e) = u0+eu(o)~(o) 

and so to satisfy (4.5)(b) to this order we demand 

t Tt + 2~ ~ l = 0 
1 0 0 

(4.11) 

We can rewrite (4.10), (4.11) using the definition (3.3) as (with 

k0 = 0) 
1 

J [ : ; ] = [ :; J (4.1 2) 

-+ 1 Now since J is assumed non-singular we may uniquely determine ( ~ 1 . ~ 0 ). 

To show this process is the same at each step we consider 
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(4.13) 

and differentiate w.r.t. E: (n-1) t imes to find 

(a) (4 . 14) 

where r n ( £) = - [ ( n-1 ) ( :: u u ( n-
1 l +::A A ( n-1)) 

(b) 

But 

(c) 

(d) 
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dGu = G u (l) + G A ( l) 
dE: · uu UA (e) 

(f) 

Collecting (4.14) (a)-(f) we find 

( n ) ( n ) =- [ n ( ( G u ( l) +G A ( l ) ) u ( n - l ) + ( G u ( l) +G A ( l ) ) A ( n - l ) ) 
Guu +GA A uu UA UA A;\ 

+ H(u(ll, ... u(n-2), l (ll, ... l (n-2))] (4.15) 

From the structure of (4 . 15) we see that we can write 

m 
\ ~~¢ . + w L J J n 
j=O 

(4.16) 
* ~jwn = 0 j = l, ... m 

where w is the unique solution of a compat ibl e (n+l)~ equation and 
n 

the ~ j are determined by making the (n+2 )~ equation compatible, i.e., 

(4.17) 

and we sat i sfy (4.5)(b) to this order by forcing 
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n-1 
~ ct.t . +2r)~ (n-j))/(j 1 )(n-j•)) L J (n-J) o o · · 
j=l 

(4.18) 

and once again we rewrite (4.17), (4 .18) as 

(4.19) 

Thus we see that an isolated root of the Algebraic Bifurcation Equations 

is a sufficient condition for the existence of a unique perturbation 

expansion of (4.5) to any arbitrary order. The form of the solution is 

given by 

where 

m 

un ( E:) = £( L ~ j ( E: )<p j ) + E: 2w ( E ) 

j=O 

* ~jw{e ) = 0 j l, . .. m 

(4.20) 

(4.21) 

We note the especially simple case of bifurcation from the trivial state. 

Here N1 = span ( cp 1 ,0) and II I IN coincides with the norm in s1 
1 
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(if II ¢ 1 II - 1) and our solution is 

(4.22) 

* 1J! 1w(£) = 0 

and here £ is precisely the norm of the component of un( £)-u
0 

in the 
0 null space of Gu. Even in the semi-simple case if B1 has a Hilbert 

space structure we may choose our ~j to be orthonormal and then once 

again liP( )liN = II liB and so here also £ becomes the norm of 
1 1 . 

solution in the eigenspace of G~ + G~. 

The perturbation expansions derived in this section are in general 

not convergent to an actual solution. However, if (u(E),A.(€)) is the 

exact solution (guaranteed by section {7)), it is possible to show 

these expansions are asymptotic to (u( E),A.( E: )). That is one may 

write 

and by using isolation and contracting mapping techniques one may show 

Vn( t ) and~( £ ) are uniformly bounded for 1£1<£
0

. 
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We conclude this section by quoting a Lemma which could be 

applied to give (4~15) and to indi cate ~orne of the structure of 

H{u(ll, . •. u(n-2), A(l), ... A(n-2}) 

Lemma (4.1) Let G(u, A) and u( E), A(E) have M continuous derivatives 

in some neighborhood of G(u(o), A(o)) and E=O , 

respective 1 y. Then for some E >0 and all !E !<E and 
0 -0 

for n = 1,2, ... M 

n 

DnG(u( E), A(E)) = L 
k=l 

where 

A(y(k 1,k2,n) are positive integers and y (k 1,k2,n) is the multi-inde x 
with k1+k2=k positive integer coefficients 
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This Lemma is a generalization of Lemma (3.14) . of Keller and 

Langford [20] and can be proved in a straightforward though laborious 

manner by induction. 

(5) Normal Limit Points:Simple and Multiple 

In this section we continue our study of solutions (2.1) in the 

neighborhood of a singular point of Gu of the type specified by 

(2.2)-(2.6). Early in section (2) we found that a solution of 

G~u(o) + G~~(o) = o ( 5. 1) 

required ~ (o)Ci = 0 

(5.2) 

which presented two possible cases; (i) d=O or (ii) d10 but ~ (o)=O. 

The first case was pursued in section (2) and led to the Algebraic 

Bifurcation Equations. In this section we shall consider case (ii). 

The point (u
0

,A
0

) at which ~(o)=O but G~~R(G~) is called a normal 

limit point, simple if m=l, and multiple if m>L Simple and multiple 

normal limit points exhibit qualitatively different behaviour. We 
shall see that there is a unique solution arc through any simple normal 
limit point. A multiple normal limit point, however, may exhibit 

bifurcation. 

If we have (u , A ) a simple normal limit point and1(o)tO then in 
0 0 

a neighborhood of A
0 

there are either two solut ions or none. That is, 
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~0 is the limiting value bf ~ for which a solution (on this branch) 

exists. The terminology is unfortunate, however, since the points A
0 

and C
0 

of Figure {5. 1) are also normal limit points. 

1 m> 1 

N(u) 

Figure 5.1 

We now proceed to derive the equations which must be satisfied 

by any smooth solution arc through a normal limit point. With ~(o)=O 

Equations (2.9), (2.10) and (2.24) become 

G~u(o) = o (5.3) 

(5.4) 

(5.5) 
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The solution .of (5.3) is given by . 

m 

u(o) = z ~j¢j 
j=l 

and existence of a solution u(o) requires 

(5.6) 

(a) (5.7) 

In addition we may impose the normalization (4.5)(b) which forces 

0 -+T-+ 1 
~0 = ' ~ ~ = (b) (5.7) 

Each root of (5.7) (a),(b) gives a candidate for a solution arc. It 

will be shown in section (7) that each isolated root of (5.7) generates 

a solution branch through (u
0

, A
0

) . The Jacobian of the above system 

is given by 

J = I Jl (5.9) 

Using t his expression we can state conditions for t he i solation of a 

root of the Limit Point Bifurcation Equations as ; 

Lemma 5.1 
-'t'k·· 

Let ( ~ ~ A (o)) be a root of (5 . 7) 

This root i s isolated iff 
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(i) A(t*) is non-singular 

or · (ii) ·~(o) = 0 , zero is a simple eigenvalue of A('f*), and 

d~R(A(~*)). 

Proof: Isolation is equivalent to non-singularity of J. We indicate 

the various requirements by referring to the notation of 

Lemma I in Chapter I. 

+* . 
Suppose we are in case (1), i.e., A( ~ ) is non-singular, then \(o)~O 

and hence 

* 1 - "tTt - 1 D-C A-B-.-':-"'··--.. -'! 0 
f..(o) \(o) 

and J is non-singular. Now suppose case (2) with y = 1. Then from 

{5.7) (c1) is violated unless ·~(o)=O. Thus, t * is the unique eigen-
+* +* 

vector of A(~ ) for the eigenvalue zero. Since ~ '!0 (by 5.7) (c2) is 

satisfied and if zero is a simple eigenvalue (c 3) is fulfilled . Thus, 

if d~R(A(t*)) (c1) is satisfied and J is non-singular. This exhausts 
-'>-* 

the possibilities for isolation since by case (3) if dimN(A( t ))>1 then 

J=O. 

+•• 
Suppose we have a root (~,\ (o)) of (5.7), then the solution of 

(5 .4) is 
m 

·u( o) = L y j<P j + w 

j=l 
(5 . 10) 
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* where w is the solution of (5.4) with ~-w=O j=l, ... m. Compatibility 
J 

of equation (5.5) then forces 

(a) (5.11) 

where k is a known vector. We add the corresponding normalization 

equation to this order 

-+T+ 
t;, y = 0 

and we see (5.11) can be written as 

3 + 

2Y 
J = 

A(o) 

(b) (5.11) 

(5.12) 

Hence, if J is non-singular we can uniquely determine (~;r(o)). It is 

a simple matter to show that isolation of a root (!;~(o)) allows the 

determination of the terms in a perturbation series solution to arbi-

trary order. 

It is also possible to arrive at higher order equations for a 

normal limit point. That is, if we assume 

= 0 i,j,k = 1, ... m (5.13) 

then the only solution of (5.7)(a) is A(o) = 0, t arbitrary. This 

forces 
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m 
·u ( o) = \ ~-~ .v .. · L 1 J lJ 

i,j=l 

where (5. 14) 

* \fJk vi j = 0 k = 1 , •• • m 

and we place this in (5.5) to find 

+ + -+ .... .....):. 
A( ~ , ~ . ~ ) + A(o)d = 0 

~ ( 0 ) = -~ ( 0) = 0 
(5.15) 

Where the trilinear operator A(·,·,·) is given by (2.35). Isolation 

of roots of (5.15) can be handled in precisely the same manner as 

isolation of the roots of higher order bifurcation equations was con-

sidered in section (3). 

We now consider the special case when the normal limit point is 

simple. Here equations (5.7) (a),(b) r educe to 

Thus we have the solution 

~ 2 
1 

(5.16) 
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(5.17) 

i; l = ±1 

This yields only one distinct solution since switching the sign of ~ l 

merely changes the sign of ~ . This root is clearly isolated. Hence, 

if we apply the results of section (7) we find a unique solution arc 

through (u
0

,A
0
). No bifurcation can occur at a simple normal limit 

point. In the case of higher order equations we find 

-a /d1 ll ... 1 (5.18) 

k+l 

to be the unique solution. 

It will be found in section (6) that equations (5.7) may have as 

many as 2m/2 distinct isolated roots. For m>l we may thus have several 

b h th h ( ' ) All th b h h have dA -- 0 ranc es roug u
0

,A
0 

. ese ranc es, owever, d~ 

at (u
0

,A
0
). 

(6) Root Structure of the Algebraic Bifurcation Equations 

From the work of the previous section it i s cl ear that the solution 

of the Algebraic Bifurcation Equations is intimately tied to the solution 

of the full problem (2. 1) in the neighborhood of a singular po i nt. In 

thi s sense the reduction of an (in general) infinite dimensional problem 

to the solution of a finite set of polynomial equations i s a tremendous 
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simplification. Unfortunately these equations can exhibit a bewildering 

variety of possible solutions. This section will not attempt a compre­

hensive description of the possibilities. Rather several special 

examples will be considered which indicate the kind of results to be 

expected. An application of a fundamental theorem of algebraic geometry 

will be shown to give an upper limit to the number of possible isolated 

bifurcating branches. 

To begin we recall the Quadratic Algebraic Bifurcation Equations 

as 

i=l, ... m 

m 

L aijki;/,:k 
j,k=l 

m 
+ 2\ b . . £; .£; + L lJ J o 

j=l 

2 
c .£; 

1 0 
(a) 

(b) 

( 6. 1 ) 

As noted before fi' i=l, ... mare m homogeneous equations in m+l scalar 

variables and as such exhibit lines of roots in IRm+l . That is if 

(t;
0

, ••• E;m) is a root then (a.~0 , ••• a.t;m) is a root for any a.E IR. 

Equation (6. 1) (b) excludes the identically zero root and removes most 

of the non-uniqueness. However, if (!;
0

, ••• E; m) is a root ( -1;
0

, • • • - E; m) is 

still a root. This corresponds to the two tangent vectors 

1± = ± (~(o),~(o)), determined by the direction of approach t o (u
0

, A
0
). 

For our purposes these roots will not be considered distinct. 

As a first case we cons ider the equations for a s imple eigenvalue 

mentioned at the end of section (3). They are 
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2 0 
sl 

s ;iO a111 x +2b 11 X+c1 = X=--
so 0 · 

s (6.2) 
2 0 x- o s 1;io or c1x +2b 11 X+a111 = t_:l 

In either case we clearly have a quadratic equation in one variable 

giving as possible real sol~tions either 2 isolated roots, one double 

root or no roots. Viewed as an equation over t we always have two roots 

(counting multiplicities). A theorem of Bezout indicates that this 

behaviour is carried over to the case where m>l. For any point 

(s
0

, ••. sm)ECm+l we associate the line through the origin 

(Ss
0

, •••• Ssm) 'Vsd:. with a point in the m-dimensional complex projective 

plane tPm. Then one of the first results of algebraic geometry states 

(Abhyankar [ 1]). 

Theorem: (Bezout-1770): Let fi(s
0

, . .. t_:m) = 0 i = 1,2, . . . m be m 

algebraic e~uations in the m+l complex variables E;
0

, .. . t_:m' 

with the ith equation homogeneous of degree m .. Suppose 
1 

the fi have no common intersection component. Then these 

equations have 
m 

~1 = lT m; 

roots in tPm. 
i =1 

(counting multiplicities!) 

The multiplicity of a root is a delicate concept. But for our 

purposes it is sufficient to note that a root has multiplicity one i ff 
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it is isolated~ A common intersection component is loosely a one para-

meter family of ·roots. As an example, · suppose 

m m ( · ) = (\'a..t;. )(t;;""' f3 ,, t;.) 
L J J ~ J J 
0 0 

that is, each quadratic can be factored into two linear terms. The 
m 

plane O=g( t;
0

, ... t;m) = ( ~ a.j t; j) is a common intersection component 

If we apply this result to the equations (6.l)(a) we immediately deduce 

Lemma (6.1) The quadratic algebraic bifurcation equations ari s ing from 

a multiplicity m semi-simple e igenvalue can have at most 

2m isolated real roots. 

For m=l this clearly reduces to our known result for a simple e igenvalue. 

We can use the structure of (6. l)(a) to say a bit more in the quadratic 

case. 

Lemma (6.2) The number of real roots (counting multiplicities and 

assuming no roots from common intersection component s) for 

the quadratic bifurcation equations i s even. 

Proof: The coefficients of equations (6. l)(a) are real. If there is 

· t t' t th th 2m roots ,·n ~Pm. no common 1n ersec 1on componen , en ere are ~ 

Hence, if P
0 

is a root P
0 

(complex conjugate ) is a root. Since the 

total number of roots i s even and real roots are fi xed by conjugation, 

we see the number of real roots is even (counting multipliciti es ). 
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For the case of a simple ei~envalue these two lemma~ show that 

existence of 1 real isolated root forces the existence of a second 

isolated real root and hence, bifurcation. For m>l this is not so sim­

ple. For example, if m=2, we have 4 roots in [~2 , if we know the exis­

tence of 1 isolated real root (from a known branch) we could either 

have a second isolated real root or a real root of multiplicity 3. 

In the second instance, the existence of bifurcation could not be 

claimed. 

If the problem in question requires the consideration of the cubic 

bifurcation equations (2.34), then we may alternately write 

·~(o)=±y2 to get 2 sets of m equations homogeneous of degree 3. 

(a) 

(6.3) 
2 + -3y BF,: = 0 (b) 

We see that if (t,y) is a root of (6.3)(a) then ("t, iy ) i s a root of 

(6.3)(b) Thus, all real roots of (2.34) are given by the real roots 

of (6.3){a) plus roots (! ,iy) of {6.3)(a) with (! ,y ) real. Here Bezouts 

Theorem would allow at most 3m real i solated roots. Since 3m is odd, 

it is possible to have a singl e real root. In the same way we write the 

quadratic limit point equations {5.7)(a) as 

{6.4) 

and the real roots of (5.7)(a) are all roots of {6.4) of the form 
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(t ,y) or (t.~y) for (t ,y) real. The number of such ~oot~ can at most be 

2m. However, suppose we have ~ real root (t;i(d) = y2 )~ then clearly 

(-t,~(o) = (-y) 2) is also a root 'which appears to be distinct. As 

before these two roots correspond to the two tangent vectors 

t+=~(u(o),~(o)) determined by the direction of approach to (u . ~ ) . 
0 0 

(Equivalently they correspond to different choices of the sign of e.) 

They will not be considered distinct for our purposes and so the maxi­

mum number of isolated roots would be 2m/2. 

All the previous analysis gives an upper bound on the number of 

isolated roots but does not guarantee the existence of any real roots 

of equations (6.1), (6.3) or (6.4). We now mention a technique which 

in special cases can prove existence of real roots of the Algebraic 

Bifurcation Equations. 

Suppose our problem has (u, ~ ) = (o, ~ ) as a solution for all ~ . 

Then it is easy to see the bifurcation equations (6.1) become 

(a) 

(6.5) 

and we see one root is given by ~0 = l//2 , t = 0. (Thi s i s the root 

corresponding to the trivial branch). This root is isolated if B is 

non-singular. Assuming this, we can write (6.5)(a) .as 

(6.6) 
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where 

{6. 7) 

Problems of the type (6.6) have been studied by Birkoff and Kellog [4] 

and Berger and Berger [ 3] under t~e name invariant direction problems. 

Keller [19], using the Birkhoff-Kellog theorem, has shown, 

Lemma (6.3) Let B be non-singular and m-odd then (6.6) (and hence 6.5) 

has at least one root with t~o. 

We now extend this result to bifurcation from the non-trivial state. 

Lemma (6.4) Let (y
0
,y) be an isolated root of (6.1) with y

0 
1 0. 

Then if m is odd {6. 1) has at least one root distinct from 

{y 0 'y). 

Proof: We reduce our problem to that of Lemma (6.3). 

If we consider 

and (6.8) 

+ + + then it is easily seen that ~ = n + n
0
y, 1;

0 
= n

0
y

0 
is a. root of (6.l)(a) 

Thus, we may reduce the problem of finding a root of (6.l)(a) to find­

ing a root of (6.8),which is in the form of bifurcation from the trivial 

state. By isolation and y
0 

1 0 we may write (6.8) (since then A(y)+y 0B 

is invertible), 
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(6.9) 

Applying Lemma (6.3) to (6.9) we find a root of (6.8) with ntO. 

All that remains is to show (~ ,! ) is distinct from (y ,y ). Suppose . 0 0 
-+ -t -+ -+ -+ 

(Sy
0

,Sy) = Cs0 , ~ ) then Sy
0 

= s
0 

= n
0
y

0 
so S = n

0 
and then n = s- n

0
y 

= (S-n )y = o,a contradiction. Ill 
0 . 

We note that there is no guarantee that the roots provided by 

these lemmas are isolated. Also we see that if we assume no common 

intersection components, then Lemma (6.2) gives the above results for 

arbitrary m. 

Further results based on invariant direction properties are 

possible if T(l ) of (6.6) is a gradient system. That is, when 

i=l, ... m (6.10) 

Langford (2~ discusses several possibilities and notes that scalar sel f­

adjoint two-point boundary value problems generally lead to gradient 

system bifurcation equations. 

We conclude this section with two simple algebraic examples 

indicating some of the situations described above. First, we consider 

G(u,t.) = (6.11) 
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Here G~ = Gu(o,o) =(: :} and G~ = tJfR(G~). 
This is a multiple limit point situation and the bifurcation equations 

are easily seen to be 

(6.12) 

We have the maximum four isolated roots ( ~ 1 . ~ 2 , A ) = (±1,0,1), (0, ±1, 1) 

but we see this gives only two distinct tangents. These roots cor-

respond to the two bifurcating solutions given by 

and indicated in Figure (6.1) . 
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Figure (6.1) 

Second, we consider a special case of a set of equations described by 

Stakgo 1 d [40]. 

G(u, >. ) = y. >O 
1 

(6.13) 

Once again G~ = 0 so we have a double eigenvalue . Here, however, the 

algebraic bifurcation equations are cubic; 

2 2 •• 
~ 1 (2y1 (~ 1 +~2 )~ >. (o)) = 0 (a) 

2 2 •• 
~ 2( 2y2( ~ 1+~2)->.(o)) = 0 (b) (6.14) 

~2+~2 
1 2 = 1 (c) 
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These equations have four roots if y 1fy2. 

(i) ~ 1 =o, ~2=±1, 1=2y2 or (ii) ~ 2 =o.~ 1 =± 1,1=2y1 . 
t; . ~ · 

If we define X= --1 , Y- ~ then (6.14) (a),(b) are represented 
·~ ·~ 

in Figure (6.2). 

(a) = 0 ooo 
(b) = 0 1111 

Figure (6.2) 

If y1iy2 these four intersections are isolated and yield two bifurca­

ting branches similar to Fig. (6.1). However, if y1=y2 the equations 

have a common intersection component. It turns out that each point on 

the co-incident circles yields a branch and hence, we have a sheet of 

bifurcating solutions indicated by Fig. (6.3). 
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Figure (6.3) 

In general neither multiple roots nor intersection components can be 

extended to bifurcating solutions. Often, however, the original equa­

tion may be invariant under some group action. In this case Sattinger 

[37] has shown the Algebraic Bifurcation Equations also exhibit this 

invariance. Indeed all the higher order equations are invariant. This 

invariance can easily be seen to generate a common intersection com-

ponent. fur this situation it is often possible that any point of the 

component will yield a bifurcating branch, and the group action will 

then generate a sheet of solutions. Whether this is always true is at 

present not known. This problem has received some consideration by 

Ruelle ~3] and recently by BUchner, Marsden and Schecter [s] . 
Although bifurcation in the presence of a symmetry group is made 

difficult because the roots of the bifurcation equations are not iso­

lated, this situation may also introduce simplifications. The Algebraic 
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Bifurcation Equations of order m in general involve O(m3) independent 

coefficients (aijk' etc.). Sattinger [3~] and [39] has shown that 

consideration of the irreducible representations of the group under 

study can lead to a dramatic reduction in the number of these indepen­

dent coefficients. 

A different situation occurs when the lowest order Algebraic 

Bifurcation Equations have an intersection component due to some invari-

ance which is not shared by the higher order equations. In this case 

one cannot expect each point of the component to yield a branch. 
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(7) Existence of Multiple Bifurcation Branches 

Most of the work of the previous sections considered formal solu-

tions of 

(7.1) 

depending smoothly on a parameter E. If a smooth solution (u( E),A(E)) 

of (7. 1) was assumed to exist then its local structure was determined 

by our analysis of sections (2), (4), and (5). This approach will be 

justified in this section in the following manner. For each isolated 

root (!. ~0 ) of the Algebraic Bifurcation Equations (2.17) we will show 

the existence of a smooth branch of solutions bifurcating from (u
0

, A
0

) 

with its local structure determined by the root (! , ~0 ). In addition, 

if G~~R(G~) we will show that each isolated root of the Limit Point 

Bifurcation Equations (5.7) generates a smooth solution arc (u(E),A(E)) 

through (u
0

,A
0
). These results will be presented separately in Theorems 

(7.1) and (7.2). The existence proof in both cases will rely upon appli-

cations of the Basic Lemma I. 

(Hl): We suppose G(u,A) is twice continuously differentiable 

with respect to both u and A in some neighborhood of (u
0

, A
0

). We assume 

that at (u
0

,A
0

) the linear operator G (u , A ) satisfies (2.2) - (2.6). u 0 o. 

That is, G~ is a Fredholm operator of index zero with an m-fold semi-

simple zero eigenvalue. Al so assume G~ER(G~). 
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(H2) +* * 
Suppose ( ~ ,s0) is an isolated root of the quadratic 

Algebraic Bifurcation Equations . That is 

and 

A 

J=!JI= 

*2 +*T+* l 2t;, +t;, !; = 
0 

2s * 
0 

(7 . 2) 

1 0 (7.3) 

Under the assumptions (Hl),(H2) we construct the unique solution v
0 

of 

-
G0 v +l(G0 ~~+2G0 ~t;,*+G0 s*2) = 0 (a) U o 2 uu UA o AA o 

* ~ivo = 0 i=l, ... m (b) (7.4) 

(c) 

-t:* * From this root ( ~ ,~ 0 ) and solution v
0 

we construct a branch emanati ng f r om 

(uo, Ao). 
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Theorem · ( 7. 1) Let (Hl),(H2} hold and let v
0 

be the unique solution 

of (7. 4). Then] E: >0 such that for a 11 IE: I <E: there 
. 0 0 

exists a unique ~ (E:), v(E: ) for which 

m 

<t>( E: ) = \~. (E:)¢ . L J J 
(7.5) 

j=O 

* lJi iV( E: ) = 0 i=l, ... m 

The ~j(E:), v(E:) are continuous functions of E: with 

* = s. 
J 

v(o) = v 
0 

j=o, . • • m 

(7 .6) 

If in addition G(u, A) is three times continuously differentiable w.r.t. 

u and A then ¢(E: ) and v( E: ) are continuously differ entiabl e . 

Proof: In order to apply the Implicit Function Theorem we define the 

following function s . 
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l..G2 (u +E: ( ~J>+sv), /.. +s~ ) 
. 0 . 0 0 E: 

G~v~(G~u¢¢+2G~;._¢~0+G~;..~~) E:=O 

( 7. 7) 

i=l, ... m 

i = 0, ... m. To apply the Implicit Function Theorem we must consider 

and we find 

J = 1 

* l/Jl 

* l/Jm 

0 

0 

0 

v =v 
0 

E: =0 

0 

0 

0 

0 

* 4~ 
0 
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To apply Lemma I we relabel 

A 

A -
Ao B 

0 
B 

* 
Jl - co D 

0 (7.9) . . . 
A* c D 

* * * We consider s
0

=0 and s
0

tO separately. First, suppose s
0
tO. Using 

the notation of Lemma I applied to the operator A we see we are in 

~ase (2) with dim N(A
0

) = y = m. Condition c2 is satisfied since 

* * * 1/J 1 ••• 1/Jm are linearly independent. N(A
0

){)N(C
0

) = {_Q_} since if 

* * ~kE N(C ) then 1/J.¢k=O Y. contradicting the assumed semi-simplicity . Thus, 
0 J J 

c3 is verified. R(A )()R(B) = {O}since if B yER(A) then ljJ~B y= 0 
0 0 - 0 0 1 0 

+* * + * -t:* * Vi, that is (A( s )+s
0

B)y = 0, and by (7.3) with s
0

tO,A( s )+s
0

B is 

non-singular forcing y=O. In the same manner dimR(B )=m si nce 
0 

B
0
y=O implies y=O. Hence C

0 
and c1 are satisfied and we conclude A 

is non-singular. Thus, we are in case (l) when applied to J1 and so 

we must calculate 

"'*"- 1" S =D-C A B (7.10) 

" To do this we solve AX= B with X= (.¥) EB XIRm, i.e., 
y 
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G~v = -(G~u~(yj~j)+~:G~~~jyj~(G~~~+~:G~~)) (a) 

(sum over j) 
* 1/J;V=O i=l, ... m (b) 

(7.11) 

+* * + -r* * Compatibility of (7.1l)(a) requires(A( ~ ) + ·~ B)y = (B~ +~C) 
0 0 

+ +* * and the unique solution of this equation is y = -~ /~ . 
0 

* Using this in (7. 11) determines the unique v = -2v0/~0 . Hence (7.10) 

becomes 

A * t *T+* 
s = 4~ + 

2 *~ = 2* t 0 0 
~0 ~0 

and so J1 is non-singular. 
* A Now suppose that ~0 = 0, then if we solve AX= 0, i.e., 

m 

G~v + G~u~(L yj~j) = 0 
j=l 

* 1/J.v = 0 i=l, ... m 
1 

(a) 

(b) 

(7.12) 

+* + Compatibility of (7.12)(a) forces A( ~ )y = 0 and so by isolation 
+ +* A 

y = ~ , and then from (7.12)(b) v = 2v
0

• Hence dimN(A)=l. Now if 
*A * * T we solve y A = 0 where y = (v ,y ) 

m 
o* * \ * 

Gu v + ~ yjl/Jj = 0 (a) 

j= ·l 
(7.13} 

v*G~u¢¢j = 0 j = l, ... m (b) 
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m 
* + * L: * Then 1/Ji<jlj = 0 .• forces y = 0 hence V . = a. .1/J . and (7 . 13)(b) . 1 J J J 

j=l 
+* + + +* codim R(A) demands A(E; )a. = 0 so a. = s Thus = 1 and we are in case 

A * 
(2) of Lemma I. Now B r Q since Bt r 0 and so C 

0 
i s satisfied. Since 

A +*T+* "'* 
E; .E; ~ 1, c r Q and c2 is verified. 

.r... "* 
N(A)()N(C ) =· { Q} since N(A) 

+* A*(2v ~ +* +* span {(2v0 ,E )Tland C ~1 • E ' E • 1. Thus c3 i s sati sfi ed. 

Finally R(B)()R(A) = {Q} since if AX = B with X = (v,y )T we see 
+* + . +* +* +* 

A(s )y =BE; , i.e., Bs sR(A( s )) a contradi ction of the assumed 

isolation of (t *,o). Thus in this case as well J 1 i s non-singular. 

We see from the definitions of g,h,h
0 

that these functions are 

continuous in all argument s and continuous ly differ enti able with res-
+ pect to E; , £;

0
, and v. Thus, we can apply the Implicit function Theorem 

to the system (7.7) to claim the existence of continuous t (s ), s
0

(s ), 

v( s ) satisfying {7.5) with initial values given by (7.4) . We note 

that if G is in c3(B (u , \ )) then ~ g( s ) is c1(i s !<s ), and hence 
p 0 0 - 0 

our solution (¢( s ), v( s )) is continuously differentiable. 

The uniqueness given by the Implicit Function Theorem only 

applies to solutions nearby the solution with initial structure given 

by (7 .4). Each isolated root of (7. 2) generates a smooth solution arc 

through (u
0

, \
0

). 
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We now turn to the case of limit .point bifurcation. We shall 

assume 

(H3) Let Hl hold but ~fR(G~) 

(H4) Let (t *,n*) be an isolated root of the quadratic Limit Point 

Bifurcation Equations. That is 

-t:* -+* *-+ A ( 1; ) s + 2n d == o 
(7.14) 

and 

A(f,*) . a 
A 

J ==I J I :: ~ 0 (7 . 15) 

-+ *T s 0 

Under the assumptions (H3) and (H4) we construct the unique solution 

* 1/J .v == 0 j == l, •• • m 
J 0 

¢ :: 

m 
\ s ~¢ . L J J 
j== 1 

(b) (7.1 6 ) 

(c) 
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* * From this root Ct .n ) and solution v
0 

we construct a branch emanating 

from (u
0
,\). 

Theorem 7.2 Let (H3) and (H4). hold and let v be the unique solution 
0 

of (7.16). Then·3£ >0 such that for all lEI<£ there o -o 
exists a unique (¢( E),v(t:),n (t: )) for which 

m 

= \~.(£)¢ . L J J 
j=l 

* 1/JiV(E) = 0 i=l, ... m 

where the ~.(t:),n(t:), v(t:) are continuous functions of E with 
J 

* = r-; j j=l, ... m 

n(o) = n * 

v(o) = v
0 

(7.17) 

(7.18) 

3 If in addition G(u,A)£ C (BP(u
0

,A
0

)) then ¢(E) and v( E) are continuously 

differentiable with respect to E. 
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Proof : The proof proceeds in tRe same manner as in Theorem (7.1). 

· Define 

lt ( u
0 
+d ¢+c.v ), >..

0 
+E: 

2
n) c. t-O 

E: 

-+ 
g(n, ~ ,v, c. ) = 

(7.19) 

i=l, ... m 

* + -+* We clearly have a root of this system n = n , ~ = ~ , v = v
0

, c. = 0. 

To generate a smooth family of roots we study 

a(g,h,h
0

) 

a(v,! ,n) 
v = v 

0 

* n = n 

E: = 0 



-79-

where . 

Go G~u<P<P l . G~u<P<P m Go 
u t. 

* 
ljJl 0 

Jl = (7. 20) 

* 
ljJm 0 

* * 0 2~ 1 . 2~ m 0 

Re 1 abe 11 i ng 

A -
Ao B 

0 " 
* B 

Jl - co D 
0 . 

(7.21) . 
"* c • D 

* We first suppose n 10. Then clearly dimN(A )= codimR(A )=m and we are 
0 0 

* * in case (2) as applied to A. Since 1JJ 1 ... 1jJm are linearly independent 

* * c2 is satisfied. N(A )()N(C ) = {0} since if <Pks N(C ) then 
0 0 - 0 

+ 
y = 0 

fied. 
+ 
y = 0. 

j=l, ... m a contradiction of semi- s implicity. Thus (C 3) i s veri-
+ * + Now suppose B

0
ycR(A

0
), then ljJiBy = 0 Vi so 

+* + 
A( ~ )y = 0 forcing 

since A(! *) is non-singular by isolation . Thus, (C 1) is satis­

Finally dimR(B )=m since B y=O forces A(!*)y = 0 requiring 
0 0 . 

Thus (c
0

) i s verifi ed and Lemma I states that A is non-s ingular. 
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To deduce the same of J 1 we must consider 

"'- "' .r..~_,,... 

S = D - C A B (7.22) 

To calculate S we solve Ax • B for X • ( ~) oBXRm, 

m 

i.e., 

+Go <P(\ y .<j> .) =Go 
uu ~ J J A (a) 

j=l 
(7. 23) 

~;v = 0 i=l, ... m (b) 

Compatibility of (7.23)(a) requires 

-+* -+ -+ 
A( s h = d 

-+ -+* * which has the unique solution y = -s /n . Then (7.23)(b) forces 

-+*T-+* 
Thus S = 0 + 2s *s =2/n* 1 0 and J 1 is non-singular. 

n 

* Now suppose n = 0. If we solve AX=O we see 

m 
G0 v + G0 <P ( \ y .<j>.) = 0 

u uu ~ J J 
(a) 

j=l 

* ~;v=o i=l, ... m (b) 

(7.24) 

Compatibility of (7.24) requires A(l*y:y = 0 which has the unique solution 
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+. +*· 
y = C, and then from (7.24)(b) we find v = 2v

0
• 

...... 

Thus dimN(A) = 1. 
*"' To so 1 ve y _A-=0, we find 

m 
o* * LY·1/J~ 0 (a) G v + :::; 

u J J 
j=l 

(7.25) 

/ G~u<P<P j :::; 0 j=l, ... m (b) 

and then (7.25)(b) 

forces ~ = (. 
.A 

Thus codim R(A)=l and we are in case (2) applied to 
.A 

J 1. DimR(B)=l since ]to implies G~10, verifying (C
0
). To check (c2) 

*T ""* A A* A 
we see "t ! =1 so dim R(C )=1. N(A)r\N(C )= {0} since N(A)=span 

{(2v
0
,!*) T}and (* ( ~:o\ = t *Tt* = 1. Finally-R(B}()R(A) = {_Q_} for if 

A A ~ / -+* -+ -+ -)- -+* 
AX = B we would have A( ~ )y = d a contradiction since d~R (A( ~ )) 

by the assumed isolation. So in this case as well J1 is non-singular. 

Thus we can apply the Implicit Function Theorem to generate the 

solution arc given by {7.17) - (7. 18). 
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8. Stability of Simple Bifurcation and Normal Limit Points 

In this section we will study the stability behaviour of solution 

arcs containing simple bifurcation points as well as simple normal 

limit points. This will be done within the context of linear stability, 

that is, attention will be paid only to the eigenvalues of the appro-

priate linearized operator. 

Suppose we have a solution point (u
0

,A
0

) of G(u
0

,A
0

). We consider 

the linear eigenvalue problem 

Gu(u ,A )¢ =a¢ 
0 0 

( 8. 1 ) 

The point (u
0

,A
0

) will be considered stable if all eigenvalues a of 

(8.1) have Rea<O. If at least one eigenvalue has Rea>O then (u
0

,A
0

) 

will be called linearly unstable. The point (u
0

,A
0

) is neutrally stable 

if the largest real part of the eigenvalues of G~ is zero. We will 

assume this situation when studying the zero eigenvalue of G~ at simple 

bifurcation and normal limit points. Similar stability results for 

bifurcation points are determined in Crandall and Rabinowitz [9] and 

are indicated in Sattinger [38]. 
To begin suppose G0 is Fredholm of index zero with a simple zero 

u 

eigenvalue. In addition suppose (u(s}, A(s)) is a smooth solution arc 

through (u(s
0

},A(s
0

)) = (u
0

,A
0

) depending on some parameters. Then for 

s near s , G (u(s),A(s)) is also Fredholm of index zero, and the results 
0 u 

of Section (4) (Chapter III) allow us to decompose B in a natural way. 

These results can be summarized in the following fashion. 

Suppose G is continuously differentiable with respect to u, A and 
u 
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s. Assuming a(s )~o is a simple eigenvalue then for s near s
0 

there 0 . 

exists a pair (ci(s),¢(s)), continuously differentiable with respect 

to s for which 

Gu(u(s),A(s))¢(s) = a(s)¢(s) (8.2) 

In addition, this small real eigenvalue remains simple. That is, we 

can define 

N(Gu(s)- a(s)I) = N1(s) 

R(Gu(s)- a(s)I) = x1(s) 

and these subspaces decompose B, i.e., 

(8. 3) 

( 8.4) 

* from this decomposition we have the adjoint eigenfunction~ (s) satis-

fying 

* * (Gu(s) - a(s)l)~ (s) = 0 

and * X1(s) = {xsB!~ (s)x 0} 
(8.5) 

* We normalize to~ (s)¢(s) = 1 and observe 

* ~ (s)G (s)w(s) = 0 
u 

w(s)sX 1(s) (8.6) 

Now from 

G(u(s),A(s)) = 0 (8. 7) 
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we see (8.8) 

If we decompose 

~~ = ~ (s)¢ (s) + w(s) (8. 9) 

where w(s) t:X1 (s) 

then 

(8.10) 

* Acting upon (8. 10) with w (s) we find 

(8.11) 

This expression is exact as a function of s and will be used to relate 

the behaviour of a (s) to that of ~~ as s approaches s
0

• 

First we consider the case when (u
0

, \
0

) is a simple normal limit 

· point. Here 

since satisfaction of the simple normal limit point equations forces 

) * 0 S(s
0

)=l (Section 5. Further~ (s0 )GA =d 1 ~o and so we find 

(8.1 2 ) 

That is, suppose for some m>O we have A(s) =A +a(s-s )m+ .... , then a(s) 
0 0 

-1 . . 
= b(s-s

0
)m + .... This result forces a change in stability in the 

situation whei·(· ~~ changes sign through s
0

. (This is the case when the 
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solution arc turns back on itself (i.e., m is even) and is indicated in 

Figure (8.1).) 

N(u) 

1111 unstable 
0000 stable 

Figure {8 .1) 

This stability change can be shown directly by an application of 

Leray-Schauder degree theory but here the particularly simple calcula-

tion results in an explicit determination of the behaviour of a {s) near 

the singular point. 

We now consider the expression (8.10) when (u
0

,A
0

) is a simple 

bifurcation point. To do this we write 

* . * d~* . * dG~ 2 
~ ( s )G;x_ ( s )='1/J . { s

0 
)G~+( s.-s0 )(CiS · (s

0 
)G~+~ (s

0 
)crs)+O (I s-s

0 
I ) (8.13) 

Now at a bifurcation point ~*(s0 )G~=O, so we must calculate the linear 

term. 

(8.14) 
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where . 

* 
To calculate~ · (s0 )G~ ~e consider the decomposition 

GA(s) = y (s)~ (s) + v(s) (8 .15) 

where v(s) e x1(s), and solve 

* where ~ (~)~0 (s) = 0. We see ~0 (s 0 )= ~a and v(s
0

) = G~. Since both 

terms in (8.16) are in x1(s) we have 

and so 

* 0 0 0 Now~ (s
0

)Gu = 0 and from (8.16) at s = s
0

, Gu~o = -GA. . 

Hence 

Placing the expression (8.18) in (8.11) we find 

dG0 dG 0 

a.(s)f3(s) = -~* (so)(ds u~o+ds A)~~(s-so}+O(j (s-so)2 ~~~) 

Expanding the linear term results in 

(8.17) 

(8.18) 

(8.19) 

(8.20 ) 
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This expression will be used to study the behaviour of a(s) on a solu-
. · dt.. 0 

tion arc w1th ~ = 0. first, however, we will derive an expression 
dA.o 

to be used when~ t 0. From our definition 

(8. 21) 

we find 

G d~ + dGu = ~ + ad~ 
uds ~ ds ds (8.22) 

* * Evaluating (8.22) at s=s
0 

and acting upon the result with~ (s0 )~ 1 
we have, (using a(s

0
)=0, ~~G~=O and ~~~1) 

da
0 

_ ,r,*(Go du +Go dA.)~ 
~ - '~'1 uuds uA. ds '~'1 (8.23) 

That is 

(8.24) 

Recalling the Algebraic Bifurcation Equations and the isolation require­

ment given in Section (3) we see either 

or 

The first case allows us to state 

( i) 
dA. 0 

Along any simple bifurcating arc for which ~0 

da0 

then ~0 and hence 

there is a stability change through s
0

. 

(8.25) 
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For the second case we use ( 8~20) and n6te that if ~ =0 then S(s )=1 0 . 0 

and so (b11 ;-!0) 

This allows the statement 

(ii) Along a simple bifurcation arc for which ~~ 

changes sign the eigenvalue 

a{s) remains of one sign and there is no change 

in stabi 1 ity. 

(8.26) 

Particular examples of these two cases are indicated i.n Figures (8.2) 

and (8.3). The situations depicted actually indicate an exchange of 

stability, that is as one solution arc loses stability the other arc 

becomes stable. We now indicate why this is to be expected. 

First consider the case of Figure (8.2) . The two roots ( ~~. ~ ~), 

( ~~. ~~) have ~~~~;-!0 and so defining x=~ 1 ;~0 they are the two distinct 

roots x1,x2 of 

f(x) (8. 27) 
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N(u) 

Figure (8 .2) 

Figure (8.3 ) 
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It is easily shown that 

(8.28) 

and hence this prod~ct is negative since the quadratic has two real 

roots. Now in order to move along the two branches in the same 
dX~ 

direction we choose ds 1 
, i=l,2 · to be of the same sign. With this 

choice and (8.24) we see 

1 1 f 1 (x1)f'(x2) 
a l{so)a2(so) = 1 2 <0 

E;o E; o 
(8. 29) 

Hence the eigenvalues cross the origin in opposite directions and we 

have an exchange of stability. 

Now consider the case when one branch has E;
1=o. From the Algebraic 
0 

Bifurcation Equations this forces a111 =o. Applying (8.24) to the branch 

with E:2ro 
0 

{8. 30) 

However (8.20) yields 

dx
1 2 

a1(s) = -b 11 (s-s
0

)dS(s)+O(ls-s
0

l ) . (8.31) 

. dX 
We also note that (s-s~) ___ l(s) ~ 0 regardless of the choice for 

ds 
the direction of increasing s. (See Figure (8.3)) 

The two expressionsd~8.30)-(8 .31) show that if (u2(s), x2(s)) loses 

stability (i.e., b11>o, d/(s
0

)>0) then (u 1 (s),~c 1 (s)) is stable and 

so that here also we have an exchange of stability. 
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The situation for multiple eigenvalue bifurcation is considerably 

more complicated. The main problem rests on guaranteeing the existence 

of m continuously differentiable ei~envalue-eigenfunction pairs 

(ai(s), ~i(s)). At present it appears that analyticity of 

Gu(u(s),A(s)) with respect to ~ complex parameter s is required. How­

ever, if existence is assumed, similar formulas for the determination 

of the behaviour near zero of the various eigenvalues are possible. 
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Chapter III Constroction of Bifurcation Btanches 

(1) Introduction 

In this chapter we continue our study of solutions to problems 

of the general form: 

· G(u~:\) = 0 ( 1.1) 

where G is a nonlinear operator mapping the Banach space Bx JR into 
B. Once again :\ has been explicitly separated from u to indicate 

its importance as a state or control parameter for the particular 

problem. 

Suppose now we have a point (u
0

,:X.
0

) which satisfies (1.1) . 

Several natural questions arise . 

(1) What is the structure of the solutions of (1.1) near 

(u
0

,:\
0

)? In particular~ can we give sufficient conditions for the 

existence of a smooth solution branch r(s) 

r(s) :=::{(u(s),:\(s))l :G(u(s),'-(s))= 0 (u(so),:\(so)) = (uo, :\o)} 

( 1. 2) 

through (u
0

,:X.
0

) depending smoothly on some parameter s? 

(2) What explicit methods can we derive which will allow the 

construction of these solution branches? 

The first question was studied in Chapter Il where the point (u0 ,:X.
0

) 
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was a singular point of G~ of various special types. The second 

question will be considered in this chapter~ 

N(u) B 

Figure ( 1.1) 

In the specification of the solution arc r (s) of (1.2) the 

parameters is left undefined. Referring to Figure (1.1) we see that 

A itself would seem to be an acceptable choice of parameter in the 

neighborhood of point A. Such a point will be defined in Section 

(2) as a regular point. Intuitively it is clear that this choice 

would be unacceptable in the nei~hborhood of point C. If the point 

B is a simple normal limit point we shall see that choosing our 

parameter to be an approximation to arc-length in BxtR will allow 
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continuation past B without difficulty. This choice of parametri­

zation leads to what will be called the inflated problem. 

Sections (3) through (7) are concerned with the continuation 

problem in the neighborhood of a simple bifurcation point (Point C). 

In Section (3) the structure of the inflated problem linearized 

about the solution point {(u(s ), A(s )),(u(s ),~(s ))} is studied. 
0 0 0 0 

It is seen that in general the inflated system inherits the structure 

of Gu(u
0

,A
0

). The linearized inflated operator, called A(s
0
), will 

be Fredholm of index zero, and provided ~~0 )10, will have a simple 

zero eigenvalue. Section (4) introduces results on the perturbation 

of such eigenvalues. The linear operator A(s) is non-singular for s 

in some deleted neighborhood about s
0

, and it is the size of its 

smallest eigenvalue a(s) which will allow us to determine the manner 

in which A(s) approaches singularity. With this idea in mind, 

Section (5) calculates the rate at which the simple eigenvalue 

a(s) travels to zero. This rate is seen to be related to the Alge-

braic Bifurcation Equations. When ~(s )=0 the operator A(s ) has a 
0 0 

single null vector but the eigenvalue is of multiplicity two. 

Section (6) is concerned with the perturbation of this eigenvalue. 

Conditions are determined under which the eigenvalue splits into two 

simple eigenvalues which approach zero like ls-s
0

. 

With these preparations Section (7) considers the convergence 

of an iterative method in the neighborhood of a simple bifurcation 

point. The scheme presented will be Newton's method, with the initial 
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guess being a point on the tangent ray through the bifurcation 

point. Assuming the existence of a smooth solution branch 

(u(s),\(s)) through (u
0
,\

0
), it will be shown that the Newton iterates 

can be guaranteed to converge at least geometrically. A second 

result, resting on a finer estimate for the distance between the first 

two iterates, will allow the statement of quadratic convergence. 

This result will not require the assumption of a solution branch 

through (u , \ ), and will thus furnish a constructive proof for the 
0 0 

existence of bifurcation. The application of this scheme at the bifur-

cation point is avoided since it is known (Rall (30), Reddien (31)) 

that Newton•s method will not generally converge quadratically in 

such a s ituation. 
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(2) The lnflated ~ Ptoblem 

In order to construct a solution arc r(s) through (u ~A ) given by 
0 0 

(1.2) an immediate problem· is the choice of an appropriate parametriza-

tion of the arc. This choice is quite arbitrary, but since A has al-

ready been distinguished as an important physical parameter, it is a 

natural choice . In the neighborhood of a solution point isolated with 

respect to A this choice is usually acceptable. More precisely, if 

G(u,A) is in c1(BP(u
0

,A
0

)) and G~=Gu(u0 ,A0 ) is non-singular then the 

Implicit Function Theorem guarantees the existence of a unique smooth 

arc of solutions (u( A), A) where JA-A J<p
0 

for some p >0. (Points 
0 0 

(u ,A ) where G0 is non-singular will be called regular points.) How-
o 0 u 

ever, if (u
0

,A
0

) were a simple normal limit point this choice would be 

unsatisfactory. To avoid this difficulty and to give greater flexi­

bility in the choice of a parameter we use a technique developed by 

Keller [1s]. 
We specify the parameters by imposing a normalization on the 

solution, that is we replace (1.1) by 

G(u,A) = 0 

N(u, A,s) = 0 

(a) 

(b) 
( 2. 1) 

Here N is a functional on BXJR2 . This approach makes (u(s), \ (s)) the 

solution of an inflated problem. Introducing X€B 1 = BXIR and 

P:B
1
x IR-+ s1 as 
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[

G(u, t. ) ) 
P(X,s) = 

N(u,t.,s) 
(a) 

(2.2) 

X = (u, t. ) (b) 

then our solution arc r(s) satisfies 

P(X(s),s) = 0 (2.3) 

For a given s
0 

our solution X(s
0

) is isolated with respect to s if 

A(s )=Px(X(s ),s )= 
0 0 0 (2.4) 

N;.. (u(s
0

),t.(s
0

)) 

is non-singular. 

* We write N =N (u(s ), t. (s )) since Nu is a linear functional on B u u 0 0 

and since all normali zations we consider will make Nu continuous. 

A major advantage in considering this inflated system is that A(s ) 
0 

may be non-s ingular when G0 is singular. The conditions under which 
u 

this occurs are specified by an application of the Basic Lemma I. To 

satisfy these conditions one must choose a proper normalization. The 

normalization used here will be an approximation to arc-length. 

If we defines to be arc-length in the Banach space B1, then we 

r equire, 
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(2.5) 

This expression is not the most useful since there is no explicit de­

pendence upon s, hence an approximation to (2.5) i s derived. If we know 

a solution (u
0

, A
0

) of (2.l)(a) at s=s
0

, and if in addition we solve for 

(u(s0 ),~(s0 )) satisfying 

(2.6) 

then we define 

(2. 7) 

Here u(s
0

)*£s* and sati sfies u(s
0

)*u(s
0

) = l i u( s
0

) ii 2. This expres­

sion is an O(s-s
0

) approximation t o arcl ength in B1 and i s the normali­

zation that will be used in all of what follows unless otherwise 

stated. 

Differentiating (2.3) with respect to s we see 

A( s )X(s ) = r(s) (2.8) 

where (2 . 9 ) 

From (2.8) we note that 

( 2 .10) 
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We now show that with our normalization a simple normal limit point 

with respect to A becomes a regular point with respect to s. Suppose 

s = s0 is a simple normal limit point and hence by assumption G~~R(G~} 
• • 0 

and thus A(s
0

) = 0. From (2.6) u = ¢ 1EN(Gu), and II<P 111 1 0 by (2.10). 

Thus N:cjll = u*cp l = II <P lll 1 0 and so N(N:)(\N(G~) = {Q}. Lemma I 

now states that A(s
0

) is non-singular. We note that simplicity is not 

* strictly required . Suppose ~l i s the unique solution of 

o* * 
Gu ~l = 0 (2.11) 

* 0 Then one could have ~ 1 cp 1 = 0, so ¢1ER(Gu) without affecting the result. 

This ~~an~ that G~ · ~ould have ~ 1 as its only null vector and 

the zero eigenvalue could have multiplicity~~ 2, yet A(S
0

) would 

remain non-singular. In all previous applications of Lemma I 

m = dimN(G~) = ~ was assumed. 

In this manner the difficulty with normal limit points disappears. 

An obvious question is can A(s
0

) be singular when G~ is not? That is, 

can a regular point with respect to A become a singular point with 

respect to s? This would occur if 

(2.12) 

Now if we suppose Ns 1 0 then 

-N !5.. 'I 0 s 
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(~ 1- 0 since~ = 0 implies u = 0 from (2.6) which is a contradiction 

of (2.10).) Hence if any normalization is chosen with Ns 1- 0, regular 

points remain regular points. 

The preceding analysis indicates the structure of the inflated 

system near regular and normal limit points (u , A )£BxiR. In the next 
0 0 

section we will consider the inflated system in the neighborhood of a 

singular point of G(u, A) of the type leading to s imple bifurcation. 

(3) The Inflated System at a Simple Bifurcation Point 

In the previous section we considered situations where the 

structure of G(u,A) was modified by embedding this equation in an in­

flated system. Here we want to find conditions under which P(X(s),s) 

inherits the structure of G(u,A). In particular we wish to study 

A(s
0

) at a point (u(s
0
),A(s

0
)) of the type yielding simple bifurcation. 

We do this by applying the following lemma 

Lerrma II. Let B be a Banach space, B1 - B x IR, and consider the linear 

operator A:B
1
+B

1 
of the form 

* A: B+B C : B+ IR 

B: IR+B D: IR+ IR 

* where C and D are continuous linear functionals. Suppose A is Fredholm 

of index zero with a simple zero eigenvalue. That is 
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* * N(A ) = span {1J! 1} 

* R(A) ={ XsB !1J! 1X = 0} 
( 3. 1) 

"' Then we may conclude A i s Fredholm of index zero with 

"' N(A) = span ( <P ) 

"'* * N(A ) = span (~ ) 

iff (i) or (ii) are satisfied. 

(i) B~R(A) * and <P 1s N(C ) 

Then we may take 

( 3 .3) 

wher e 

* and y
0 

is the unique solution of 
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Here 

( i i) 

where ¢
0 

is the unique solution of 

Then we may take 

(a) 

where 

So 

(b) 

A¢ +B = 0 
0 

* 1jJ ¢ = 0 1 0 

(3.4) 

(3.5) 

* I¥ <I> = 1 (3.6) 

The zero eigenvalue of A is simple if a 110 i n case (i) or a 2to in case 

( i i ) . 
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Proof: We consider separately the two tases BER(A}~ B¢R(A). 

( i) B~R(A). Writing 

[;. :J (:) = 0 we see a=O 

Then X = y¢1 ~ yE IR and we see that there is a unique (up to a multiple) 

* = {¢o,) ·. eigenvector iff C ¢ 1 =0~ and we may take ~ Now solving 

* [A Bl * (y ~B) c* O = 0 with B¢R(A) and ¢1EN(C ) 

* * * we see (since y A = A y ) ~ 

* * * Since C ¢1 = 0~ C ER(A ) 

* if we demand y
0
¢1 = 0. 

* Since ~ 1 B 1 0 we get y= 

* * * A y + 8C = 0 

* y B + 80 = 0 

* * * * * so 3y such that A y +C = 0 and y is unique 
0 0 0 

* * * * * Thus y =8y0+y~l~YE IR and so 8(y0B+0)~ 1 B = 0. 

* y .B+O 
-8( 0* ) and we may take 

~lB 

as our unique eigenvector. 

(ii) BER(A) then 
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implies · X = a¢
0 

+ y¢ 1 ~ ys IR where ¢
0 

is the unique solution of 

* * {C ¢
0
+D)a +(C ¢1)y = 0 and we can solve uniquely for 

* * a/y or y/a iff C ¢
0
+0 and C ¢ 1 are not both zero. If this is the case 

we may take 

* -(C ¢ +D) 
rv - 0 
"'2 - - * 

c ¢ 1 

* and if C ¢1=0 we may take 

* To solve for¥ we set 

* * * A y + SC = 0 

* y B + OS = 0 

* * * * First suppose C ¢1to, then f3=0 and y =~ 1 and so we need y~ 1 B=O which 

is true for any y. Here we may take 

* * * * 
~ = (~ 1 ~o). Now suppose C ¢1=0 but C ¢

0
+DtO 

* * * * * Then C sR(A ) so y = Sy
0 
~l and we require 

Thus 
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* * Thus y
0

B+D = C ¢
0

+0 ~ 0 and .so B = 0. Here we may take our eigen-

vector · to be 

* * '¥ = c~ 1 ,o) 

"' To conclude the proof it is necessary to show R(A) is closed. 
. T "' 

Suppose we have a sequence (yn,Sn) £R(A) 

Then there exist (X ,a )T such that n n 

AXn + Ba n = Yn 

* C X +Da = B n n n 

for which (y ,S )T~(y, S )T. 
n n 

n=l, ... {3. 7) 

Now we may write yn as the direct sum yn = ynB+Zn where Zn has no 

component of B. Then (y ,Z ) converges to some (y,Z). From (3.7) n n 

we may take an = yn and so AXn = Zn. Since R(A) is closed and zn~z 

* there is an X for which AX = Z. Thus we have AX+Ba=y and since C and 

* . D are continuous C X+Da=B . "' Hence F(A) is closed. 

To apply this lemma we suppose we have an arc of solutions satis-

fying (using the notation of sect ion (2)) 

P(X(s),s) = 0 (3.8) 

and 

A(s)X(s) = r( s) (3.9) 



-106-

where 

Gu(s) GA(s) 

A(s) = (3.10) 

Suppose further that at s = s ,G0 is a Fredholm operator of index zero 
0 u 

with a simple zero eigenvalue. Finally suppose G~ER(G~) so that we are 

in the case where bifurcation may occur. Define ¢ as the unique 
0 

solution of 

(3.11) 
* 1jJ ¢ = 0 
1 0 

From (3.9) with our normalization (2.7) we must have 

(3.12) 

u(s )*ucs ) + ~ (so) 2 = 1 (b) 
0 0 

We see that (3.12)(a) has the solution u(s 0 ) = ~ 0¢0 + ~ 1 ¢ 1 with 
* . :\(s ) = ~0 . To determine u(s ) we construct the two linear func-

. 0 0 

* * tionals ¢
0

,¢1 satisfying 

* * ¢ ¢ =0 ¢ ¢ =1 
0 1 0 0 

(3.13) 
* * 

¢l <P o=O <P l <P l=l 
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• * * * . . * 2 2 Then if we place ~(s0 ) = ~0¢ 0 + ~ 1 ¢ 1 we see u(s
0

) u(s0 )=~0+~ 1 • which 

which is never zero unless u(s
0

) = 0. Thus u(s )*u(s ) = Bllu(s )11 2 
0 0 0 

and our constructed linear functional is the desired one to within a 

non-zero factor. We use this expression since if (~0 .~ 1 ) satisfies the 

simple Algebraic Bifurcation Equations 

2~ 2 + ~ 2 - 1 = 0 
0 1 

(b) 

we see that (3. 14)(b) forces the satisfaction of (3.12)(b). 

(3.14) 

Now since G~eR(G~) we are in case (ii) of Lemma II and we find 

* C <I> + D = 2~ 
0 0 

(3. 15) 
* c <~>, = ~1 

* * From (3.14)(b) IC ¢
0
+DI+IC ¢11 = 21~0 1+1~ 1 1 t 0. Thus A(s

0
) has a zero 

eigenvalue and unique eigenvector ~ inherited from G~. This zero eigen­

* value is simple if~ ~ = a 2 t 0 where 

(3.16) 

Hence we have simplicity unless A(s
0

) = ~0 = 0. Provided ~(s0 )!0 
we redefine our eigenvectors as 

* * .. 
~ =N1,o) 

(3. 17) 
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* so that 'l' 41 = 1. 

The above work has shown that at a solution point (u ,\ ) leading 
0 0 . 

to the simple Bifurcation Equations the inflated problem inherits the 

structure of G(u~A) = 0. In particular A(s
0

) is usually (unless 

~(s0 ) . = 0) a Fredholm operator of index zero with a simp le zero eigen­

value. The next section will present some results on the perturbation 

of simple eigenvalues. These results will then be applied to the simp le 

eigenvalue of A(s) resulting in a bound on the growth of I IA(s)- 1
1 I 

as s approaches s
0

. A bound of this type will be found to be neces­

sary in section (7) to guarantee contraction of an iteration scheme 

designed to construct solutions near a bifurcation point. 

(4) Perturbation of Simple Eigenvalues 

In the previous section we found that at a simple bifurcation 

point, the linearized operator of the inflated system has a simple zero 
. 

eigenvalue provided ~0 = A(o) 1 0. We will now show that for s near 

s
0

, A(s) has a small simple real eigenvalue a(s) and corresponding eigen­

function ~(s). If A(s) is continuously differentiable with respect to 

s then so are a(s) and ~(s) . These conclusions are not valid if the 

zero eigenvalue of A(s
0

) is not simple; in this case, the eigenvalue 

a(s) may not remain real and may not be continuously differentiable at 

zero. 

Most of the results of this section were derived by Crandall and 

Rabinowitz [9] in the context of a di scussion of linearized stability. 

Here the conclusions will be shown to follow from particu larly simple 
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applications of Lemma I. 

We recall the formulation of the inflated problem from section 

(2) as 

P(X(s),s) = 0 ( 4 .1) 

and then 

. 
A(s)X(s) = r(s) (4.2) 

where 

Gu(X(s)) GA(X(s)) 

A(s) = (4.3) 

With this description in mind we state the following: 

Lemma (4.1) * * Suppose A(s):B1 + B1 and ¢ (s)EB1 are given continu-

ously differentiable mappings for ls-s
0

l<o
0

. In addition, at s=s
0 

suppose A(s
0

) is a Fredholm operator of index zero with a simple zero 

* * * * 3 eigenvalue and ¢ (s ) = ~ where A (s )~ = 0. Then o1>o, p >0 and 
0 0 . . 0 

unique continuously differentiable functions (~(s),a (s))EB ((~ ,0)) 
Po 

satisfying 

A(s) ~ (s) = a (s) ~ (s) 

{4.4) 
* ¢ ( s) ~ ( s ) = 1 
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At s=s we have 
0 

Proof: We define the operators 

F i ( s; u, t) : B l x IR+B i = l , 2 

by 

F1(s;u,t) = A(s)u-tu 

* F2(s;u,t) = ~ (s)u-1 
(4.5) 

We see immediately that F.(s ;¢ ,o) = 0 and the Frechet derivative of 
1 0 

these e~uations at s=s
0 

is given by 

s=s 
0 

(4.6) 

* Since~ ¢10 we see DF
0 

is non-singular. In addition the F;(s;u,t) are 

continuously differentiable with respect to all arguments. The Implicit 
Function Theorem thus gives the desired results. 
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With very little more work we can see that the eigenvalue a (s} remains 

simple. This is contained in 

Lemma (4.2} Given (<P(s),a(s)) satisfying (4.4} for js-s
0

j<o
1 

then 

there is no ~elution of (A(s)-a (s)I}w = ¢(s) for !s-s
0

j<o2,o2>0. 

Proof: We define the linear operator F(s) by 

F(s) = ;., · · · · ( 
u ) _ ( A ( S ) - a ( s ) I · ¢ ( s ) l ( u ) 

t 1jJ (s) : 0 t 
( 4 . 7) 

Simplicity is equivalent to requiring that f(s){~}= 0 have 

We see that F(o)(~)= 0 
T T the trivial solution (u,t) = (o,o) . 

and OF ::: a (F) 
o a(t,u) 

s=s 
0 

-- ['¥A*( so) <I>ol is non-singular. 

only 

Thus we have a unique solution (u(s),t(s))T with (u(s
0
),t(s

0
))T=(o,o)T . 

Since our operator is linear (o,o)T remains a solution and by unique-

ness is the only one. 

It is necessary to strengthen the result of Lemma (4.1) for later 

use. In general the Impl i cit Function Theorem guarantees uniqueness 

of the constructed solution only about the known solution point. In 
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Lemma (4.1) this would be about (u,t) = (q>,o). Lemma (4.2) does not 

suffer from this defect since in the linear case local uniqueness is 

equivalent to global uniqueness. We now show that ~11 eigenfunctions 

(u,t) of (4.5), where t is sufficiently small, are of the form given by 

Lemma (4.1). We know <t> (s) = <P +w{s) where l lw(s)II+O as s+s
0

• To find 

a distinct eigenfunction we must solve 

A(s)u = tu 

* with ~ u = 0 

Then we have 

(4. 7) 
* ~ u = 0 (b) 

From {4.7){b) we see usR(A(s
0

)) and since A(s
0

) is non-singular when 

restricted to this subspace we find 

II u II ::_ K ( II A ( s) -A ( s 0) II + It I ) II u I I 

Thus for s near s
0 

and t sufficiently small the only solution of (4.7) 

is u = 0. From this we may state that for s sufficiently close to s
0

, 

the smallest eigenvalue of A( s ) i s a {s ) with eigenfunction <t> (s). 

One assumption of Lemma {4. 1) is that A( s
0

) is a Fredholm operator 

of index zero. Since A(s) - a (s)I is near in norm to A(s
0

) it also has 

this property (Schecter [41] ). The previous lemmas show A(s)-a (s)I 

has a simple zero eigenvalue. These conclusions allow us to decompose 

B1 naturally as 
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(4.8) 

where N1 (s) _ N(A(s)-a(s)l) 
(4.9) 

X1(s) ~ R(A{s)-a(s)I) 

* It is the subspace x1 that~ (s) of (4.4) is meant to characterize. 

This linear functional is assumed known for the purpose of Lemma (4.1) 

* but in practice one really only knows ~ (s ). To implement the lemma 
0 

* * * one could take~ (s) to be the smooth mapping~ (s) ~ ~ . However 

once the existence of (¢(s),a (s)) is guaranteed (and since A(s)-a (s)I 
"'* is Fredholm) we have the existence of~ (s) satisfying 

* "'* -"* A (s)~ (s ) = a(s)~ (s) (4.10) 

This linear functional will be used in later sections and the "' will 

* be dropped. For simplicity we normalize so that~ (s)¢(s) = 1. We 

may now characterize x1 as 

Corresponding to these subspaces we define the projections 

Q1(s)B1 = N1 

Q2(s)B1 = x1 

Q
1
(s)+Q2(s) = I 

(4.11) 

(4.12) 

These projectors will be used in later work to bound the growth of 
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In this section we study the manner in which the small eigenvalue 

a(s) approaches zero with s-s
0

. This eigenvalue and the eigenfunction 

¢(s) possess the same differentiability properties as the operator 

A(s). We assume the required smoothness of A(s). 

Writing 

A(s)¢(s) = a (s)¢( s) 

and differentiating with respect to s we have 

A ( s) ¢ ' ( s) +A ' ( s) ¢ ( s) = a ' ( s) ¢ ( s) +a ( s )¢ ' ( s) 

We now apply the adjoint eigenfunction and evaluate at s = s 
0 

( 5 .1) 

(5.2) 

* I * * I ¢*(s
0

)A(s
0

)¢ '(s
0

)+¢ (s
0

)A'(s
0

)¢(s)=a (s
0

)¢ (s
0

)¢ (s
0

)+a(s
0

)¢ (s0 ) ~ (s
0

) 

(5.3) 

(5.4) 

* . This allows us to calculate a' (s
0

) provided ~ (s
0

)¢ (s
0
); 0, i.e., if 

the eigenvalue is simple. 

We now apply this result when A(s) is given by (2.4), i.e. 

N (u(s), t.. (s)) u . 

A( s) = {5.5) 

* N (u(s)~ t.. (s),s) u . N/.. (u(s), t.. (s),s) 
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Here we assume G(u~A) and N(u~~~s) are the bperato~s defining the in­

flated system~ but we do not assume (u(s},A(s)) is the ~elution arc, 

rather we presently assume they are smooth functions of s for which 

(u(s
0

),A(s
0

)) = (u
0

,A
0

), the known solution point. This will prove 

useful later when they will only be the linear approximations to the 

solution arc. 

Now we have 

G £l! + G dA 
uuds uAds 

A' (s) = ( 5. 6) 

We find that using the normalization defined by (2.8) forces 

* * * * Nuu = NuA = NAA = 0. To evaluate (5.4) we use ¢(s0 )=~.w (s
0

) = o/ , 

the eigenfunctions defined by (3.17). Then 

* I * d 0 d' 0 1 * d 0 
. 0 dA 0 

o/ A ( s )~:W (Go _u_ + Go _A_),~, + ..:___,,, . . {Go _u_ + G )¢ 
o 1 uuds UAds ~1 a2~1 uuds uAdS o 

du0 dA 0 
To evaluate further we need expressions for~ , ~ 

We now assume (u(s),A(s)) are such that 

( 5. 7) 

(5.8) 
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Where (~0 .~ 1 ) is a solution of the one dimensional Algebraic Bifurca­

tion .Equations, 

2 2 
= alll~l + 2b 11 s 1s 0 + c1s

0 
= 0 

s 2 + 2s2 -1 0 
= 0 

We evaluate the Jacobian of (5.9) at ( s0 . ~ 1 ) and find 

4L'. = 
3(flf2) 
3( so. ~ l) 

Now placing our expressions (5.8) into (5.7) 

and thus 

{5.9) 

(5.10) 

* 1 
If A 1 (So) ~ = Cs,a,,+s obll) + a2 cs ,b,+soCl) {5.11) 

2~ * 
Now recalling from (3. 16) that a2 = - ~, and that If~= we have 

l 

* a• (o) =If A1 (s )4> = L'./2~ (5 . 12 ) 
0 0 

Hence we may state that if (s
0

, s 1) i s an isolated root of the Algebraic 
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Bifurcation Equations (forcing ~ f 0) theh a(s) goes to zero like 

This may be ~estated in the following manner. Suppose we have a 

point G(u0 ,~0 ) = 0 for which G~ is a Fredholm operator of index zero 

with a simple zero eigenvalue. If the Algebraic Bifurcation Equations 

at this point have an isolated solution {guaranteeing two distinct 

d~o 
branches through (u

0
,A

0
)) then along any solution arc for which dS tO 

the linearized 

value a(s) for 

same manner as 

N(u) 

operator A(s) of the inflated system (2.3) has an eigen-
da0 

which crs t 
A ( s )+A ( s

0
). 

a' (s )tO 
0 

0. In this case a(s)+a(s
0

) = 0 in the 

This is the case in Fig. (5.l)(a). 

Figure (5.1) (a) 
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The situation of Fig. (5.l)(b) is more complicated .because A(s ) 
. 0 

does not have zero as a simple eigenvalue. Thus the existence of 

smoothly differentiable (a(s).~(s)) is not guaranteed and formula (5.4) 

is not necessarily valid. However, we now show that isolation of the 

root (~0 . ~ 1 ) = (0, 1) of case (b) gives two simple eigenvalues a± (s) 

which approach zero like ~. 
0 

N(u) 

a • ( s )=0 
0 

Figure (5.1) (b) 
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(6) Perturbation of Multiplicity Two Eigenvalue 

In this section we shall study the case in which the inflated 

linearized operator has a non-simple zero eigenvalue. This occurs at 

a simple bifurcation point with ~0 = 0. We will find that in this 

case the eigenvalue is of multiplicity two . To indicate the possible 

behaviour to be expected we consider the very simple algebraic example 

( 6. 1 ) 

Here zero is a non-simple multiplicity two eigenvalue for s=O but for 

s!O the eigenvalue splits into two simple eigenvalues ±IS with cor-

responding eigenvectors 

(6.2) 

We see neither the eigenvalues nor eigenvectors are continuously dif­

ferentiable at s=O and that the eigenvalues are not always real 

for ls-s
0

l<o . We will find that if the root ( ~0 . ~ 1 )=(0, 1) is isolated 

then our inflated system will behave in this manner as well. 

Recalling the work of Section (3) we can write A(s
0

) for our 

case as 

( 
G~ G~) 
<P l 0 

(6.3) 

We see ~ 1 = (¢0 ,l)T is the unique e igenvector (to withi n normalization) 
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for the eigenvalue zero. However solving 

(6.4) 

we get a solution (unique up to a multiple of ~ 1 ) 

(6.5) 

where G~ ~2 = ~0 • 

making ~0£R(G~)). 
* * ~ 1 ~ 2 = 0 (This has a solution since ~ l ~o = 0 

However trying to solve 

= q> 
2 (6.6) 

we get ( 6. 7) 

* Acting on (6.7) by ~l we find no solut i on is possible. Hence the zero 

eigenvalue has multiplicity ~=2. (Chapter ii, Section (2)). 

From Lemma II of Section (3) we know R(A(s
0

)) has codimension 1. 

Hence we may take. 

and if we define 

yO = 
1 

(6.8) 

(6.9) 
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then we may write 

B = yO (E) yO 
l l 2 (6.10) 

and the operator A(s
0

) maps Y2 in a 1-1 fashion onto itself and hence 

is non-singular on this subspace. We now define projections P~ 

and P~ whose ranges are these subspaces 

= yO 
1 

pO + pO = I 
1 2 

= yO 
2 

We see that for xeB1 that P~x = 0 is equivalent to 

where 

Now we may write 

where 

(6.11) 

(6.12) 

(6.13) 

(6.14) 

We shall prove later in this Section that an equation of the form 

{6.13) is satisfied for s near s
0

. More precisely we have 

[
A(s) 0 ] ( <I> 1 (s)) 

0 A(s) <I> 2 ~s) 
(6.15) 



-122-

where all quantities depend continuously differentiably on s and 

q, • ( s )::: q, . 
1 0 1 

(6.16) 

For the present we will assume this result to be true. It then allows 

the definition of smooth projections and invariant subspaces 

(6.17) 

with Pi(s
0

) = P~ , Yi(s
0

) = Y~ i = 1,2. It is the action of A(s) 

on the two dimensional subspaces v1(s) which will allow a determina-

tion of IIA(s)-1
11 . To study this behaviour we wish to determine 

the eigenvalues of A(s) when restricted to v1(s). These are clearly 

the eigenvalues of B(s). From the form of B(s
0

) given by (6.14) it 

is easy to see that the element b12 (s) plays the most important role. 

That is, if b12(s) = b; 2(s
0

)(s-s
0

) + O((s-s
0

)
2) with b~ 2 (s0 )!0 

then the eigenvalues of B(s) are distinct and approach zero like 
I 

/s-s
0

. Assuming the expression (6.15) we now determine b12 (s
0

). 

Differentiating (6.15) we find 
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B1 (s) l· + B(s) 
(

41 (s)) ( <P1(s)) 

<P z(s) <P 2(s) 

(6.18) 

* * Evaluating this at s=s
0 

and acting upon the result with ~, ,(IJ:'
1
A(s

0
)=0) 

we find 

* I * I * IJ:' 1A1 (s
0

)<r? 1 = b 11 ( s 0 )'!:' 1 <P 1 + b12(so)IJ:'l <P 2 (6. 19) 

* * Now '!:', <!? , = 0, IJ:'l cp 2 = 1 ' and 

I ( G~~$ 1 G~~~) A (s
0

) = (6 . 20) 

Hence 

where we have evaluated the Jacobian~ given by (5.10) at the root 

( ~o' ~ l) = (0,1). 

Thus we see that if our root is isolated then 

I 

b ( s ) = -~ # 0 12 0 

and so A(s). has two distinct eigenvalues approaching zero like 

;s:s 
0 

(6. 21) 
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This estimate was derived assuming the expression (6.15) and 

we now proceed to justify this assumption. The proof is a modifica­

tion nf a technique employed by Mcleod and Sattinger ~~for a simple 

double eigenvalue. 

Without .loss of generality we may take 

<P .(s) = <P. + x .(s) 
1 1 1 

(6.22) 

with * 'i'.x .(s) = o 
1 J 

i,j=l,2 

and assuming A(s) is at least twice continuously differentiabl e with 

respect to s we attempt to solve 

+ (s-s )(A'(s0 ) 0 y <P 1 + x1) 

o o A ' (so~ <i> 2+ x2 

(6.23) 

where 

We may consider (6.23) as an equation for the six quantities X; 1 and b .. 
1J 

i , j = 1,2 . We solve this by forcing both Po 
1 and pO 

2 acting on (6.23) 

to be zero. This results in the equations 
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(
o o)( x1) (x1) (P~R 1 (s)) + (s-s )B1 + 
1 o x2 ° x2 P~R2 (s) 

and action by P~ is equivalent to forcing 

Now evaluating (6.24) at s:s forces 
0 

(6.24) 

(6.25) 

(6. 26) 

Since X i EY~ the only solution of (6.26) is x1=x2=o. Placing this in 

(6.25) and using 

1 im Ri(s)(s-s
0
)-l = 0 ( 6. 27) 

s+s 
0 

* * * * and '¥ 1 <Il l =O 'l'1 <IJ 2=1 ' '¥ 2<ll l =l ' '¥ 2<IJ2 =0 

we find: 
* I 

1JJ2A ( sJ¢ 1 
1 =b, 

* I 1 
1jJ1A (sc) ¢1 = bl 2 

(6.28) 
* I 1 

1JJ2A ( sJ ¢2 = b21 

* I 

1JJ1A (sJ ¢2 
1 

= b22 
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Thus we can solve {6.26), {6.28) uniquely for x
1
., b~. and the Frechet 

lJ 

derivative of these equations is given by 

A(s
0

) 0 0 

0 A(s
0

) 0 

0 0 -1 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

-1 

0 

0 

0 

0 

0 

0 

-1 

0 

0 

0 

0 

0 

0 

-1 

(6.29) 

which is non-singular as a mapping from Y~xY~x IR4 into Y~xY~x IR4. 

Hence the Implicit Function Theorem yields the desi r ed results. 
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(7) Convergence in the Neighborhood o·f a Bifurcation Point 

In the previou~ sections we have collected the res~lts needed to 

allow a solution of the main problem ~ Suppose through some continua-

tion procedure or otherwise we have located a simple bifurcation point 

(u
0

,A
0

). Can we devise an ;teration procedure, based on informa­

tion available at (u , A ) whi ch will converge to a point of the desired 
0 0 

branch emanating from .(u
0

,A
0

)? This procedure would allow continua-

tion of solution arcs through bifurcation points. 

The procedure to be presented will be Newton•s method applied to 

the inflated problem, where the initial guess will be a point of the ray 

tangent to (u(s),A(s)) at (u
0

,A
0

). Two basic result~ will be stated. 

The fir st will show that assuming the existence of a smooth solution 

branch x(s) through a simple bifurcation point x(s ), then Newton•s 
0 

method, started with a tangent approximation, will converge to this 

branch for s sufficiently close to s
0

. This method may initially only 

converge geometrically. The second result, which uses a special pro-

perty of the initial guess to determine a refined bound on the dif-

ference between the first two iterates will prove quadratic convergence 

of Newton•s method. In addition the assumption of the existence of a 

solution arc x(s) will be dropped . Hence thi s result will constitute 

an explicit constructive proof for the ex istence of a bifurcating 

branch through x(s
0

). 

To begin we assume a known solution to the following problem 
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and we ~ssume s=s
0 

is a simple bifurcation point . 

(a) 

( 7. 1 ) 

(b) 

That is G0 is a 
u 

Fredholm operator of index zero with a simple zero eigenvalue (Section 

(3)). Further the solution x(s ) of (7.l)(b) i s forced to satisfy the 
0 

Algebraic Bifurcation Equations. That is, x(s )=(u(s ),~(s )T 
0 0 0 

= (~o¢o+~ l ¢ l, ~o)T 

2 2 
fl( ~o'~ l)=a111 ~ 1+2b11 ~ 1 ~o+cl ~o = 0 

2 2 
f2( ~o.~ l)=2~o+~ l-1 = 0 

(7.2) 

We assume this root to be isolated and, therefore, 6 defined by (5.10) 

is non-zero . 

The initial guess to the solution point x(s) is defined by 

x (s)=x(s )+(s-s )x(s0 ) 
0 0 0 

(7.3) 

and we define the linear operator 

(7 .4) 

Now since A(s ) is as sumed assumed Fredholm of index zero, then so 
0 

is A
0

(s) for s near s
0

• From the results of Sections (4)-(6) we s~e 

the smallest eigenvalue of A
0

(s) is non-zero and thus A
0

(s) is non­

singular for sufficiently small is-s
0

I>O. We define 
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II A ( s) - 1
11 = M ( s ) 

0 
(7 .5) 

and will find ex~ressions for M(s) later in this section. 

The sequence of Newton iterates for this problem is defined by 

A (s) = P (x (s),s) 
V X V 

(7.6) 

and 

To prove convergence we must show x
0

(s) is in an appropriate domain of 

attraction to x(s) and that all the A (s) are non~singular. Conditions 
\) 

under which this occurs are stated in: (for the Chord method see [18]) 

Lemma (7~1) Let x(s) be a twice continuously differentiable arc of 

solutions of 

P(x(s),s) = 0 for I s-s
0

1 <0, some 8>0 

Suppose we have a known solution of {7.1)-(7.2) and define the 

initial iterate by (7.3). Then for ls-s
0

l<o we assume: 

where 

Then if 

max llx(t)ll 2_K(s) 
s <t<s o--

IIA(y,s)-A(x(s),s)II~K(s)IIY-x(s)ll 

for lly-x(s)ll2..r(s) 

(7. 7) 
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2M(s)K(s)r(s)=e(s)<i (7.8) 

the Newton iterates defined by (7.6) converge at , least geometrically 

with factor 

G ( s) 

1-G(s) 

Proof: The proof proceeds by induction. First we note 

llx
0
(s)-x(s)ll:::}(s)(s-s

0
)
2 = r(s). By definition 

II xl ( s)- X ( s) II =II X ( s)- X ( s) -A-~ s )( p ( X ( s) 's)-p (X ( s) 's) ) II 
0 0 0 

=IIA~ 1 (s) [ A
0
(s)(x

0
(s)-x(s))-(P(x

0
(s),s)-P(x(s),s))] II 

=IIA~1s)(A0 (s)-A(y(s),s))(x0 (s)-x(s))ll 

where y(s) = tx(s)+(l-t)x(s) for some tE: [O,l] and thus 

Writing 

(7.9) 

IIA0 (s)-A(y(s),s)II~_IIA(x0 (s))-A(x(s),s)II+IIA(y(s),s)-A(x(s),s)ll 

and since llx
0
(s)-x(s)ll.2_r(s),IIY(s)-x(s)ll2!'(s) we have 

I I x 1 ( s ) - x ( s ) I I < 2M ( s ) K ( s ) r ( s ) I I x
0 

( s ) - x ( s ) I I 

<8llx (s)-x(s)ll 
- 0 

We now suppose llxk+l(s)-x(s)ll.2_ 1 ~8 llxk(s)-x(s)ll and that 
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Ak(s) is invertible for k=O, l, ... v-1. 

Now 

A (s) =A (s)(I+A-1(s)(A (s)-A (s))) v 0 0 v 0 

and 

IIA-~s)(A (s)-A (s)) I I<2K(s)M(s)r(s) = 8 o ·v o -

Thus by the Banach Lemma A (s) is invertible and v 

But then 

llx +l( s )-x(s)ll=ll x (s)-x(s)-A-1(s)(P( x (s),s)-P(x(s),s))l l v v v v 

< II A- l ( s) II I I X ( s)- X ( s) II II A ( s) -A ( y' s) II - v v v 

with y(s) = tx (s)+(l-t)x(s) for some tt::[O,l) v 

Thus 

Thi s completes the induction and we see 
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To apply this lemma it is necessary to determine the magnitude of 

8;;;2M{s)K( s )r( s ) 

An immediate conflict is apparent . For most problems one would expect 

K(s) and K(s) to be well behaved~so from (7.7) r(s);;; O((s - s
0

)
2) which 

can be made as small as desired by choosing s near s
0

. However, 

A
0
(s) becomes singular as s approaches the bifurcation point and thus 

M(s)-+«>. Hence, it is important to determine t he rate at which M(s) 

becomes unbounded. 

First, we consider the case for which A(s
0

);;;Px( x(s
0
),s

0
) has zero 

as a simple eigenvalue. In this situation we recall the projections 

Q1,Q2 and subspaces N1,x1 defined in Section (4). These quantities 

were originally defined for A(s) ;;; Px(x(s),s) but the corresponding 

definitions for A
0
(s) are immediate. We see 

II A~ 1 
( s) II;;; II A~ 1 ( s )( Ql +Q2) I I 

_:_ I IA~ 1 ( s )Q 1 (s) II + II A~~s)Q2 Cs) ll 
(7.10) 

Since Q1(s)B1;;;sp{¢1(s)} and A
0

(s)¢(s)=a
0

(s)¢(s) it is clear we 

may take 

(7.11) 

where M1(s) is well behaved as s+s
0

. 
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Since 

(A (s)-a (s)I)X1 = x1 0 0 . 

we see A
0

(s)X1=x 1. Now A
0

(s) has no null vector in x1 because from 

Section (4)a
0
(s) is the smallest eigenvalue of A

0
(s) for s sufficiently 

close to s
0

. Hence A
0
(s) is one-one and onto x1 and so 

where M2(s) is bounded as s+s o· 

Hence we may write 

(7.12) 

as s+s
0 

(7.13) 

and M
0

(s) is uniformly bounded for ls-s
0

j<o. Now we apply the results 

of Section (5) on the approach to zero of a
0
(s). It was found that pro­

vided A(s ) had a simple zero eigenvalue (forcing s f0) then 
0 0 

I {). 

a.o(o) = ?r .... ..,o 

and from our assumed isolation 6f0. 

Hence 

(simple) M(s) .::_ Ko 
ls-s

0
1 

for is-s l <o 
0 

This bound will be shown to guarantee iterative convergence. 

(7.14) 

(7.15) 

Now consider the case when A (s ) has a non-simple eigenvalue. 
0 0 

Under the assumptions of Section (6) we recall the projections P1.P2 
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and subs~aces v 1 ~Y2 . Then 

(7.16) 

Since A~1 (s)P1 restricts A~ls) to the two dimensional subspace v
1 

we may take 

(7.17) 

where a
1
(s) is either of the eigenvalues of A

0
(s) which approach zero. 

(Since our root ( ~0 , ~ 1 ) is isolated both these eigenvalues approach 

zero at the same rate.) As before we find A;1(s) maps v2 in a one-one 

fashion onto itself and hence 

(7.18) · 

Placing (7.17)-(7.18) into (7.16) we find 

1 No(s) 
IIA; (s)!l.2_1al(s)l 

where N
0

(s) is bounded as s approaches s
0

. In Section (6) it was found 

that isolation determined the behaviour of a
1
(s) near zero and we may 

state: 

(non-simple) II A- 1 ( s) II < . Ko £ 
o - ls-solz 

(7.19) 

These bounds now allow a guarantee of convergence for s sufficiently 

close to s
0

. 
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Theorem (7.1) Assume the hypotheses of Lemma (7.1). 

Then we have the two cases: 

(i) If A(s
0

) has a simple zero eigenvalue, then3o<O such that for 

ls-sol <o 

e = 2M(s)K(s)r(s) < K K(s)K(s)ls-s I < -2
1 

- 0 0 
{7.20} 

and the Newton iterates defined by (7.6} converge. 

(ii) Under the assumptions of Section (6) if A(s
0

) has zero as a multi­

plicity 2 eigenvalue then 3o>O such that for Is-s l<o 
0 

e < K K(s)K(s)ls-s 1
312 < 1 

- 0 0 2 {7.21) 

and the Newton iterates converge. 

Proof Placing (7.15} and (7.19) into {7.8) of Lemma {7.1} the result 

follows immediately. 

The above result only guarantees geometric convergence, to force 

the standard quadratic convergence of Newton•s method we make use of 

the following theorem. 

Theorem (7.2} Let F{x) be a differentiable mapping from a Banach space 

B into itself. Let x s B be such that the Frechet derivative of .F at 
0 

x ,DF(x ), is invertible and we have 
0 0 
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( i ) I I D f-1 ( x 
0 

) I I_:_ a 

(ii) I IDF-1 (x
0

)f(x
0

)ll_:_b 

(iii) IIDF( x)-DF(y)ll_:_cl lx-yll 

for II x-x II <2b 0 -

l ly-y l l< 2b 0 -

Then if abc<~ the Newton iterates 

* are defined and converge to a unique element x for which 

* F( x ) = 0 

and the error converges quadratically, i.e., 

* 2b II X - X 11<-\) - 2\) 
2 

(7.22) 

This result is a slight modification of Theorems in Isaacson and 

Keller [11] or Kantorovich [14]. 
Before attempting to apply this result with our previous estimates 

we assume a bound on the linear operator Px(y,s ) near the solution arc 

X ( S) . 

IIPx(y,s)II _:_L(s) for lly-x(s)l i<r(s) (7. 23) 

We now find expressions for the bounds a,b,c as applied to the v-th 
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Newton iterate. From Lemma (7.1) 

liP (x (s),s)ll< Ko { 1 ~6 ) x - Is-s IY 
0 

(7.24) 

c2_K ( s) 

where y=l (simple) or y=~ (non-simple). 

further 

IIP-1(x (s),s)P(x (s),s)II < IIP-1(x (s),s)ll IIP(x (s),s)-P(x(s),s)ll 
X V V - X V V 

and 

II P ( x) s) , s)-P ( x ( s), s) 112..11 L ( s) II x) s)-x ( s) II 

s i nee II x ( s) - x ( s) II <r ( s) v -

Hence 

(l~eJ] 
2 

K(s)L(s)llx (s)-x(s)ll v 

But 

v 

llx)s)-x(s)l1 2.. ( 1 ~8 ) llx0 (s)-x(s)ll 

2.. { 1~e r }(s)(s-so)2 

and so we find 

abc< N(s) 2 ( e ).v 
Is-s 1_2y (s-so) 1-8 

0 

(7.25) 
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where . under general smoothness assumptions on P(x,s) and x(s) the func­

tion N(s) is well behaved as s approaches s
0

. 

If we consider (7.25) in the case where P(x(s
0

),s
0

) has a simple 

zero eigenvalue, then abc<~ cannot be guaranteed for v=O. However, a 

point in the iteration will be reached for which quadratic convergence 

can be assured. The situation when y=~ is different and may be stated 

as 

Theorem (7.3) Assume the requirements of Lemma (7.1). Under the 

assumptions of Section (6) suppose P (x(s ),s ) has zero as a multi­x 0 0 

plicity two eigenvalue Then3 o< O such that for Js-sb<o 

and the Newton iterates (7.6) with initial guess x (s) defined by 
0 

(7.3) converge quadratically to the solution x(s) of 

P(x(s),s) = 0 

We now return to the case where A(s
0

) has a simple zero eigenvalue 

and show that quadratic convergence can be salvaged by determining a 

finer estimate for I lx1-x
0
1 I. This calculation will rest strongly on 

the fact that x
0

(s) is determined from a solution of the simple Algebraic 

Bifurcation Equations. Moore and Spence [27] use a similar approach to 

prove convergence of a finite dimensional difference approximation for 

a two-point boundary value problem. 
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Once _again the required estimates result from a consideration of 

the projections 

(7.26) 

where ( 7. 27) 

We write 

llx1(s)-x
0
(s)ll = IIA~ 1 (s)P(x0 (s),s)ll 

.::_IIA~ 1 (s)Q1 (s)P(x0 (s),s)jj+IIA~ 1 (s)Q2 (s)P(x0 (s),s)ll 
.::_IIA~ 1 (s)Q1 (s)ll IIQ1 (s)P(x0 (s),s)II+IIA~ 1 (s)Q2 (s)ll IIQ2(s)P(x

0
(s),s)ll 

and so we wish to evaluate 11Qi(s)P(x
0
(s),s)!l. To do this we expand 

{7. 28) 

However P( x (s
0
),s

0
) = 0 and x (s) = x(s ) + (s-s )i(s ). 

0 0 0 0 

Hence 
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x(s ) 
0 

dx (s ) 
0 0 = x(s ) 
ds o 

From our definition of P(x,s) (Section (2)) we find 

Pxs = Pss = 0. Further 

and so 

In add it ion 

0 0 

* Now since ~ (s)¢(s) = 1 

* Q
1
(s)P(x

0
(s),s) = (~ (s)P(x

0
(s),s))¢(s) 

Evaluating this coefficient with u(s0 )=~0¢0+~ 1 ¢ 1 , ~(s0)=~0 and 

* * ~ (s
0

) = (~ 1 ,0) we find 

(7.29) 

( 7. 30) 

( 7. 31) 
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Since (~,~)T satisfies the Algeb~aic Bifurcation Equations the term 

quadratic in (s-s
0

) is zero and hence 

(7.33) 

(7.34) 

Placing (7.33)-(7.34) as well as the expressions (7. 11)-(7.12), (7.15) 

into the formula for the difference between the first two Newton 

iterates we find 

K Rl ( s) 3 2 2 
llx 1 (s)-x0 (s)[r.2_j~-soj ls-s

0
1 +M2(s)R2(s)(s-s0 ) =R

0
(s)(s-s

0
) {7 . 35) 

Our previous estimate only allowed I lx1(s) - x
0

(s)l I=O(Is-s
0

1 ). 

This new estimate rests on the fact that the linear operator 

A
0

(s) becomes singular only on a one-dimensional subspace of B1, and it 

is precisely in this subspace that the initial guess x
0

(s) is a power 

of 6s more accurate due to the sati sfaction of the Algebraic Bifurca­

tion Equations. Our calculation above allows these two factors to 

balance one another. 

With this preparation we can state 

Theorem (7.4) Let P(x,s) be three times continuously differentiable. 

Assume a solution (x( s
0

) , i(s
0

)) of (7.1) r esulting from an i solated 

root of the Algeb~aic Bifurcation Equations (7. 2) , and l et A( s
0

) have a 
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simple zero ~igenvalue. Define the initial guess as 

x
0

(s) = x(s
0

)+{s-s
0

)x(s
0

) 

A0 (s) = Px(x
0
(s),s) 

and the sequence of Newton iterates by 

A (s)(x +l(s)-x (s)) = -P( x (s),s) v v v v 

IIA(y,s)-A(z,s)I I.::_K (s)JJy-zJI 

JJy-x
0

(s) ll .::_2p 

llz-x
0

(s)IJ.::_2p 

(7.36) 

( 7. 37) 

Then 3 o>O such that for ls-s
0

l<o the Newton iterates (7.37) are all 

* well defined and converge quadratically to a solution x (s) of 

* P(x (s),s) = 0 

This solution is unique in the ball II x (s)-xll <2p. 
. 0 -

Proof: We must satisfy the hypotheses of Theorem (7. 2). Arst, from 

(7 .15) 3 o, >o for which 

I IP-1 (x
0
(s),s)l I< Ko for O<js-s

0
j<o 1 x -Is-sol 

and from the previous work3 o2>0 for which 
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Now::l o3>0 such that R
0

(s'){s-s
0

)
2<2p · for ls-s

0
l<o 3. 

Taking o=min{o 1,o2,o3) we · find 

for Is-s l<o 
0 

and for o sufficiently small abc<l guaranteeing convergence. 
2 

This iteration procedure allows the prescription of a method for 

switching branches at simple bifurcation points. The procedure is 

indicated schematically in Figure (7.1). Suppose we employ regular 

Euler-Newton continuation to calculate a solution arc y(t) and suppose 

we locate a bifurcation point y(t
0

) . At this point we solve the Alge­

braic Bifurcation Equations to find two distinct tangents (provided the 

roots are isolated). Using the tangent associated with the second arc 

x(s) we construct the initial guess x
0

(s) defined by (7.36). Theorem 

(7.4) then guarantees that for ls-s
0

l sufficiently small the Newton 

iterates will converge to a point on the new solution arc. (The cones 

indicate the region in which geometric contraction is guaranteed by 

Lemma (7. 1), i.e., 2M(s)K(s)r(s)~.) 
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Figure (7.1) 

Theorem (7.4) does not assume the existence of a solution arc x(s) 

through x(s
0

). Hence, the guarantee of convergence constitutes a 

constructive existence proof for a bifurcating solution arc. This 

~esult is compatible with the work of Chapter II, since to obtain 

x(s
0

) we must solve the Algebraic Bifurcation Equations, and to get 

the desired behaviour of a. (s) (and hence IIA-\s)ii) we required this 
0 0 

root to be isolated. It may be noted that the existence results of 

Chapter II are in a sense constructive since their proofs rely on the 
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Implicit Function Theorem and hence on a Contraction Mapping Theorem. 

The above approach is, however, more explicit and yields quadratic 

convergence; whereas an application of a contractive mapping technique 

could only guarantee linear convergence. 
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