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ABSTRACT 

The bifurcation and nonlinear stability properties of the 

Meinhardt-Gierer model for biochemical pattern formation are studied. 

Analyses are carried out in parameter ranges where the linearized sys­

tem about a trivial solution loses stability through one to three 

eigenfunctions, yielding both time independent and periodic final states. 

Solution branches are obtained that exhibit secondary bifurcation and 

imperfection sensitivity and that appear, disappear, or detach themselves 

from other branches. 
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INTRODUCTION 

H. Meinhardt and A. Gierer have put forward a series of reaction­

diffusion systems intended to model biochemical pattern formation. In 

the first chapter, the important general features of these models are 

briefly discussed and a particular set of equations is chosen for study. 

These equations permit a unique trivial solution which is independent of 

both space and time. The stable and unstable regions for this trivial 

solution are identified in a relevant parameter space, and the stability 

boundary between these regions is obtained. Asymptotic formulas for 

bifurcating solutions close to the trivial solution are obtained when the 

parameters lie close to the stability boundary. These solutions, repre­

senting rudimentary patterns, depend on two time scales, called "fast" 

and "slow", and show the effects of different types of perturbations of 

the parameters. 

In the second chapter, parameter values are explored that lead to 

final states that correspond to simple bifurcation of a single, purely 

spatial mode. The effect of an imperfection parameter resulting from a 

slight nonhomogeneity in one of the parameters is included. 

The third chapter concerns parameter values that lead to final 

states possessing two spatial modes that are independent of the fast time. 

The analysis leads to a two-dimensional, nonlinear, autonomous system for 

the slow-time behavior of the amplitudes of these two modes. This system 

is shown to reduce to the corresponding equation of Chapter 2 in the 

appropriate limits. 

In the fourth chapter, parameter values are taken that lead to 

final states that are either purely spatial or a combination of this spatial 
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mode and a mode varying little in space but periodic in time. The slow­

time amplitudes of both the purely spatial and the periodic modes are 

studied as a phase plane system. Special attention is paid to a situation 

in which a Hopf bifurcation might be expected in this phase plane system, 

but the exceptional case is shown to always occur in which the Hopf bifur­

cation need not happen. Particular attention is also paid to the effect 

of the imperfection parameter. In addition to phenomena similar to that 

of Chapter 2, its variation can lead to the appearance or disappearance 

of bifurcation branches, detaching or joining of different branches, and 

the sweeping of bifurcation points around branches, including through 

vertical tangents. 
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BIFURCATION IN A REACTION DIFFUSION SYSTEM 
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CHAPTER 1 

PRELIMINARY DISCUSSION AND CALCULATIONS 

1.1 Explanation of the Model 

In a series of papers, H. Meinhardt and A. Gierer have proposed 

a theory of biological pattern formation. In this theory, they attempt 

to explain how spatial patterns might develop from homogeneous or near 

homogeneous conditions in simple biological systems. To accomplish 

this, they propose the existence of two chemical agents, an activator, 

a, and an inhibitor, h, whose behavior is modeled by a reaction-dif-

fusion system: 

;)q 
~-t == 

&4 ;)'J, 
;;:t = PJ, d -;k ... -r Q ( Q) ;, ) 

(1.1) 

Here, t and x are the independent variables for time and one-dimen-

sional space, respectively, and P and Q represent particular nonlinear 

functions. The spatial variation of the activator, at any point in time, 

is said to exhibit the pattern. For instance, in a hydra, a good example 

of a one-dimensional organism, if high activator concentration stimulates 

the formation of a head or of buds, then the pattern would represent the 

distribution of buds and the head along the body of the hydra. 

There are two main features embodied in these equations. First, 

P should contain a nonlinear reaction term, P
1

, such that 
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(1. 2) 

That is, the production of a should increase as a increases, and 

the production of a should decrease as h increases. This latter 

effect is the reason that h is called the inhibitor. The second main 

feature is that the ratio of diffusion constants, Da/Dh, should be 

small so that the inhibitor diffuses over a relatively larger region 

than the activator. 

The creation of a pattern-enhancing model from the combination 

of the above two features can be seen as follows. Suppose a small 

initial peak of activator concentration occurs, due to some random flue-

tuations or some slight inhomogeneity in the initial conditions. Then, 

locally, the production of more activator is stimulated due to the 

term. Since Da/Dh is small, this increased activator remains 

much closer to the original peak than does whatever inhibitor 

produced (Q also turns out to contain a term Q
1 

such that 

is also 

aQl 
-- > 0). a a 

Therefore, the local peak of activator is enhanced, while the more dif-

fusive inhibitor surpresses the production of a in neighboring regions. 

The net effect is to magnify the original activator pattern. Such 

behavior was observed in numerical studies of such models by Meinhardt 

and Gierer. 

Of course, many possible functional forms for P and Q should 

suffice for pattern formation. Meinhardt and Gierer have proposed 

several of these and have studied various features of many of them. In 

the present work, we will focus on a modified form of what they refer to 
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as a conversion model. In their notation, it is 

~Q "'Z d-q a 
+~ - = fo~ +rc j,'2 -~ Cf d?C,. ~-t-

dh = /q -Yh +Pt., 
&~h (1. 3) 

')f ~?'.,_ 

All variables and parameters are considered positive except x, which 

may be taken between - ~ and ~ . Note the term - wa in the first 

equation and + wa in the second equation. These terms are the reason 

that this is referred to as a conversion model, since they describe the 

chemical conversion of a into h at rate w. Also note that the 

second equation is linear, although this will be utilized only in simpli-

fying the later computations and will play no fundamental role. 

To obtain the final form of (1.3) that we will use in this work, 

drop the term p
0 

p as an inessential complication for our purposes, 

and then, without loss of generality, let c = 1. Partially non-dimen-

sionalize by 

v -to-~ 
~ 

~ -,fo (1. 4) 

Da • er o~, 
n D ~:l. 
V1, ~ ~.A 
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Then (1.3) becomes 

~q a' d.,_ 
h,.- a e- ---3. 'ai =r + D d~-a. 

dt, -vh ;)'h 
d-t: - 0, + D ~?C .... (1. 5) 

This is the form we will take as the starting point for the subsequent 

analysis. 

1.2 Bifurcating Solutions and Pattern Formation 

First note that, if all parameters are constant, equations (1.5) 

permit the following simple solution. 

(1) f( ~ ~) (1.6) 

For certain values of the parameters, this solution will be stable. As 

the parameters are changed, this solution may lose stability, and 

neighboring solutions might be expected. In the following chapters, 

these neighboring solutions will be studied. It is important to recog-

nize that these results will be interpretable on two levels. 

On a more physical level, the solution represented by equation 

(1.6) is a steady, inhomogeneous state, exhibiting no pattern. In 

studying pattern formation, we are interested in how states with some 
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recognizable spatial pattern can be formed from such patternless states . 

To see the genesis of such patterns, we are naturally led to consider 

parameter values where we expect new, more complex states than those of 

(1.6) to appear. As stated above, this can be expected to occur where 

the solution (1.6) loses its stability. 

On a more mathematical level, the subsequent analysis will be a 

relatively complete study of the bifurcating solutions of the specific, 

dynamic system, (1.5). The solution represented in equation (1.6) is 

the trivial solution upon which the bifurcation analysis builds; the 

parameter values where this trivial solution loses stability are the 

bifurcation points; and the new, more complex states that will be found 

in the neighborhoods of the bifurcation points are the bifurcating solu­

tions, or patterns. 

In the remainder, the mathematical viewpoint will be stressed. 

However, it should not be forgotten that all new solutions found can be 

interpreted as the beginnings of a pattern and that equations (1.5) are 

models for a physical system, in addition to being a convenient example 

of a reaction-diffusion system. 

1.3 The Stability Boundary 

In this section, the linearized stability of the state (1.6) will 

be studied. To this end, let 

) (1.7) 
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substitute this into (1.5) and retain only first order terms. The result 

is the following linear system. 

(1. 8) 

where 

L 

To proceed from this point, we need boundary conditions to accom-

pany (1.5). The following will suffice. 

(:}-'~·~(%) P(~J , Q+ ""= -J 

(:) + ~,. ~ ( :) :: f ( ~) ) •+ ~ : J 

) 

(1. 9) 

These conditions have been chosen primarily for convenience. That is, 

the trivial solution satisfies them, and higher order corrections to the 

trivial solution will satisfy the homogeneous form of (1.9). The idea 

here is that these conditions introduce no extra complications at the 

boundaries that might obscure the analysis that we want to carry out, 

and that a prescribed combination of function and outwardly directed 

derivative is reasonably general already. The requirement of mixed, 

rather than Dirichlet or Neumann, conditions and the requirement that 
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y
1 

I y
2 

are chosen to destroy spatial symmetries that would force cer­

tain integrals to be zero in the subsequent analysis. In physical terms, 

the conditions (1.9) can be considered as representing boundaries that 

allow only partial diffusion through them. 

In any case, (1.9) imply the appropriate boundary conditions to 

accompany (1.8). 

(A)-¥ _L(A)=O 
1-1 'd">' H q+ --;x.==-1 

(1.10) 

a+ "?(=I 

The solution of (1.8) subject to (1.10) can be written 

' (1.11) 

where y (x) is one of the eigenfunctions of the regular Sturm Liousville 
n 

problem 

- cJ'l. - k;l.. 
d-x-;1. 1'1 - '1 y.,_, 

:1"' - ¥1 9=.;- = 0 

:; ., + ¥ ;2. 'l.::. = 0 

and (::) satisfies 

(1.12) 
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(1.13) 

For ( ::) + 0, the determinant of the multiplying matrix in (1.13) 

must be zero, which gives an equation for on, the eigenvalue of L. 

Since this equation is quadratic in on, for each n there are two 
+ 

values of o . Call them o 
n n 

cr._,± =-i [ 1-v- {f+ tr)Dk":>.. 

.±.) [ I+ v.,. ( J- e-) Dk~] :z_ ~v J 
where this square root is positive for positive argument. 

Then, from (1.13), we easily obtain 

where C 
n 

+ 
are constants. Therefore (1.11) can be written 

( 1.14) 

) 

(1.15) 

(1.16) 
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Recalling the definition of A and H from (1.7) it is now clear 

that the trivial solution can be considered locally asymptotically stable 
+ 

if and only if all the 
+ 

('J 
n 

have negative real parts. 

sion for ('J 
n 

(1.14), we see that once we know k , 
n 

From the expres-

and considering 

D as given, there should be a region in the v - eT plane where each 
+ 

('J 
n has negative real part. The intersection of all such regions for 

+ 
all n will give the region in which all a 's have negative real 

n 

parts, and therefore give the parameter values where the trivial solu-

tion is stable. The edge of such a region is called a stability boundary, 

and according to the plan set out in Section 1.2, it is near such a 

stability boundary that new solutions can be expected to be found. 

However, before proceeding to actually obtaining the stability 

boundary, the preceding calculations should be completed by explicitly 

displaying the y and k . 
n n 

Any of the following three equivalent forms 

may be taken as the solution of (1.12), depending upon what is convenient 

at the moment. 

where N is the positive normalization constant, 
n 
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so that 

I 

f. lJ ... ('7&) /1"~ (?C)~"J: 

k is a solution of the transcendental equation 
n 

or equivalently, 

(1.18) 

(1.19) 

, (1.20) 

(1.21) 

Without loss of generality, let k > 0. 
n 

Then clearl~ only the plus sign 

is relevant in (1.21). Figure 1-1 shows the graphical solution of (1.21) 

by plotting the left hand side and the right hand side with the plus sign 

as functions of k . 
n 

The actually possible values of 

sections of these two curves. 

k are the inter­
n 
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'lf, .,_~ "1 L ~~~ (: Y, + r~ L )"' ;J.,ffi:' cot'...<.~" + + ~fi:"i: co+ ;t K"' 

;-- 1 ~ ,r. ~ }; 

~ 1 r 
I r 
I I 
I I 
I I 

' I 

FIGURE 1-1 

Now the stability boundary can be derived. As proposed, for each 

n, a stable area in the \) - e plane will be found for that particular 

mode. The v - & area that is stable to all perturbations can then be 

found by intersecting the areas for the individual modes. 
+ 

of 

Focusing on a particular value of n, cr 
n 

are the two solutions 

+ 
If one of cr 

n 

(1.22) 

+ ( t7 D7.k "'4 -+ trv [) k ~ + v - D k ~ ) = 0 . 

is real and equal to zero, the parameters v and 
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tf' must lie on the hyperbola, R (v, B'), 
n 

given by the following. 

This curve may take part in the stability boundary, since 

implies neutral stability for one of the eigenvalues. 
+ 

a 
n 

(1.23) 

+ 
0 

Similarly, if a 
n 

are complex conjugate pairs, but have zero 

real part, the parameters v and (J must lie on the line, 

by the following. 

S Cv,tJ'), given 
n 

(1. 24) 

Part of this curve may also take part in the stability boundary, as above. 

The above observations plus a few other simple considerations 

allow the determination of the stable region for each particular mode. 

The two possibilities, depending upon whether or not is greater 

or less than ~ are contained in Figure 1-2 and 1-3. 

Combining the relevant curves for all values of n gives the 

full stability boundary in Figure 1-4, assuming D is sufficiently small 

that sl takes part in the stability boundary. 
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Dlt~ 
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Dk~ J- Dff! 

0 < Dk~ 

FIGURE 1-2 

--+-------------------~~--------~Y 
Dk; 

FIGURE 1-3 
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R"' ( tr,. + ~ o) 
..Por low val11• S o.f " 

o) 

R ... (,.-.,• == o) 
.for- J.:~~ v•lv~s tt~.P ..., 

---~ 

FIGURE 1-4 

1.4 Asymptotic Expansions of the Solutions and Their Governing Equations 

In this section, the asymptotic form of the solutions to (1.5) 

are proposed that are expected to be valid near the stability boundary. 

In the following chapters, the precise forms of the solutions are ob-

tained and their features are discussed, relative to the different por-

tions of the stability boundary to which they pertain. 

To mathematically express being close to the stability boundary, 

we introduce a small parameter, £, such that 

o<e<<l , (1.25) 

v and fY are assumed to depend smoothly on this parameter, and when £ = 0, 

v and ~must lie on the stability boundary. That is, let 
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(1. 26) 

(1.27) 

where v 
0 

and fY 
0 

are chosen to be precisely on the stability boundary. 

Note that ~is allowed a slight spatial inhomogeneity, in order to see 

what role this might play in the solution. 

The parameter p, although playing no role in the stability, 

does play a substantially different role in the equations than do v 

or cr. It also represents the source of activator concentration in the 

biochemical model, and therefore any small spatial inhomogeneity it con-

tained was thought to be important by Meinhardt and Gierer. For these 

reasons, p is also allowed to be only approximately constant. 

(1.28) 

The fact that p has no 0(£) term is a by-product of the form of the 

solution we desire. 

Now that p depends on x, the trivial solution (1.6) no longer 

precisely satisfies the equations (1.5). The most convenient way to 

correct this is to change the definition of the trivial solution to 

(1.29) 

Then, for the trivial solution to satisfy the boundary conditions, (1.9) 

should be changed to the following. 
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( :)- ¥, f~ (%) = fo( ~) 
[ :) +~, ?;(t) =f'c(~) 

--;X::=-/ 

( 1. 30) 

?£ I 

Since the linearized problem about the trivial solution, (1.8) and (1.10) , 

is independent of p, the above two changes have no effect on the sta-

bility boundary. Therefore, the above two changes can be considered 

permanent, and (1.29) and (1.30) are the new trivial solution and boun-

dary conditions, respectively. 

The asymptotic form of the solution may now be written. 

a = f t1 Y "&. -r C A ,{ ~J -t, t::) + -j: ~ '3. A, ( ~ t, r:) + 0 (E. l) 

1, ::= f~ v +E. 1-1, r~, -t,?: J + -t. ~"t.~-~,. t0 -t, c: J +- o { (;~) 

?:~£-t 

(1.31) 

(1. 32) 

Note that we take the solution to be close to the trivial solution and 

that two time scales are employed: the normal time, t, and a "slow 

time", T. The multiple time scales are a manifestation of the fact 

that, although the linear theory of Section 1.3 predicts exponential 

growth in time of solutions near the trivial solution in the unstable 

region, a properly formulated nonlinear theory can focus more carefully 

on the solution's local behavior and therefore obtain nic ely bound e d 

solutions in time, if the proper time scales are simultaneously studied. 

To the order in which we will be working to obtain the solution, the time 

scales of t and Et are sufficient. 
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Substituting (1.31) into (1.5) and (1.30), the following hierarchy 

of equations is obtained, by collecting terms with the same order of 

£ . Of course, the 0(1) terms vanish due to the assumed form of the 

solution. 

E': 

( 1. 33) 

( A,)_)), _L(A') = 0 
J..l, d~ /-1, 

a-t" .-x; = -/ 
( 1. 34) 

t:tt -x = I 

d""L 
_). _p__ (A,) + ..;< ( Bi {~) D~-x... -_;;. v,) (A-,) <1. 35 ) 

';;?:: H, 0 v, 1-t, 

+ ~' { (A-,- vo H,) (A,- 5v0 f-/, )) + ( v0_,_r~ (?r) \ 
foVo 0 0 ) 

( ~: ) - ~1 d~ ( ~: ) = 0 <>T ?' ~ - I 
(1.36) 
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Note that the operator L , 
0 

is just the operator 

1. 3, with 8' replaced by 8' 
0 

and v replaced by 

L of (1.8) in 

v . It is 
0 

therefore a simple matter to carry over results concerning the solution 

of (1.8) and (1.10) to results concerning the solution of (1.33) and 

(1. 34). In particular, 

where 

and 

00 

£ c~;r+(-r)UI1(-x)t!!cr;..+t 
..,:::1 

(1.37) 

U:(, )= ('w.+(l-ff.)Dk~ ± [;J+v. •( 1-8;,) Dk:;T- 'ifv•) J~f--t-) 

~±"= i[l-vo-{1-t&;,)P~;: ±][f-rv0 + (l-4,)I7k.,7J2-8've>] 

Note that in Section 1.3, when there were two independent variables, x 
+ 

and t, the C 
n 

were constants, independent of x and t. However, now 
+ 

that there are three independent variables, x, t and T, the C 
n 

are 

still independent of x and t, but must also, in general, depend on T. 

Before proceeding further, a few words should be said about ini-

tial conditions for the problem. The primary interest, in the subsequent 

analysis, will be to find solutions that are stable relative to a certain 

set of initial conditions, without being particularly explicit about 

exactly what that set is. Often, an unstable solution may be made to 

appear stable by artif icially restricting the set of initial conditions 

allowed. Similarly, most stable solutions will not be approached from 

conditions chosen sufficiently far from those solutions. Therefore, it 

is probably better l e ft up to the dynamics of eac h specific case to see 

und e r wha t particular s e t o f ini ti a l c onditions a pa rtic ul a r solut io n 
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is stable. However, certain general remarks will assist in this deter-

mination. 

First, any initial conditions considered must be close to the 

trivial solution in the sense described above. That is, if 

) (1. 38) 

then 

(1.39) 

Also, g must be sufficiently smooth in £ near £ = 0 so that it has 

an adequate number of derivatives at £ = 0 for the order in £ to 

which the solution is desired. In particular, the initial conditions for 

(1.33)-(1.34) are 

( 1. 40) 

For (1.35)-(1.36), they are 

(1.41) 

These simply come from expanding g in a Taylor series in £ about 

£ = 0, keeping track of the order, and comparing with (1.31). 

If we were to solve (1.33)-(1.34), subject to the initial condi-

tions (1. 40), but without including the effect of the "slow time", T, 



-21-
+ 

the constants C 
n 

in the solution (1.37) would be determined by the 

standard techniques of linear theory. However, since it is critical 
+ 

that C (T) depend on T, the same techniques of linear theory 
n 

applied at t = 0 also imply T = 0, so the initial 
+ 

conditions (1.40) 

will imply initial conditions for each c (-r). 
n 

In the following chapters, various analyses will be performed near 

various points of the stability boundary in the sense described above. 

The main pattern or basic structure of the solution will be seen in 

the first order correction to the trivial solution (1.37). 

Being near the stability boundary will mean that almost all eigen­
+ 

values, (T -
n 

in (1.37) will have negative real parts and so decay ex-

ponentially quickly on the fast time scale. The corresponding modes will 

then have no time to 

the corresponding c 
n 

develop on the T = Et time scale. Therefore, 
+ 

(T) may be taken to be constant, equal to their 

initial value. These modes can be c onsidered transients and are not of 

primary interest. 

There will, however, be one or more CT 
n 

+ 
which have zero real 

parts. For these, the behavior on the slow time scale is all important. 

Obtaining this behavior in the various cases is the primary goal of the 

remaining chapters. 
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CHAPTER 2 

BIFURCATION THROUGH ONE REAL EIGENVALUE 

This chapter deals with the behavior of solutions near one of the 

hyperbolic sections of the stability boundary (see Figure 1-4). That is, 

v and ff are chosen to lie on a portion of one of the curves, R , 
o o n 

that form part of the stability boundary for a particular value of n, 

say n = b. Therefore, v and lr satisfy the equation, 
0 0 

+ By construction of the stability boundary, ab = 0, and all other 

eigenvalues have negative real parts. Therefore, in this case, (1.37) 

can be written 

(2. 2) 

So if a new pattern or stable bifurcating solution is to be found near 

this portion of the stability boundary, it will be proportional to 

+ Ub(x). As mentioned earlier, the only physically important quantity 

yet to be determined is This is done by considering the next 

higher order terms in E. 

(1.35) becomes the following. 
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-E.. (A "1-) _ L (A '1. ) = _ Lf .!L C -t { ) (llo -+ D k~) l1- ( Jt) 
7}-t H.,.. 0 1-l). cl?:: b "1: J f lo 

(2.3) 

In order to have a consistently ordered asymptotic expansion, uniformly 

valid for long times, it is necessary that A
2 

and H
2 

remain bounded 

in time, so that their associated terms in (1.31) never become as large 

as the lower order terms in (1.31) that are associated with A
1 

and H
1

. 

However, since the homogeneous f o rm of (2.3) has the nontrivial solutions 

found in Section 4, and since some of them do not decay in time, there 

is the strong possibility that the inhomogeneous equation (2.3) will 

have solutions unbounded in time. Therefore, certain conditions are 

required on the right hand side of (2.3) to insure that A
2 

and H
2 

are bounded in time. Usually, such requirements are obtained by con-

structing the adjoint to the homogeneous form of (2.3), applying the 

Fredholm Alternative Theorem, and so forth. In this simple case, it is 

easier and just as instructive to note the following easily verified 

lemma, which will also be useful in subsequent chapters. 

Lemma 1. A particular solution of 

(2 .4) 



is given as follows: 
+ 

a) If a I a -, then 
n 

v-w(cr :+v0 + D~VJ2 ) 

b) If a 

-+ o-- o-.., 

then 

-24-

( ~) = ,.....+ cr:­""11- .., 

• 

v- w (cr..,+ +V0 -t- Dk.,"'l.) 
O"-cr~-~-

v-w~ ... ~+ Dk.,/) (~++~ + Dk.,1- t[ v-w(o;,++v0+l7k.,--~(o-.: +V0 + Pk..,"3) 
o-,., -o;, 

v-w{cr; -~ov0 +Dk;-) 
cr..,--o-lo'l+ 

c) If a= then 
( ~ ) = -q;,~~ --o--..,-- • 

• 

(2.5) 

(2.6) 

(2.7) 
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Observe that the exponential behavior in t dominates for large t, 
+ 

unless Re(cr) = 0. In that case, the solution is bounded if a + on , 
+ 

but the solution grows linearly with t if a = a 
n 

These terms that 

grow linearly with time are called secular terms. 

Returning to (2.3), the condition that A
2 

and H
2 

be bounded in 

time is now easily observed. The homogeneous part of the solution pre-

sents no problem, since it is the sum of terms that either decay expo-

nentially in time or, at worst, are constant. As for the particular 

solution, the right band side of (2.3) can be resolved into the spatial 

components {y (x)}, 
n 

since this set is complete. Then each term is of 

a form suitable for application of Lemma 1. All the transient terms in 

the right hand side of (2.3) lead to transient terms for A
2 

and H
2

. Of 

the remaining forcing terms, only those with spatial component yb(x) 

(corresponding to + = 0) will produce secular for A2 and H
2

. crb terms 

The other terms will produce terms for A
2 

and H
2 

that are constant in 

t. Therefore, if the secularity-producing terms in the right hand side 

of (2.3) are written as 

(2.8) 

for comparison with Lemma 1, then the condition for A
2 

and H
2 

to be 

bounded in time is simply 

(2.9) 

from (2.7). From (1.22), 



-26-

o-: +er; = 1- t% Djq; -v0 - Dk~ 

So cr; = 1- 8D Dk:-v0 - Ok~ (2.10) 

since crb+ = 0 . 
- L~ L~ 

o-b +Vo-+ D~~~;b = J -l?;, Dl'(lo = 
from (2.1). Therefore the condition that be bounded in time 

is 

Substituting the actual expressions for v and w, (2.11) becomes 

(2.12) 

0 

Rewriting this equation, it becomes 

(2.13) 

where 

(2.14) 
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v;(v.,+Dw:) [' ) ) 
?t= lf[{l{,+ok:r-~vD] -·~(")( ~»r~ d?C 

(2.15) 

o( =- [( Vo + :~ ~~-2vo] [;;~v, .. {v • .,. D"'i: t J.'e; (.-;<} :;: (,.),{-.,] 
(2 .16) 

Equation (2.13) gives the dynamic behavior of the last important 

unknown term, of the bifurcating solution, (2.2). Since its 

qualitative features depend on the signs of ~. S and n, the signs of 

the various factors involved that are not already obvious will first 

be analyzed. 

First consider the sign of (v + Dk
2

)
2 

- 2v which has simple 
o b o' 

zeros at 

(2 .17) 

They exist, of course, only if D~ < ~. The values for v 
0 

given by 

(2.17) are also the values of v
0 

at the intersection of ~ and Sb, 

if these intersections occur. After noting that (v
0 

+ Dk~) 2 
- 2v

0 
> 0 

at v = 0, a comparison of the above observations with Figures 1-2 and 
0 

1-3 should make it clear that 

Rb is part of the stability boundary -+ ( Vo+ Dk; ):.;2\ID '> 0 (2.18a) 

sb is part of the stability boundary ~(vo+ Dk; ):.~VC> ~ 0 (2.18b) 

As for the sign of 

case, 

J1 
1 

2 
(v + Dkb) - 2v > 0. 

0 0 

3 
yb(x)dx, after very tedious and 

Therefore, in the present 
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unrevealing calculations using trigonometric identities, (1.20), and 

(1.21), one can eventually obtain the following expression. 

(2.19) 

) 

where 

(2.20) 

An easy way to see that the term in brackets, { }, is positive is from 

Figure 2-1. 

6 

FIGURE 2-1 
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Therefore, all terms in the expression for 

except k cos 
1 

So 
n 

3 
yb(x)dx 

{ >o b = 0 or I , mod 4 

The remaining factor that must be analyzed, 

a more careful look at the family of hyperbolas, 

are positive 

2 \) ' 
0 

(2.21) 

requires 

(2.22) 

parts of which were found in Section 1.3 to make. up the stability 

boundary. If Dk
2 

is temporarily considered as a continuous variable, 
n 

the family of all such R 's 
n 

are easily seen to fill the area in the 

v - 6t plane under their envelope, 
0 0 

J 
(2.23) 

with each point in this v - tr region having two curves of the family 
0 0 

passing through it. To find which two curves of the family pass through 

a particular point, simply solve equation (2.22) for 

(2.24) 

See Figure 2-2. R + and R - were obtained from the two solutions of 
n n 

(2.24). 



-30-

FIGURE 2-2 

Now return to Dk discrete and look at a magnified and exaggerated 
n 

portion of the stability boundary, Figure 2-3. 
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' \~ 
' 6tv.=3-1 ~ 
\ 0 0 of., " (?(. 

-----

FIGURE 2-3 

The idea now is to pick some values of v and (J' 
0 0 

that lie on 

the stability boundary portion of ~· Equation (2.24) then gives two 

choices for the value of at this point. Whether to use "+" or 

"-" in (2.24) can be seen by comparing the geometry of Figures 2-2 and 

2-3 and seeing how, if Dk were taken to be continuous, the second mem­
n 

her of the family of hyperbolas would have to intersect the first mem-

ber (the stability boundary itself) at this point. 

Knowing which sign to use in (2.24), we can then proceed as fol-

lows. 
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Along the portion of ~ where "+" is relevant, D~ - 2 v 
0 

is always 

positive. However, where "-" is relevant, there is a change in sign 

where 

(2. 26) 

That is, for this lower portion of ~· 

(2.27) 

However, since ~ stops being part of the stability boundary when it 

intersects may remain larger than 
1 
6 

for all of the 

stability boundary portion of ~· In fact, further analysis shows that 

this is indeed the case for all but the first few values of b. 

In sunnnary then, 
2 

Dkb - 2v
0 

> 0 all along the hyperbolic sections 

of the stability boundary, except that for the first few values of b 

there is a small segment of ~ adjacent to ~+1 for which 

D~ - 2v
0 

< 0. 

With these results in hand, (2.13) may now be analyzed with a good 

understanding of the signs of the various factors involved. 

Recalling that it is clear that large 

and positive corresponds to the stable region of the trivial solution 

and that large and negative corresponds to the unstable region, 
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where new, stable solutions are expected. To answer our questions about 

how new solutions appear as the unstable region is entered, the most 

enlightening procedure is to look at the behavior of (2.13) as v
1 

changes from large and positive to large and negative, which from (2.16) 

is the same as changing (- a) from large and positive to large and 

negative. 

The four possible qualitative behaviors are contained in Figures 

2-4 through 2-7. Solid lines indicate stable steady states, and dashed 

lines indicate unstable steady states. The arrows are meant to indicate 

the dynamic behavior of (2.13) for each value of a. 

-.-- _..... --- ~--------

1 
fJ>O) ?'{<0 

FIGURE 2-4 

r 
-o< 
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c: 

' 

~~0,1140 
FIGURE 2-7 

\r 
.. ' . ' 

·l~' ·' . 

-c( 
... 

.. 

In these diagrams, - a plays the role of the btfurcation parame-

ter, since it is just proportional to v
1 

but shifted due to the inte­

gral of ft
1 

(x) in (2 .16). n plays the role of an imperfection parame-

ter, in which n = 0 separates the cases where there is a smooth tran-

sition from stable trivial solution to stable nontrivial solution as the 

stability boundary is crossed (Figures 2-4 and 2-6) and the cases where, 

as the stability boundary is crossed, there is an intermediate region 

where no steady states exist (Figures 2-5 and 2-7). 

For those initial conditions that lead to trajectories that do 

not approach some steady state, the above analysis says little, since 

the solution at each order must stay bounded for the asymptotic expansion 

to give a consistent ordering of terms. However, for those initial 

conditions that do lead to solutions that approach steady states of 
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(2.13), the entire story is now clear. As approaches 

one of the two steady states, 

) (2.28 ) 

where the appropriate sign is clear from Figures 2-4 through 2-7. Since 

the transient terms in (2.2) disappear as t + oo, the bifurcating solu-

tions just inside the portion of the stability boundary described by the 

curve ~ approach the steady state 

(2.29) 

to lowest order. A linear analysis would suggest this spatial depen-

dence, but the nonlinear analysis was required to obtain the amplitude. 
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CHAPTER 3 

BIFURCATION THROUGH TWO REAL EIGENVALUES 

This chapter deals with the behavior of solutions near the inter-

section of two hyperbolic sections of the stability boundary (see Figure 

1-4). Let the two hyperbolas be called ~and ~+1 , for some appro- · 

priate integer b. Then v and ~ satisfy the two equations: 
0 0 

(3.1) 

In a similar fashion as in Chapter 2, all modes of (1.37) except 
+ 

for n = b and n = b + 1 have a 
n 

with negative real parts. Therefore 

+ transient terms 

(1.35) then becomes 
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(3.3) 

_ '-/ oiC'e + (-c-)f~ +Dk:) fb t~) _ '-lclC~p~, (~) (~+Dkb:) ~t~+, (~) 
dT t I I q~ I 

- 'I C b+('t") ( D~~ (v.+ ()),~') t>; (~) +.:lv) lfb f-y.) 

- Lf cb:, {"!::) ( 0--~ •• (vo+I>J.~,) e;r~l +:lv) '1~·· {-x.) 

-t <?D "1. rc +t'l:')J" {k~(o~:-~~Q)) '1-~ r~) 
~ 110 L~ b ;J 0 V' 

+ _yr;:~ ~ c: ("'t') C.,:, (~ )(Oiq~ ~~. -Ovo ( ~~ + ~~:, )) '/b (~) ';f b-t, ("):) 
("Yo } 

-r i.E_ [c + h·:Y~ ( k~, ( D k;1",- ;( vo)) 4 ,.+, ( '?L) 
fo V, ~ IH-1 :!J 0 J / 

+ ( v.~f;{..,.:)) + Transient -terWls 

As in Chapter 2, conditions must be imposed on the right ha.nd side 

of (3.3) in order toguarantee that A
2 

and H
2 

remain bounded for all 

time. Again, the transient terms in (3.3) are harmless, since they pro-

duce transient terms for A
2 

and H
2

. After the remaining terms are re­

solved into the spatial components {y (x)}, the non-transient terms of 
n 

the right hand side of (3.3) may be written 
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( 
o+het- ) <3 4 ) 
co~ponevtTS · . 

By Lemma 1 of Chapter 2, since + 
crb = 0 and 

+ 
crb+1 = 0 are the only eigen-

values of L that have zero real part, only the componen~s in (3.4) 
0 

containing yb(x) and y (x) 
b+1 

bounded for all t if 

produce secular terms. 

As in going from (2.8) to (2.11), this is 

will be 

(3.5) 

(3. 6) 

After substituting the actual values for vb, wb, vb+
1

' wb+
1 

from 

(3.3), (3.6) can be manipulated to the following . 

(3. 7a) 

13, a, n are the same as those defined in Chapter 2, equations (2.14) 

through (2.16). 
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>=- {)k~, (3. 8) 

(3. 9) 

(3.10) 

The primed quantities are obtained from the unprimed by interchanging b 

and b + 1 in the above definitions. 

A complete analysis of (3.7) similar to that of (2.13) in Chapter 

2 will not be attempted. The added complexities are formidable. More-

over, the range of phenomena that can be expected in equations as general 

as (3.7) is tremendous, since all possible terms through the quadratic 

appear. Note especially the presence of the linear cross-terms, s and 

s' , which would not appear if &
1 

(x) were constant. 

Short of finding explicit formulas for all solutions of (3.7), the 

most desirable way to proceed is to obtain the cb+- c~+1 phase plane 

diagrams for (3.7): one diagram for each value of ~ . As the stability 

boundary is crossed, v
1 

decreases, which changes ~ and therefore al­

ters the phase portrait. This process shows how the dynamic behavior of 

(3.7) changes as the stability boundary is crossed. However, due to the 

number and complexity of the parameters in (3.7), even this procedure is 

all but beyond systematic analysis. Such a procedure will be employed in 

the following chapter to a set of equations that are of a more restricted 

form than (3. 7). 

Before finishing this chapter, the important point of how it re-

lates to the previous chapter will be taken up, again from the geometrical 
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standpoint of the stability boundary, in o~der to help solidify ideas. 

First recall the expansions for v and~ (1.26) and (1.27). 

V= V0 +£1/j + O(E-a.) (1, 26) 

tt= c% + f ~ t-~) + O{f,.) (1.27) 

In Chapter 2, v
0 

and ~ were chosen to locate a position on the curve 

~· and v
1 

and ~(x) were considered as perturbations of v and ~from 

these critical values. was then used to measure horizontal distance 

into or out of the unstable region (Figure 1-4), while ~(x) was con­

sidered fixed, since it cannot describe an unambiguous direction in the 

v-fJ" plane. The results of Chapter 2 for v and f!J" 
0 0 

lying along ~ 

should not be considered valid within 0(£) of the intersections of Rb 

with ~+1 or ~- 1 , since in these small regions is so 

small that its corresponding mode in (1.37) cannot be considered "tran-

sient" in (2.2). In this case, it is more appropriate to explicitly keep 

track of both modes (assume without loss of generality that they corres-

pond to band b+1). That is, when v and trare within 0(£) of the 

intersection of ~ and ~+1 on the stability boundary, both + 
ob and 

are so small that the evolution in time of their modes is suffi-

ciently slow that it is only correct to look at them on the slow, T = £t, 

time scale. Both these modes should therefore be considered non-transient, 

and a solution like (3.2) is correct. 

To implement this, consider the perturbations of v and(!/' from 

v and ~ to have the following form. 
0 0 
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(3.11) 

tr;::: ~0 + t9;, (?:) (3.12 ) 

Here, let Ev
10 

and E6io be used to locate position along the stability 

boundary, measured from (v ' & ) ' 0 0 
the point at which L 

0 
has two 

linearly independent eigenvectors with eigenvalue zero. From the defini-

tion of R , (1. 23), 
n 

!!!.!!:. (v. &:} dv o, o 

Since ~ and ~+1 can be locally approximated by their tangents, it is 

clear that 

4- -~ v. - ------ v. 0 10 (vo+O~,:-)~ 
(3.13) 

and 

A- -~ 
V. "= V. 

•o (v. +O'- '2. ):1... •o 
D R'b+1 

(3.14) 

v
10 

can therefore be used to parameterize distance along the stability 

boundary within O(E) of the point (v
0

, ~). v
11 

and ~1 (x) are then 

left to play the analogous role that v
1 

and et<x) played in Chapter 2 

of giving perturbations from a specific point on the stability boundary. 

With these definitions and ideas in hand, it is now easy to show 

how solutions of (3.7) link up with solutions along ~and Rb+l to give 

solutions all along the hyperbolic sections of the stability boundary, 
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including their intersections. For the connection of (3.7) with (2.13) 

for !),· substitute (3.11), (3.12) and (3.13) into the coefficients of 

(3.7). All formulas remain the same except, 

or 

(3.15) 

(3.16) 

(3.17) 

(3.18) 

As the basic stability boundary point from which the perturbations, 

and q-
1 

(x), are measured moves from (v , ~) 
0 0 

to the interior of Rb, 

this corresponds to v
10 

becoming very large and negative. From (3.16), 

this corresponds to a' also becoming large and negative, so that the 

term with a' dominates the right hand side of (3.7b). 

Therefore, 

d + 
dz cb+, -

very quickly approaches zero. Substituting 

(3. 19) 

0 
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into (3.7a), it becomes (2.13), with v
11 

playing the role of v
1 

and 

ti
1 

(x) playing the role of ~(x) as previously discussed. 

A similar argument holds when the basic stability boundary point 

from which the perturbations, v
11 

and tt
1

(x) are measured moves from 

(v
0

, ~0) to the interior of ~+l" Now (3.11), (3.12) and (3.14) are 

substituted into the coefficients of (3.7). All coefficients are unaf-

fected except a, a', ~. ~'. ~and~' are still given by (3.17) and 

(3.18). a and a' become the following. 

o<-- Pk: {Jv. [J-(Vo-4-DJ.rb )]+~~ 
- [ (v&>..,.. Dkb) 'Z;..;h10 ] 

10 llo+Dkb~, 
11 (3. 20) 

+ (v0 + Dk;) ~f.' (7,; (-?C) 'fb,. f~)ol~ S 

Moving along ~+l corresponds to v10 becoming large and positive. 

Similarly to the previous case, this makes a large and negative, which, 

by (3.7a) makes Cb+ approach zero exponentially quickly. (3.7b) with 

Cb+ = 0 becomes analogous to (2.13) with b replaced by b+l, v
1 

replaced by v 11 , and ~(x) replaced by 8i
1 

(x). 
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CHAPTER 4 

BIFURCATION THROUGH ONE REAL EIGENVALUE AND A 

COMPLEX PAIR OF EIGENVALUES 

In this chapter, the behavior of solutions near either of the two 

points where s1 intersects one of the R on the stability boundary 
n 

(see Figure 1-4) will be demonstrated. This case has the dual advan-

tages of being less well understood and therefore interesting and of lead-

ing to more tractable differential equations for the "slow-time" amplitude 

than occurred in Chapter 3. 

4.1 Differential Equations for the Slow-Time Behavior 

Let the hyperbolic section intersected by s
1 

on the stability 

boundary be referred to as ~· Then v and ~ satisfy the following 
0 0 

two equations. 

This implies that + crb = 0 and that 

stability boundary, all other eigenvalues of L 
0 

0. 

(4. 1) 

(4. 2) 

By construction of the 

have negative real parts. 

Therefore, after a little computation, (1.37) becomes the following. 
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( ~) =::le,("t-) ( Vo +Dr;,;> A· ~2v (vo+Dk.'J"') 'f• ("'}e.o;+f;+ C. C. <4 • Jl 

+:Kb'"C'Y)(v,~Dk~ 'ftJ'") + 

Here "+ C.C." means "then add the complex conjugate of the pre-

vious quantities". is now a complex-valued quantity whose real 
+ 

and imaginary parts take the place of c
1
-(,). The additional fact that 

A
1 

and H
1 

must be real was also used in writing (4.3) in the above form. 

Finally note from (2.18b) that 

so that the argument of the square root in (4.3) is positive. The square 

root is taken positive for positive argument. 

Using (4.3), (1.35) becomes 

(4. 5) 

[t<r.~~o~· c;{"t:)(11.\.'l>i>+~ o'R:'+:<~ (~1.~- vo)J:~v,-(v. .. Dk,• )}J."r~ 

+C.C, J 
+fl-t[ _'I~~ ('T)(V.+Dk~+..<b1v0 -(v.+DI.,'")) 'J• (,) 
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- '-/ C, (-r) (O,h} D k:( v0 + D k~ + ..-i J;~_ v,- (Vr, + i>Jd '-) +)v,' ~Jx) 
- II, I 

+ c.c. ] 

_ 'i (.,.+ (Y) ( &, (.,.) 01.~ (~'+ole.;) -t-::lv) ~h (..,.) 

+ __}_}_ C, ("r:)[,*(---c) (-vt1 +)..
0
- '-1 Dk;) :J.~ ('X) 

foVo 

-1- 8 J) ~ ~ r c + ( "1: )17.. ( 0 k ~ - ~ vo) "1. "L ('}I.) 
P. v.'2. Ll " ~ o lh 
(0 D 

+ ( Vof;/")) + Trt>ns;ewt Tu.,.s 

* where c
1 

(T) is the complex conjugate of c
1

(T). 

) 

Again, since A2 and H2 must be bounded in time, condit i ons must 

be imposed on the right hand side of (4.5) to insure that no secular terms 

are produced in the solution for A
2 

and H
2

. As before, after resolving 

the right hand side of (4.5) into the spatial component {y (x)}, 
n 

Lemma 

1 of Chapter 2 (equations (2.4) through (2.7)) easily gives these 
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conditions. Transient terms in the right hand side of (4.5) produce 

transient terms for A
2 

and H
2

, so there is no secularity from these 

terms by (2.5). 
+ 2ia +t 

The forcing terms in (4.5) that are proportional to 

- 1 
e produce terms for that are proportional to 
±2ia

1 
+t 

e so there is no secularit~ from these terms by (2.5). Of the 
±a1 t 

forcing terms proportional to e the y
1 

(x) component will pro-

duce secular terms by (2.6) and (2.7), and all other components will 

not produce secular terms by (2.5). Of the terms independent of t, the 

component will produce secular terms by (2.7) since 0, and 

all other components will not produce secular terms by (2.5). Therefore, 

the secularity-producing terms in the right hand side of (4.5) may be 

written 

(4. 6) 

Lemma 1 then gives the precise conditions that A
2 

and H
2 

be bounded in 

time. 

V, - W, ( o-~ + V0 + D )q 1 ~) = 0 

Complex conjugate of (4.7). 

vb-wb (t,-; +V0 + Dk~) =0 

(4. 7) 

(4.8) 

(4. 9) 

(4.8) is superfluous. After substituting the actual values for 

v
1 

and w
1

, (4.7) can be manipulated to the following. 
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(4.10) 

c, f D 1<~ [- j:! ~ - ( v .... o~r,~) "- + -". ( "• + 17 k,2.l] J &, /?<)if ,2. (-,.} ,/ -;t 

- [ };lvo- (vo+ Vk,2)~ +~ (v0 + Dk,'- .l)] v, } 

Now express the complex quantity c
1 

in polar coordinates. 

C, = ff e~· .e 
' 

(4.11) 

where F and ~ are real. Using the easily derived formulas, 

(4 .12) 

(4 .13) 
) 

(4.10) implies the following two equations. 



-50-

(4.14) 

o/tp J [ 
d-r: = 'J)J.vo-(Vo-tl::>k,:a)"l. (~-vo-Dk,-z.)v, (4 .15) 

-r Dl.,"'" {v0 -r Dio," )j 
1

9,(-x} 'f•"(-?<)ol-,r J 

With the following definitions, 

I [ I 
w = ~j :1.~-(Vo+D~,-a )~ (~-Yo- Dk;3. )v,~Dk~(vo+P'Rt l{ tJ; (-x)i,,.(~)ei-JC J (4 .16) 

~ =- ~v.V~:-(v,+Dk,' )£ [v.( 1.,'-rk: )-Dk;'-1..~ 1 L' ~~ (-x)~ ,.(.,,) o/-;t (4.17) 

~ = - ( v. + CJk,'J. 'tt ("") 'j, ... (-xM-..) (4.18) 

"""' 4 'l. J Cf == p;'l- ( D Jqb- Vo) }, ij,"l(~) 'JP h()of?' (4.19) 
I 

(4.14) and (4.15) become the following. 

(4.20) 

(4.21) 
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Similarly to the procedure used in Chapter 2 and 3, after substituting 

the actual values for vb and wb' (4.9) can be manipulated to the fol­

lowing. 

(4.22) 

where 

(4. 23) 

and 8, a, n are defined in Chapter 2, equations (2.14) through (2.16). 

For convenience, equations (4.21) and (4.22) will be referred to as the 

system, T. 

de+ ;t cJ; = (3 [ cb-t-] +o(cb+ +It-+ P< F 

;~ =- ~ F -+ $ F c b+ 

( 4. 24) 

The reason for expressing c
1

(T) in polar coordinates can now be 

seen in that (4.21) and (4.22) uncouple from (4.20). Even though there 

are three quantities to determine, T can be used to completely solve 

for two of them, then (4.20) yields the third. T can be used to describe 

Cb+- F phase plane systems, where F must be nonnegative since it 

represents a positive amplitude. 

4.2 Expected Behavior and the Broader Context 

Looking ahead a little, three general behaviors will result from 

the analysis of T. First, there will be trajectories that will approach 
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infinity as T increases. For these trajectories, the above analysis 

says little since the unbounded growth of A
1 

and H
1

, that these trajec­

tories imply, questions the validity and consistency of the entire asymp-

totic expansion. Second, there will be trajectories that approach 

steady states of T that occur at F = 0. In this case, it is unnec-

cessary to study (4.20) at these steady states, since F = 0 implies 

c
1 

= 0. Third, there will be trajectories that approach steady states 

with F f 0. These steady states yield a definite value for which 

may then be substituted in (4.20) to find that d~ = constant. 
dT 

It is then 

clear that at those steady states, c
1

(T) undergoes simple harmonic 

motion in the complex plane. 

Experience and some simple observations reveal that the form of 

equations (4.20) through (4.22), in the case of loss of stability through 

one real eigenvalue and one complex pair of eigenvalues, is not unique 

to this problem. Many similar reaction-diffusion systems and even many 

other dynamic systems would yield the same set of equations when the 

techniques of this paper were applied to them, although the expressions 

for the parameters in (4.20) through (4.22) would be somewhat different, 

of course. Without going into this in detail, for present purposes it 

is enough to note that the set of equations (4.20) through (4.22) are 

important in their own right, with minimal reference to the precise values 

of the parameters. 

In fact, the only information needed from the parameters also 

turns out to be a general feature of these problems. The coefficients of 

the linear terms, a and a, are both proportional to the quantities that 

measure perturbations from the stability boundary, v
1 

and tr<x). So 
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treating e;(x) as fixed and letting v
1 

measure distance into or out 

of the unstable region, a and a are first order polynomials in the 

bifurcation parameter, v
1

. Moreover, it must be that for v
1 

suffi­

ciently large in magnitude and in the stable region, T exhibits a stable 

steady state that can be identified with the stable trivial solution of 

the full problem. For this particular problem, this condition will be 

seen to require that 

o<<O 
( 4. 25) 

for very large and positive. 

4.3 Dynamics of a Special Case 

The task now is to analyze the phase plane system T. Begin by 

taking the special case of S < 0, K < 0, tp > 0, n = 0. This will serve 

as an introduction and will illustrate the more detailed sort of dynamic 

analysis that underlies the more steady-state-oriented analyses that will 

follow. 

With n 0, T has the following three steady states. 

F=-D cb+= o (4.26a) 
) .,.( 

F=o ch+ =- -(.3 (4.26b) 
~ ..A ..., 

) 

F= o< ( o~. - :6-) ...., 

)(. f (3 lP c-1- ':: -d. (4.26c) 
) b (f 

Working directly with these quantities, or applying results from later 

in the chapter, it is a simple matter to linearize about each of the 

steady states, make a few global observations, and hence arrive at the 
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following eight possible phase portraits for T. Recall that only 

F > 0 is relevant. 

-~ 

B 

F 

F 

FIGURE 4-1 

""' 

• 

• 

C ~<~<0 qse_ It. : q> (S 

FIGURE 4-2 
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FIGURE 4-3 

F 

FIGURE 4-4 
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FIGURE 4-6 
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FIGURE 4-7 

F 

• 
o< ""' c 01 s e :vnr : 0 < r < ~ 

FIGURE 4-8 
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As the unstable region in the v - fr plane is approached, v
1 

changes from large and positive to large and negative. As this happens, 

a and a must change from large and positive (see (4.25)) to large and 

negative, since a and a are first order polynomials in v
1

• Two cases 

can occur, depending upon which of a or a has the largest zero as a 

function of 

First suppose it is a. Then a and a depend on v
1 

as in Figure 

4-9. This construction allows the v
1 

- axis to be partitioned into re-

gions in which different members of Cases I through VIII of Figures 4-1 

through Figures 4-8 apply. Then a bifurcation diagram of the steady states 

of T can be constructed, using the phase plane portraits to show stability 

or instability. This is done in Figure 4-10. Solid lines indicate sta-

bility; dashed lines indicate instability. Straight lines indicate F = 0 

since these states are linear in v
1

; curved lines indicate F + 0 since 

these states are quadratic in v
1

• 
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Now suppose the zero of a is larger than the zero of a. Then 

the dependence of a and a upon v
1 

is as in Figure 4-11 and the corres­

ponding bifurcation diagram is Figure 4-12. 

FIGURE 4-11 

FIGURE 4-12 

.... 
' .... ..... ..... ..... ...... ..... ...... ..... ..... 

..... ..... ..... ..... 
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Note that these bifurcation diagrams exhibit exchange of stability, 

secondary bifurcation, bridging of two states with a third, and most 

interestingly, a state that loses its stability without exchanging it 

with another state. 

4.4 Loss of Stability Without Exchange of Stability 

This last mentioned feature deserves closer attention. The analy-

ses leading to the phase portraits, Figures 4-1 through 4-8, were based 

primarily upon finding direction fields consistent with the known local 

behavior near the steady states, and it was never found to be necessary 

to introduce more sophisticated final states, such as lim~t cycles. 

That is not to say that, for example, limit cycles could not exist in 

cases possessing the required circulation such as Cases III, IV, VI, and 

VII. However, it does say that in each individual case, no limit cycles 

were necessarily introduced. 

On the other hand, after seeing the strange behavior between Cases 

III and IV in Figure 4-10 and between Cases VI and VII in Figure 4-12, 

and noting that in making this transition, the singular point at 

+ a 
(Cb , F) = (- ~ 

8 ~ (~- ~)) changes from an inward winding spiral to 
K 

an outward winding spiral, it seems prudent to reconsider the nonexistence 

of limit cycles since this is the classic case in which a Hopf bifurcation 

will occur. If, precisely a t the bifurcation parameter value 

where the singular point changes from an inward winding spiral to an out-

ward winding spiral, the field is winding inward, thenthere must be a 

supercritical bifurcation of a stable limit cycle. If, precisely where 

the singular point changes from inward winding to outward winding, the 

field is winding outward, there must be a subcritical bifurcation of an 
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unstable limit cycle. However, although the argument in favor of bifur-

eating limit cycles would seem strong at this point, this need not occur, 

because at the critical bifurcation point, the field winds neither in nor 

out: the system is conservative. The entire branch of periodic solutions 

required by the Hopf bifurcation theorem exists only at the critical bifur-

11= (4.27) 

This is true even if n f 0, and the other parameters have either sign. 

Therefore this result is not restricted to the present example, and it 

will play an important role in the rest of this chapter. 

This means that the transition between Case III and Case IV looks 

like the phase portrait in Figure 4-13 and the transition between Case VI 

and Case VII looks like Figure 4-14. 

F 
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F 

~ --" Cf 

0< ~ <~(~)=~ 
FIGURE 4-14 

Therefore, the loss of stability which occurs at 
a 
13 

2(~) 

' 
for the 

steady state with F # 0 is a global loss of stability. The trajectories 

which approach this state as T -+ oo for greater than the critical 

value approach the state more and more slowly as v
1 

decreases, until at 

the value of where 
a a s-= 2(-;:--), 

f 
they neither approach nor recede from 

the state. As continues to decrease past this critical value, 

these trajectories begin to wind out, and the steady state becomes globally 

unstable. 

This completes the desired analysis of the preliminary example, 

and we can now proceed to a case by case analysis of the phase portraits 

a (~) of T. However, the result that T is conservative at - = holds 213 ~ 
in general and can be used as above to show that there need be no bifur-

eating periodic solution from the F t 0 steady state at this point. 
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4.5 Analysis of the Slow-Time Behavior 

The approach now will be to first subdivide the various cases 

" according to the signs of the given parameters, S, ~. K. Each of these 

cases will be divided according to the possible dependencies of a and a 

upon v
1

. Then for each of these cases, a bifurcation diagram of the 

steady states of T can be constructed for various values of n. In all 

cases, it can be verified that the steady states and their stability 

yield a more or less complete dynamic picture of the bifurcation by 

studying the individual phase planes as in the preliminary example. 

The system, T, has at most three singular points. The first two 
+ 

are called SS . 

(4.28) 

-~-}(~t-;- (4. 29) 

All square roots in this chapter are taken positive for positive argument. 

Obviously 

(4.30) 

Also, if they are real, then 

55 • 
(4.31) 

+ 
SS are intended to be mnemonic names to indicate "steady state", in 
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the sense of the full problem. That is, they imply F = 0, which implies 
+ + 

c1 = 0. Therefore, for all trajectories which approach SS , the full 

problem has the following limiting solution as t, T ~ oo. 

(:) ==f.(~~+~£[-~ ±}(1pf-l J(~~Dk~)~1,t-x) (4.32) 

+ 0 {~"2) 

This is obtained from (4.3) and (1.31), where "+" is the same as for 
+ 

the steady state of T, SS . The third singular point will be referred 

to as MS. 

(4.33) 

As mentioned before, F must be positive, so 

(4.34) 

MS is the mnemonic symbol for "mixed state", since both a steady portion 

and a portion periodic in t appear in (4.3). Using (1.31), (4.3), 

(4.11), (4.20~ and (4.33), the corresponding limiting solution for the full 

problem as t, T ~ oo is the following. 
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( 1) =o fo(~) -)£ ~ ( \{ ~ Dk~) ~b{-,) ( 4. 35) 

+). E {[~ {-; + ~ ~~ _ tJt ( Vo+Dk,'+-i }~v.-{v.~ Pk," )'} 

~0 is some constant phase shift which would have to be obtained by inte-

grating (4.20) over the trajectory. 

The forms and behavior of the bifurcating solutions are now clear. 

All that remains is to see which, if any,steady state is approached, how 

it is approached, and how the amplitudes, Cb+ and F, depend on the 

bifurcation parameter, v
1

, as the unstable region is entered. 

We begin the analysis of T by restricting to 

($< 0 

This loses very little generality, since each case with 

analogous case with B < 0, but with Cb+ replac ed by 

(4.36) 

B > 0 has an 

+ 
(- cb ). The 

b i furcation diagrams look somewhat different, but possess no new pheno-

mena. 

Now linearize T about each steady state. For + 
ss ' let 
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Then to first order 

For SS , let 

Then to first order 

Finally, for MS, let 

A 

(C:J~(~r-;-!~(~-~n)+rn . (4.41) 

Then to first order 



:J(;) (4. 42) 
• 

The zeros in the above matrices simplify the analysis considerably. 

Since the matrices in (4.38) and (4.40) are upper triangular, their eigen-

values can be easily read from the diagonal elements. 

When SS is real, its linearized system has one positive eigen-

value, so it is either a saddle point or an unstable node, depending upon 

the sign of the other eigenvalue. However, in any case we can conclude 

that SS is unstable. 

When ss+ is real, its linearized system has one negative eigen­

value, so ss+ is either a stable node or a saddle point. Therefore, 

to determine the stability of the other eigenvalue must be con-

sidered. Straightforward calculations allow this to be determined 

through the use of the following decision tree, which answers the ques-

tion of + SS 's 

convenient. 

stability in terms of quantities that will prove 
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')f ,.~Go(-~) 2t<~(D<-~) 11 /10~ /\) 11 ~ A) 
~ cp (5 q ~ q ~ 1f ff/~ r-~ r<~(~-~ 

! 1 f ! 
saddle stable saddle stable saddle 
point node point node point stable 

node 

FIGURE 4-15 

As for the stability of MS, the zero element of the matrix in 

(4.42) also allows some easy conclusions. If the product of the off-

diagonal terms is positive, then MS will be a saddle point. These are 

the least interesting cases and will not be pursued. To accomplish this, 

recall (4.34). Requiring 

(4.43) 

will then insure that the product of the off-diagonal terms in (4.42) will 

be negative. This implies that MS is either a node or a spiral point. 

Furthermore, assuming MS is physical (F > 0), 
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) (4.44) 

and when it changes stability, it can only do so as a spiral changing 

from winding in to winding out or vice versa. 

Finally, if MS disappears out of the physical region, this 

must happen when its F-component vanishes. From (4.33), this is where 

or equivalently, 

So the + 
Cb - component of MS is 

' (4.45) 

(4.46) 

~ when it disappears, 
8 

Comparing these components with (4.28) and (4.29), it can be seen that, 
+ 

when MS disappears (or appears), it does so by bifurcating from SS 

To see whether it is SS+ or SS , 
+ 

and SS and see whether "+" or 

or 

Therefore if 
Cl 
- > 
2~ 

Cl 
then MS 

MS bifurcates from SS . 

compare the + 
Cb -components of MS 

"-" causes the equality to hold. 

(4.47) 

(4.48) 

bifurcates from If 
Cl - < 
213 

Cl 

The thread running through the above analysis is that all the 
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important features of T -- the existence of singular points, their 

stability, their intersections- can be determined by three comparisons: 

(4.49) 

Therefore, one reasonable way to proceed is to plot the five quantities 

in (4.49) as functions of v
1 

and then read off the relevant information 

using the results just derived. Actually n 
(3 

is independent of and 

its effect will be studied by, in each case, choosing a representative 

set of values, 

and seeing what bifurcation diagram results from each member of the 

set. 

Also note that 

Therefore, the curves 

tangent at 
2(3 

a 
= -;::: 

• 

as functions of 

(4.50) 

(4.51) 

are 
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4.6 Phase Portraits for the Various Cases 

Based on the results of the previous Section, the graphs and 

bifurcation diagrams found at the end of this Section are easily obtained. 

The graphs are of the five quantities in (4.49), which will be referred 

to as the critical functions of In the bifurcation diagrams, solid 

lines indicate stable states and dashed lines indicate unstable states. 

To separate genuine intersections from apparent intersections, which 

arise from the three dimensional to two dimensional projection and from 

superposing more than one diagram on the same set of axes, genuine inter-

sections will be reinforced with heavy dots. Heavy dots will also mark 

changes in stabil i ty in the middle of a branch. The branches correspond­
+ 

ing to SS and MS can be distinguished by recalling (4.31) and 

noting that, while a MS branch generally has at least one definite 
+ 

endpoint, SS if taken together, do not terminate, but rather behave 

as follows. 

lim ss± t=. [(clr,+,F)lcb-+=Oor-~,F=o} 
Jv, I ;.oo 

For each bifurcation diagram the reference case of n 

included to help compare various values of n. 

n 
0 

" 

(4.52) 

0 is 

Recall that we have already restricted to a < 0, • K < o. Let a 

have its zero at v
1 

= va and a have its zero at v". Then the following 
a 

t a ble explains the figures. 
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Subcase 

A 

\) =;\) ,._ 

a a 

v =v~ 
a a 

Graph o~ 
C:t;"itical 
Functions 

4 17 

4-23 

4-25 

4-31 

4-37 

4-39 

4-45 

4-51 

4-53 

Bi~urcation 

Diagrams 
4-18 through 4-22 

4-24 

4-26 through 4-30 

4-32 through 4-36 

4-38 

4-40 through 4-44 

4-46 through 4-50 

4-52 

4-54 through 4-58 

FIGURE 4-16 

The case of ~ < 0 (slope of 
a slope 

a is < of 2"8) so similar 
q> 

case of <p < 0 (slop~ of ~ 
cp 

is between the slopes of 
a ZS and 

it is not displayed. 

to the 

~) 
s that 

As the figures are scanned, many interesting bifurcation phenomena 

may be observed. There is secondary bifurcation, linkage of two 

nonintersecting branches by a third, loss of stability at a bifurcation 

point (exchange of stability), loss of stability where a smooth branch has 

a vertical tangent, and loss of stability in the middle of a branch for 

neither of the preceding reasons (Section 4.4). Of special interest is 

the effect of varying the imperfection parameter, n. As n increases 
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or decreases from zero, there are cases where SS split apart leaving 

an empty region between them similar to the behavior in Chapter 2. There 

are cases where the branch for MS either appears or disappears or even 

detaches itself entirely from the other two branches. Also note how the 
+ 

bifurcation point of MS from SS creeps around the curve near the 

vertical tangent between ss+ and ss and how this affects the sta-

bility properties as n becomes increasingly more negative. In short, 

bifurcation in a reaction-diffusion system that loses stability through 

one real eigenvalue and a complex pair of eigenvalues and that includes 

an imperfection parameter possesses a quite rich and varied range of 

behaviors. 
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FIGURE 4-25 
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FIGURE 4-53 
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FIGURE 4-58 
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