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ABSTRACT

I have investigated the effect of wvariation of
meteorological variables, cloudiness, and surface variables
(such as albedo and continentality) on the reflected solar
and emitted terrestrial radiation leaving the top of the
atmosphere. The investigation was empirical agd used the
radiometric data from the scanner channels of the Earth
Radiation Budget (ERB) instrument on Nimbus 7, cloudiness
variables from analyses done by L.Stowe et al. on data from
the Temperature and Humidity Infrared Radiometer (THIR) on
Nimbus 7, and meteorological data from the FGGE (First GARP
Global Experiment) Level III-b global weather analyses. The
data were analysed on time scales of one day and spatial
scales of about 450 km.

This investigation had three main goals. The first goal
was to determine the effect of cloudiness on the net
radiation for wvarious surface and atmospheric conditions
during the period investigated (12 June to 18 June 1979).
The second goal was to determine whether or not this type of
linear analysis on a data set of synoptic time and space
scales could be used for a reasonable and empirically
accurate parameterization of radiation to be used in simple
energy balance climate models (which are wvalid at wvastly
larger time and space scales than this data set). The third
goal was to compare the regressions determined from this

data set between radiation, cloudiness, and weather with the



internal statistics developed in a Global Circulation Model
(GCM), with the idea that eventually this type of 1linear

analysis could be used as a constraint on GCMs used by the

atmospheric science community.
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Chapter 1

INTRODUCTION AND GOALS

What 1is the effect on the Earth's surface climate
(especially annually-averaged surface temperature and
rainfall) of a doubling of the atmosphere's 002
concentration? What is the effect of a changing solar
'"'constant'' or a changing Earth orbit on these climatic
parameters? These and other questions related to the
Earth's climate are not as easily answered as they are
posed. One of the main reasons for the difficulty of their
solution is that the atmospheric radiation budget, and
therefore the surface climate, is heavily influenced by the
distribution of wvarious types of cloudiness, at 1least on
time scales of 1less than a vyear. Webster and Stephens
(1984), for example, estimate that a mere 10% increase in
the amount of low-altitude cloud cover around the globe
would wipe out the expected increase in surface temperature
associated with the doubling of atmospheric 002,

Even the most sophisticated atmospheric models of our
time are not notorious for their ability to simulate the
present day distribution and characteristics of clouds
around the Earth (see Liou and Curran (1984) for a
discussion). Moreover, cloud amount and height are not the
only important parameters. Somerville and Remer (1984) have

found that any variation of liquid water content in clouds

with temperature might have substantial consequences for the
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global albedo. Many of the processes influencing the
physical characteristics of clouds are only poorly
understood or else very difficult to model. Most models of
the Earth's atmosphere are computed on large spatial scales
(typically about 500 km to 1000 km between grid points), but
the processes influencing cloudiness often take place on
smaller scales. Another problem is that the effects of
certain types of clouds (especially laterally heterogeneous
clouds like those associated with boundary layer convection)
on the atmospheric radiation field are not that well known
(see Harshvardhan, 1982).

Although the theoretical situation is still muddled,
recently two observational data sets have become available
that can help solve the question of the effect of wvarious
amounts and types of clouds on the Earth's radiation budget.
One data set consists of the spatially and angularly
resolved measurements of radiation leaving the top of the
atmosphere determined by the scanner channels of the Earth
Radiation Budget (ERB) instrument on the Nimbus Z
spacecraft. Between November 1978 and June 1980 these
channels returned spectrally integrated visible (0.2 um to
4.5 ym) and infrared (4.5 um to >50 um) radiances for all
regions of the Earth on a four day cycle (usually three days
on and one day off). The radiances were measured at angular
resolutions of 0.25° by 5.12° and spatial resolutions of
4 km by 85 km at the nadir and 350 km by 320 km at the

horizon (limb as seen from the spacecraft). Since the
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satellite was in a sun synchronous orbit, with equator
crossings at noon and midnight, all measurements outside of
high latitudes were made near local noon and local midnight.
In support of ERB and other experiments on Nimbus 7, an
infrared camera, THIR (Temperature Humidity Infrared
Radiometer), was carried onboard to determine the extent and
type of cloudiness in the regions of the Earth being viewed
by the Nimbus experiments. The other data set is the vast
trove of meteorological measurements taken in association
with the First GARP Global Experiment (FGGE) or Global
Weather Experiment. For the vyear from December 1978 to
December 1979, a large array of meteorological platforms
(satellites, ships, airplanes, balloons, and surface
stations), many of them specially designed for FGGE,
returned conventional and some unconventional weather data.
Particular concern was paid to filling in data gaps in ocean
areas and the southern hemisphere. The entire data set was
binned, averaged, and interpolated using a general
circulation model (GCM) that the European Center for Medium
Range Forecasting (ECMWF) uses operationally for weather
forecasting.

I had three goals in mind in analyzing these data. The
first goal was to determine how the distribution of clouds
(as they occur now) in the Earth's atmosphere affects the
radiation budget of the surface and atmosphere. The second
goal was to develop equations that could be used to predict

top-of-the-atmosphere radiation fields for simple climate
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models. Since these are simple models, involving only a few
meteorological variables, I did not want to explicitly
include cloudiness. So I looked for equations in simple
parameters (e.g., surface temperature, surface albedo, etc.)
to predict the radiation field that bypassed cloud cover
prediction. The third goal was to develop empirical
relations between top-of-the-atmosphere radiation and
various meteorological parameters of imporfance for
predicting cloudiness and radiation in general circulation
models (GCMs). I hope, in the future, to compare these
relations with the internal statistics of various GCMs.

This is not the first time that someone has attempted to
solve the three problems outlined above. Ohring and Gruber
(1983) provide a good review of past work on the first two
goals. Linder et al. (1981) and Jensenius et al. (1978) are
good examples of work toward the third goal. The data sets
I used, however, allow a more sophisticated analysis of
cloudiness, radiation, and weather than has been possible in
the past.

The technique I used to accomplish these goals involved
analyzing the statistics (averages, variances, and
covariances) of ERB radiance measurements. These statistics
were then corrected for possible systematic errors involved
in the poor diurnal coverage provided by the sun-synchronous
Nimbus 7. The diurnally corrected statistics of the
radiances were then combined (as described in Chapter 3) to

provide statistics involving the top-of-the-atmosphere
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emerging visible flux, infrared flux, and planetary albedo.
The resulting statistics relating the fluxes and albedo with
all the other parameters were used for various single and
multiple parameter regressions. The technique, in itself,
provided what might be said to be the zeroth goal of this
thesis, in that much time and effort was spent in
determining whether the results of this work were sensitive
to changes in various specifics of the analysis.

The results of this investigation are as follows. I
have determined that the distribution of clouds on Earth as
it occurs in our present climate (at least for 28 November
1978 and 12-18 June 1979) has no great net effect on the
Earth's radiation budget as a whole. This is in contrast to
a number of previous studies that have shown measurable and
important effects of cloudiness on the global net radiation
in the annual average. For example, Hartmann and Short
(1980) found that increased cloud cover would tend to cool
the Earth, due to the effect on albedo being larger than the
effect on outgoing terrestrial infrared radiation. However,
my results indicate that cloudiness does have a significant
impact on the seasonal radiation budgets. Increased cloud
cover acts to buffer seasonal excursions in the net
radiation (decreasing net radiative intake in summer and
increasing it in winter).

Egquations were developed that I feel might be usable for
estimation of the top-of-the-atmosphere radiation field in

simple energy balance climate models. These eguations have



&
coefficients for predicting the emission of longwave
radiation from the surface temperature that are noticeably
larger than those derived from most previous studies.
However, they are similar to the results of a more recent
study by Simmonds and Chidzey (1982), that used seasonal
rather than annual average data.

Finally, empirical relations between various
meteorological parameters (on the shorter time and smaller
spatial scales of GCMs) and top-of-the-atmosphere radiation
have been determined. When eventually compared with the
internal statistics of GCMs these can serve as an empirical
check on the wvalidity of these models and thus help to fine
tune them. In at least one comparison with prewvious work
(that of Linder, et al., 1981) a multiple regression was
able to explain a much larger fraction of the variance in

the planetary albedo than was possible before.



Chapter 2

ORIGIN OF THE DATA

In this chapter I explain where the data that I used
originated. My most important data came from the Nimbus 7
spacecraft. Nimbus 7 was placed in a circular sun
synchronous polar orbit about the earth in mid-November
1978. This spacecraft orbits about the Earth. every 104
minutes at 955 km altitude, <crossing the equator at

longitudinal separations of 26° at local noon and midnight.

II.A) Nimbus 7 ERB and radiation data

The scanning channels of the Nimbus 7 ERB instrument
were designed primarily to help determine the outgoing
visible and infrared fluxes from the top of the Earth's
atmosphere on a horizontal scale of about 150 km. On any
given day, the instrument would measure the radiance leaving
a given region of the Earth from only a few angles. Thus to
retrieve the flux (irradiance) leaving any region, an
angular distribution model appropriate to the target would
héve to be employed. This provided the second major purpose
of the scanning channels: to develop angular distribution
models for outgoing visible and infrared radiation for a
suitably diverse range of targets. The scanners operated
successfully from November 16, 1978 through June 22, 1980.
Some earth radiation budget results for this time period

(Jacobowitz, et al., 1984a) and early developments of
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angular distribution models (Taylor and Stowe, 1984) have
been published.

I will now briefly describe the ERB scanner instrument.
For detailed descriptions of the ERB hardware and data
acquisition see Jacobowitz, et al. (1978) or Jacobowitz, et
al. (1984b). The ERB scanners consist of 4 small coplanar
telescopes (in a fan-shaped array), each possessing both
infrared and visible optical systems. The instantaneous
field of wview (IFOV) of each scanner is 0.25° by 5.12°.
Pyroelectric detectors (with nearly flat spectral
sensitivity aﬁa linear reponse) were used for both the
visible and infrared. The wvisible channels covered 0.2 um
to 4.8 um and the infrared channels covered 4.5 um to 50 um.
Noise equivalent radiance for the shortwave channels was
0.37 W m 2 sr’! and 0.18 W m % sr ! for the longwave
channels. Sensitivity variations throughout the duration of
the experiment were about +1%.

The scanners were gdJgimbal mounted and thus could be
rotated around two axes. They were scanned vertically by a
stepper motor in steps of 0.25° and horizontally in steps of
0.5%, Data was recorded at % second intervals (integrating
the measurements during each % sec scan). The scan pattern
of a single vertical scan is shown in Figure 2.1. Both
short and long scans were used in various combinations. The
long scan goes beyond the Earth's horizon (at 60.4° from the

nadir). Five different scan modes (combinations of forward,

backward, and side scans of long or short lengths) were used
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(see Figure 2.2). Scan modes 1 through 4 optimized the
angular coverage of those geographical targets (regions of
the earth's surface and atmosphere) that were viewed at the
expense of geographical coverage. Scan mode 5 optimized
geographical coverage at the expense of the angular coverage
of the targets measured. In one of the first four modes the
scan pattern is repeated every 112 s (or 700 km on the sub-
spacecraft track) and in mode 5 the pattern repeats every
224 s (or 1400 km along track). Mode 5 was the standard
mode of operation.

In this investigation I used the ERB scanner data on the
Sub Target Radiance Tapes (STRT). These tapes are described
more fully in Stowe, et al. (1980). Each tape contains all
the ERB scanner measurements for each of the 18,630 sub
target areas on the earth for a given day (defined in GMT).
A sub target area (STA) is roughly a square region of the
earth's surface 1.5° in latitude (167 km) by about 167 km in

longitude (varying from 1.5° at the eguator to 40° at the

poles). The record for each STA includes (for each
measurement) the infrared radiance (W m~2 sr'l), visible
radiance (W m™ 2 sr_l), time (GMT), observer zenith angle,

azimuth angle between sun and observer, and fraction (in
chs) of the scanner IFOV that fell inside the STA. The
measurements are grouped by the orbital pass on which they
were taken. For each orbital pass the range and mean of the
solar zenith angle for the STA are listed. One should note

that the theoretical maximum range for the solar =zenith



T
angle for a given STA during a single orbital pass is 4.3°,

In practice the range is much less.

II.B) Nimbus 7 THIR and cloud cover

The Temperature Humidity Infrared Radiometer (THIR) on
board Nimbus 7 is a two channel scanning radiometer whose
output 1is useful for the determination of c¢loud cover,
emitting surface temperature, and atmospheric water.
Although on earlier Nimbus satellites THIR served a research
purpose, on Nimbus 7 it was included to support the other
experiments. THIR consists of an optical scanner whose beam
is divided into two channels, a 10.5 um to 12.5 um window
channel and a 6.5 um to 7.0 um water vapor channel. The
ground resolution (IFOV) at the nadir for the 11.5 um
channel is 7 km and for the 6.7 um channel it is 20 km. A
more detailed description of the instrument is in Cherrix
(1978).

The group led by Larry L. Stowe of NOAA/NESDIS has taken
the THIR data for the time in which the ERB scanner was
working and determined fractional area cloud coverages (for
high clouds, medium altitude clouds, low clouds, and clear
areas) and various statistical flags and included all this
data on the STRTs (Stowe, et al., 1978 and Chen, et al.,
1980). The brightness temperature in each IFOV was
converted into a physical temperature (by correcting for
atmospheric attenuation). Fractional cloud coverage in each

STA was determined by allocating all IFOVs in a sub target
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area to each of four categories: surface, low cloud (cloud
with tops below 2 km altitude), mid level cloud (cloud tops
2 km to 7 km in the tropics, 2 km to 6 km in mid-latitudes,
and 2 km to 4 km in polar regions), and high cloud (cloud
tops above the mid level cloud 1limits). Monthly mean
atmospheric temperature profiles from NCAR (Jenne, et al.,
1974 and Crutcher and Meserve, 1970) were used to establish
the boundaries between these categories in terms of
temperature.

In addition to the fractional area cloud coverages,
various binarywxflags were included in the STRT records.
Some flags indicated possible ambiguities in cloud level
identification. These flags were ignored in this
investigation because I wished to use as much data as
possible. Other flags indicated (based on statistical
analysis of the THIR data) the presence of cumulus clouds
and of broken stratus. I ignored these flags because none
of these flags indicated anything physically meaningful (L.
Stowe, personal communication, 1982). One flag was included
to indicate that measured temperatures in the high cloud
category were so low as to indicate that the high clouds
were made of ice, rather than liquid water. I used this

flag in my analysis.



II.C) The FGGE Level III-b data set from ECMWF and weather
variables

One of the major reasons the ERB scanner data set is so
important for weather-radiation-climate studies is the
existence of the contemporary FGGE data set. From December
1978 to December 1979 the nations of the world cooperated in
the First GARP Global Experiment (FGGE). An expanded
network of surface and upper air weather stations provided
more numerous, accurate, and standardized conventional
weather data than had been available before. A global
network of fi;é geostationary satellites provided cloud
track winds. A new generation of American polar orbiting
weather satellites (TIROS-N and NOAA-6) provided more and
better temperature and humidity soundings. Finally, a large
number of special platforms (including long-lived ballons,
weather ships, weather instruments on commercial airliners,
dropwindsondes, and weather buoys at sea) were deployed to
gather conventional weather data in sparsely populated
regions (especially over southern and tropical oceans). The
most intensive and extensive coverage occurred during two
Special Observing Periods (SOP), each lasting two months.
Most of the data I analyzed covered a period of time during
the second SOP (during mid-June).

The various data sets were averaged and interpolated by
4-dimensional assimilation into global weather prediction
models to produce global weather analyses. The resulting

global analyses are called the FGGE Level III-b data set.
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Two versions were produced, one at the European Center for
Medium-range Weather Forecasting (ECMWF) and the other in
the United States. I used the ECMWF version because the
other was yet not available when I began this project.

The ECMWF Level III-b FGGE data set is described in
Bengtsson, et al. (1982b). The ECMWF model predicts
temperature, horizontal winds, absolute humidity, and
surface pressure on a regular (1.875° latitude by 1.875°
longitude) grid at 15 (non-uniformly spaced) vertical levels
in sigma (¢ = ©p/p

~—

assimilated every 6 hours (+3 hour windows). The 6 hour

surface) ¢coordinates. Data were

prediction based on the previous analysis was used as the
first-guess starting point for a given analysis. The
analyses were produced in pressure coordinates and the winds
were analyzed on the same gridpoints as the other wvariables.
The model predicted u and v at gridpoints midway between the
gridpoints for T, P, and g. Moreover analyses used heights
and thicknesses rather than temperatures as variables.
Thus, in order to produce each first guess analysis, the
prediction needed to be converted to analysis wvariables and
coordinates, using interpolation by cubic splines.
Observations were then used to correct the variables at the
gridpoints through optimum interpolation. Weights were
assigned to various types of observations and predictions
based on their error characteristics. These weights were
then used, along with data taken during the 6 hour window,

to determine the corrections to the first-guess (predicted)
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variables. In order to assimilate the new data in a
meteorologically realistic way, the weighting factors cause
the correction factors to be locally non-divergent and
approximately geostrophic at high latitudes. In order to
eliminate contamination of the data by gravity waves, a non-
linear normal mode initialization is |used. In this
technique, the initial change of gravity wave modes is set
equal to =zero. Supposedly, all this creates no problems
except to partially suppress Hadley circulation and create
some errors in the vertical profiles in the tropics. A far
more detailed &;scription of the analysis scheme is found in

Lorenc (1981).

In the ECMWF scheme, an analysis is produced for every 6

hours. Throughout FGGE, every other analysis is stored on
tape (an analysis at 00 GMT and 12 GMT every day). During
each SOP, every analysis was archived. The data archived

for each horizontal gridpoint in each analysis is listed in

Table 2.1.

II.D) Geographic data on the STR and RAND/SIO tapes

The STR tapes include data on the nature of the earth's
surface in each target area and each sub-target area (in
addition to the ERB and THIR data). There is one so-called
"topography" record per TA and one '"geography" record per
STA on each STRT. Each topography record (see Stowe, et

al., 1980) specifies the fraction of each TA containing:
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1) water and permanent ice for each of four seasons
2) six other surface configurations:

plains

hilly uplands and plateaus

mountains

hamada desert

erg desert

mountain and bolson desert
3) nine vegetation classifications:

mountain vegetation

selva (rain forest)

scrub forest

taiga (high latitude coniferous forest)

mixed mid-latitude forest

savannah (tropical grassland)

prairie (mid-latitude grassland or steppe)

tundra

desert.
These data were obtained by hand analysis of maps from an
ordinary atlas (James, 1951). Each geography record
contains the fraction of land, water, snow, and ice in each
STA within 24 hours of the ERB measurements (Stowe, et al.,
1980). In addition, data on snow depth and age of snow and
ice are given. These were obtained from Air Force
nephanalysis tapes, which archive data on snow and ice
(including sea ice) each day (at 00 hours GMT) on a global

grid with 40 km resolution.
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In addition to the data on the STRTs, I used surface
elevation data off the Topographic Data tape from the
National Geophysical and Solar-Terrestrial Data Center.
This tape includes (along with other topographic data sets)
the RAND/SIO Global Topography, a file of surface elevations
over the entire Earth at a resolution of 1° of latitude and
longitude. W. L. Gates and A. B. Nelson (both of Rand
Corporation at that time) published this as a fopographic
report for the Defense Advanced Research Projects Agency in
1973. Depths (below sea level) for ocean areas were
obtained fromM;easurements made at Scripps Institution of
Oceanography. Elevations above sea level (for land areas,
ice caps, and regions of sea ice) were determined by wvisual

estimations of contour charts. For ocean areas not covered

by sea ice, I used an elevation of 0 meters above sea level.
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Chapter 3

METHOD OF DATA ANALYSIS

In this chapter I explain how I took radiance (not flux)
data, standard meteorological data, cloudiness data, and
information about the Earth's surface geography and derived
linear analyses of flux, weather wvariables of physical
relevance to <cloud-radiation studies, cloudiness, and

surface albedo.

ITII.A) Turning an analysis of radiances into an analysis of
flux

I am not the first to attempt to determine the
relationship between out going radiative flux, cloudiness,
and weather. A fine example of a cloud-radiation study is

Hartmann and Short (1980), and two excellent studies of

radiation-weather relationships are Jensenius, et al. (1978)
and Linder et al. (1981). I believe my analysis is superior
to these and other old analyses in three main ways. First,

I have global weather data of relatively high quality due to
my use of ERB data during a FGGE SOP. Previous analyses
have been restricted in their geographic scope and had to
suffer less reliable weather data. Second, the ERB scanner
data have resolution sufficient to resolve synoptic scale
weather (and cloud) systems (just as data from the cloud
imaging systems on our conventional weather satellites do),

yet they retain the broad spectral coverage and high
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accuracy of the traditional low resolution ERB instruments.
Third, and most important in the development of this thesis,
my analyses include resolved radiance data from all portions
of the hemisphere of upward going flux.

For any given target (on the Earth) at any given time, I
have available only a limited set of radiance data. These
data do not cover all of the upper hemisphere for the
target. Therefore, I used larger (and fewer) angular bins.
Figure 3.1 gives an idea of the distribution of radiance
data (in the upward hemisphere) acquired during daylight
hours (solar =zenith angle less than 85 degrees) by the
Nimbus 7 satellite for several typical target areas (regions
500 km on a side). Note that in these diagrams the upward
hemisphere has been folded about the plane including the
sun. This has been done for reasons of symmetry which will
be explained below. For any target outside the higher
latitudes, Nimbus 7 acquires daylight ERB data on, at most,
two overflights a day. In the figure, each overflight
acquires an arc of data (part of which may be reflected at
the lower boundary of the plot). Where there are two arcs
of data, there were two overflights of Nimbus 7 which
acquired data for the target area during that day. Even in
those cases having two arcs, the upward hemisphere is
clearly not completely sampled. However, I <can take
analyses of radiance data of this sort and correlative

(cloud and weather) data and derive relationships between
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the full hemispheric flux and the correlative data while
making very few assumptions as follows.

Let R[e,¢,e®(t)] be the radiance (reflected visible or
emitted infrared) 1leaving a portion of the Earth, at a
zenith angle of e, a relative azimuth angle (between the sun
and the emission direction) of ¢, when the solar =zenith
angle is eo, at a time t. See Figure 3.2 for an explanation
of the coordinates. Then the flux is given by

n/2 2w

f R[e,6,0_(t)] cos e sin e de dé. (3.1)

F(t) = f .
=

8=0
If we divide the upward hemisphere into a series of angular

bins, we can descretize this equation. We get

F(t) =} Ry(e (t)) u; afy, (3.2)
i

where X; is the value of x in the angular bin i (defined by

the angles 8, ¢3), uj = cos e;, and AQ; = sin ey a8; 4dj.

2

Now let Oy be the wvariance of x, let o be the covariance

Xy
of x and y, and let <x> be the ensemble average of x. Then

<X F> = <x> <F>

TxF

<E p.4 Ri(eo(t)) ui AQi>
i
- <x> <X Ri(e (t)) u; agg>
i

=3 uj ARy [<x Ry(e (t))> - <x> <R;(e8 (t))>]

i
=} uj a2y oyp- (94

3 i
The various scalar variables I used in this investigation,

which are represented in equation 3.3 as x, are listed in
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Table 4.1 and described in Chapter 4. Furthermore, it is

simple to show that

2
op = ) ) Uy ARy Uy ARj op p o (3.4)
i]
i3]
and that
Cpp = 2 2 Uy AR Uy ARy op p o (3.5)
k i ki

where italics in equation 3.5 are used for infrared flux and
radiances and normal letters are used for visible data, and
i and k are indices for wvisible and infrared radiances,

respectively. _Moreover,

<F> = ) <Ry> uy afy- (3.6)
i
In order to use equations 3.3 - 3.6 to estimate the

statistical characteristics of radiative flux, one needs a
data set having a large random sample of radiances from all
angular bins, including many pairs of measurements from each
combination of angular bins. In other words, for any bin i,
one needs many measurements of the radiance emerging from
bin j that were taken at the same time that a measurement of
the radiance from bin i was taken, for all bins j (covering
the entire upward hemisphere). Although I did not have
available radiance data covering the entire upward
hemisphere for any one target (of reasonable size and
duration), I did have available enough data of different
distributions about the upward hemisphere that I could
estimate the characteristics of the entire outgoing flux

(both infrared and visible) in a statistical sense.
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Previous empirical studies of cloud-radiation
relationships, when using data of high spatial resolution,
have generally taken individual radiance measurements and
immediately converted them into values of the emerging flux
at the top of the atmosphere. A number of biases can creep
into the analysis this way. Even when Nimbus 7 ERB scanner
data are being used this 1is not necessarily a wise
technique. Arking and Vemury (1984) and Vemury et al.
(1984) have analyzed and discussed the problems with just
such types of analysis. By determining the statistics of
individual radiances and only then turning these statistics

into flux statistics, I avoid these problems entirely.

III.B) Dividing the upward hemisphere into discrete bins
Radiances on the STR tapes are classified as emanating
from one of 419 angular bins in the upward hemisphere. If I
were to use these bins in order I would be unable to
determine the covariances of each radiance with all other
radiances (other angular bins). Therefore, I used larger
(and fewer) angular bins. In Figure 3.3, I show the
boundaries of some of the angular bin patterns that I used.
The first modification I made in the STRT bin "map" was
to reflect the upward hemisphere about a vertical plane that
includes the vector to the sun. Thus any spot in the upward
hemisphere fell into the same angular bin as that spot on
the opposite side of this plane. For one thing, most

reflection surface types in their pure form (e.g., total
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(a.) 49 visible bin map (b.) 19 visible bin map
Stowe-Taylor pattern collapsed version of (a.)
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(c.) 32 visible bin map (d.) 14 infrared bin map
my alternate pattern

Figure 3.3 Maps of the angular bins used in the various
analyses explained in the text. In each map,
¢ = 0 at the top.
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cloud cover at medium altitudes or tropical lowland rain
forests with completely clear skies) have no preferred
azimuth except that pointing toward their source of
illumination (in this case, the sun). The most complicated
surfaces (e.g., scattered clouds at various altitudes over
mountainous, forested islands in the ocean) also have no
preferred azimuth in the absence of illumination. For such
surfaces (the simplest and the most complicated) using only
one half of the upward hemisphere is gquite reasonable, on
theoretical grounds. There do exist reflector types,
however, which do have a preferred azimuth other than the
sun direction. Two obvious examples are linear mountain
chains and cloud '"streets" (lines of convective clouds
separated by lines with no cloud cover, which are parallel
to the wind in the lower troposphere, commonly found in the
trade wind latitudes and in the lee of polar fronts).
However, in order to model the effect of the innate
anisotropies of such reflectors successfully, I would need
to know the orientation of these reflectors relative to the
satellite, data which is difficult to find even when
available. Furthermore, I would have to use separate
angular bins, not only for observer zenith angle and azimuth
relative to the sun, but also for the relative azimuth
between the reflector anisotropy and the observer (or else
the sun). This is a much too difficult task for the scope
of this investigation, especially for a condition which is

far from ubiquitous and does not have an overwhelming impact
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on the reflection of sunlight from the Earth (the way that
the solar zenith angle or observer zenith angle do, for
example).

The second modification I made in the angular bin map
was to enlarge the size of the bins. You may note that in
the bin maps in Figure 3.3 there are far fewer than the 225
you might expect in half the upward hemisphere. For
analysis of infrared radiation, relative azimuth Setween the
observer and the sun, was deemed to be unimportant. Thus in
Fig. 3.3.a one finds that there are only 14 angular bins,
divided by zegith angle only. For analysis of wvisible
radiation, the relative azimuth was obviously important.
However, the importance of different specific angular bin

patterns on my analysis of the radiation was unknown when I

began this project. Therefore, I used three different bin
maps for my analyses. These are presented in Figs. 3.3.b-
3.3.d.

III.C) The diurnal coverage problem and its solution

The method of statistical analysis that I presented in
the first section of this chapter would be of interest to
climate studies if the radiation measurements I was dealing
with were either diurnal averages of the emitted (or
reflected) radiance or if they were instantaneous radiances
that were distributed randomly over the day. Unfortunately,
neither possibility proves to be the case. The Nimbus 7

satellite travelled in a sun-synchronous orbit with noon and
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midnight equator crossings. For the infrared measurements,
the situation 1is not so bad. The data set included
measurements which were near to the extrema of the diurnal
radiative emission cycle (which usually peaks in the early
afternoon and reaches its nadir just before dawn). The
result of using all the infrared data should give nearly
diurnal averages of the radiance ensemble averages and
covariances. Things are much worse for the visible data.
Not only were the measurements unevenly distributed over the
daylight hours, but they were concentrated at an extremum,
the maximum solar zenith angle, for most targets on earth.
For this reason, I converted the visible radiance data from
the STRTs into diurnally averaged radiances by applying
various diurnal corrections.

In order to convert the STRT data by applying diurnal
corrections, I need to assume that the nature of the surface
atmosphere ensemble (the "scene" observed by the Nimbus 7
ERB scanner) does not change during the hours of daylight.
In other words, the albedo does not change due to a change
in cloudiness or sea ice or snow cover during the daylight
hours of a single day. Thus, the only reason that a
noontime measurement of albedo would not be representative
of the diurnal average is due to the change of albedo of a
scene associated with the change in solar zenith angle. My
analysis should also work if I have a big enough sample and

there is no systematic change in scene with time (during the

daylight hours) for the various targets in my sample.
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Except for the development of convective storms (and their
associated clouds) during the afternoon over the Midwestern
U.S. in the summer, I know of no systematic changes in scene
type over the daylight hours which occurs in a large region
of the Earth.

To derive the diurnal correction factor we first define
the bidirectional reflectance (a function telling the albedo
in a given direction for illumination from another given
direction). The BDRF (bidirectional reflectance function),
A, is defined by

R(ep,cu,u@('c)f= ug(t) A(e,0,uy(t)) Fy (3.7)
or
Ri(t) = ugl(t) Ay(t) Fg. (3.8)

Then if X is the diurnal average of x, we have,

Ly R A G
and
F = z EI Uy ARy (3.10)

i
If we have some idea of how Ai varies with ug we should be
able to determine the diurnal averages given only the
instantaneous measurements of radiance and the solar zenith
angle at the time of each measurement.

Larry Stowe and V. Ray Taylor, using the information
archived on the STRTs that they helped write, developed
"angular distribution models" (ADMs), actually discretized
bidirectional reflectance functions, for various surface-
atmosphere ensembles (see Taylor and Stowe, 1984). Models

were developed for pure surfaces (clear atmosphere over
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ocean, land, snow, and ice), for pure forms of clouds (total
cover of low, mid-altitude, high ice, and high water
clouds), for mixed clouds (total cover of mixed clouds over
land and over ocean), and for partial cover of mixed clouds
(40% - 60% cover of mixed clouds over land and over ocean).
These 12 models were derived from data on STRTs for 66 days
in 1978 and 1979. For each of the 12 models, data were
averaged 1in 49 angular bins of the upward ‘hemisphere
(defined by observer zenith angle and relative azimuth) and

10 bins of solar zenith angle (each bin 0.1 wide in cosine

of s.z.a.). Taylor and Stowe classified observations by
the cloudiness observed and the type of surface known to be
underneath, and they chose only the best data (in terms of
the amount and quality of cloudiness data, especially).
Thus they were able to average together data from vastly
different regions (and most importantly, latitudes) of the
Earth. The result was to cover most of the range of solar
zenith angles for the various models. Some of the data from
these models are presented in Figure 3.4. In each part of
Figure 3.4 the albedo of each of the 12 surface-atmosphere
ensembles (models) in one angular bin is plotted versus
cosine of the solar zenith angle. The purpose of this
figure 1is to convince you that the way in which the
reflectivities of the various surface-atmosphere ensembles
behave versus solar zenith angle are, to a certain extent,
independent of the sort of surface-atmosphere ensemble being

observed. Therefore, I feel that the effect of solar zenith
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angle on albedo can be separated from the effect of the sort
of ensemble being observed. In short, we can perform a

separation of wvariables in our bidirectional reflectance

functions. I have modeled these functions (the Taylor-Stowe
models) in three ways: (a.) the constant albedo model, (b.)
the additive albedo model, and (c.) the multiplicative

albedo model. Note that each of the three models is used to
model the albedo in each of the 49 angular bins separately.
These models are explained in the following three

subsections. "=

(a.) The constant albedo model

In this model, I assume that the albedo in a given bin
is independent of the solar zenith angle (obviously wrong
from a perusal of Figure 3.4, but a good place to start the
investigation). Therefore, the albedo depends only on the
sort of scene (surface-atmosphere ensemble) being observed.

Thus,

Ai(t) = Ai(uo(t)‘s)

g;(s), (3.31})
where s signifies a suite of variables specifying scene

type. From equations 3.8, 3.9, and 3.11 we get,

Ri(t) = ug(t) gy(s) Fy (3.12)
and
Ry = U, 9;(s) Fg, (3.13)

where we have assumed (as explained above) that the scene

type does not change during the daylight hours of a single
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day. From equation 3.12 it is clear that we can express
gi(s) in terms of the instantaneous radiance measurement,

Ri(t)
gi(S) = (3.14)

ue(t) Fo
We can now express the diurnally averaged radiance in terms

of the instantaneous (measured) radiance and other known

guantities,
Yo
KI = R, (%) ; [(3:15)
g (t)

Note that, using equation 3.15, one can determine the
diurnally avergéed radiance from a target from knowledge of
the instantaneous radiance and geometry (the location of the
sun, the latitude, and the time of vyear). No a priori
knowledge of the sort of scene being observed is needed. It
was one of my primary goals in this thesis to do linear

analyses of radiance without using special knowledge,

thereby allowing me to use all of the available ERB data.

(b.) The additive albedo model
In this model, I assume that the bidirectional
reflectance function can be separated into two functions,
one dependant on the cosine of the solar zenith angle, and
the other dependant on the scene type. The sum of these
functions is the BDRF. Thus,
A;(t) = A (ug(t),s)

= g,(s) + hy(u,). (3.16)
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In a manner similar to that used for the constant albedo

model, using equations 3.8, 3.9, and 3.16, we can show that,

uG)
ug(t)

;7 F9 T Ei' (3.17)

R; = Ry(t)

i - By Tg By luglt))

(o}

Beyond the instantaneous radiance measurement and
geometric data, the only information we need to determine
the diurnally averaged radiance is knowledgé of how
reflectance varies with solar zenith angle, in general.
This knowledge is embodied in the model function hi(“o(t))‘
I present the méthod I used to determine these h functions

from the Stowe-Taylor data ("models") later in this chapter.

(c.) The multiplicative albedo model
In the multiplicative model, I assume much the same as
with the additive model, except that the separable functions
are multiplied to determine the bidirectional reflectance.
Therefore, we use,
Aj(t) = Aj(ug(t),s)
= fi(u@) gi(s). (3:18)

Once again, using equations 3.8, 3.9, and 3.18, we can show

that,
u@ Ei
R; = Ri(t) (3.19)

ug (€) £5(ug(€))
To determine the diurnally averaged radiance using this
model requires no more information than using the additive

model. The only difference is the sort of model used to
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simulate the effect of wvarying solar zenith angles

throughout the day.

IITI.D) Calculation of the diurnal correction factors
(a.) Determining the diurnal average of u@

If we let X be the latitude of a point on Earth, Tt be
the time angle (angle in longitude from the midnight
meridian) of the same point, and x@ be the declination of
the sun (latitude of the sub-solar point on the Earth), then
the cosine of the solar zenith angle is given by

uo = sin Xo sin . - <cos T cos ko cos \. (3.20)
I skip the proof of this because it is long and involved but
not particularly difficult. From equation 3.20, we can

derive the time of day for sunup and sundown,

_ -1
T, = cos (tan Ay tan )) (8.21)
and
T4 = 2m - cos™ ! (tan Ay tan ), (3.22)

where we constrain cos-1 X to lie between 0 and mw, for all
Wi Then the diurnal average of the cosine of the solar

zenith angle is given by

T
— 3 u
g = 37 [ Ir=0 0 drt
Ta
+ I (sin Xo sin . - <cos 1T cos xo cos ) drt
=T
u
21



38

n
1 "
= IT=T (sin xe sin . - cos T cos x@ cos ) drt
u

[(mr - Tu) sin xe sin )

+ sin T, €08 Xy cos )] / m, (3.23)
Note that for regions of midnight sun (polar summer), rather
than using equation 3.21 for Ty’ We simply use the value 0
(since the sun is up at midnight). For regions of noontime
darkness (polar winter) we simply use 1w for the value of Tu

(since the sun is down at noon).

(b.) Determining the g and h factors of the additive model

I used a linear least squares fit of the additive model
to the Stowe-Taylor ADMs to determine the model parameters,
g and h. If we suppress the subscript i (for angular bin
number) equation 3.16 gives us

A(ue.s) = h(uy) + g(s)

or

Ajk = hj + g, (3.24)
where j € (1,2,...,12} designates the scene type number and
k e {(1,2,...,10} designates the cosine of the solar zenith

angle bin number. Our model fit minimizes the sum,
10 12 ,
° = E-_ X Ve By Y Ryp = By - g (3.25)
J=1 k=1
where the X, are weighting factors for the solar zenith
angle bins, the y, are weighting factors for the different

scene types, and the vjk are zero for those combinations of

scene type and solar zenith angle for which Stowe and Taylor
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had no models and are one for those combinations where they
did have models. By minimizing S we get

12 o, 12
h, = {( Vi Vi) ( Vin Vi A
j Zk=1 jk 'k Zk=1 jk Tk “jk

12

= 2 Vg Yg 9 (3.26)
k=g Jk Yk 9k

o = 1. Vg %y hy). (3.27)

We have a degree of freedom in this model which we can use
by requiring that

12
Y, g, = 0.
I e 9%

Remembering the definition of v. this means that

jk’
12 12

zk=1”jk Y 9 = _zk=1(1 E “jk) Vi Tk (3.28)

In order to simplify the solution of egquations 3.26 and

3.27, we now define a vector z where zj = g; (for i ¢ 12)

and z; = hy_4, (for i > 12). Then from equations 3.26-3.28,

for 1 ¢ i ¢ 12, we get

10 4 10
z, = ( V.. X:) ( Vo Rie D
i £j=1 F1. =4 Ej:l Ji =F =3i

10

- Z =1vji xj zj+12) (3.29)

J

and for 13 1 ¢ 22,
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12 i 12
=y ™ (Zk=1“1-12,k Vi) [Zk=1“i—12,k Y Bi_12,x
12
-2 (17 viig0 k) vzl (3.30)
Equations 3.29 and 3.30 are, in fact, a set of 22
equations, which can be put in vector and matrix form as
Z=C+B2Z (3.31)
I will not write out the wvalues of the elements of the
constant vector C, or the elements of the coefficient matrix
B, as these can be determined by comparison of equation 3.31
with equations 3.29 and 3.30. The solution for the z; (and
therefore the Iy and hj) is then given by
z=(-p"c. (3.32)
I display the results for a few latitudes, angular bins, and
scene types in Figure 3.5, along with the Stowe-Taylor data
and the results of the constant and multiplicative models.
Even for those angular bins and scene types with the most

difficult phase curves, the additive model seems to make a

pretty good fit to the data.

(c.) Determining the f and g factors of the multiplicative
model
If we suppress the subscript i (for angular bin number)
equation 3.18 gives us
Alug,s) = f(uy) g(s)
or

Ay = § (3.33)
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where the subscripts j and k mean the same things as they

did for the additive model. We just define new functions,

ij = 1ln Ajk = 1n (fj gk) = 1ln fj + 1n I
= dj + ey, (3.34)
where the definitions of ij, dj, and e, are obvious. We

solve for dj and e in exactly the same way as we did for h.
and dp in the additive model. I even used the same values
for the weighting factors. Then I simply converted the dj
and ey into the fj and Ik for the multiplicative model.

The results_are not strictly a linear least squares fit
to the Taylor-Stowe data. Rather, they are a sort of log-
linear least squares fit. There are two reasons for doing
things this way. First, it seemed to me to be a more
reasonable way of fitting a multiplicative model to the
data. After all, the errors will be multiplicative not
additive. Secondly, I was unable to derive a nonlinear
least squares fit to the Stowe-Taylor data for this model
which would converge with successive approximations.

Some of the results of this multiplicative model are
displayed in Figure 3.5. Although this model does not fit

the Stowe-Taylor data as well and as often as the additive

model, it does a far better job than the constant model.

(d.) Determining the diurnal averages of Mg times the f and
h factors of the additive and multiplicative models
In order to determine the diurnal averages of Mo times

the solar zenith angle (s.z.a.) functions (f and h), I
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divided the integrals into steps of 0.1 in - This was
done because the Stowe-Taylor data (and therefore the s.z.a.
functions) were available only in discrete steps of 0.1 in
Uy We let Ul ™ 0.1 k and let T be the wvalue of t at
which we reach Mok From equation 3.20, we get
= t | -
T, = cos (tan Xo tan ) Lok Sec Xo sec \). {3.35)

Now we let g = f or h (the s.z.a. function we are dealing
with; note that we have suppressed the index for the angular
bin), qk = q(“e(t)) where tk_1 & B 3 tk’ and n = 10 ue(noon)

rounded up to the nearest integer (i.e., the number of steps

of 0.1 in U, during the hours between sunrise and noon in a

target area). The diurnal corrections we need are then
given by
i1
= & .
ug 9 = 31 IT=T(51n Xy sin X
u

- cos T cos xe cos )\) q(uo(r)) drt

n T
k .
= % E J q (sin % sin
k=1 Tr-1
- Ccos T cos Xo cos \) drt
n

= X .
== Zk=1qk [sin Xo sin ) (Tk - Tk—l)

- cos xo cos \ (sin Ty = sin Tk_l)] aT. (3.36)

Note that T. =« and Tg = 7 The factors from equation

-
3.36 are then used in equations 3.17 and 3.19 (where g = h
and q = f, respectively) for the additive and multiplicative

diurnal correction techniques.
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(e.) The weighting factors, xj and Y+ used in determining
the f and h factors of the diurnal correction models

In order to obtain useful diurnal correction models
(both additive and multiplicative) it is necessary to use
most, or all, of the Stowe-Taylor ADMs available for a given
angular bin. However, it is not necessary to overemphasize
data that are irrelevant for a given use. For example,
although we want to use a lot of ADMs in order to get a
useful model for tropical regions, it is not necessary to
weight the effect on the model of ice surfaces covered by
clear skies toolhuch, since such a scene is rarely, if ever,
encountered in the tropics. In much the same vein, we don't
want to weight overly much the ADMs for low solar zenith
angles (large cosine of the s.z.a., or large sun elevations)
for high latitude regions, where the sun never gets very
high.

I determined what fraction of the target areas and days
in the data I dealt with (6 days in June 1979) in each
latitude band could be classified in each scene type. I
then used a weighted mean of the constant weight (for each
of the 12 scene types) weighting factors and the observation
frequency weighting factors to get my scene type weighting
factors. If f is the fraction by which I weighted the
constant weighting factor in the calculation of my actual
weighting factor, and t, is the fraction of the time that
the k™ scene type occurs in the latitude band being

investigated, then
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i
Yo = 17 f + tk {1 = f).

In my calculations, I used f = 0.025.

(3.37)

I also determined what fraction of the sunlit portion of

the day fell in each of the 10 solar zenith angle bins, for

each latitude band. If f fulfills a similar role here as in

the determination of the Y. and the T is defined as in the

last section, then

1 T3 = Ty-1

xj=mf+ (l-f).

Note that for j > n, only the first part

(3.38)

of equation 3.38

applies. In my calculations, I used f = 0.33.
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Chapter 4
EXPLANATION OF THE PARAMETERS INVESTIGATED AND THE

TECHNIQUES USED IN THE CALCULATIONS

In most of this chapter I explain which cloudiness and
meteorological variables I analyzed and how I derived them
from the data sets described in Chapter 2. In Table 4.1, I
have listed all of the parameters I used in my analysis.
The first column of this table lists the number for each
parameter. In- the next column, I 1list the mathematical
symbol used to describe each parameter. In the third
column, I give the shortened name which I use for each
parameter in the tables in the appendices and the next
chapter. In the last column I give a verbal explanation of
each parameter. At the end of this chapter I describe how I
took these parameters and performed the calculations

described in chapter 3 on them.

IV.A) Reasons for choosing the variables listed in Table 4.1
for this investigation

My reasons for choosing the wvariables I did are
intimately tied to the three goals I pursued in the course
of this research (as explained in Chapter 1). The first
purpose was to determine the effect of clouds (as they occur
presently in the Earth's atmosphere) on the outgoing
radiation from the Earth. This was the main reason for

including the simple cloud cover fractions from THIR



TABLE 4.1

THE VARIABLES INVESTIGATED IN THIS THESIS AND THE SYMBOLS

10

11

12

13

14

3

vis

inf

tot

low

mid

%

fhii

fhiw
2

ftot

£

ftot

E

T

«T

tot'%s

S

L

tot " "8

ftot

T

1000

USED FOR THEM

AVG MUSUN

FLUX

FLUX

UP V

UP I

TOTL

LOW

MID

HIGH

HI I

HI W

FCL**2

FCL*ASURF

FCL*TSURF

FCL*TS**4

FCL*T1000

diurnal average of the cos
the solar zenith angle

upwelling visible flux

ine of

(irradiance) at the top of the

atmosphere

upwelling infrared flux
(irradiance) at the top of
atmosphere

areal fraction covered by
of all types

areal fraction covered by
altitude clouds

areal fraction covered by
altitude clouds

areal fraction covered by
high-altitude clouds

areal fraction covered by
altitude ice clouds

areal fraction covered by
altitude liquid clouds

square of total cloud frac

total cloud fraction times
albedo

total cloud fraction times
air temperature

total cloud fraction times

air temperature to the 4th

total cloud fraction times
mbar temperature

the

clouds

low-

medium-

all

high-

high-

tion
surface
surface
surface

power

1000
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16

A I

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

ftot'Tcld FCL*TCTOP

f FCL*MUSUN

tot Mo

f FCL*AS*MU

tot'%s'lg

T, T SURFACE
T: TSURF**2
Tg TSURF**3
T; TSURF**4
- 2500
. T500
- T1000
Pg P SURFACE
— SIGMA W V
B a N CLD LYR
e Z CLD TOP
Tcld T CLD TOP
ds/dz DS/DZ
dH" /dz DH* /DZ

*

H_-H_
Sy = DH-AV/DZ

z_ -z

a s
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total cloud fraction times
temperature of highest saturated
layer

total cloud fraction
average of cosine of

times diurnal
the s.z.a.

total cloud fraction times surface
albedo times diurnal average of
cos(s.z.a.)

surface air temperature

surface air temperature squared

surface air temperature cubed

surface air

power

temperature to the 4th

geopotential height of the 500
mbar level

temperature of the 500 mbar level
temperature of the 1000 mbar level
pressure at mean sea level

column water wvapor density

number of saturated layers in the
FGGE analysis

geopotential height of the highest
saturated FGGE level

temperature of the highest
saturated FGGE level

vertical dry static energy
gradient in the lower atmosphere

vertical saturated moist static
energy gradient in the lower
atmosphere

moist static energy at the surface
minus saturated moist static
energy in the middle troposphere
divided by the vertical separation
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34

35

36

37

38

39

40

41

42

f{8y) 2(w)

FLAG ST W

R SURFACE

U500

V500

P1 LATITU

P2 LATITU

A SURFACE

ASURF**2

AS*MUSUN

Z SURFACE

ul

M
(=]

a nonlinear flag to indicate a
positive DH-AV/DZ times a
nonlinear flag to indicate a
negative lower troposphere
pressure vertical velocity

surface air relative humidity

eastward zonal wind speed at 500
mbar

northward meridional wind speed at
500 mbar

sine of the latitude

1/4 minus 3/4 times the cosine of
twice the latitude

diurnal average of surface albedo

diurnal average of surface albedo
sguared

diurnal average of surface albedo
times diurnal average of
cos(s.z.a.)

altitude of the surface
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(variables 4 - 10). To obtain a better understanding of the
real effect of clouds on the radiation budget, I also
included variables involving surface albedo, surface
temperature, cloud top temperature, and diurnally averaged
incident flux (actually diurnally averaged cosine of the
solar zenith angle). These are variables number 1, 11 - 17,
18, 21, 24, 29, and 39 - 41. Multiparameter regressions of
all these wvariables give a fairly good idea of the effect
clouds have on the Earth's radiation budget.

The second goal of this research was to elucidate simple
predictive equations for the outgoing irradiance (both
visible and infrared) from simple meteorological wvariables
of the sort predicted by simple climate models. In order to
get these equations I did multiparameter regressions on such
variables. These variables include surface temperature,

temperature in the middle-to-upper troposphere, surface

albedo, incident solar flux, latitude, and sometimes
fractional cloud cover (at all altitudes). This helps
explain my inclusion of variables number 1, 4, 10 - 21, 23,

24{ and 37 - 42.

My third goal in this thesis was to determine empirical
relations (i.e., covariances) between meteorological
variables of possible importance to radiation prediction
(especially those variables associated with cloudiness) and
top-of-the-atmosphere outgoing solar (reflected) and
terrestrial (emitted) flux, so that these relations could

later be compared with relations derived from the internal
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statistics of general circulation models. For this goal I
chose variables that I felt might make good cloudiness
predictors, and those that should be associated with albedo
or emission temperature. I also included some standard
variables predicted by most GCMs. This goal justifies my
inclusion of those variables listed in Table 4.1 not already
justified by the previous two goals. I included 4
parameters (26 - 29) that I felt should be associated with
large scale cloudiness (like that associated with mid-
latitude baroclinic weather systems). Moreover, variables
30 - 33 wefér those I felt might be associated with
convective scale cloud systems (for example, mid-latitude
mesoscale convective complexes, trade wind cumulus, and
clouds in the ITCZ). I might have wanted to include
parameters involving differences of wvarious —variables
between grid points, especially for convective cloudiness
predictors. However, this is a first attempt at this sort
of thing, the calculations were involved enough, and I am
only developing empirical relationships to be compared with
their theoretical counterparts (not developing definitive
cloudiness predictors for general circulation models). Thus
all the FGGE variables I investigated were derived from FGGE

data at single horizontal gridpoints.
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IV.B) Conversion of FGGE Level IIIb data into the variables
listed in Table 4.1

The data on the ECMWF FGGE Level 3-b tapes (from here on
referred to as EFL3Ts) consisted of only the most basic of
meteorological wvariables. Deriving some of the more
physically relevant variables from these origins required a
fair amount of processing. The wvariables numbered 18
through 36 are derived from the EFL3T data. After their
calculation, these variables were stored on disk for every
six hours in the (six days in mid-June 1979) study period,
at every sub-target area on the Earth. Because the FGGE
horizontal grid did not correspond exactly with the grid of
ERB sub-target areas, I used data from the FGGE gridpoint
closest to the center of each sub-target area. Some FGGE

derived wvariables were used 1in combination with THIR

cloudiness data in variables 12 through 15.

(a.) Simple variables at standard pressure levels

Certain of the weather variables were simply taken
directly from the EFL3Ts as is. These are the wvalues of
simple parameters at specific tropospheric pressure levels,
variables 22, 23, 24, 35, and 36. In combination with THIR
data, this is the origin of wvariable number 14. These
variables should be useful in comparisons with the results
of GCMs and might perhaps be useful in radiation predictive
equations in the more complicated of the "simple" climate

models.
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(b.) Variables computed at the surface

Many of the wvariables I used involved values of FGGE
variables computed at the Earth's surface. The FGGE
variables were interpolated and exXtrapolated onto standard
pressure levels, from the sigma levels (including the
surface) on which they were computed, by cubic splines in
all three spatial dimensions. However, it was sufficient
for this investigation (in terms of accuracy, efc.) to use
linear interpolation (or extrapolation) in the vertical

dimension in order to determine the values of FGGE variables

at the surface (A. Hollingsworth, personal communication,
1984). Surface pressure was computed using linear
interpolation of the logarithm of pressure in the wvertical.
In order to do the linear interpolation, I used the
geopotential heights (z) listed on the EFL3Ts for each FGGE
level and the height of the surface listed in the RAND/SIO
elevation data set. In the troposphere, the difference
between geopotential and actual geometric height is less
than 1% just about everywhere on the globe. I chose the two
levels bracketing the surface or (for those regions in which
the surface lay beneath the lowermost level-the 1000 mbar
surface) the two levels just above the surface. I then used
the wvalues at these levels, the geopotential heights at
these levels, and the surface elevation to do the linear
interpolation (or extrapolation). The variables computed
this way were 18 - 21, 25, and 34. Variables 19 - 21 were

derived from variable 18. By combining this type of data
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with THIR data I got variables 12 and 13. All of these data
should be useful in comparisons with GCM results, but the
primary purpose of wvariables 18 - 21 was to derive

predictive equations for radiation in simple climate models.

(c.) Large scale cloudiness variables

The major purpose of these variables was to determine
the amount of water wvapor and amount of saturated atmosphere
available for making clouds. In terms of the goals of this
thesis, these variables were designed to be compared with
the results of ECMS and perhaps to indicate the value of
various parameters as diagnostic indicators of cloudiness.
Variables 28 (zcld) and 29 (Tcld) were determined by finding
the highest level on the EFL3T for which relative humidity
equalled or exceeded 93% at each sub-target area and then
tabulating the temperature and geopotential height for that
level. Variable 27 (ncld) is the summation of nonlinear
flags related to relative humidity for each FGGE level above

the surface at each sub-target area. Each nonlinear flag,

€4, was calculated as

¢; = (ry/100)°%, (4.1)
where i designates the vertical FGGE level number, r is
relative humidity (in percent), and ¢ is an exponent chosen
so that ¢ = 0.5 when r = 93%. Thus, N_j4 is determined by

Neig = 2 65 (8:2)
i
Although no clouds should be visible (in a perfect model)

unless r = 100%, in a real model, we are dealing with
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average values of parameters over large areas (defined by
the size of the grid used in the model) and there are
uncertainties in the model. Thus, I chose a lower threshold
value for relative humidity for the production of clouds.
The choice of 93% is somewhat arbitrary, however, in various
existing GCMs, values less than 100% are chosen as threshold
values for cloud production (see for example Hansen, et al.,
1980). In later work I hope to investigate the effect of
varying the wvalue of this threshold on the efficacy of
cloudiness (andr radiation) prediction. In the meantime,
however, N.i4q should be useful both as a predictor of the
existence of large scale clouds and as an indication of the
thickness of these clouds.

The column water vapor density was determined by adding

the water vapor abundances in each FGGE 1level above the

surface. Thus,

*
Ogoo = ¢ (Fy/100) o (T;) azy, (4.3)
i

where the thickness of each layer, i, is given by

8z; = (2349 - 23-49)/2,
for layers above the surface, and

Az, = (zi+1 + zi)/z = By
for the layer just above the surface. Note that the
saturation water vapor density is given by

(T (T
P ( 1) = UHZO P ( i)/R T]‘.'
*

where uH20 is the molecular weight of water, p (Ti) is the

vapor pressure of water over the 1ligquid surface at a

temperature T, (the saturation vapor pressure of water), R
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is the universal gas constant, and Ti is the temperature in

th pGeE level.

the i
(d.) Convective cloudiness wvariables

I chose four wvariables as ©possible predictors of
convective cloudiness and included them in my analysis. All
four of these involved vertical energy gradients. One would
expect convection and production of clouds whenever the
lower atmosphere is unstable, has sufficient moisture for
cloud product}on, and temperature decreases with height.
Rather than actual instability, it is sufficient to have a
conditional instability in the lower atmosphere, as long as
there is sufficient motive force to raise low altitude air
to its level of instability. I 