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Abstract 

A high-resolution image of crustal stress orientation, determined from the inversion of 

earthquake focal mechanisms, provides insights into the mechanics and evolution of 

faulting in southern California. The plate boundary region is a wide, complex zone of 

deformation, and the stress field also appears to be spatially heterogeneous. Temporal 

variations in stress orientation are observed as well. The observed stress rotations due 

to the 1992 Landers earthquake are used to make an order of magnitude estimate of 

the deviatoric stress magnitude at seismogenic depths. The inferred deviatoric stress 

is on the order of 100 bar, an order of magnitude less than the fault strength predicted 

from laboratory experiments, implying that active faults in southern California are 

weak. The San Andreas Fault does not appear to be weaker than other faults, as it is 

well-oriented for failure in the stress field of its immediate surroundings. Earthquakes 

both modify and respond to the stress field. The 1992 Landers and 1994 Northridge 

earthquakes caused observable rotations of the stress axes, and the mainshock-induced 

static stress changes appear to have triggered some aftershocks. The number of 

aftershocks consistent with static stress triggering in each sequence is significantly 

greater than the number that would be expected to appear consistent by chance. 

Since small earthquakes are a response to the stress field , one might expect their 

stress drops to scale with effective normal stress. However, the stress drops of a set of 

small events do not appear to scale with depth, and therefore normal stress, in most 

of the seismogenic crust. 



v 

Contents 

Acknowledgements 

Abstract 

Summary 

1 Stress Orientation in Southern California 

1.1 Introduction .. . 

1.2 Data and Method 

1.3 Observations . . . 

1.3.1 Transverse Ranges 

1.3.2 Eastern California Shear Zone 

1.3.3 Southern Sierra Nevada . 

1.3.4 Greater Los Angeles Area 

1.3.5 Peninsular Ranges . . . . 

1.3.6 Temporal Evolution of the Stress Field 

1.3.7 Modeling the Temporal Evolution of the Stress Field 

1.4 Discussion . 

1.5 Conclusions 

2 Stress Magnitude at Seismogenic Depths 

2.1 Introduction . . ..... . 

2.2 Two-Dimensional Solution 

2.2.1 Method 

2.2.2 Results . 

2.3 Three-Dimensional Inversion 

2.3.1 Method ...... . 

lll 

IV 

1 

3 

3 

4 

5 

6 

7 

9 

10 

12 

13 

14 

15 

16 

29 

29 

30 

30 

32 

33 

33 



VI 

2.3.2 Results . 34 

2.4 Discussion . 35 

2.5 Conclusions 37 

3 Stress State and the Strength of the San Andreas Fault 45 

3.1 Introduction 45 

3.2 Method 46 

3.3 Results . 46 

3.4 Discussion 48 

3.5 Conclusions 50 

4 Earthquake Stress Drop and Background Stress 61 

4.1 Introduction . . . . 61 

4.2 Data and Methods 62 

4.2.1 Computing Stress Drop . 62 

4.2.2 Uncertainty Estimates 64 

4.3 Observations . . . . . . . . . . 66 

4.3.1 Stress Drop Variations with Magnitude 66 

4.3.2 Stress Drop Variations with Depth 67 

4.3.3 Mainshock-induced Stress Changes 68 

4.3.4 Spatial Variations in Stress Drop 68 

4.4 Discussion . . . . . . . . . 69 

4.4.1 Static Stress Drop 69 

4.4.2 Stress Drop Variations with Magnitude 70 

4.4.3 Stress Drop Variations with Depth 70 

4.5 Conclusions ......... . .... ... 72 

5 Static Stress Change Triggering of Earthquakes 89 

5.1 Introduction 89 

5.2 Method . . 90 

5.2.1 Observed Sequences. 91 



5.2.2 Synthetic Sequences 

5.2.3 Statistical Test 

5.3 Results . . 

5.4 Discussion 

5.5 Conclusions 

Vll 

A An Evaluation of Stress Orientation Inversion Methods 

A.1 Introduction .. .. 

A.2 Inversion Methods 

A.2 .1 Linear Inversion Method 

A.2.2 Grid Search Method 

A.3 Testing the Inversion Methods 

A.3.1 Synthetic Data Sets . 

A.3.2 Testing. 

A.4 Results .. . . . 

A.4.1 Accuracy 

A.4.2 Confidence Regions 

A.S Discussion . . . . . . . . . 

A.5.1 Problems with LSIB 

A.5 .2 Problems with FMSI 

A.6 Conclusions . . . . . . . . . 

92 

93 

93 

96 

98 

112 

112 

113 

114 

115 

118 

118 

119 

120 

120 

121 

121 

122 

123 

125 



Vlll 

List of Figures 

1.1 Map of southern California . . . . 18 

1.2 Southern California Earthquakes 19 

1.3 Rose diagram of stress orientation 20 

1.4 Maximum principal stress 21 

1.5 Stress ratio .. . ... 22 

1.6 Landers stress change . 23 

1.7 Northridge stress change 24 

1.8 Northridge stress through time . 25 

1.9 Stress orientation through t ime 26 

1.10 Stress orientation through time 27 

1.11 Predicted stress state for 1812 . 28 

2.1 Coordinate frame for 2D solution 38 

2.2 Two-dimensional solution 39 

2.3 Seismicity before and after Landers 40 

2.4 Cumulative mechanism misfit for Landers 41 

2.5 Seismicity before and after Landers 42 

2.6 Stress magnitude versus depth . . . 43 

3.1 Southern California earthquakes 1981-1998 52 

3.2 Stress orientation profiles across fault 53 

3.3 Stress orientation in map view . . . . 54 

3.4 Three-dimensional stress orientations along fault . 55 

3.5 Stress orientation profile, different binning .. . . 56 

3.6 Stress orientation profile , different inversion method 57 

3.7 Stress orientation profile, different binning 58 

3.8 Stress orientation profiles, by depth . . . . 59 



lX 

3.9 Mohr circle diagrams of San Andreas models 

4.1 orthridge aftershocks 

4.2 Stress drops . . . . . . 

4.3 Scatter of stress drop observations . 

4.4 Sample seismograms . . . . . . . . 

4.5 Stress drop vs. earthquake magnitude . 

4.6 Stress drop vs. depth . . . . . . . . . . 

4. 7 Stress drop vs. depth, trend with magnitude removed 

4.8 Stress drop vs. mainshock-induced stress change 

5.1 Synthetic sequence probability distribution 

5.2 Landers Coulomb Index . 

5.3 Northridge Coulomb Index 

5.4 Landers area map . . 

5.5 Northridge area map 

5.6 Focal Mechanisms .. 

5.7 Coulomb Index through time. 

5.8 Hector Mine stress change 

5. 9 Hector Mine stress change 

A.1 Mechanism error distribution 

A.2 Confidence region evaluation, an example . 

A.3 Accuracy of LSIB . 

A.4 Accuracy of FMSI . 

A.5 Confidence region evaluation, varying data set size . 

A.6 Confidence region evaluation, varying data set error 

A.7 Confidence region evaluation, varying R .... .. . 

A.8 Confidence region evaluation, LSIB, alternate bootstrap . 

A.9 Accuracy of FMSI, axisymmetric case . . . . . . . . . . 

A.10 Confidence region evaluation, FMSI, axisymmetric case 

60 

73 

74 

75 

76 

77 

78 

79 

80 

99 

100 

101 

102 

103 

104 

105 

106 

107 

127 

128 

129 

130 

131 

132 

133 

134 

135 

136 



X 

List of Tables 

2.1 Landers rupture segments . . . . 44 

4.1 Northridge P-wave velocity model 81 

4.2 Northridge aftershocks .. ... 82 

5.1 Landers Coulomb Index 108 

5.2 Northridge Coulomb Index . 109 

5.3 Landers Coulomb Index through time . 110 

5.4 orthridge Coulomb Index through time 111 



1 

Summary 

The stress in the Earth's crust is an important part of earthquake physics, as earth­

quakes both respond to and modify the stress field. In this thesis, I determine stress 

orientations in southern California at high spatial resolution, and make an order of 

magnitude estimate of the deviatoric stress magnitude at seismogenic depths. I study 

the impact of faulting on the stress field by observing the rotation of the principal 

stress axes due to major earthquakes, and explore the effects of stress on faulting 

by looking for correlations between stress magnitude and earthquake stress drop and 

between mainshock-induced stress changes and aftershock triggering. 

In Chapter 1, a high-resolution image of the orientations of the principal stress 

axes at seismogenic depths is found from the inversion of earthquake focal mechanisms 

(Appendix A explains and verifies the inversion technique.) The stress field appears to 

be very spatially heterogeneous, implying that the complexity of faulting in southern 

California is not simply the response of a heterogeneous crust to a homogeneous 

stress field. The heterogeneous stress field may both promote and be promoted by 

complex faulting. Temporal variations in stress orientation are also observed, and 

are dominated by stress rotations caused by major earthquakes. Tectonic loading of 

faults is too gradual to be detected with the rv20 years of data used in this study. 

The observed stress rotations due to major earthquakes can be used to estimate 

the magnitude of the deviatoric stress. This is because the rotation is controlled 

by the ratio of the magnitude of the stress change caused by the earthquake to the 

magnitude of the deviatoric stress, as well as the relative orientation of the two 

stress tensors. In Chapter 2, I estimate the deviatoric stress at seismogenic depths in 

southern California to be on the order of 100 bar. Laboratory experiments predict 

fault strength to be on the order of 1 kbar, so the active faults in southern California 

must be weak if they operate at shear stresses of rv100 bar. 

The major fault in southern California, the San Andreas, appears to be of similar 
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strength to other faults in the region. Previous work found that the San Andreas is 

at high angle to the regional compressive stress axis, implying that relatively little 

shear stress is resolved on the fault , and that it must be weak relative to other faults. 

In Chapter 3, however, I find that within "'2-30 km of the San Andreas in southern 

California, the compressive stress axis is "'45° to the fault. This indicates that the 

San Andreas is not weak in a relative sense. It may still be weak in an absolute sense, 

as the results of Chapter 2 suggest that most active faults in southern California are 

weak. 

In Chapter 4, I investigate the relationship between earthquake static stress drop 

and the effective normal stress on the fault. A simple model of fault friction predicts 

that maximum static stress drop should scale linearly with effective normal stress, 

and therefore depth, assuming hydrostatic pore pressure. The maximum observed 

stress drops of small aftershocks scale approximately linearly with depth in the upper 

5 km. Below 5 km depth, however, there is no increase in maximum observed stress 

drop with depth, indicating that either the simple friction model or the assumption 

of hydrostatic pore pressure does not hold at seismogenic depths. This suggests that 

faults are weak due to either dynamic friction drop or high pore fluid pressure. 

In Chapter 5, I quantitatively test the hypothesis that aftershock sequences are 

triggered by the static stress changes due to the mainshock. Static stress changes 

appear to play a role in triggering, as the number of aftershocks consistent with static 

stress triggering is significantly greater than the number that would be expected to 

appear consistent purely by chance. The model works best for stress changes between 

0.1 bar and 100 bar. Since many aftershocks are not explained by static stress changes, 

however, other mechanisms must also contribute to the triggering of aftershocks. 
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Chapter 1 Stress Orientation in 

Southern California 

1.1 Introduction 

The boundary between the Pacific and North American plates in southern California 

is a > 100 km wide zone of complex deformation. The right-lateral, strike-slip San 

Andreas is the major fault, but there are many other important strike-slip , reverse 

and normal faults (Figure 1.1). Knowledge of the forces acting on this system is 

necessary to understand the mechanics of its deformation. Therefore, it is important 

to determine the state of stress in the crust. Of particular interest is whether the stress 

field is as spatially complex as the faulting, or whether the stress field is relatively 

homogeneous and the complexity of deformation derives from the heterogeneity of 

crustal structure. 

Numerous borehole stress measurements have been made in southern California at 

shallow (~3.5 km) depths [Hickman et al., 1988; Stock and Healy , 1988; Shamir and 

Zoback , 1992; Zoback and Healy , 1992; Zoback, 1992; Kerkela and Stock , 1996; Wilde 

and Stock, 1997]. Stress orientations at seismogenic (~15-25 km) depths have been 

determined from inversions of earthquake focal mechanisms [Michael, 1987b; Jones , 

1988; Hauksson , 1990, 1994; Hartse et al. , 1994; Wyss and Lu, 1995; Castillo and 

Zoback, 1995; Zhao et al., 1997; Abers and Gephart , 1997]. However, since most of 

these studies focus on an earthquake sequence or a major fault , the spatial coverage 

of southern California is incomplete. 

The goal of this chapter is to determine stress orientations at seismogenic depths 

over the entire southern California plate boundary region using a uniform method­

ology. Because of the high seismicity rates and dense instrumentation in southern 

California, there are tens of thousands of well-recorded earthquakes which can be 
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used to infer stress orientation, and most seismically active regions can be studied 

with a spatial resolution of 5-20 km. 

The resulting model of stress orientation can then be used to study the mechanics 

and evolution of faulting in southern California. Stress field patterns can indicate 

whether earthquakes are responding to a heterogeneous or generally homogeneous 

stress field. Temporal changes in stress orientation provide information about how 

stress evolves through time and how faulting affects the stress field. Stress rotations 

caused by major earthquakes can also be used to estimate the magnitude of devia­

toric stress at seismogenic depths (Chapter 2). Stress magnitude and orientation are 

important for earthquake physics because they constrain the absolute and relative 

magnitude of stress on active faults (Chapter 2, Chapter 3). 

1.2 Data and Method 

The data set consists of rv50,000 earthquakes recorded by the Southern California 

Seismic Network (SCSN) between January 1, 1981 , and December 31 , 1999 (Figure 

1.2). Events from the 1975 Galway Lake and 1979 Homestead Valley sequences are 

also included. The events were relocated by Egill Hauksson using a three-dimensional 

seismic velocity model [Hauksson, 2000]. Focal mechanisms were determined from the 

SCSN first-motion data and the recomputed takeoff angles, using the FPFIT software 

package [Reasenberg and Oppenheimer , 1985]. All events have location uncertainties 

of ::;1 km, ~12 first-motion picks, and maximum azimuthal gap ::;135°. 

Inversions for stress orientation are performed at points on a three-dimensional 

grid with 5 km spacing. An inversion includes all events within 5 km of the point if 

there are ~50 such events. Otherwise, the 50 events closest to the grid point are used. 

Clearly, the spatial resolution will vary with seismicity rate. The spatial resolution is 

quantified by defining the 1a level of spatial uncertainty to be the root-mean-square 

distance of the events used in the inversion. 

The earthquake focal mechanisms are inverted for stress using the method de­

veloped by Michael [1984, 1987b]. The inversion returns the orientation of the 3 
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principal stress axes and a measure of their relative magnitude; or, equivalently, a 

normalized deviatoric stress tensor. The absolute stress magnitudes are not found 

because the inversion uses only geometrical information. Appendix A demonstrates 

that this inversion method produces accurate stress orientations with reasonable un­

certainty estimates. 

A variation of the relative magnitude parameter, Aq,, indicating which principal 

stress is most vertical, was introduced by Simpson [1997]. If the maximum principal 

stress, a 1 , is vertical, 0< Aq, < 1; if the intermediate principal stress, a2 , is vertical, 

1 < Aq, <2; and if the least principal stress , a3 , is vertical , 2< Aq, <3. Vertical 

a 1 corresponds to a normal faulting regime, vertical <12 to a strike-slip regime, and 

vertical a3 to a thrust faulting regime [Anderson , 1951]. 

1.3 Observations 

The maximum horizontal stress direction and Aq, in southern California are shown in 

Figure 1.3, Figure 1.4 and Figure 1.5. Results are presented only for locations with 

spatial uncertainty ::;20 km (1a) , and stress orientation uncertainty ::;20° (1a). Most 

seismically active regions are covered at this level of resolution. 

Typically, the intermediate stress axis, a 2 , is most vertical , and the maximum 

horizontal stress, aH , is oriented NNE, consistent with a right-lateral transform plate 

boundary trending "'N40W. The distribution of O"H directions is shown in Figure 

1.3. The mean orientation is N7E, but the local direction of O"H varies greatly, from 

"'N30W to rvN45E. If the orientation of aH is not distinguishable from N7E at the 

95% confidence level of the inversion, it is shown in Figure 1.4 as N7E. The spatial 

heterogeneity in stress orientation is therefore statistically significant. There are also 

regions in which a 1 or a3 is most vertical, consistent with the presence of active normal 

and thrust faults. 

The most vertical stress axis is generally not exactly vertical. The trend and 

plunge of this axis shows no coherent signals, however, suggesting that the deviation 

from vertical is due primarily to noise. The most-vertical axis is significantly different 
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from vertical at the 95% confidence level for less than 1/ 3 of the inversion results, 

and these points are spatially scattered. 

1.3.1 Transverse Ranges 

In the Transverse Ranges, the San Andreas Fault strikes W W , forming a large­

scale contractional bend. The orientation of aH in the Transverse Ranges is typically 

rvN7E. Near Tejon Pass and in the San Bernardino Mountains, aH trends NNW, and 

north of Los Angeles, there is a region of NNE orientation. West of Cajon Pass, a3 

is often vertical, consistent with mapped thrust faults and uplift of the ranges. The 

observed region of vertical a3 is predominately on the Pacific Plate side, mirroring 

the asymmetry of the deformation. 

In the Cajon Pass region, there is a local a 1-vertical stress regime. Jones [1988) 

also observed normal faulting near Cajon Pass, and attributed this extension to an 

unstable triple junction where the San Jacinto Fault obliquely joins the San Andreas. 

Jones [1988) also speculates that the rupture of the 1857 M~8 earthquake on the 

San Andreas may have stopped at Cajon Pass due to the change in stress state, 

as a fault in a normal faulting regime should be at lower stress than a fault in a 

strike-slip regime, and therefore less capable of propagating earthquake rupture. The 

stress observations are consistent with the presence of normal faults near Cajon Pass 

[Weldon and Springer , 1988]. 

Stress orientations observed at 3.5 km depth in the Cajon Pass borehole appear to 

imply left-lateral shear stress on the San Andreas [Shamir and Zoback , 1992; Zoback 

and Healy , 1992]. However, I do not observe left-lateral orientations. A shear-wave 

splitting study indicates that the observed left-lateral stress orientations are local to 

the upper few km of the borehole site [Liu et al., 1997]. Figure 1.4 and Figure 1.5 

show that the stress state along the San Andreas changes abruptly near Cajon Pass, 

which may result in local stress anomalies such as that observed in the borehole. 

In the Transverse Ranges east of Cajon Pass, a 2 is generally vertical. Although the 

steep topography of the San Bernardino Mountains implies recent uplift, the observed 
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faulting regime is primarily strike-slip. Focal mechanism studies by Hauksson [1994] 

and Unruh et al. [1996] also observed a strike-slip regime. The most recent major 

earthquake in the San Bernardino Mountains, the M6.2 1992 Big Bear event, was 

strike-slip [Hauksson et al. , 1993]. This suggests that the oblique convergence across 

the San Bernardinos is partitioned into strike-slip and thrust earthquakes. The thrust 

faults along the northern boundary of the mountains strike approximately perpen­

dicular to the aH direction, so they may fail in thrust events even though the stress 

regime is strike-slip. 

1.3.2 Eastern California Shear Zone 

The Eastern California Shear Zone (ECSZ) is a zone of strike-slip faulting east of the 

San Andreas, which takes up rv15% of the relative plate motion [Dokka and Travis , 

1990]. The ECSZ south of the Garlock Fault has a distinct stress state, with aH 

oriented rvN20-45E. The NNE orientation of aH was previously observed by Hauksson 

[1994] , and the kinematic axis of maximum shortening is also oriented N IE [Johnson 

et al. , 1994; Unruh et al., 1996; Shen-Tu et al. , 1998]. North of the Garlock Fault, 

this orientation continues only in a narrow zone along the eastern edge of the Sierra 

Nevada Mountains. The a 2 axis is vertical throughout most of the ECSZ, although 

patches of a 1-vertical stress regime appear, especially in the southeastern portion. 

The 1992 M7.3 Landers earthquake [Sieh et al. , 1993], a right-lateral strike-slip 

event in the ECSZ, caused a clockwise rotation of aH in most of the crust surrounding 

the rupture (Figure 1.6). East of the northern portion of the rupture, however, 

the a H axis rotated counterclockwise. The general clockwise rotation is consistent 

with the observations of Hauksson [1994]. Hauksson [1994] also observed that the 

northern part of the rupture zone after the event couldn't be fit by a single stress 

tensor, consistent with the large variations in orientation over short distances and the 

difference in rotation direction on the two sides of the fault observed here. Hauksson 

[1994] concluded from the heterogeneous stress orientation that the northern portion 

of the Landers rupture experienced complete stress drop. The stress orientations 
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found here are also consistent with this conclusion, as they imply little resolved shear 

stress. 

The Landers earthquake also caused some changes in the style of faulting. Be­

fore the event, the region was predominately strike-slip. After the earthquake, local 

thrusting and normal faulting regimes appear to the NW and SW of the rupture, re­

spectively, consistent with the static stress changes due to a right-lateral dislocation 

in an elastic medium [King et al. , 1994). A localized patch of normal faulting also 

appears to the SE of the rupture, however , inconsistent with the elastic dislocation 

model. Additionally, the Landers earthquake shut off an area of thrust faulting at 

the junction of the Pinto Mountain Fault with the San Andreas, near the location 

of the oblique-thrust 1986 M5.9 orth Palm Springs earthquake [Jones et al., 1986). 

Inspection of the focal mechanisms shows that the change in faulting style from thrust 

to strike-slip occurred at the time of the Landers mainshock. 

The Landers earthquake ruptured parts of five faults and changed strike by "'35° 

along its length [Sieh et al. , 1993]. In the south, where rupture initiated, the surface 

trace cuts across the predominate fault fabric of the ECSZ, while the northern portion 

of the rupture bends to follow it. Nur et al. [1993] observed that the faults in the 

ECSZ are poorly oriented for failure in the current stress state, and proposed that 

the southern Landers rupture, and several other ECSZ earthquakes, represent a new 

fault trend at a more favorable orientation. 

The observed pre-event stress state confirms that for the southern portion of the 

rupture, the mapped faults are poorly oriented for failure, "'70°-80° from e7H , while the 

southern Landers rupture is oriented "'30°-40° from e7H , optimal for failure . However, 

in the northern portion of the rupture area, e7H trends more northerly and the major 

mapped faults , which the rupture followed , are "'60° to e7H , adequately oriented for 

failure on preexisting faults. 
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1.3.3 Southern Sierra Nevada 

The Sierra Nevada Mountains and the San Joaquin Valley to the west form a relatively 

stable microplate. The stress regime in the southern Sierra Nevada is predominately 

O"rvertical with CJ2 ~ CJ3 . The wide variation in orientation of O"H in this area is 

an artifact of the horizontal stresses being of similar magnitude. This stress state is 

consistent with a high mountain range in which the stress state is primarily controlled 

by the excess overburden pressure. 

Another 0"1-vertical zone, much of which is also pure dilatation, occurs along the 

Garlock fault to the southeast of the Sierra Nevada. This extension is due to a left step 

in the left-lateral Garlock Fault, where the Fremont Valley is being down-dropped. I 

also observe a change in stress orientation along the southern Garlock Fault, with NW 

O" H orientations south of the Sierras changing to NE orientations near the intersection 

with the San Andreas Fault. 

Spatial stress variations in the Tehachapi Mountains and the southern San Joaquin 

Valley may be related to the 1952 M7.7 earthquake on the White Wolf Fault [Ellsworth , 

1990]. Castillo and Zoback [1995] studied the state of stress along the White Wolf 

Fault, and identified two clusters of seismicity: one to the southwest with O"H at 

rv 25E, and one to the northeast with O"H at rvN10E. In contrast, I observe O"H to be 

indistinguishable from N7E in the southwest, and at rvN20W in the northeast. Ad­

ditionally, Castillo and Zoback [1995] observed a strike-slip regime everywhere, while 

I observe a thrust regime in the southwest. The 1952 mainshock was left-lateral with 

a significant thrust component [Stein and Thatcher , 1981; Bawden, 2000], so a mix 

of stress regimes is not unexpected. 

The Basin and Range extensional province begins east of the Sierra Nevada. The 

stress orientations east of the Sierras are primarily strike-slip, with a few 0"1-vertical 

zones. Bellier and Zoback [1995] also observed that the stress regime in the western 

Basin and Range is currently predominately strike-slip. The mix of strike-slip and 

normal faulting regimes is consistent with the oblique extension observed in the region 

[Hearn and Humphreys , 1998]. 
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As mentioned previously, the eastern edge of the Sierra evada is also a zone of 

rotated stress, with aH oriented rvN20-45E. This stress orientation makes the rvN 

striking faults well-oriented for strike-slip failure. In contrast, aH trends rvN to the 

east and west of this zone, indicating that right-lateral faulting on rvN-striking faults 

is localized to the eastern edge of the Sierras. The Indian Wells Valley and southern 

Owens Valley may be a region of weak lithosphere, relative to the mountain ranges 

to the east and west, which concentrates tectonic strain and localizes the associated 

shear stress. 

1.3.4 Greater Los Angeles Area 

The greater Los Angeles Area is in the southern end of the thrust regime related to the 

Transverse Ranges. Both a2-vertical and a3-vertical stress states are observed in the 

L.A. area, with a2-vertical dominating near the surface and a3-vertical dominating 

at depth. Kerkela and Stock [1996] observed a strike-slip regime at shallow depths in 

the San Fernando Valley and reverse faulting at depth, which is a clear feature of my 

model. Hauksson [1990] also observed a mixture of strike-slip and reverse faulting in 

the L.A. area. 

Walls et al. [1998] present a kinematic model, based on geologic and geodetic 

measurements, in which most of the rvN-S contraction across the L.A. area is bal­

anced by rvE-W extension, and faulting is primarily on conjugate strike-slip faults. 

Argus et al. [1999] present a counter-model, also based on geodetic data, with little 

E-W extension, and the rvN-S contraction balanced by thrust faulting and crustal 

thickening. Both models are essentially two-dimensional and assume that the style 

of faulting at the surface is the same as at depth. The stress field indicates that a 

three-dimensional model would be more appropriate, in which faulting style may vary 

with depth. 

The aH orientation in the L.A. area is predominately indistinguishable from N7E. 

However, there are regions in which aH is oriented rvN25-45E in the San Fernando 

Valley, the Long Beach area, Santa Monica Bay, and at depth beneath Los Angeles. 
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Similar orientations were observed by Hauksson [1990]. The San Fernando Valley 

rotation corresponds to the locations of the 1971 M6.5 San Fernando [Ellsworth, 

1990] and 1994 M6.7 Northridge [Hauksson et al. , 1995a] earthquakes, while the Long 

Beach rotation corresponds to the location of the 1933 M6.3 Long Beach earthquake 

[Ellsworth , 1990]. 

The thrust-faulting orthridge event altered the stress state in the San Fernando 

Valley region (Figure 1.7), contributing to the NNE stress orientation. The aH ori­

entations before the event were spatially heterogeneous, generally indistinguishable 

from rvN7E in the mountains north of the earthquake, and rvN25E in the valley 

to the south. After the mainshock, the aH axis rotated clockwise up to rv20° to the 

southeast of the rupture, where the post-event aH direction is rvN25-45E. A few coun­

terclockwise rotations also occurred , such as to the southwest and to the northeast 

of the mainshock fault plane. 

Zhao et al. [1997] observed a counterclockwise rotation of rv20° immediately after 

the Northrigde earthquake, and a slow return to t he original stress orientation. The 

discrepancy with this study appears to be due to differences in inversion methodology. 

I obtained a list of the earthquakes used by Zhao et al. [1997} (D. Zhao, written com­

munication, 1999), and, using the events from this list for which I could determine 

quality focal mechanisms (about 90% of the events), attempted to reproduce their re­

sults. I used first-motion focal mechanisms found using takeoff angles computed from 

the seismic velocity models of Hauksson [2000] and Zhao and Kanamori [1995] (Y. 

Sugihara, written communication, 1999). In both cases, I observe a clockwise stress 

rotation at the time of the mainshock, and no return to the pre-mainshock orientation 

(Figure 1.8.) Since my data set based on the Zhao and Kanamori [1995} seismic ve­

locity model should be almost identical to the data set used by Zhao et al. [1997}, the 

difference seems to come from the difference in inversion technique. Additionally, Y. 

Sugihara and I inverted identical data sets and obtained different results. In this case, 

the difference must be due to the inversion techniques. I use the inversion method 

of Michael [1984, 1987b}, whereas Zhao et al. [1997] used the inversion method of 

Horiuchi et al. [1995}. Since the method of Michael [1984, 1987b} has been shown to 
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produce accurate results even for very noisy data (Appendix A), it is probable that 

the iorthridge earthquake caused a general clockwise, rather than counterclockwise, 

stress field rotation. 

1.3.5 P eninsular Ranges 

The San Jacinto and Elsinore faults , two major strike-slip faults which parallel the San 

Andreas, cut obliquely through the Peninsular Ranges. The stress state is generally 

strike-slip with CJH oriented '"'"'N7E, consistent with right-lateral shear stress resolved 

on these faults. There are also a number of patches where the CJH axis is oriented 

rvN10-30W, most of which are elongate in the direction of the fault strike. 

There is an anomalous region near Anza where CJH trends rvN30E. The anomaly 

is primarily at shallow depths and corresponds to the Cahuilla cluster of seismicity. 

Hartse et al. [1994] also observed this distinct stress state of the Cahuilla cluster. 

This stress anomaly is located directly to the west of a slip gap in the San Jacinto 

Fault , so it may be a signal of a locked patch on the fault. However, it is unclear why 

CJ H would be approximately perpendicular to a locked segment, as this implies little 

resolved shear stress on the fault , and a locked segment should have accumulated 

significant tectonic stress. 

The Salton Trough, to the east of the Peninsular Range, has experienced signifi­

cant extension and crustal thinning [Fuis and Mooney , 1990], and current deformation 

has a very high strain rate [Johnson et al. , 1994]. The stress regime is predominately 

CJ2-vertical, consistent with historical strike-slip earthquakes along the Imperial Fault 

[Ellsworth , 1990]. There is a patch of CJ1-vertical to the east of the Salton Sea, corre­

sponding to an area of pure dilatation observed geodetically by Johnson et al. [1994]. 

Seismicity rates to the east of this area are low, so the eastern extent of this zone can­

not be observed using stress orientations inferred from earthquake focal mechanisms. 
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1.3.6 Temporal Evolution of the Stress Field 

Earthquakes and tectonic loading may affect the stress field and may cause temporal 

changes in stress orientation. To investigate how the stress field in southern California 

changes through time, I invert for stress during four r-v5 year time periods: 1981 

through 1985, 1986 through 1990, 1991 through 1994, and 1995 through 1999. The 

inversions are performed as described before, except only events occurring within the 

given time period are used. 

The distribution of aH orientations appears to change over the 19 years of this 

study (Figure 1.9). In 1981-1985 and 1986-1990, the aH direction for the majority 

of grid points trends between due north and N10E. In 1991-1994 and 1995-1999, aH 

for many points trends between N3W and N7E. The gradual rotation may be related 

to interseismic stress accumulation, as it is consistent with increasing shear stress on 

planes parallel to the relative plate motion. In the later time periods, there is also 

a more pronounced peak at r-vN20E. This secondary peak is due to the clockwise 

rotations caused by the Landers and Northridge earthquakes (Figure 1.6 and Figure 

1.7), and increased activity in the ECSZ, where aH is typically oriented r-vN20E. 

The stress rotation between one time period and the next at a given location 

can be quite large, up to r-v20° (Figure 1.10 (A)-(C)). The distribution of rotations 

is approximately Gaussian, with a mean of r-v0° and a standard deviation of rv9°, 

suggesting that much of the variation may be noise. The spatial pattern of stress 

rotations changes significantly between time intervals, again indicating a large com­

ponent of noise. 

Temporal changes in the trend of aH are also studied by fitting a constant rotation 

rate to the observations for the 4 time intervals (Figure 1.10 (D)) . This significantly 

reduces the scatter of the observations. The standard deviation of the rotation rate 

distribution is r-v0 .8° jyr , compared to rv9° over r-v5 years, or r-v2° /yr, for the rotations 

between time intervals. 

Many of the regions which exhibit a rotation rate greater than the 2a level of the 

distribution ('"" 1.5° j yr) are in the vicinity of major earthquakes: the 1992 Landers 
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sequence, the 1994 Northridge earthquake, the 1987 Elmore Ranch-Superstition Hills 

sequence just south of the Salton Sea [ Wald et al. , 1990], and the 1995 Ridgecrest 

earthquake sequence [Hauksson et al. , 1995b]. Other areas which exhibit high rotation 

rates are at the southern end of the Elsinore Fault, scattered locations near Cajon 

Pass, along t he Garlock Fault near Tejon Pass, and along t he San Andreas north of 

the Salton Sea. 

Rotations associated with the tectonic loading of an individual fault may be dif­

ficult to detect given the duration of the study. The most t hat t he aH axis could 

rotate would be from rv90° to the fault immediately following a major earthquake to 

rv45° by the t ime of the next event. If aH rotates rv45° over rv200 years, equivalent 

to a rate of rv0.2° /yr, or rv4° over the duration of this study, the rotation could not 

be reliably resolved. 

1.3. 7 Modeling the Temporal Evolution of the Stress Field 

The temporal evolution of the stress field is often modeled for use in earthquake 

stress triggering studies (Chapter 5). This modeling typically includes earthquake­

induced stress changes and sometimes tectonic loading. Comparisons between models 

and observed stress orientations are complicated by the fact that the stress field in 

seismically active areas is comprised of two parts: the transient seismic cycle stresses 

due to tectonic loading and earthquake stress release, and the long term stress state 

on which these are superimposed. Models of stress evolution include only the first 

part, and assume that the second part is homogeneous. 

I compare the stress field observed in southern California with the stress evolution 

model of Deng and Sykes [1997], which includes the cumulative effects of tectonic 

loading and M ?.7 eart hquakes from 1812 to 1992. The tectonic stress accumulation 

is modeled using virtual negative displacements on all major faults , which is equivalent 

to assuming that each fault is loaded by aseismic slip on its downward cont inuation. 

Deng and Sykes [1997] published their results in terms of Coulomb stress changes on 

planes of a given orientation, but t hey provided me with t he stress change tensors ( J. 
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Deng, written communication, 1999). 

Predicted stress orientations in 1812 (Figure 1.11) can be found by subtracting 

the stress change tensors of Deng and Sykes [1997] from the observed stress field for 

1992. The differences between Figure 1.11 and Figures 1.4 and 1.5 reflect rv200 years 

of seismic cycle stress changes due to tectonic loading and earthquake stress release. 

Along the San Andreas Fault south of Cajon Pass, for instance, a H rotated from a 

high angle to the fault in 1812 to a low angle in 1992, as shear stress built up on the 

fault due to tectonic loading while none was released in major earthquakes. North 

of Cajon Pass, however, CJH is of similar orientation in 1812 and 1992 because the 

tectonic stress accumulation was approximately balanced by the stress release in the 

1812 and 1857 earthquakes. 

The similarity between Figure 1.11 and Figures 1.4 and 1.5 implies that most 

of the major features of the observed stress field are not explained by the model. 

Either the major features of the stress field today were present prior to 1812, these 

features derive from seismic-cycle stresses on unmodeled faults, or another process 

causes stress changes on a rv200 year time scale. In any case, it is clear that the total 

stress field cannot be modeled from only tectonic loading and major earthquakes, 

even if the earthquake catalog can be extended back for hundreds of years. It should 

be understood when using stress evolution models that only the seismic cycle stress 

changes are modeled , not the entire stress field . 

1.4 Discussion 

The high-resolution stress orientation model presented in this chapter demonstrates 

that the stress field in southern California is highly heterogeneous. Some of the stress 

orientation complexity is related to differences between the major geologic provinces. 

The distinct stress states of some regions are easily understood in terms of their 

tectonics. In the western Transverse Ranges, for example, the thrust faulting stress 

regime is the result of convergence across the large-scale constraining bend in the 

San Andreas Fault. In other regions, the reason for a distinct stress state is unclear. 
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In the ECSZ, for instance, aH is oriented N20-45E, significantly rotated from the 

average southern California orientation of N7E. Additional stress field heterogeneity 

is related to fault complexity, such as step-overs and junctions. 

The heterogeneity of the observed stress field implies that t he complex crustal 

deformation in southern California is not simply the response of a heterogeneous 

crust to a homogeneous stress field . The complexity of faulting may be the result of 

the heterogeneous stress field, or, since faulting appear to affect stress orientation, it 

may be a cause. Complex faulting may promote heterogeneous stress, and vice versa. 

Major earthquakes appear to have significant impact on stress orientation. Stress 

perturbations are seen at the locations of the 1933 Long Beach , 1952 Kern County, 

1971 San Fernando, 1992 Landers and 1994 orthridge earthquakes. The last two 

events occurred within the time period of this study, and stress field rotations can 

be seen by comparing inversions performed on data from time intervals before and 

after the mainshocks. The fact that earthquake-induced stress changes can rotate the 

stress field implies that the background deviatoric stress magnitude must be low, on 

the order of earthquake stress drop. This idea is pursued further in Chapter 2. 

On the rv20 year time scale of the data used in this study, major earthquakes 

appear to be the dominant cause of temporal evolution of the stress field . Over the 

long term, tectonic loading should approximately cancel out stress changes due to 

earthquakes. However , since tectonic loading is a much slower process, the stress 

changes associated with it cannot be observed with only rv20 years of data. Modeling 

on a rv200 year time scale suggests t hat many features of the present stress field are 

not related to t he seismic cycle of tectonic loading and earthquake stress release, but 

instead may be longer-lived. 

1.5 Conclusions 

A high-resolution model of stress orientation in the southern California plate bound­

ary region was found from the inversion of earthquake focal mechanisms. The ob­

served stress field is highly heterogeneous, with variations related to differences be-
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tween geologic provinces, fault complexity, and major earthquakes. Temporal changes 

in stress orientation were also detected, primarily related to earthquake-induced stress 

changes. 
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Figure 1.1: Shaded relief map of southern California. Mapped surface traces of faults , 
from Jennings [1975], are shown as thin black lines, the San Andreas Fault as a thick 
black line. The arrows indicate the approximate direction of relative motion of the 
Pacific and North American plates. AC, Anza-Cahuilla region; CP, Cajon Pass; FV, 
Fremont Valley; IF, Imperial Fault; IWV, Indian Wells Valley; LA, Los Angeles; LB, 
Long Beach; OV, Owens Valley; PMF, Pinto Mountain Fault ; SBM, San Bernardino 
Mountains; SFF, Sierra Frontal Fault; SFV, San Fernando Valley; SMB, Santa Monica 
Bay; TP, Tejon Pass; WWF, White Wolf Fault. 
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Figure 1.2: Southern California earthquakes used to infer stress orientation. The data 
set includes rv50,000 events recorded by the Southern California Seismic Network 
(SCSN) from 1981 to 1999, and during the 1975 Galway Lake and 1979 Homestead 
Valley sequences. The events were relocated using a three-dimensional seismic velocity 
model [Hauksson , 2000]. Focal mechanisms were determined from the SCSN first­
motion data and the recomputed takeoff angles, using the FPFIT software package 
[Reasenberg and Oppenheimer, 1985]. 
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Figure 1.3: Rose diagram of the trend of the CJH axis for each grid point at which 
a stress inversion was performed. The length of each sector indicates the percent of 
points for which the inversion result falls into a 1 °-wide bin. The dashed line indicates 
the mean orientation. 
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Figure 1.4: Orientation of the maximum horizontal compressive stress, CJH, at 0, 5, 10 
and 15 km depth, measured in degrees clockwise from North. A data set of rv50,000 
earthquake focal mechanisms were used to determine stress orientation. An inversion 
is performed at each point on a 5 km spaced grid using all earthquakes within 5 km 
of the point or the 50 events closest to the point, whichever data set is largest. Only 
results with spatial uncertainty :S20 km (1CJ) and stress orientation uncertainty :S20° 
(1CJ) are shown. If the orientation of CJH is indistinguishable from N7E at the 95% 
confidence level of the inversion, it is shown as N7E. 
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Figure 1.5: Relative magnitude of the three principal stress axes, for the same in­
versions as shown in Figure 1.4. The parameter A <l> is as defined by Simpson [1997]. 
If the maximum principal stress, a 1 , is vertical, corresponding to a normal faulting 
regime, A <l> ranges from 0 to 1. A<l> ~ 0 indicates pure dilatation, a 2 ~ a3 ; and A <l> ~ 1 
indicates a mix of normal and strike-slip faulting, a2 ~ a 1 . Similarly, if the minimum 
principal stress, a3 , is vertical, corresponding to a thrust faulting regime, A <l> ranges 
from 2 to 3. A <l> ~ 3 indicates pure compression, a 2 ~ a 1 ; and A<l> ~ 2 indicates a mix 
of thrust and strike-slip faulting, a 2 ~ a3 . If a2 is vertical, a strike-slip regime, A <l> 
ranges from 1 to 2, depending on whether it is closer to a normal or a thrust faulting 
regime. 
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Figure 1.6: The orientation of the maximum horizontal compressive stress, CJH, and 
the parameter A.p in the vicinity of the 1992 M7.3 Landers earthquake, before and 
after the event. The Landers mainshock surface rupture is shown by the dark lines 
[Sieh et al., 1993] . Stress orientations are computed using the same methodology 
as for Figure 1.4. Only grid points at 10 km depth are shown, but similar results 
are obtained at all depths. For the pre-Landers inversion, only events prior to the 
4/ 24/92 M6.2 Joshua Tree foreshock are used. For the post-Landers inversion, only 
events occurring after the 6/ 28/92 mainshock are used. 
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Figure 1.7: The orientation of the maximum horizontal compressive stress, CJs , and 
the parameter At> in the vicinity of the 1994 M6.7 Northridge earthquake, before 
and after the event. The rectangle is the surface projection of the slip plane of the 
rupture model of Wald et al. [1996]. Stress orientations are computed using the same 
methodology as for Figure 1.4. Grid points at 10 km depth are shown. Only events 
occurring prior to the mainshock are used in the pre-Northridge inversion, and only 
events occurring after the mainshock are used in the post-Northridge inversion. 
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Figure 1.8: The orientation of the maximum horizontal compressive stress, CJH , 

through time in the region of the 1994 Northridge earthquake. The earthquakes 
used in the stress inversion are the same as those used by Zhao et al. [1997], and the 
temporal binning is also the same. Solid lines: orientation of CJH for the best-fitting 
stress tensor. Dashed lines: 95% confidence range. (A) First motion focal mechanisms 
determined using t he three-dimensional velocity model of Hauksson [2000]. (B) First 
motion focal mechanisms determined using the three-dimensional velocity model of 
Zhao and Kanamori [1995]. 
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Figure 1.9: Rose diagram of aH axis orientation during four time intervals. The 
length of each sector indicates the percent of points at which the inversion result falls 
within a 1 °-wide bin. 
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Figure 1.10: The change in stress orientation through time. (A) The difference be­
tween the (JH orientation found using events which occurred during 1986-1990 and the 
orientation found using events which occurred during 1981-1985. (B) The difference 
between 1991-1994 and 1986-1990. (C) The difference between 1995-1999 and 1991-
1994. (D) The rotation per year over the duration of the study. The rotation rate 
was found by fitting a least-squares linear trend to the results of the 4 time periods. 
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Figure 1.11: The stress field in 1812, as predicted from the stress evolution model of 
Deng and Sykes [1997], which includes earthquake induced stress changes and tectonic 
stress loading from 1812 to 1992. The prediction was found by subtracting the stress 
change modeled by Deng and Sykes [1997] from the observed stress state in 1992 
after the Landers earthquake (i.e. , a stress inversion was performed using only ECSZ 
events occurring after the Landers earthquake and L_A_ area events occurring before 
the 1994 Northridge earthquake) , assuming a deviatoric stress of 50 bar. The low 
stress magnitude was chosen in order to make the stress changes due to the model 
more apparent. The model is for 8 km depth. The trend of CJH and the parameter 
At> are displayed as in Figure 1.4 and Figure 1.5. 
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Chapter 2 Stress Magnitude at 

Seismogenic Depths 

2.1 Introduction 

The magnitude of the stress in the Earth's crust is more difficult to constrain than its 

orientation. It is currently unresolved whether deviatoric stress magnitude is high , 

comparable to the frictional strength of rock predicted by laboratory experiments; or 

low, perhaps on the order of earthquake stress drop. If the crust has the strength 

predicted from laboratory experiments [Byerlee , 1978], the deviatoric stress at rv10 

km depth should be rvl kbar. Earthquake static stress drops, on the other hand, are 

rvl0-100 bar [Kanamori and Anderson , 1975]. Stress magnitude can be measured in 

boreholes, but they typically sample only the shallow crust. The deepest borehole 

stress measurements in southern California, near Cajon Pass, extend down to rv3 .5 

km depth [Zoback and Healy , 1992] . Stress magnitude at greater depths in southern 

California must therefore be inferred seismologically. 

The magnitude of the deviatoric part of the crustal stress tensor can be estimated 

from the stress orientation rotations caused by major earthquakes. The amount of 

rotation a stress change can cause is controlled by the ratio of the magnitude of 

the stress change, 6-T, to the magnitude of the background deviatoric stress, T , as 

well as by the relative orientation of the two stress tensors. Yin and Rogers [1995] 

found a relationship between 6-T / T and the rotation of the principal stress axes for 

the two-dimensional case in which the stress tensor rotates about the cr2 axis. This 

solution can be applied only to stress rotations very near the center of the mainshock 

rupture because the earthquake stress drop is used as 6-T. Yin and Rogers [1995] use 

the stress rotations found for the Joshua Tree and Landers earthquakes [Hauksson , 

1994] to estimate 6-T j T. They find 6-T/ T ~0.4 and 0.8 for Joshua Tree and Landers, 
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respectively, indicating that the background deviatoric stress is low, on the order of 

earthquake stress drop. 

In this Chapter, I also use the stress rotations caused by major earthquakes in 

southern California to constrain the deviatoric stress magnitude. First , I present a 

solution for the two dimensional problem which does not depend on two questionable 

assumptions made by Yin and Rogers [1995] . Second, I use an inversion technique 

to solve for stress magnitude in the three-dimensional case, in which the stress tensor 

may rotate about any axis. The two-dimensional solution can be used to make a point 

estimate of deviatoric stress magnitude at the location of an earthquake from only 

the near-field stress orientations before and after the event and the earthquake stress 

drop. The three-dimensional inversion method requires more stress information and 

an earthquake slip model, but is more powerful because it allows deviatoric stress 

magnitude to be measured away from the earthquake rupture. 

2.2 Two-Dimensional Solution 

2.2.1 Method 

A general two-dimensional solution can be found for the relationship between the near­

field rotation of the stress tensor and the ratio of the earthquake stress drop, !:iT, to 

the background deviatoric stress magnitude, T. I follow a procedure similar to that 

used by Sander [1990] for the stress rotations associated with linear density anomalies. 

This is preferable to the solution obtained by Yin and Rogers [1995] because they 

make two assumptions which may not generally hold. The first assumption is that the 

mainshock fails in accordance with the Coulomb failure criterion, which may not be 

the case, for instance for a weak fault. The second assumption is that the magnitude 

of the deviatoric stress does not change, which is clearly not true since the mainshock 

relieves a portion of the shear stress. The second assumption is approximately correct 

if the ratio !:iT/ Tis small, but if the stress drop is on the order of the deviatoric stress, 

as it appears to be in the Landers example, the assumption breaks down. 
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The post-mainshock stress tensor equals the pre-mainshock stress tensor plus the 

stress change tensor due to the mainshock (Figure 2.1). The pre-mainshock deviatoric 

stress tensor is: 

CJpre = ( T 0 ) 
0 -T 

(2.1 ) 

where T = (cr3 - cr1)/ 2 is the deviatoric stress magnitude (tension is positive). The 

earthquake occurs on a fault plane oriented at an angle of () to the cr1 axis orientation 

(sign convention shown in Figure 2.1). The stress change tensor due to the earthquake 

is: 

(2.2) 

where ~Tis the earthquake stress drop. The post-mainshock stress tensor is therefore: 

(2.3) 

Solving for the eigenvalues and eigenvectors, one finds that the post-earthquake stress 

tensor is rotated from the pre-earthquake stress tensor by an angle of ()* , where 

* ( 1 - ~r sin 2() - [ ( ~r) 2 

+ 1 - 2 ~r sin 2() J ~ ) 
() = atan b. () . 

_I. cos 2 
T 

(2.4) 

Note t hat the rotation depends on only two parameters: () , the orientation of the 

fault relative to the pre-earthquake stress field; and ~T jT, the ratio of the earthquake 

stress drop to the background deviatoric stress level. ()* versus () is shown for various 

values of ~T jT in Figure 2.2. This figure is very similar to that for a linear density 

anomaly [Bonder, 1990], the major difference being a 45° shift of the x-axis because 

of the difference between a shear source and a tensional or compressional source. 

A potential problem with using Equation 2.4 to estimate ~T jT is apparent in 

Figure 2.2. As the orientation of the fault relative to cr1 goes to ±45°, the rotation 

angle goes to 0, for any j ~T/T I < 1. This is because at ()=45°, the two stress tensors 
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are collinear, so adding them will change the magnitude of the two axes, but will not 

cause a rotation. Where the results for all I~T / TI < 1 start to converge, it becomes 

more difficult to infer ~T f'r from the stress rotations. An angle of rv45° to a 1 is also 

a favorable orientation for fault failure, so many earthquakes may fall into regions 

where very high-precision stress rotation measurements are necessary to determine 

~T /T even to within an order of magnitude. 

2.2.2 Results 

To estimate ~T /T using the solution given above, () and ()* must be observed. I find 

stress orientations before and after the Landers mainshock on four segments of the 

rupture (Figure 2.3, Table 2.1) , similar to the segments used by Hauksson [1994]. 

The pre- and post-Landers stress tensors along each fault segment are different at the 

95% confidence level of the inversion, strongly suggesting that the Landers mainshock 

caused a rotation of the stress field . The significance of the difference between the 

pre- and post-Landers stress fields can be seen using a technique for identifying stress 

changes [ Wyss and Lu, 1995]. Changes in the misfits of individual focal mechanisms 

with respect to a given stress tensor, here the bestfit pre-Landers stress, signal changes 

in the stress field. For earthquakes near Landers, the slope of the cumulative misfit 

curve, which represents the average misfit , changes from rv25° /event to rv44° /event 

at the time of the Landers mainshock (Figure 2.4). The high misfit of the aftershocks 

indicates that they are poorly fit by the pre-event stress tensor, implying a post­

mainshock stress state which is different form the pre-mainshock state. 

The stress rotations observed in Figure 2.3 are shown along with the analytic so­

lution in Figure 2.2 and are used to constrain ~TjT. The Johnson Valley, Homestead 

Valley and Emerson segments provide both lower and upper bounds. For the Johnson 

Valley segment, 0.25s; ~T /T < 1; for the Homestead Valley segment, 0.4s; ~T jT < 1; 

and for the Emerson segment, 0.35s; ~T /T s;0.85. The Camp Rock segment expe­

rienced a rv21±14° rotation, qualitatively suggesting high I~T / TI, but the rotation 

appears to be in the wrong direction, i.e., the direction which would be expected for 
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left-lateral slip. There is not very much slip on this segment [ Wald and Heaton, 1994], 

so the stress rotation here may be dominated by the stress changes due to the other 

segments. Additionally, there is little pre-Landers seismicity along this segment, so 

the pre-event stress orientation may not be well constrained. 

The deviatoric stress magnitude, T, can be inferred from i:1T j T if the earthquake 

stress drop, i:1T , is known. The average stress drop for the Johnson Valley, Homestead 

Valley and Emerson segments, estimated from the mapped surface slip (Table 2.1), 

is rv80 bar. Assuming a value of i:1T / T ;:::::0.65 , which fits the rotations of the three 

segments very well, T ;:::::120 bar. This is nearly an order of magnitude less than 

would be consistent with the crustal strength predicted by laboratory experiments. 

Conservative error estimates (Table 2.1) constrain T to be less than rv250-320 bar. 

The estimated magnitude ofT could be incorrect if there was afterslip on the fault , 

i.e., if i:1T is an underestimate of the true total stress drop. However, if Tis to be on 

the order of 1 kbar, the afterslip would have to be very large, as large as the coseismic 

slip. It seems highly unlikely that such large afterslip could have gone undetected for 

a well-studied event such as Landers. 

2.3 Three-Dimensional Inversion 

2.3.1 Method 

The deviatoric stress magnitude can also be estimated using the three-dimensional 

stress tensor. In order to do so, the normalized deviatoric stress tensor at a given 

location prior to the mainshock, f7pre ' and after the mainshock, f7post , must be found , 

and the static stress change tensor due to the mainshock, t1e7 , must be computed 

from the mainshock slip distribution. The predicted post-earthquake stress tensor, 

f7::0=fict , for a given background deviatoric stress magnitude, T , is the pre-mainshock 

stress tensor, scaled by the deviatoric stress, plus the stress change tensor, or 

_predict A 
U]Jost = Tf7pre + ue7. (2.5) 
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One can search for the value ofT that minimizes the misfit between the deviatoric part 

of ar;!fict and a post. Since T is a scalar, the minimization procedure is a straightforward 

search over possible values. The misfit between the deviatoric part of ar;!fict and apost 

is defined using the normalized tensor dot product. 

I use this methodology to find T from the stress rotations due to the Landers 

sequence, using the focal mechanism data set and stress inversion method described 

in Chapter 1. I divided the Landers region into 10 km x 10 km boxes in four different 

depth ranges (Figure 2.5) . The post-mainshock stress for each box, apost, was found 

by inverting only the aftershocks inside that box. Since the pre-Landers seismicity 

is not as dense as the aftershocks, the pre-event stress tensor, apre , was found using 

events from an area 4 times as large as the box. The stress change for each box, /::).a, 

was computed at the average location of aftershocks in that box, assuming an elastic 

half-space, following Okada [1992]. The Landers mainshock was modeled using the 

slip distribution of Wald and Heaton [1994], and the Joshua Tree preshock and Big 

Bear aftershock were modeled as dislocations with 0.35 m slip on a 12-15 km long 

fault plane. 

2.3.2 Results 

Figure 2.6 shows the average misfit for boxes in each depth range versus the deviatoric 

stress level, T. The average misfit for 0-5 km depth is lowest forT ~50 bar; 5-10 km 

depth, T ~100 bar; 10-15 km depth, T ~250 bar; and 15-20 km depth, T ~10 bar. 

The minimum average misfits are 20-45% less than the average misfits forT =1 kbar, 

indicating that while low stress is clearly preferred, high stress cannot be completely 

ruled out. The deviatoric stress magnitude appears to increase slowly with depth 

down to "'15 km. For 15-20 km depth, the results may be unreliable due to the small 

number of data points. For synthetic tests assuming T ~100 bar, a minimum misfit 

at T ~10 bar is obtained in numerous trials. 

The three-dimensional inversion technique introduced here appears to be a viable 

method for obtaining stress magnitude estimates. However, some problems, including 
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low misfit reduction, indicate that improved data quality will be necessary in order 

to constrain stress magnitude with a high level of certainty. Also problematic are the 

scattered boxes for which the stress tensor appears to rotate in the opposite direction 

from what is predicted. 

2.4 Discussion 

Results from both the two-dimensional analytic solution and the three-dimensional 

inversion indicate that the deviatoric stress in the crust in the vicinity of the Landers 

earthquake is low, on the order of 100 bar. The low deviatoric stress level clearly 

applies to the ECSZ. In the three-dimensional inversion, low values of T are also 

found in the San Bernardino Mountains and along parts of the San Andreas Fault, 

implying that these areas are at low stress as well. This suggests that the entire 

southern California plate boundary region may be at low stress. 

If deviatoric stress in the southern California plate boundary region is low, active 

faults in southern California must be weak in order to operate at low levels of shear 

stress. At the very least, the active faults of the ECSZ must be weak. Three classes of 

fault-weakening models have been proposed: high-pressure fluids [Hubbert and Rubey, 

1959; Rice, 1992]; inherently weak fault zone materials, although most candidate 

minerals have been eliminated by laboratory testing [Moore et al. , 1996; Morrow et al. , 

1992]; and dynamic weakening [Heaton , 1990; Melosh , 1996; Andrews and Ben-Zion, 

1997]. 

The stress magnitudes and fault strengths discussed in this chapter are clearly 

average values over length scales on the order of lOs of km. Smaller-scale variations in 

fault strength and deviatoric stress are acceptable and likely. Locally high deviatoric 

stress magnitudes presumably exist at crack tips and fault irregularities. Dynamic 

fault weakening mechanisms require small-scale heterogeneity, as locally high shear 

stress or locally low static strength is necessary to initiate rupture. 

The observed stress magnitudes are best explained by a model in which major 

active faults are weak, while the intact crust is strong. In an intraplate setting, the 
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crust as a whole is strong because it contains no major active faults, so the deviatoric 

stress is high , as is observed in deep boreholes [Brody et al. , 1997). In a simple 

plate boundary region, containing only one major active fault , the deviatoric stress 

magnitude may also be high, but the stress tensor must be oriented such that little 

shear stress is resolved onto the fault. In a complex plate boundary region, like 

southern California, however, there are weak faults in many orientations. The crust 

as a whole cannot support high shear stresses because of the numerous planes of 

weakness, and the deviatoric stress is low. 

The deviatoric stress magnitudes implied by earthquake stress rotations are on 

the same order of magnitude as shallow borehole stress measurements in southern 

California. The maximum observed deviatoric stress in the Cajon pass borehole, 

near the western edge of the Landers study area, is rv300±100 bar [Zoback and Healy, 

1992). The two observations are inconsistent only if it is assumed that the borehole 

stress measurements can be extrapolated to greater depths, which would imply "'1 

kbar deviatoric stress at 10 km depth. The observations presented here suggest that 

deviatoric stress does not increase with depth as rapidly as would be predicted for a 

strong crust. 

A common argument against a low strength crust is that it could not support steep 

topography such as the Transverse Ranges. However, a shear strength on the order of 

100 bar is consistent with the Transverse Range topography, if it is isostatically sup­

ported. The potential energy difference between two columns in isostatic equilibrium 

will result in a local horizontal force on the boundary between them [Turcotte and 

Schubert, 1982). The force per unit length parallel the boundary, F, can be written: 

(2.6) 

where p1 (z) and p2 (z) are the density structures of the two columns, g is the gravita­

tional acceleration, and z is height above the depth of compensation. The resulting 
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horizontal stress, averaged over a 60 km thick lithosphere, is: 

F 
CJxx = 60km (2.7) 

and the corresponding deviatoric stress is axx/2. Topography of rv2 km produces a 

force of rv2·1012 N/m, or a deviatoric stress of rvl50 bar, assuming p=2700 kgj m3 in 

the crust and 3300 kg/ m3 in the mantle, and that the crust is 30 km thick. There­

fore, the average deviatoric stress in the lithosphere due to isostatically supported 

mountains is of similar magnitude to the inferred strength of faults. 

2. 5 Conclusions 

Stress magnitude at seismogenic depths in southern California has been constrained 

from the rotations of the stress field due to major earthquakes. The results of both 

a two-dimensional analytic solution and a three-dimensional inversion imply a low 

level of deviatoric stress magnitude, on the order of 100 bars. This is an order of 

magnitude less than would be expected if the crust had the strength predicted by 

laboratory experiments. The observations can be explained by a model in which 

faults are weak while the intact crust is strong. 
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Figure 2.1 : The assumed geometry of a stress rotation due to slip on a fault. The 
post-mainshock stress state is equal to the pre-mainshock stress state plus the stress 
change due to the earthquake. The problem is assumed to be two-dimensional, so it 
can be represented entirely in the CJ1-CJ3 plane. () is the angle from the fault trend to 
the CJ1 axis, clockwise positive. ()* is the rotation of the stress field , clockwise positive. 
The mainshock stress drop, !:1T, is taken to be positive for the sense of slip shown, 
and negative for the opposite sense of slip. Note that the CJ1-CJ3 plane may represent 
a map view, cross section, or oblique view, depending on the orientation of the stress 
axes. 



39 

~ ~ 
1'', 1,', 
I ' ', I ' ', 
1 ', ,6:th: =-oo 1 ', , 

I ' ', I ' ', 
I _2', ' , I ' , ' , 
I , , I , ' 

60 

80 

r- ' r -, '--~ '' , -
I - ' ! 

40 

1 -0.75_ - - __ - - . ..--+--+-----o::-~..-

1 
__ - -

t 20 
. . . . . . I / / ---:9·~ = - . . . . . . . I I ~ - ~ I - - = = 

a · · · : : .. ·. 1, .... ..... -o.1 · ·::. · . . 17 .... 

t:; ; -~ ~ . ~ ~ = ~ )t' ~ F -~ --.0-,; ; -~· ~·~ t = ~ ~~ rrr -~--r -
;- - - - - - / l . . ·- - - - - - 0.75 l v ·.. ·. 

l ·. , --- I ·. ·. ·. 
-4o ' ' I ' ' - - - I . ' - -1 ' 1 - _ , 

', I ', ', I ' ', ' I 00 

', ' I 
' , ' , I o Johnson Valley ' , ' I 
' 'I H ''I , , o omestead Valley , , 

2 
, , 1 0 Emerson ' , 1 

' , , I \I Camp Rock ' , , 1 

'~ '~ 

-60 

-80 

-80 -60 - 40 -20 0 20 40 60 80 
e =angle of cr

1 
to fault 

Figure 2.2: The rotation of the stress field due to an earthquake, two-dimensional 
solution (Equation 2.4) . The stress rotation, ()* , is shown versus the angle of the 
fault to the pre-earthquake a 1 axis, () , for various values of f:j.T j T , the ratio of the 
stress drop to the deviatoric stress magnitude. The geometry is shown in Figure 
2.1. Dashed lines indicate that the sign of f:j.T j T is consistent with mainshock slip 
in the direction of resolved pre-earthquake shear stress; dotted lines, opposite to this 
direction. The observed () and ()* for four segments of the 1992 Landers earthquake 
(Figure 2.3, Table 2.1) are shown as symbols. Large squares are the 2a confidence 
ranges of the stress orientations and fault strike. 
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Figure 2.3: Earthquakes and fault segments used in the two-dimensional inversion 
for stress magnitude near Landers. The events shown as crosses occurred prior to 
the Landers mainshock, while those shown as circles occurred after. The four fault 
segments, Johnson Valley (JV), Homestead Valley (HV), Emerson (E), and Camp 
Rock (CR), are shown along with the spatial extent of the events used in the stress 
inversion. The pre-mainshock inversion for the Camp Rock segments also includes 
events up to 0.1° away from the edge of the box. To the right , the orientation of CJH 

before and after the mainshock. The width of the wedge indicates the 95% confidence 
region. 
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Figure 2.4: Cumulative misfit, relative to a given stress state, for the focal mechanisms 
of earthquakes occurring within 10 km of the Landers mainshock rupture, ordered 
chronologically. Aftershocks within 1 km of the rupture were excluded. The stress 
field is strike-slip with aH trending N22E, the preferred pre-Landers orientation of 
Hauksson [1994]. The slope of the curve represents the average misfit per event. 
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Figure 2.5: Earthquakes and bins used in the three-dimensional inversion for stress 
magnitude near Landers. T he boxes indicate the spatial extent of the bins in each 
depth range. The events shown as crosses are prior to the Joshua Tree preshock, and 
the events shown as circles are after the Big Bear aftershock. All bins have a total 
modeled stress change due to Landers, Big Bear and Joshua Tree of at least 0.1 MPa. 
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Figure 2.6: Results of a three-dimensional inversion for stress magnitude in the Lan­
ders region (Figure 2.5.) (A) Misfit versus deviatoric stress level, T, for the four depth 

Th . fi . d fi d (1 _ predict) h predict . h 1" d ranges. e m1s t lS e ne as -apost:CTpost , w ere a post:apost 1st e norma 1ze 
tensor dot product between the observed and predicted post-mainshock stress ten­
sors. I include only boxes for which the misfit is within the 95% confidence region of 
the inversion for at least one value ofT, in order to control data quality. (B) Stress 
magnitude versus depth. The solid lines indicate t he best-fit deviatoric stress magni­
tude in each depth range, the dashed lines are an estimate of the la confidence range 
based on the misfit curves in (A) . The dotted lines indicate the range of predicted 
values for a strike-slip regime based on laboratory experiments. 
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segment strike aH rotation D (m) !:!,. T (bar) f),.T j T T (bar) 
Johnson V. N5W -12±9° 2±0.5 50±12 0.63 (0.25-1) 79 (38-250) 
Homestead V. N26W 15±9° 3.5±0.5 88±12 0.67 (0 .4-1) 130 (76-250) 
Emerson N40W 18±11° 4±0.5 100±12 0.62 (0.35-0.85) 160 (100-320) 
Camp Rock N40W -21±14° 1±0.5 25±12 ? 

Table 2.1: The four segments of the Landers earthquake used to invert for deviatoric 
stress magnitude, T . The average surface slip, D , is estimated from Sieh et al. [1993] . 
The stress drop, l:!,.T , is computed from the definition 1:!,.7 = Jl~ , assuming a fault 
length scale, L , of 12 km (i.e., the rupture broke the entire seismogenic crust) and 
Jl=3x1010N /m2

. Rotation is positive clockwise. Numbers in parentheses are the range 
of acceptable values. All segments are assumed to be vertical and rupture is assumed 
to be pure strike-slip. 

? 
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Chapter 3 Stress State and the Strength 

of the San Andreas Fault 

3.1 Introduction 

To understand the mechanics of the southern California plate boundary region, it is 

important to constrain the strength of San Andreas Fault. The strength is defined as 

the maximum possible frictional resistance to slip. The strength and the shear stress 

acting on the fault may be variable on small length scales, as discussed in Chapter 2. 

Here I consider the average strength over length scales on the order of kms. 

The San Andreas Fault is generally considered to be a weak fault. Laboratory 

experiments indicate that faults should have a coefficient of friction of 0.6-0.85 [By­

erlee, 1978], which corresponds to a strength on the order of 1 kbar at seismogenic 

depths, assuming hydrostatic pore pressure. The lack of a heat flow anomaly along 

the San Andreas [Brune et al., 1969; Lachenbruch and Sass , 1992] indicates that 

sliding friction is less than 100-200 bar, and that the fault is therefore weak in an 

absolute sense. 

The San Andreas is also thought to be weak relative to other faults in the region, 

based on the apparent misorientation of the fault relative to the surrounding stress 

field. The regional maximum horizontal stress axis, aH , has been observed to be 

roughly perpendicular to the fault surface, indicating that relatively little shear stress 

is resolved onto the San Andreas compared to fau lts of other orientations [ Zoback 

et al. , 1987; Mount and Suppe, 1992]. Since the San Andreas appears to operate at a 

lower level of shear stress than other faults, it is considered weak in a relative sense. 

In this chapter, I re-examine the hypothesis that the San Andreas is weak in 

a relative sense. I use high-spatial-resolution stress orientations, obtained from the 

inversion of earthquake focal mechanisms, to test whether aH is at high angle to the 
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fault within a few km of the San Andreas in southern California. 

3.2 M et hod 

Stress orientation versus distance from the fault is determined for eight profiles across 

relatively straight segments of the San Andreas Fault (SAF) , San Jacinto Fault (SJF) , 

and Elsinore Fault (EF) . Figure 3.1 shows the locations of the fault segments and 

the spatial extent of the events used in each profile. The earthquakes are from the 

relocated data set described in Chapter 1, and all occurred between 1981 and 1998. 

All earthquakes within 1 krn of each fault segment are inverted together to find 

the stress orientation very near the fault. The rest of the earthquakes along each 

profile are binned in groups of 100 based on perpendicular distance from the fault, 

and each group is inverted for principal stress direction. The focal mechanisms are 

inverted for stress using the method of Michael [1984, 1987b], which has been shown 

to produce accurate results with appropriate uncertainty estimates (Appendix A.) 

3 .3 Result s 

The direction of the maximum horizontal stress, fYH, for each profile is shown in 

Figures 3.2 and 3.3. In general, fYH makes an angle of "'40°-50° to the fault inside a 

zone along the fault , the width of this zone varying from "'2 km to rv30 krn. Further 

away, it makes an angle of rv60°-90° to the fault. The high angles in the far-field are 

consistent with the observations of previous studies. However, the rotation of uH to 

low angle near the San Andreas is a new observation which contradicts the model of 

a relatively weak fault. 

For fault segments subparallel to the relative plate motion (profiles A, F , G and 

H in Figures 3.2 and 3.3) , far-field fYH is typically rv60° to the fault strike. However, 

within 2-5 km of the Parkfield and Indio segments of the SAF (profiles A and G) , 

the northern and southern SJF (profiles F and H) , and the central and southern EF 

(profiles G and H) , u H is at "'40° to the fault strike. 



47 

In the region of the compressional bend in the SAF (profiles B, C, D and E), far­

field CJH is typically r-v90° to the fault strike. ear the Fort Tejon and San Bernardino 

segments of the SAF (profiles B and D) , however, CJ H is at r-v40° to the fault strike. 

The zone of stress rotation across the Fort Tejon segment is rv20-30 km wide, while 

that across the San Bernardino segment is r-v5 km wide, but superimposed on a wider 

zone ( rv30 km) to the northeast where CJ H is "'50° to the fault . Previous studies of 

stress orientation along the SAF have also found a principal stress axis oblique to the 

Fort Tejon and San Bernardino segments [Jones , 1988; Wyss and Lu, 1995]. 

There are two segments without a clear stress rotation. The Mojave segment of 

the SAF (profile C) has a broad area (rv50-90 km) in which CJH is at approximately 

60° to the fault. Banning (profile E) is the only segment for which the observed CJH 

is everywhere at high angle (>60°) to the fault. The Banning segment has numerous 

strands, some non-vertical, unlike the rest of the southern California San Andreas 

system, and it is uncertain whether there is a single thoroughgoing fault [Magistrale 

and Sanders, 1996; Seeber and Armbruster, 1995]. A difference in stress state is not 

surprising, then, as this segment appears to be different from the rest of the fault 

system. 

The resolution of the width of the observed stress rotation is dependent on the 

width of the data bins. Near the fault, the bin width is 2 km. Therefore, the widths 

of the narrowest ( rv2-5 km) zones are at the limit of the resolution, but the widths of 

the wider zones (>5 km) are well resolved. 

The stress orientations along the fault appear to be robust and not artifacts of 

poor data quality or inadequate focal mechanism diversity. Results of inversions using 

only the best-constrained rv1/3 of the data set are very similar to the results for the 

whole data set (Figure 3.4A). Additionally, the mechanisms along the fault show 

considerable diversity, which is necessary for a reliable inversion (Figure 3.4B). 

The observed stress rotations appear robust in that using different binning schemes 

(Figure 3.5) or a different inversion program (Figure 3.6) produces results which are 

in agreement with Figure 3.2 to within the 95% confidence regions. Townend and 

Zoback [2000] inverted the same focal mechanism data set using a different binning 
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technique, and used their observations to argue that there is not a stress rotation. 

However, when their observed stress orientations are displayed differently, as profiles 

across the San Andreas, it is apparent that these orientations agree very well with 

those found here (Figure 3.7). The similarity between the results of the the two 

studies demonstrates that the observed stress rotations are a robust feature of the 

focal mechanism data. 

Similar stress orientation patterns are also observed if only events from limited 

depth intervals are used (Figure 3.8). However, the similarity may break down near 

the surface, as stress orientations inferred from shallow events (:=::;2.5 km depth) do 

not indicate a stress rotation along the fault . Shallow borehole stress orientation 

measurements are highly scattered. A series of boreholes across the Mojave segment 

of the San Andreas imply a rotation to low angle near the fault [Hickman et al. , 1988; 

Stock and Healy, 1988], qualitatively similar to the rotations observed here. Other 

borehole stress orientations appear inconsistent with my observations. For example, 

the low-angle, right-lateral stress orientations observed along the San Bernardino 

segment of the SAF contrast with left-lateral stress orientations measured to 3.5 km 

depth in the Cajon Pass borehole approximately 5 km northeast of the San Andreas 

[Zoback and Healy, 1992; Shamir and Zoback , 1992). However, shear-wave anisotropy 

observed at Cajon Pass implies that aH at seismogenic depths is at "'45° to the fault 

in a right-lateral sense [Liu et al., 1997], consistent with the observations in Figure 

3.2. 

3.4 Discussion 

Observations of stress orientation very near to the San Andreas contradict the model 

of a relatively weak fault. The observed rv40°-50° angle between aH and the fault 

strike means that the shear stress on the fault is approximately equal to the deviatoric 

stress magnitude. The San Andreas must therefore be of comparable strength to its 

immediate surroundings. There are two possibilities: that the San Andreas is strong, 

or that the surroundings are weak. The stress orientation information alone cannot 
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distinguish between these two models. 

Scholz [2000] interpreted this stress rotation, originally published by Hardebeck 

and Hauksson [1999], to mean that the San Andreas is actually a strong fault. A 

strong fault driven from below by a shear zone would produce upper crustal stress 

orientations similar to those observed here. However, a strong San Andreas is at odds 

with heat flow observations [Brune et al. , 1969; Lachenbruch and Sass , 1992]. 

Hardebeck and Hauksson [1999] interpreted the stress rotation as a rv2-30 km 

wide zone of weakness due to elevated fluid pressure, based on the fault fluid model 

of Rice [1992], which predicts such a rotation. Scholz [2000] noted that there is a 

force balance problem for a wide zone of high fluid pressure, since the model predicts 

an elevated vertical stress which must be balanced by vertical shear stress on fault­

parallel planes. If the deviatoric stress outside the high-pressure fluid zone is high, 

this shear stress is unacceptably large. 

Another possibility is that the San Andreas is a weak fault in a weak crust, 

as suggested by the low deviatoric stress magnitude found in Chapter 2. The San 

Andreas may have a resolved shear stress comparable to the estimated deviatoric 

stress, rv100 bar, and be consistent with the upper bound on frictional stress required 

by heat flow measurements. Figure 3.9 illustrates on Mohr circle diagrams several 

models for the San Andreas: a strong fault model, two models for a weak fault in a 

strong crust, and two models for a weak fault in a weak crust. The latter two models 

are preferred because they are the only cases consistent with both a low angle of aH 

to the San Andreas and a low resolved shear stress on the fault plane. 

If the San Andreas is weak in an absolute sense but not a relative sense, this implies 

that all the active faults in the southern California plate boundary region operate at 

low stress. Three classes of fault-weakening models have been proposed: high-pressure 

fluids [Hubbert and Rubey , 1959; Rice , 1992]; inherently weak fault zone materials, 

although most candidate minerals have been eliminated by laboratory testing [Moore 

et al. , 1996; Morrow et al. , 1992]; and dynamic weakening [Heaton, 1990; Melosh , 

1996; Andrews and Ben-Zion , 1997]. These models were formulated to explain the 

weakness of mature faults with well-developed gouge zones, like the San Andreas, and 
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may need to be modified to apply to lesser-developed faults. 

The rotation of cr H across the San Andreas may simply reflect interseismic stress 

accumulation. If the deviatoric stress is on the order of earthquake stress drop, CJH 

should rotate during the seismic cycle, from a high angle immediately following the 

stress release of a large earthquake to a lower angle later in the interseismic period 

as the fault is reloaded. The last major earthquake on the San Andreas in southern 

California was in 1857, so all the fault segments are currently late in the cycle and 

CJH is at low angle to the fault . 

This model predicts the width of the zone of rotation to roughly correspond to 

the width of the interseismic strain accumulation, which it does. In the western 

and central Transverse Ranges (i.e. , the Fort Tejon and Mojave segments of the San 

Andreas) where the zone of stress rotation is widest ( rv20-90 krn) , a wide zone of 

strain accumulation (>40 krn) is observed geodetically [Lisowski et al. , 1991). In the 

southeastern San Andreas system (i.e., the San Bernardino and Indio segments and 

the San Jacinto and Elsinore faults) where the zone of stress rotation is narrow ( <20 

km), the strain accumulation is also more localized ( <20 km) [Lisowski et al. , 1991). 

The observed stress rotations imply that the San Andreas is driven from below. 

If it were driven from the side, i .e., if the shear stress were transmitted through the 

upper crust, there would be significant shear stress on San Andreas-parallel planes 

in the far field , inconsistent with the high angle of CJH to the fault observed at rv100 

km distance. This means only that the driving stresses are not transmitted through 

the upper crust, they may be transmitted though the lower crust or upper mantle. 

Localized deformation beneath the San Andreas would then drive the fault from 

below. 

3 .5 Conclusions 

Stress orientations obtained from the inversion of earthquake focal mechanisms were 

used to test the hypothesis that the maximum horizontal stress, CJH, is at high angle 

to the San Andreas Fault in southern California. Stress orientations along eight 
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profiles across the fault indicate that while aH is at high angle (r-v60°-90°) to the fault 

in the far field , within a few km of the fault it rotates to lower angle ( r-v40°-50°). 

This observation is robust with respect to data selection, binning method and stress 

inversion technique. 

The low angle of aH to the fault in the near field contradicts the model that the 

San Andreas is weak relative to its surroundings. This observation, combined with 

the low deviatoric stress levels found in Chapter 2, suggests that the San Andreas is 

weak in an absolute sense, but not in a relative sense. If the deviatoric stress level 

is low, the rotation of the stress tensor near the San Andreas may simply reflect 

interseismic stress accumulation. 
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Figure 3.1: Map view of rv50,000 southern California earthquakes occurring between 
1981 and 1998. The events were relocated and first-motion focal mechanisms found 
using the three-dimensional velocity model of Hauksson [2000]. The inset indicates 
the location of the three major faults of the right-lateral San Andreas fault system in 
southern California, the San Andreas (SAF) , the San Jacinto (SJF) , and the Elsinore 
(EF). The boxes indicate the locations of the stress orientation versus distance profiles 
shown in Figure 3.2. 
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Figure 3.2: Orientation of aH , the maximum horizontal stress, relative to the strike 
of the fault segment versus perpendicular distance from the fault (NE positive.) The 
locations of the profiles are shown in Figure 3.1. The earthquakes used for each profile 
are binned in groups of 100 based on their perpendicular distance from the fault , and 
inverted for principal stress orientation [Michael, 1984, 1987b]. Angles >90° indicate 
left-lateral stress orientations. The horizontal error bars indicate the extent of the 
bins, and the vertical error bars the 95% confidence interval of the inversion results. 
The vertical gray lines indicate the approximate location of the traces of the major 
faults. Horizontal dashed line at 60° for reference. (The crosses with dotted error bars 
are post-Landers stress orientations, when different from pre-Landers orientations.) 
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segment. For clarity, only representative orientations from the full profiles (Figure 
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Ft. Tejon Mojave San Bernardino 

N. San Jacinto Indio Elsinore S. San Jacinto 

(B) Parkfield Ft. Tejon Mojave San Bernardino 

N. San Jacinto Indio Elsinore S. San Jacinto 

Figure 3.4: Three-dimensional stress orientations along the fault, where CJH is ob­
served to be at low angle (s;60°) to the fault (Figure 3.2). For the Parkfield seg­
ments, events in an 8 km wide zone are used; Ft. Tejon, 23 km; Mojave, 10 km; 
San Bernardino, 4 km; N. San Jacinto, 4 km; Indio, 2 km; Elsinore, 3 km; and S. 
San Jacinto, 5 km. (A) The 95% confidence regions for the maximum (CJI), inter­
mediate (CJ2), and minimum (CJ3 ) principal stress directions on a lower-hemisphere 
equal-angle projection. Black: inversion results for all of the earthquakes inside the 
zone. Grey: inversion results for the best-constrained mechanisms (M~2 events with 
at least 20 first-motion picks, which constitute approximately one third of the data 
set. There are an inadequate number of well-constrained events for inversion at Park­
field .) The dashed line indicates the orientation of the fault. (B) The distribution 
of the compressional (black) and tensional (grey) axes of the focal mechanisms used 
in the inversion. The diverse set of mechanisms indicates that the observed stress 
orientations along the fault are not an artifact of inverting a data set comprised only 
of similar fault-parallel, strike-slip mechanisms. 
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Figure 3.5: Orientation of C7H , the maximum horizontal stress, relative to the strike 
of the fault segment versus perpendicular distance from the fault (NE positive.) As 
in Figure 3.2, except that the events are binned in groups of 50, and separate pre­
and post-Landers inversions were not performed. 
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Figure 3.6: Orientation of aH, the maximum horizontal stress, relative to the strike 
of the fault segment versus perpendicular distance from the fault (NE positive.) As 
in Figure 3.2, except that the events were inverted for stress using the method of 
Gephart and Forsyth [1984], and separate pre- and post-Landers inversions were not 
performed. 
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Figure 3.7: Profiles of CJH orientation relative to the strike of the San Andreas versus 
distance from the fault , using two different binning techniques. The solid lines are 
orientations measured from Figure 4 of Townend and Zoback [2000] , who invert events 
in variable-sized square bins. The horizontal length of the lines represent the spatial 
extent of the bins in the fault-normal direction. One bin which crosses the Tejon 
segment of the fault contains only events in the opposite corner of the box, the empty 
portion of the box is indicated with a dashed line. The circles with the dotted error 
bars are from Figure 3.2. 
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Figure 3.8: Orientation of aH , the maximum horizontal stress, relative to the strike 
of the fault segment versus perpendicular distance from the fault (NE positive.) Four 
profiles are shown for each fault segment, each using only events from the correspond­
ing depth range. Solid dots indicate borehole measurements from the World Stress 
Map project [Zoback , 1992] (only the borehole data from the database is used). 
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Figure 3.9: Mohr circle diagrams representing five models for the San Andreas Fault. 
a H and ah are the maximum and minimum horizontal stresses, respectively. The units 
on the axes are the fraction of the lithostatic load. SAF indicates the orientation of 
the San Andreas; p , hydrostatic pore pressure; PJz, elevated fault zone pore pressure; 
and JJ, the coefficient of friction corresponding to the shown failure envelope. (A) A 
strong fault , consistent with the predictions of laboratory friction experiments. (B) A 
weak fault , due to low JJ, in a high-stress crust. (C) A weak fault , due to high-pressure 
fluids, in a high-stress crust. A more complex model is required if tensile failure is 
not allowed to occur, see Rice [1992). (D) A weak fault , due to low JJ, in a low-st ress 
crust. (E) A weak fault, due to high-pressure fluids, in a low-stress crust. 
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Chapter 4 Earthquake Stress Drop and 

Background Stress 

4.1 Introduction 

Faults rupture in response to crustal stress. The slip which occurs during an earth­

quake, and therefore the stress drop of the event, should be related to the stress and 

the frictional parameters of the fault. Since earthquake stress drops can be measured, 

they can be used to study the stress state and the frictional properties of faults. 

A simple representation of friction for a crack model consists of a static coefficient 

of friction , J.L5 , which controls the initial failure stress, and a dynamic coefficient of 

friction , J.Ld , which controls the stress level at which slip ceases. An earthquake static 

stress drop is defined as: 

/}.a = T pre - T post (4.1) 

the difference between the shear stress on the fault before (Tpre ) and after (Tpost) the 

earthquake. Relating the stress drop to the effective normal stress, aeff , and frictional 

coefficients: 

(4.2) 

This simple model therefore predicts that stress drop should scale with the effective 

normal stress on the fault. 

One way to test this prediction is to investigate whether static stress drop increases 

with depth. Assuming hydrostatic pore pressure, the effective normal stress on faults 

of a given orientation should increase approximately linearly with depth. Some studies 

have found an increase in stress drop with depth. For the Big Bear, California, 

aftershock sequence, Jones and Helmberger [1996] find that events shallower than 12 

km had stress drops in the range of 10 to 100 bars, averaging about 55 bars, while 
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events deeper than 12 km had stress drops exceeding 100 bars and averaging 200 bars. 

Song and Heimberger [1997), studying ML 4.0 to 5.6 aftershocks of the Northridge, 

California, earthquake, find that the highest stress drops occur below 8 km depth. 

Other studies, however, have not found an increase in stress drop with depth. 

Jones and Heimberger [1998] find that stress drop does not increase with depth for 

Mw >4 earthquakes in the Eastern California Shear Zone. Smith and Priestley [1993] 

also find no correlation between stress drop and depth for ML 2.8 to 4.2 earthquakes 

in Round Valley, California. 

In this chapter, I investigate whether stress drop increases with depth for small 

(ML=2.5-4.0) aftershocks of the Northridge earthquake. The Northridge sequence is 

ideal for studying stress drop variations with depth because the aftershocks extend 

below 20 km depth. 

4.2 Data and Methods 

Time-domain pulse widths measured from seismograms are used to estimate the static 

stress drops of 279 ML 2.5 to 4.0 aftershocks of the 1994 Northridge, California, earth­

quake (Figure 4.1). The events were relocated using the three-dimensional seismic 

velocity model of Hauksson and Haase [1997), and arrival times from Southern Cal­

ifornia Seismic Network (SCSN) stations. Only events in the ML 2.5 to 4.0 range 

are used because static stress drop is estimated from seismograms and the waveforms 

of smaller events may not have clear arrivals and those of larger events are likely to 

be complicated by source complexity and directivity effects. The aftershocks were 

selected for clarity of recordings of the initial P-wave pulse. 

4.2.1 Computing Stress Drop 

Static stress drop, na, is calculated from a relation for a circular fault [Brune , 1970]: 

(4.3) 
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where r is the radius of the fault and Mo the seismic moment. It is easily verified, 

from the definition of seismic moment M 0 = J.Lr2 D (where J.L is the shear modulus 

and D is the average slip) and the stress-strain relation 6.a "' J.L~, that 6.a rv ~. 

The constant of proportionality reflects the assumed shape of the rupture, and is 

unimportant in the study of relative stress drops. 

Moment can be estimated from local magnitude, ML, from an empirical relation­

ship for Southern California earthquakes [Thatcher and Hanks , 1973]: 

logM0 = 1.5ML + 16.0 (4.4) 

with M 0 in dyne-em. The slope constant in Equation 4.4 appears to be slightly greater 

than 1.5 for the Northridge aftershocks sequence when the long-period moments of 

ML 4.0 t o 5.6 events are determined from waveforms [Song and Heimberger , 1997]. 

The radius of a circular fault rupturing uniformly outward from the center, r: 

is related to the duration of the time function of the rupture, T , by [Frankel and 

Kanamori , 1983; Boatwright , 1980]: 

TV 
r = -----:-----:--:------c-

1- (vfa)sinB 
(4.5) 

where v is the rupture velocity, a is the P-wave velocity and () is the takeoff angle 

relative to the fault . The relationship r ~ TV clearly equates the rupture length with 

the velocity of rupture times its duration, while the denominator of Equation 4.5 is 

a correction for the geometry of the observer. 

I use a rupture velocity of v = 0.75{3, and assume that the S-wave velocity, {3 , 

is proportional to the P-wave velocity, a, by the relation: {3 = 0.6a. I use a one­

dimensional P-wave velocity model (Table 4.1) adapted from Hauksson and Haase 

[1997] and Hauksson et al. [1995a]. The takeoff angle relative to the fault , (), is 

arbitrarily set to 7r/4. Because I am examining relative stress drops, uncertainties in 

the constants used should not significantly affect the results. 

Broadband velocity seismograms from the Calabasas TERRAscope station (CALB) 
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and three Southern California Earthquake Center (SCEC) temporary stations (Fig­

ure 4.1) are used to estimate the rupture duration of an event based on the width of 

the initial P-wave pulse. The azimuthal coverage isn't complete due to the sparsity of 

stations in the mountains to the north and northeast. The seismograms are bandpass 

filtered between 0.4 and 40 Hz. The width of the initial P-wave pulse is measured 

on the vertical component of clean non-nodal records, measuring from the emergence 

of the signal from the background noise to the first zero crossing. Since none of the 

source-receiver pairs are more than about 40 km apart, this first arrival should always 

be the direct arrival. 

There appears to be a general broadening of the average pulse with hypocentral 

distance, presumably due to attenuation of high frequency seismic waves. The in­

crease in pulse width appears to be approximately 1.6x10-4 seconds per km hypocen­

tral distance. I correct for this effect by subtracting 1.6x10-4 s per km distance from 

each pulse width measurement. The measurements at each station are uniformly 

shifted so that the mean rupture duration for the entire data set is the same for each 

station, in order to eliminate bias from differences in station coverage. 

The corrected rupture durations are in the range of 0.024 to 0.34 s, and the 

corresponding fault radii are in the range of 0.1 to 1.1 km. From the estimated source 

size and moment, I determine the static stress drop for each event as observed from 

each station, and determine a combined estimate by averaging these values in log 

domain. The combined estimates of stress drop range from 0.04 bar to 70 bars, with 

a log average of 1.3 bars (Figure 4.2 and Table 4.2). 

4.2.2 Uncertainty Estimates 

The stress drop calculation is clearly most sensitive to the estimation of rupture 

duration, since, in Equation 4.3, ~C7 goes as 1/r3
, and hence as 1/ T3 . It is therefore 

important to determine if the wide range of ~C7 values obtained is an artifact of 

uncertainties in the measurement ofT. The measurements ofT are generally consistent 

across the 4 stations, usually to within 0.05 s, and the stress drop as observed from 
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each station is usually within a factor of 3 of the combined stress drop estimate for 

that event (Figure 4.3). An order of magnitude difference in stress drop corresponds 

to a visible difference in pulse width. Both events shown in Figure 4.4 have ML =2.9 

and are approximately 24 km from the station LAOO where they are recorded. The 

event in the top record has a longer P-wave pulse at this station, about 0.15 s, while 

the event in the lower record has a shorter pulse, about 0.05 s. The lower record 

clearly has greater high-frequency content than the upper record . When stress drops 

are combined for all stations, the stress drop of the first event is about 0.9 bar, and 

that of the second is about 10 bar. This evidence suggests that not all of the scatter 

in D.a estimates come from uncertainty in T, as furt her supported by a quantification 

of measurement uncertainty. 

Measurement error bounds are computed for the stress drops as observed at each 

station. The measurement error of event magnitude is taken to be 0.5 magnitude 

units. The digital seismogram sample spacing, 0.0125 s for CALB and 0.005 s for the 

SCEC temporary stations, is used as the pulse width measurement error. The values 

are used to determine a maximum and minimum stress drop estimate for each event 

as recorded at each station, which define the measurement error bounds. 

There are two kinds of uncertainties which go into the error bounds for the com­

bined static stress drop estimate: measurement uncertainty for each event observed 

at each station, as described above, and uncertainty due to differences between the 

observations for the same event at different stations. The latter uncertainty can be 

characterized as the 95% confidence interval for the mean: 

(4.6) 

where a is the standard deviation of the observations for a given event at the stations, 

and N is the number of stations recording the event. The measurement uncertainty 

can be written analogously, if we think of the measurement error bar as a 95% confi-
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dence interval which should narrow with an increasing number of measurements: 

m 
±-

.JN 
(4.7) 

where m is the mean measurement error of the stress drop estimates for a given 

event. These two 95% confidence intervals are calculated in the log domain, and are 

combined to determine the 95% confidence interval for the average static stress drop: 

± (4.8) 

Most of these error bars are less than a factor of 5, indicating that measurement 

uncertainty is not responsible for the 3 orders of magnitude scatter in stress drop 

estimates. It appears, then, that there is a significant amount of actual scatter in the 

static stress drops of the aftershocks. 

4 .3 Observations 

4 .3.1 Stress Drop Variat ions with Magnitude 

The combined static stress drop estimates for t he aftershocks, along with error bars, 

are shown versus magnitude in Figure 4.5. There are several orders of magnitude 

scatter in most magnitude ranges, but static stress drop increases with magnitude 

over the entire magnitude range with a correlation coefficient of 0.7. It is possible that 

this relationship may be an artifact of the method, since !:l(j as calculated in Equation 

4.3 depends on M 0 . If M 0 were overestimated for large events and underestimated for 

small ones, that is if the slope constant in Equation 4.4 were too large, an increase 

in stress drop with magnit ude would be observed. This is probably not the case, 

however , since the work of Song and Helmberger [1997] suggests that, if anything, the 

constant used here is too low. 
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4.3.2 Stress Drop Variations with Depth 

In Figure 4.6, static stress drop, along with error bars, is shown versus depth. There 

is much scatter in the estimates at all depth ranges. The scatter can be somewhat 

reduced by removing the trend with magnitude (Figure 4.7) , which is roughly logtla ~ 

2ML (Figure 4.5). For the majority of events, those between 5 km and 15 km depth , 

there is no observed systematic increase in minimum, maximum or average stress 

drop with depth. 

The maximum stress drop, however, appears to scale linearly with depth in the 

upper 5 km. With the exception of two outliers, the maximum observed stress drops 

from 0 to 5 km depth are fit well by a linear increase with depth equivalent to rv 1% of 

lithostatic pressure (Figure 4.7). However, below 5 km depth, the maximum observed 

stress drop does not appear to continue increasing with depth. 

For events deeper than 15 km, the observed stress drops appear higher on average 

than for shallower events. I perform a Student's t test in order to determine if the 

difference between the mean stress drops (in log domain, and after the trend in 

stress drop with magnitude is removed) of events at depths between 5 and 15 km 

and of events at depths greater than 15 km is statistically significant. I use the 

methodology of Press et al. [1986] for distributions with possibly different variances, 

which essentially determines whether or not the sample means of the two distributions 

are within a standard error (the uncertainty of the population mean) of each other. 

The null hypothesis, that the static stress drops of events at depth between 5 and 15 

km and at depths greater than 15 km come from populations with the same mean, 

can be rejected at the 95% confidence level. 

The observed change in average stress drop at 15 km depth is primarily due to an 

increase in the lowest observed stress drop. This phenomenon is most pronounced for 

the observations at CALB (Figure 4.6a) and LAOO (Figure 4.6d), although it is seen 

at all stations. Below about 15 km depth, low stress-drop events (tla <1 bar) appear 

to be "missing" (Figure 4.7). This is probably not due to a bias in data selection, 

since deep events in this magnitude range should have clean seismograms regardless 
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of stress drop. The trend of stress drop with magnitude was removed prior to the 

statistical test , so the increase in apparent minimum stress drop at 15 km depth 

cannot be due to a disproportionate number of higher magnitude (and hence higher 

stress drop) events at depth. 

4.3.3 Mainshock-induced Stress Changes 

I also test whether the static stress changes due to the mainshock may be control­

ling the aftershock stress drops. The static stress change tensor for an elastic half­

space was computed at the locations of the aftershocks used in this study using the 

Northridge mainshock slip model of Wald et al. [1996] and the program ELFPOINT 

by Robert W. Simpson (based on the subroutines of Okada [1992]). The change in 

shear stress in the direction of slip (which is the same for both nodal planes, so there is 

no fault plane ambiguity) was computed for events for which first-motion focal mech­

anisms could be found. The mechanisms were computed from SCSN first-motion data 

using the FPFIT software package [Reasenberg and Oppenheimer , 1985]. There is no 

correlation between the observed static stress drops and calculated changes in shear 

stress in the direction of slip (Figure 4.8). Mainshock induced static stress changes 

appear not to be an important controlling factor in static stress drop. 

4.3.4 Spatial Variations in Stress Drop 

Several studies of stress drop in aftershock sequences have found that aftershocks 

along the mainshock fault plane tend to have lower stress drops than events occurring 

farther from the main rupture [Jones and Heimberger, 1998; Smith and Priestley , 

1993; Hough et al. , 1991]. If stress drop scales with the level of shear stress on the 

fault plane, lower stress drop events should occur where the mainshock has relieved 

a significant amount of shear stress. This is equivalent to predicting that stress drop 

should be low for events with large negative static stress changes, which is not the 

case for the Northridge data (Figure 4.8). Mainshock induced stress increases and 

decreases do not appear to affect static stress drop, and therefore no spatial patterns 
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related to the mainshock are observed. 

4.4 Discussion 

4.4.1 St at ic Stress Drop 

The estimated static stress drops for ML 2.5 to 4.0 aftershocks of the Northridge 

earthquake, ranging from 0.04 bar to 70 bars, are comparable to stress drops found 

for some other events of similar magnitude. For example, ML 2.3-4.0 earthquakes in 

New England were found to have ~a=2.6-20.1 bar [Feng and Ebel , 1996]; ML 2.0-

3.5 aftershocks of the Coalinga earthquake, ~a=0.5-80 bar [Lindley and Archuleta, 

1992] ; ML 2.0-4.9 earthquakes in the Seattle area, ~a=0.4-25 bar [Frankel et al. , 

1999]; JMA magnitude 3.5-4.9 events in Hokkaido, ~a=0.03-30 bar [Fujita et al. , 

1995]; Mn 1.4-3.9 earthquakes near Parkfield , ~a=2-30 bar [ 0 'Neill , 1984]; and ML 

events near San Juan Bautista, ~a=1-10 bar [Bakun and McLaren , 1984]. 

However, these stress drops average at least an order of magnitude lower than 

those found in some other studies of similar-sized earthquakes. For instance, Frankel 

and Kanamori [1983], who use a method similar to that used here, find an average 

stress drop for small Southern California earthquakes of 170 bars, greater than any 

stress drops observed in this study. Abercrombie and Leary [1993] and Abercrombie 

[1995] compile stress drops for events over a large range of magnitudes, and those 

with Mw of about 2.5 to 4.0 have stress drops ranging from about 5 bars to 1000 

bars. Aftershocks of the Lorna Prieta earthquake with ML ~ 1.5-4.5 are found to 

have stress drops of 1-800 bars [Guo et al., 1997] or, similarly, 6-266 bars [Hough 

et al. , 1991]. Events of ML 2.8-4.2 in Round Valley are found to have ~a=10-200 

[Smith and Priestley , 1993]; ML 1.8-4.5 events in the vicinity of Bordertown, Nevada, 

~a :;;::: 60 bars [Ichinose et al., 1997]; and ML 1.8-4.5 events near Oroville, California, 

~a= 14-170 bar [Fletcher et al. , 1984]. 

It is currently unclear whether these variations in stress drop estimates reflect 

true orders of magnitude spatial and temporal variability in typical earthquake stress 
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drop, or are artifacts of varying data quality or differences in methodology. Increased 

use of high-quality data from borehole seismometers [Abercrombie and Leary, 1993] 

and comparison of various time- and frequency-domain techniques are necessary to 

resolve this question. 

4.4.2 Stress Drop Variations with Magnitude 

I observe an increase in static stress drop with magnitude for ML 2.5 to 4.0 Northridge 

aftershocks. The same trend has also been reported forM >4 Northridge aftershocks 

[Mori et al. , 1996]. Other studies, however, have determined that static stress drop 

does not vary with magnitude over large ranges of magnitude [Abercrombie and Leary, 

1993; Abercrombie , 1995). There are several proposed explanations for an observed 

trend in stress drop with magnitude. Mori et al. [1996) suggest that it indicates 

that more energetic earthquakes tend to grow to be larger magnitude events. It 

has also been suggested that there is a minimum nucleation size of earthquakes, 

causing small-magnitude events to have low stress drops since they cannot rupture a 

smaller area. The observations of Archuleta et al. [1982), that stress drop increases 

with magnitude only for M <3 events, is consistent with this model. This theory 

does not explain, however, why the trend of increasing stress drop with magnitude 

would continue for larger events, as it does for M >4 Northridge aftershocks [Mori 

et al., 1996). Abercrombie and Leary [1993) and Abercrombie [1995) suggest that the 

apparent lower stress drops and minimum source areas for small events are artifacts 

of attenuation of high frequency seismic waves. It could be that an increase in stress 

drop with magnitude is not universal, but occurs in some circumstances, such as the 

Northridge sequence, or it may be that the observations presented here have been 

affected by the attenuation of high frequencies. 

4.4.3 Stress Drop Variations with Depth 

The simple model summarized in Equation 4.2 predicts that stress drop should scale 

with effective normal stress. One would more realistically expect the maximum stress 
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drop to scale with effective normal stress. While fault heterogeneity could present 

barriers to slip which stop the rupture early, the total stress on the fault would provide 

an upper limit to stress drop. 

An increase in maximum stress drop with depth is found for shallow events, ~5 

km depth, consistent with this model. However, for earthquakes deeper than 5 km, no 

correlation between maximum stress drop and depth was found. This indicates that 

one of the assumptions of Section 4.1 must not hold at depth. One possibility is that 

effective normal stress does not substantially increase with depth below '"'"'5 km due 

to elevated pore fluid pressure following a lithostatic gradient. This interpretation 

is consistent with the results of Chapter 2, which indicate that the deviatoric stress 

magnitude at depth is low. High pore pressure, and the resulting low effective normal 

stress, would lead to weak faults and low deviatoric stress. 

Alternatively, the fault friction model may be incorrect and earthquake stress drop 

may not scale with the magnitude of the effective normal stress on the fault. A lack of 

scaling between stress drop and mainshock-induced stress change also suggests that 

stress drop is not strongly controlled by the magnitude of stress on the fault. This 

would be possible if the slip and stress drop were primarily controlled by the dynamic 

stress pulse or by a pulse of extreme fault weakening [Heaton , 1990; Andrews and 

Ben-Zion, 1997]. In this case, the slip and the stress drop would be controlled more 

by the duration and magnitude of the dynamic stress or fault weakening pulse than 

by the static effective normal stress on the fault. Dynamic faulting weakening is also 

consistent with the low deviatoric stress magnitudes observed in Chapter 2. 

I observe higher average stress drops for deeper aftershocks due to an increase 

in minimum stress drop at 15 km depth. It appears that smaller stress drop events 

are inhibited at depth, which is unexpected. The lack of low stress-drop events may 

be due to a material property change. The Northridge aftershocks below about 15 

km depth appear to occur within a high-seismic-velocity ridge [Hauksson and Haase , 

1997], indicating that material properties may play an important role. One possible 

scenario is that only more energetic events are capable of growing to M >2.5 in 

stronger materials. 
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4.5 Conclusions 

I have estimated static stress drop for 279 ML 2.5 to 4.0 aftershocks of the 1994 

Northridge earthquake using time-domain pulse widths. The stress drops are scat­

tered over 3 orders of magnitude. Quantification of uncertainties indicates that the 

scatter is unlikely to be due solely to measurement errors, implying actual stress drop 

variations of at least 2 orders of magnitude. 

The observed stress drops are larger for larger magnitude events. It has been 

proposed that such a trend could occur if there were a minimum size for earthquake 

rupture. However, it seems more likely that it is an artifact of the attenuation of high 

frequency seismic waves. 

A roughly linear increase in maximum stress drop is observed between 0 and 5 

km depth, consistent with a simple model of friction in which stress drop scales with 

effective normal stress. However, between 5 km and 15 km depth, where most events 

are located, there is no observed increase in stress drop with depth. Below 15 km, 

there is an observed increase in average stress due to a lack of low stress drop events 

at depth. 

The lack of increasing stress drop with depth below 5 km implies that one of the 

assumptions of the simple friction model does not hold at depth. The lack of corre­

lation between stress drop and effective normal stress could be explained if dynamic 

stress and dynamic fault weakening control the amount of slip on the fault. Alterna­

tively, effective normal stress may not scale with depth if the increase in pore pressure 

with depth is approximately lithostatic. 
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Figure 4.1: Northridge aftershocks, ML = 2.5 to 4.0, used in this study, shown as open 
circles in map view and in northeast-southwest cross-section through the mainshock 
fault plane. Mainshock fault plane, shown as a black rectangle, from Wald et al. 
[1996). The stations used in this study are shown as solid triangles. 
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Static Stress Drop 

Radius (m) 

Figure 4.2: The combined (all stations) static stress drop estimates for the Northridge 
aftershocks, shown on a plot of seismic moment versus rupture radii. The solid 
diagonal lines are contours of constant static stress drop. 
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Figure 4.3: The ratio of static stress drop as observed at a station to the combined 
static stress drop estimate for each event. The observations from different stations 
are shown with different symbols. 
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Figure 4.4: Velocity records of the direct P-waves, recorded at the station LAOO, of 
two events with the same magnitude and epicentral distance (ML =2.9, distance=24 
km.) The event in the top record has a longer corrected P-wave pulse, about 0.15 
s, and a calculated static stress drop of about 0.9 bar, while t he event in the lower 
record has a shorter pulse, about 0.05 s, and a stress drop of about 10 bars. 
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stations. (e) Combined estimate (average over all stations). 
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Figure 4.7: Static stress drop versus depth, after the trend in stress drop with mag­
nitude (Figure 4.5) is removed. The vertical error bars indicate the 95% confidence 
interval of the static stress drop, while the horizontal error bars indicate the 95% 
confidence level of the hypocentral depth. The dashed line indicates a linear increase 
with depth equivalent to "'1% of the lithostatic load. 
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Figure 4.8: The estimated static stress drop plotted against the computed static 
stress change due to the Northridge mainshock. The static stress change shown is 
the change in shear stress in t he direction of slip. Only events with known focal 
mechanisms are used. 
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P Wave Depth to Top 
Velocity (km/ s) of Layer (km) 

3.5 0 
4.5 1 
5.0 2 
5.5 6 
6.0 8 
6.5 12 
6.6 16 
6.72 18 

Table 4.1: One-dimensional P-wave velocity model used in estimating the rupture 
velocity of each aftershock. 
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CUSP Origin t ime (GMT) Epicenter Depth ~CJ (bar) 
ID yymmdd time lat Ion (km) ML ~(J mm max 
3141380 940118 08:45:10.1 34.276 -118.473 9.58 2.7 1.48 1.03 2.14 
3141384 940118 09:00:48.3 34.367 -118.640 10.20 2.5 0.33 0.24 0.46 
3141387 940118 09:12:57.3 34.288 -118.412 3.78 3.0 0.82 0.63 1.06 
3141390 940118 09:17:42.9 34.290 -118.400 2.90 2.5 1.01 0.71 1.43 
3141391 940118 09:25:49.1 34.349 -118.624 0.03 2.7 4.08 2.93 5.67 
3142358 940119 21 :04:14.9 34.374 -118.635 12.40 2.8 1.09 0.78 1.53 
3186871 940119 21 :04:23.7 34.350 -118.640 15.10 2.8 0.93 0.67 1.30 
3142362 940119 21:17:59.2 34.357 -118.712 12.50 3.0 0.64 0.26 1.59 
3142363 940119 21:22:02.2 34.350 -118.710 18.30 2.7 0.95 0.67 1.35 
3142364 940119 21:26:15.0 34.360 -118.710 12.90 2.7 2.37 0.91 6.18 
3142379 940119 21:42:03.5 34.284 -118.498 10.15 3.4 52.17 21.47 126.78 
3142418 940119 22:59:06.4 34.364 -118.701 11.62 3.2 3.14 1.86 5.28 
3142386 940119 22:06:36.3 34.381 -118.621 10.57 2.6 0.16 0.10 0.24 
3142819 940120 05:58:24.6 34.379 -118.698 11.90 3.6 3.80 2.57 5.63 
3142827 940120 09:57:32.7 34.355 -118.565 6.20 2.7 0.13 0.10 0.17 
3142733 940120 10:07:09.0 34.273 -118.531 11 .10 2.8 4.58 1.58 13.26 
3142763 940120 11:27:35.9 34.381 -118.636 13.72 2.6 0.22 0.17 0.29 
3142831 940120 11:36:16.3 34.379 -118.641 5.70 2.7 0.52 0.39 0.68 
3142757 940120 11 :06:19.7 34.374 -118.506 1.36 3.1 0.63 0.51 0.78 
3142838 940120 12:26:22.6 34.305 -118.437 7.23 3.2 1.58 1.19 2.08 
3142824 940120 13:56:45.5 34.361 -118.715 8.00 3.2 2.40 1.38 4.16 
3142843 940120 14:22:50.9 34.290 -118.460 5.77 2.7 2.05 1.10 3.83 
3142911 940120 17:36:40.5 34.217 -118.615 14.48 2.9 10.38 6.17 17.46 
3142936 940120 18:43:15.4 34.337 -118.577 0.02 2.6 0.32 0.22 0.46 
3142940 940120 18:48:07.0 34.369 -118.519 2.35 3.2 1.27 1.01 1.61 
3142941 940120 18:56:01.2 34.312 -118.438 7.50 2.9 1.49 0.08 26.36 
3142981 940120 20:45:29.0 34.286 -118.562 10.83 2.6 1.29 0.57 2.90 
3143002 940120 21:24:24.0 34.381 -118.621 11 .89 2.6 0.35 0.13 0.92 
3143020 940120 22:04:44.4 34.254 -118.465 11.48 3.5 22.97 11.86 44.47 
3143099 940121 02:51:47.2 34.270 -118.458 10.44 2.6 0.63 0.24 1.67 
3143180 940121 05:49:56.7 34.289 -118.581 5.29 2.6 0.34 0.26 0.43 
3143444 940121 07:53:54.2 34.357 -118.521 3.46 2.8 0.62 0.42 0.92 
3143089 940121 02:04:43.7 34.380 -118.510 0.85 2.8 0.59 0.46 0.76 
3143122 940121 03:35:47.8 34.322 -118.506 2.84 3.0 0.91 0.69 1.19 
3143175 940121 05:29:20.4 34.348 -118.569 13.71 3.0 0.76 0.36 1.60 
3143181 940121 05:56:04.6 34.270 -118.650 12.10 3.4 3.53 2.58 4.82 
3143446 940121 08:40:17.1 34.356 -118.692 13.40 2.9 1.04 0.68 1.58 
3143496 940121 10:43:59.7 34.379 -118.624 11.59 2.7 0.50 0.37 0.67 
3143498 940121 11:14:48.3 34.280 -118.530 11 .20 2.6 1.18 0.62 2.25 

Table 4.2: The Northridge aftershocks used in this study, including the date, time, 
epicenter and depth of occurrence, the CUSP ID number used by the SCSN to catalog 
earthquakes, and the stress drop estimate with 95% confidence interval. 
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CUSP Origin t ime (GMT) Epicenter Depth !:la (bar) 
ID yymmdd time lat Ion (km) ML !:la mm max 
3143325 940121 11 :31:17.0 34.368 -118.617 12.89 2.6 0.13 0.10 0.17 
3143502 940121 12:43:53.8 34.371 -118.487 2.06 2.9 0.31 0.22 0.43 
3143509 940121 12:47:06.7 34.370 -118.660 12.60 2.7 0.70 0.26 1.90 
3143362 940121 13:22:15.0 34.276 -118.593 17.92 2.8 3.24 2.42 4.34 
3143420 940121 16:31:24.9 34.394 -118.671 11.71 2.5 0.22 0.07 0.71 
3143439 940121 17:32:26.0 34.303 -118.445 8.92 2.5 0.44 0.31 0.61 
3145631 940121 18:42:24.4 34.310 -118.470 5.10 3.1 2.79 0.79 9.88 
3183923 940121 18:42:24.4 34.320 -118.460 3.10 3.0 5.60 3.95 7.95 
3143556 940121 18:57:19.2 34.291 -118.471 8.96 3.5 7.90 4.95 12.61 
3143486 940121 19:11:36.6 34.290 -118.451 7.95 2.5 0.78 0.53 1.13 
3143487 940121 19:14:20.8 34.334 -118.641 14.38 3.3 2.30 1.65 3.22 
3143493 940121 19:27:37.9 34.296 -118.465 8.00 2.7 1.57 0.67 3.70 
3143495 940121 19:37:42.1 34.292 -118.470 8.00 2.7 2.23 1.53 3.26 
3143526 940121 19:46:37.9 34.303 -118.463 9.00 2.7 1.00 0.68 1.47 
3143528 940121 19:54:40.0 34.309 -118.469 9.53 2.6 0.96 0.68 1.38 
3143531 940121 19:56:56.1 34.287 -118.467 11.50 2.8 1.95 1.22 3.11 
3143539 940121 20:12:16.6 34.299 -118.450 7.62 2.7 1.25 0.89 1.76 
3143559 940121 20:57:51.4 34.296 -118.449 7.95 2.6 2.01 1.36 2.97 
3143561 940121 21:02:54.6 34.330 -118.630 4.80 3.0 17.98 11.65 27.73 
3143567 940121 21:26:27.5 34.286 -118.416 5.59 3.3 5.53 4.11 7.45 
3143593 940121 22:22:51.6 34.395 -118.643 6.90 2.7 0.64 0.48 0.85 
3143636 940122 00:16:35.9 34.353 -118.479 2.78 2.6 0.23 0.14 0.38 
3143658 940122 01:49:37.7 34.304 -118.654 7.26 2.7 1.68 1.26 2.22 
3143669 940122 02:18:59.0 34.225 -118.512 19.10 3.0 3.94 0.30 51.74 
3143729 940122 03:27:34.0 34.338 -118.460 4.22 2.6 0.35 0.22 0.55 
3143686 940122 03:34:10.3 34.350 -118.489 1.89 3.1 1.61 1.23 2.10 
3143699 940122 03:55:37.4 34.317 -118.437 6.80 2.6 2.94 0.46 18.94 
3143740 940122 05:41:54.7 34.251 -118.514 14.28 3.0 5.31 2.53 11.15 
3143816 940122 09:03:49.6 34.362 -118.550 5.00 3.1 1.67 0.52 5.32 
3143823 940122 09:45:46.2 34.271 -118.460 9.29 2.8 1.70 1.00 2.89 
3143876 940122 12:46:29.8 34.292 -118.454 7.02 2.5 0.27 0.21 0.34 
3143893 940122 13:49:51.8 34.313 -118.513 1.82 2.9 0.88 0.66 1.17 
3143912 940122 14:43:09.8 34.382 -118.585 10.04 2.6 0.49 0.21 1.17 
3143932 940122 15:17:01.9 34.330 -118.600 12.10 2.5 0.24 0.14 0.40 
3143946 940122 15:41:11.6 34.380 -118.540 3.19 2.7 0.20 0. 16 0.25 
3144125 940122 23:14:54.6 34.314 -118.411 5.63 3.3 5.87 0.89 38.65 
3144137 940122 23:36:23.8 34.256 -118.463 12.01 3.0 6.70 3.04 14.75 
3144154 940123 00:30:45.7 34.315 -118.658 4.03 2.5 0.63 0.45 0.89 
3144206 940123 02:48:46.6 34.337 -118.510 6.78 3.0 3.31 1.52 7.24 
3144221 940123 04:00:55.3 34.300 -118.463 6.70 3.0 0.79 0.65 0.97 
3144232 940123 04:58:10.6 34.289 -118.529 8.38 2.5 0.41 0.17 0.95 
3144273 940123 06:57:41.2 34.382 -118.703 7.98 3.1 2.62 1.74 3.94 

Table 4.2 cont. 
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CUSP Origin time (GMT) Epicenter Depth ~a (bar) 
ID yymmdd time lat Ion (km) ML ~a mm max 
3144530 940123 08:39:45.1 34.367 -118.540 2.06 2.8 0.36 0.17 0.79 
3144291 940123 08:04:26.4 34.301 -118.458 8.20 2.6 1.16 0.24 5.60 
3144539 940123 08:41:41.8 34.287 -118.465 8.20 3.8 11.54 9.69 13.74 
3144306 940123 09:14:50.7 34.275 -118.604 9.15 2.6 0.59 0.41 0.85 
3144556 940123 09:30:41.2 34.352 -118.522 5.11 2.8 0.87 0.65 1.16 
2142200 940123 14:30:07.5 34.341 -118.628 10.30 2.7 0.68 0.38 1.20 
3144428 940123 14:05:31.6 34.320 -118.529 2.50 3.1 1.96 1.24 3.12 
3144459 940123 14:52:37.4 34.284 -118.527 8.97 3.2 2.05 1.17 3.59 
3144558 940123 14:52:57.3 34.394 -118.685 11.68 3.3 4.85 2.88 8.18 
3144561 940123 15:59:03.8 34.258 -118.595 1.95 3.2 6.30 3.25 12.23 
3145080 940123 22:05:02.2 34.140 -116.870 8.60 2.5 1.49 1.11 2.01 
3145082 940123 22:05:26.1 34.290 -118.490 8.30 2.5 0.72 0.53 0.98 
3145050 940123 23:37:23.0 34.296 -118.433 9.27 2.8 0.93 0.66 1.32 
3145129 940124 02:41 :02.5 34.244 -118.481 13.85 3.6 3.69 2.48 5.50 
3145173 940124 03:42:46.3 34.308 -118.573 3.75 2.9 3.28 1.08 9.97 
3187574 940124 05:11:27.3 34.270 -118.540 17.80 2.7 2.61 1.19 5.71 
3145158 940124 05:22:29.4 34.303 -118.409 9.17 2.5 0.04 0.03 0.05 
3145172 940124 05:59:22.5 34.354 -118.620 11.13 2.7 1.02 0.69 1.51 
3145176 940124 06:13:10.1 34.359 -118.618 11.48 2.7 0.41 0.31 0.53 
3145184 940124 06:27:38.9 34.278 -118.482 10.59 2.6 1.12 0.67 1.89 
3145185 940124 06:33:44.9 34.326 -118.475 5.32 2.7 0.17 0.09 0.32 
3145187 940124 07:04:37.2 34.294 -118.496 9.45 2.6 0.74 0.03 19.13 
3145284 940124 10:48:27.7 34.346 -118.573 14.08 2.6 0.19 0.15 0.25 
3174345 940124 10:48:48.7 34.346 -118.573 15.02 3.1 0.53 0.10 2.79 
3145302 940124 13:47:12.4 34.380 -116.460 2.30 3.0 13.91 9.22 21.01 
3145393 940124 17:52:51.2 34.369 -118.655 12.53 3.2 1.52 0.93 2.50 
3145401 940124 18:16:29.4 34.358 -118.563 1.83 3.2 1.69 0.36 7.83 
3145396 940124 18:05:59.8 34.368 -118.649 13.13 3.4 3.16 1.21 8.24 
3145456 940124 21:31:44.5 34.282 -118.429 2.63 2.9 3.05 2.11 4.42 
3145547 940125 02:06:35.9 34.300 -118.449 7.60 2.8 3.04 1.65 5.59 
3145652 940125 03:09:31.3 34.345 -118.500 2.43 2.9 0.83 0.31 2.26 
3145735 940125 08:40:22.7 34.359 -118.547 3.19 2.6 0.52 0.41 0.66 
3145736 940125 08:41:13.8 34.310 -118.447 7.20 2.8 1.10 0.22 5.64 
3145747 940125 10:21:57.9 34.302 -118.559 10.98 3.2 1.58 0.33 7.53 
3145743 940125 12:09:00.2 34.315 -118.504 1.09 3.1 1.40 0.94 2.09 
3179723 940125 12:08:59.8 34.315 -118.504 2.10 3.1 0.92 0.62 1.35 
3145830 940125 16:21:25.1 34.254 -118.419 9.54 2.5 0.90 0.59 1.36 
3146011 940125 17:17:29.6 34.313 -118.511 2.54 3.5 1.39 1.17 1.64 
3145846 940125 18:08:42.5 34.313 -118.511 0.89 2.7 0.95 0.40 2.29 
3145851 940125 18:42:43.8 34.314 -118.447 9.92 3.3 5.47 4.18 7.17 
3145922 940125 22:23:23.6 34.370 -118.720 9.00 2.9 0.92 0.33 2.62 
3145977 940126 02:17:29.5 34.284 -118.645 22.07 3.0 1.81 0.74 4.44 
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CUSP Origin time (GMT) Epicenter Depth 6-a (bar) 
ID yymmdd t ime lat Ion (km) ML 6-a min max 
3146002 940126 03:43:09.4 34.187 -118.540 12.88 2.7 2.30 1.52 3.48 
3146006 940126 03:53:59.2 34.374 -118.663 11.28 2.8 3.29 2.32 4.66 
3146008 940126 04:04:04.0 34.248 -118.472 14.32 2.8 0.84 0.60 1.16 
3146038 940126 05:38:28.3 34.276 -118.508 11.67 2.6 0.45 0.21 0.95 
3146073 940126 07:58:51.5 34.276 -118.496 10.33 2.5 0.43 0.31 0.59 
3146164 940126 08:46:15.5 34.180 -118.617 5.12 2.5 1.58 0.37 6.66 
3146189 940126 11:50:40.5 34.330 -118.440 5.80 2.5 0.50 0.29 0.85 
3146149 940126 12:28:47.0 34.295 -118.478 10.66 3.8 12.43 5.75 26.87 
3146168 940126 13:53:23.3 34.185 -118.616 4.57 2.9 12.49 7.94 19.65 
3146267 940126 16:07:03.3 34.370 -118.634 12.49 2.8 0.28 0.06 1.38 
3146268 940126 16:20:31.0 34.240 -118.600 2.10 2.6 0.70 0.42 1.14 
3146233 940126 17:09:22.8 34.370 -118.526 3.30 3.5 1.58 1.33 1.87 
3146270 940126 17:38:47.4 34.348 -118.610 13.06 2.6 0.31 0.13 0.75 
3146242 940126 17:59:41.2 34.213 -118.612 3.20 3.0 0.17 0.13 0.21 
3146419 940127 04:04:22.7 34.277 -118.463 12.41 2.6 0.59 0.39 0.89 
3146427 940127 04:43:52.4 34.360 -118.489 2.43 3.4 1.81 1.42 2.31 
3146437 940127 05:50:08.6 34.343 -118.704 3.77 2.6 2.09 1.17 3.74 
3146452 940127 06:26:22.1 34.252 -118.464 14.20 2.6 1.41 0.74 2.69 
3146522 940127 12:10:53.7 34.313 -118.466 7.67 2.6 0.63 0.39 1.03 
3146550 940127 13:49:05.1 34.353 -118.490 2.26 2.7 0.75 0.21 2.61 
3146657 940127 14:31:10.5 34.258 -118.589 15.89 3.3 8.49 4.15 17.37 
3146638 940127 17:56:33.8 34.184 -118.614 6.24 2.7 3.56 2.37 5.36 
3146681 940127 20:41:11.9 34.356 -118.557 5.16 3.0 1.00 0.47 2.13 
3146789 940128 04:58:33.8 34.300 -118.458 7.95 3.3 8.24 5.93 11.46 
3146791 940128 05:47:51.6 34.357 -118.630 11.84 3.2 2.39 1.64 3.48 
3146815 940128 07:44:46.2 34.237 -118.617 21.05 3.4 7.56 4.19 13.66 
3146864 940128 12:34:36.2 34.370 -118.498 1.71 2.7 0.82 0.62 1.10 
3146868 940128 12:48:41.8 34.366 -118.497 1.92 3.1 0.48 0.32 0.73 
3147037 940128 23:04:54.5 34.356 -118.492 2.28 2.7 0.24 0.18 0.31 
3147057 940129 00:47:17.6 34.287 -118.462 10.52 2.9 0.61 0.44 0.85 
3147167 940129 07:52:21.3 34.238 -118.623 21.06 2.6 2.58 1.62 4.09 
3147235 940129 10:42:27.2 34.307 -118.474 11.16 2.7 0.68 0.39 1.21 
3147539 940129 11:13:18.0 34.303 -118.413 6.04 3.4 1.97 0.62 6.28 
3147243 940129 11:30:00.4 34.315 -118.546 2.70 2.7 0.52 0.33 0.82 
2176175 940129 11:37:30.1 34.300 -118.660 2.50 2.5 0.63 0.38 1.03 
3147246 940129 11:37:31.6 34.299 -118.642 9.01 3.3 6.01 3.53 10.23 
3147263 940129 12:21:11.0 34.292 -118.607 3.06 3.2 2.49 0.73 8.45 
3147457 940129 12:35:33.5 34.313 -118.571 1.67 2.9 0.61 0.33 1.12 
3147272 940129 12:47:36.0 34.349 -118.611 15.14 3.3 2.92 1.71 4.97 
3147277 940129 12:59:43.3 34.316 -118.564 2.25 3.1 1.03 0.56 1.87 
3147283 940129 13:15:48.9 34.287 -118.633 3.40 2.9 3.75 2.86 4.92 
3147344 940129 14:03:06.7 34.300 -118.568 3.40 3.4 8.39 2.30 30.60 
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CUSP Origin time (GMT ) Epicenter Depth !:lCJ (bar) 
ID yymmdd time lat lon (km) ML !:lCJ mm max 
3147332 940129 15:10:52.4 34.305 -118.589 3.63 2.5 0.28 0.15 0.52 
3147357 940129 16:19:09.7 34.188 -118.616 4.90 2.8 3.62 1.09 12.02 
3147370 940129 17:22:52.6 34.302 -118.566 3.32 2.6 0.78 0.15 3.94 
3147390 940129 18:20:43.5 34.303 -118.637 3.99 2.7 6.32 4.55 8.78 
3147394 940129 18:54:46.8 34.393 -118.635 16.40 2.6 0.65 0.45 0.93 
3147399 940129 19:25:44.4 34.375 -118.654 11.37 2.7 0.35 0.13 0.90 
3147418 940129 20:48:48.1 34.376 -118.657 11.65 2.5 0.31 0.20 0.48 
3147443 940129 21:45:14.0 34.306 -118.479 7.80 3.0 2.21 1.12 4.38 
3147518 940129 21:08:43.7 34.282 -118.615 3.08 2.5 0.52 0.31 0.89 
3147511 940130 00:12:28.4 34.270 -118.477 13.46 2.6 0.57 0.46 0.72 
3147524 940130 00:50:16.5 34.270 -118.481 13.20 2.5 0.39 0.30 0.51 
3147583 940130 03:03:44.5 34.323 -118.530 2.59 2.5 0.44 0.30 0.64 
3147604 940130 04:59:39.8 34.250 -118.474 13.15 2.5 0.90 0.59 1.39 
3147629 940130 06:35:35.9 34.369 -118.566 4.99 2.7 0.48 0.32 0.72 
3147650 940130 08:19:05.8 34.278 -118.498 5.17 2.9 1.88 1.09 3.25 
3147655 940130 09:19:56.1 34.317 -118.561 1.93 3.3 1.80 1.27 2.56 
3147663 940130 09:56:01.6 34.319 -118.558 4.07 2.5 0.19 0.15 0.23 
3147842 940130 10:44:40.2 34.379 -118.566 3.53 3.3 4.70 1.55 14.25 
3147712 940130 13:22:39.9 34.340 -118.543 5.10 2.7 0.62 0.38 1.03 
3147773 940130 17:01:42.5 34.310 -118.440 5.90 2.8 0.59 0.44 0.78 
3147908 940130 23:22:21.9 34.330 -118.618 14.86 2.5 0.30 0.22 0.41 
3148013 940131 04:27:46.8 34.370 -118.515 1.86 2.5 0.12 0.09 0.15 
3148020 940131 04:55:50.0 34.295 -118.615 3.86 3.4 8.92 5.62 14.16 
3148026 940131 05:20:15.6 34.294 -118.616 4.05 2.9 4.35 1.72 11.00 
3148120 940131 11:41:15.3 34.283 -118.437 6.75 2.8 0.62 0.46 0.83 
3148420 940131 17:38:14.5 34.326 -118.619 14.20 2.7 0.31 0.20 0.50 
3148401 940201 06:08:19.8 34.238 -118.597 19.49 3.0 2.49 0.60 10.34 
3148411 940201 07:40:19.8 34.235 -118.615 4.67 3.6 12.10 9.90 14.78 
3148450 940201 09:59:10.6 34.336 -118.688 3.80 3.2 3.29 1.46 7.38 
3148482 940201 12:51:58.7 34.313 -118.507 12.24 2.7 0.71 0.26 1.91 
3148529 940201 18:23:36.0 34.340 -118.616 6.79 2.9 1.74 1.13 2.66 
3148553 940201 21:15:22.2 34.254 -118.620 8.08 2.7 0.76 0.59 0.98 
3148691 940202 07:30:17.3 34.318 -118.455 7.79 2.6 0.59 0.44 0.81 
3148720 940202 11:24:37.5 34.293 -118.613 2.06 3.8 8.16 6.25 10.64 
3148722 940202 11 :51:53.8 34.379 -118.512 1.41 2.8 0.36 0.30 0.43 
3148756 940202 15:55:17.1 34.392 -118.576 5.08 2.8 1.33 0.97 1.83 
3148988 940203 08:21:21.6 34.305 -118.438 6.37 2.9 1.91 1.07 3.42 
3149105 940203 16:23:35.4 34.298 -118.440 8.64 3.9 10.34 6.76 15.81 
3149297 940204 04:49:45.8 34.297 -118.412 6.00 3.0 2.31 1.74 3.06 
3149315 940204 06:33:39.2 34.280 -118.618 3.01 3.5 13.94 9.08 21.40 
3149474 940204 14:26:05.7 34.270 -118.408 3.54 3.3 9.22 5.94 14.32 
3149484 940204 16:25:39.8 34.310 -118.610 5.63 2.5 0.42 0.24 0.74 
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CUSP Origin time (GMT) Epicenter Depth 6~ (bar) 
ID yymmdd time lat Ion (km) ML 6.~ min max 
3149534 940204 20:15:51.6 34.306 -118.450 7.87 3.0 2.33 1.52 3.58 
3149674 940205 07:11:45.2 34.240 -118.613 17.88 2.5 0.49 0.34 0.69 
3149890 940205 08:17:18.8 34.376 -118.634 12.79 2.7 0.37 0.26 0.54 
3149688 940205 08:51:06.5 34.374 -118.636 13.55 3.5 0.71 0.20 2.48 
3149689 940205 08:58:34.7 34.372 -118.642 14.91 2.8 0.29 0.16 0.53 
3149732 940205 09:53:44.0 34.373 -118.636 13.76 2.8 0.48 0.29 0.80 
3149757 940205 11:19:46.3 34.311 -118.528 1.95 2.8 1.70 1.01 2.88 
3149876 940205 19:54:59.5 34.304 -118.528 1.68 2.5 0.46 0.34 0.62 
3149895 940205 21:18:41.0 34.109 -118.491 10.89 3.0 2.59 0.92 7.27 
3150067 940206 10:00:20.9 34.374 -118.662 11.57 3.2 3.58 2.54 5.05 
3150211 940206 13:21:45.5 34.284 -118.484 9.64 3.6 11.89 6.00 23.58 
3150110 940206 14:19:54.4 34.289 -118.476 7.58 2.6 0.47 0.21 1.08 
3150453 940207 22:52:30.3 34.331 -118.627 14.26 2.8 0.73 0.47 1.15 
3150519 940208 06:30:06.8 34.296 -118.513 10.01 2.7 2.04 1.36 3.07 
3150524 940208 07:06:54.9 34.343 -118.606 5.70 2.5 0.26 0.19 0.34 
3150555 940208 11:16:05.5 34.341 -118.541 6.32 3.0 1.57 0.98 2.52 
3150570 940208 14:23:55.4 34.360 -118.720 11.28 2.7 0.70 0.51 0.96 
3150980 940210 07:43:06.8 34.366 -118.509 2.91 3.3 1.55 1.15 2.09 
3150991 940210 09:47:51.2 34.331 -118.638 7.76 2.5 0.84 0.58 1.21 
3151009 940210 11:16:12.3 34.374 -118.505 5.77 3.4 1.65 1.33 2.06 
3151159 940211 00:53:36.8 34.369 -118.512 2.55 2.9 1.04 0.73 1.50 
3151199 940211 06:41:13.6 34.310 -118.455 7.32 2.8 1.45 0.26 7.97 
3151279 940211 14:23:10.2 34.360 -118.580 7.16 2.5 0.24 0.09 0.61 
3151277 940211 14:07:52.8 34.331 -118.487 6.52 3.7 3.02 1.31 6.92 
3151303 940211 15:52:49.2 34.402 -118.770 10.05 3.1 1.17 0.93 1.48 
3151446 940212 06:58:48.6 34.329 -118.609 12.39 2.6 0.59 0.41 0.84 
3151517 940212 15:10:30.2 34.319 -118.545 2.90 2.9 0.42 0.33 0.52 
3151637 940213 00:43:18.7 34.196 -118.572 20.29 2.7 1.62 1.09 2.40 
3151716 940213 19:43:06.9 34.253 -118.548 1.55 2.5 0.97 0.61 1.56 
3152209 940214 20:32:57.3 34.211 -118.560 18.49 3.2 3.16 1.33 7.50 
3152329 940215 00:22:22.7 34.259 -118.634 7.87 2.8 1.24 0.46 3.39 
3152583 940215 02:53:23.2 34.262 -118.466 11.99 2.5 0.32 0.26 0.41 
3152435 940215 09:42:48.2 34.370 -118.645 14.22 3.0 0.28 0.18 0.44 
3152592 940215 12:31:55.1 34.289 -118.457 8.57 3.2 2.97 2.18 4.05 
3152456 940215 13:51:49.0 34.242 -118.559 2.04 2.8 1.26 0.93 1.71 
3152649 940216 07:58:42.2 34.100 -118.510 5.50 3.2 4.08 1.89 8.84 
3152719 940216 18:00:38.2 34.283 -118.447 3.02 3.0 2.59 1.90 3.53 
3153233 940218 09:13:28.1 34.237 -118.579 17.85 3.7 12.15 8.95 16.49 
3153329 940218 15:44:23.1 34.299 -118.462 9.02 3.1 0.98 0.74 1.30 
3153583 940219 02:54:08.0 34.239 -118.484 12.94 2.6 0.48 0.35 0.67 
3155156 940225 13:56:13.6 34.316 -118.429 4.27 3.7 24.23 14.78 39.74 
3155364 940226 13:03:51.2 34.340 -118.724 14.54 2.8 1.08 0.60 1.96 
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CUSP Origin time (GMT) Epicenter Depth t1a (bar) 
ID yymmdd time lat lon (km) ML t1a mm max 
3156198 940303 09:53:49.7 34.375 -118.499 2.22 3.0 1.31 0.84 2.04 
3156974 940306 18:19:11.2 34.354 -118.524 2.94 2.6 0.26 0.17 0.39 
3157314 940308 12:53:01.2 34.239 -118.466 11.91 3.3 9.42 5.06 17.53 
3157439 940309 09:17:50.2 34.384 -118.624 14.31 2.9 0.57 0.36 0.92 
3158234 940313 11:12:08.5 34.244 -118.610 19.96 2.7 4.76 1.81 12.54 
3158492 940315 01:13:41.6 34.270 -1 18.440 10.58 2.6 0.35 0.21 0.58 
3158543 940315 10:44:21.5 34.328 -118.479 5.73 3.0 0.53 0.36 0.77 
3158836 940316 19:21:59.7 34.301 -118.424 7.40 2.7 0.18 0.12 0.26 
3159080 940318 17:58:17.6 34.250 -118.460 12.18 2.6 2.85 1.15 7.11 
3159301 940320 06:48:31.1 34.351 -118.697 13.49 3.0 1.57 0.91 2.72 
3160313 940325 01:58:45.4 34.320 -118.559 3.48 2.8 0.68 0.43 1.07 
3160535 940326 15:13:31.7 34.355 -118.696 11.87 2.9 1.94 1.07 3.50 
3161512 940402 14:10:47.7 34.365 -118.653 13.59 3.4 3.51 2.17 5.69 
3161587 940403 04:41:19.8 34.375 -118.579 5.28 2.6 0.72 0.43 1.22 
3162063 940406 09:18:59.0 34.349 -118.539 4.65 3.0 0.37 0.26 0.53 
3164591 940423 14:15:54.9 34.280 -118.700 16.45 2.7 1.35 0.68 2.67 
3164710 940424 15:54:43.5 34.308 -118.621 14.11 2.9 1.60 0.88 2.92 
3167759 940516 08:40:46.5 34.328 -118.620 15.09 3.8 20.30 12.01 34.30 
3167761 940516 09:10:39.6 34.328 -118.621 14.37 2.6 0.61 0.33 1.13 
3168049 940518 14:01:20.5 34.261 -118.586 16.47 2.5 9.38 2.19 40.17 
3168156 940519 03:02:18.2 34.237 -118.611 18.71 2.7 5.40 1.98 14.74 
3168612 940522 01:46:49.8 34.239 -118.498 14.58 2.5 0.41 0.22 0.74 
3168758 940523 08:54:38.8 34.369 -118.726 15.22 2.5 0.37 0.21 0.67 
3169789 940530 12:24:21.9 34.268 -118.598 17.91 2.5 2.60 0.98 6.94 
3175511 940711 06:49:15.3 34.265 -118.688 15.85 3.8 70.07 34.53 142.21 
3175686 940711 06:50:49.4 34.266 -118.688 16.00 3.7 14.63 8.64 24.77 
3176380 940717 15:29:09.5 34.239 -118.596 19.35 3.5 5.26 3.21 8.62 
3176769 940720 11:34:47.6 34.345 -118.562 15.50 2.7 0.54 0.31 0.94 
3178350 940730 05:34:33.7 34.266 -118.683 15.16 2.6 28.95 4.26 196.59 
3178640 940801 14:48:51.0 34.226 -118.595 18.96 2.5 1.11 0.51 2.42 

Table 4.2 cont. 



89 

Chapter 5 Static Stress Change 

Triggering of Earthquakes 

5.1 Introduction 

Major earthquakes can have a significant effect on the stress field in the surrounding 

crust. Rotations of the principal stress axes due to the Mw7.3 Landers and Mw6.7 

Northridge earthquakes were demonstrated in Chapter 1. It has been proposed that 

these earthquake-induced stress changes can play a role in triggering aftershock se­

quences and subsequent major events. 

Numerous studies have focused on static stress change, particularly Coulomb stress 

change, as a possible triggering mechanism for aftershocks [Reasenberg and Simpson , 

1992; Beroza and Zoback, 1993; King et al. , 1994; Stein et al., 1994; Kilb et al. , 1997; 

Toda et al., 1998; Anderson and Johnson, 1999]. The Coulomb stress triggering 

model is based on the idea that mainshock-induced static stress changes may move 

a candidate fault towards or away from the Coulomb failure envelope. The Coulomb 

stress change, f:).C S, on a fault plane is: 

f:).CS = /:).7 + J.L(f:).a + f:).p) (5.1) 

where /:).a is the normal stress change (tension positive), /:).p is the pore pressure 

change, /:).7 is the shear stress change in the direction of slip, and J.L is the coefficient 

of static friction. Positive f:).C S means that the fault has been moved towards failure , 

negative f:).CS that it has been moved away from failure. Coulomb stress change is 

often written as: 

(5.2) 

where J.L1 is an effective coefficient of friction meant to incorporate the change in 
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fluid pressure. However, Beeler et al. [1998] demonstrated that this approximation is 

generally not correct. 

Quantitative tests of the static stress change triggering model for aftershocks 

have given mixed results. Reasenberg and Simpson [1992] demonstrated a correlation 

between static stress changes and seismicity rate changes for the 1989 Lorna Prieta, 

California, earthquake. However, Beroza and Zoback [1993] and Kilb et al. [1997] 

also studied the Lorna Prieta sequence and concluded that the diverse aftershock 

mechanisms could not be adequately explained by static stress changes. A correlation 

between static stress change and seismicity rate change was again found for the 1995 

Kobe, Japan, earthquake [Toda et al., 1998], but Anderson and Johnson [1999] found 

that the aftershocks of the Superstition Hills, California, earthquake are no more 

consistent with triggering than the pre-mainshock seismicity. More work is clearly 

necessary in order to understand whether static stress changes trigger aftershocks. 

In this chapter, the Coulomb stress change triggering model is quantitatively 

tested for the 1992 Landers and 1994 Northridge earthquake sequences [Hauksson 

et al., 1993, 1995a]. Specifically, I test whether the number of aftershocks consistent 

with triggering is significantly greater than the number that would appear consistent 

simply by chance. I also investigate whether parameters such as aftershock magni­

tude, distance from the mainshock fault plane, magnitude of the static stress change, 

or time after the mainshock affect how well the model explains the observed after­

shocks. Hardebeck et al. [1998] present a similar study. The work in this chapter is 

based on a larger and higher-quality data set. Pore pressure changes are also modeled 

more correctly, using Equation 5.1, while Hardebeck et al. [1998] used Equation 5.2. 

5.2 Method 

The percent of aftershocks consistent with Coulomb stress triggering, also called the 

Coulomb Index (CI), is computed for the first month of aftershocks of each sequence. 

This provides a simple quantitative measurement of the performance of the Coulomb 

stress triggering model. The CI of the observed sequence is also compared to the 
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distribution of CI values for a suite of random, synthetic sequences. If the CI of the 

observed sequence is large enough to be sufficiently unlikely to have come from the 

distribut ion for random sequences, the success of the model is considered statistically 

significant. 

5.2.1 Observed Sequences 

The aftershock data sets for Landers and Northridge comprise all events in the fo­

cal mechanism catalog, described in Chapter 1, t hat occurred within the first month 

following the mainshock, including events which are not strictly aftershocks. Stress 

change due to the mainshock at t he location of each aftershock is calculated by mod­

eling the mainshock slip as a dislocation in an elastic halfspace, using the program 

ELFPOINT by Robert W. Simpson, based on the subroutines of Okada [1992]. The 

thrust faulting Mw=6. 7 Northridge mainshock is modeled using t he slip distribu­

tion of Wald et al. [1996]; and the right-lateral Mw=7.3 Landers mainshock using 

the slip distribution of Wald and Heaton [1994]. Two other events of the Landers 

sequence, the Mw =6.1 Joshua Tree preshock and the Mw= 6.2 Big Bear aftershock 

were modeled as square dislocations with 0.35 m slip and 12-15 km diameter. 

The computed stress change tensor is resolved on to both nodal planes of each 

focal mechanism, and the Coulomb stress change is found using Equation 5.1. The 

change in pore pressure is found from the relationship [Rice and Cleary , 1976]: 

(5.3) 

This equation assumes that the system is undrained. Since pore pressure diffusion 

is very slow, on a length scale of about 1 m over 5 years, the undrained assumption 

seems reasonable when studying the first few years of an aftershock sequence. I use 

the parameter values {3=0.7, and J..L=0.6 [Byerlee, 1978]. 

The CI is defined as the percent of events consistent with triggering. This includes 

all events which experienced a positive 6.CS on both nodal planes, and one-half of the 

events with a positive 6.CS on only one plane, since there is a 50% chance that the 
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nodal plane with positive D.CS is the true nodal plane. Error bars for the CI are found 

using a bootstrap technique. The data set is resampled 100 times, with replacement, 

and the CI for the resampled sequences found. The mechanisms are also varied within 

their formal 10" confidence regions. The fraction of events with only one positive D.C S 

plane that is counted towards the CI is chosen from a binomial distribution for the 

data set size and an expected value of 0.5. 

The CI is found for the entire data set , and also for subsets based on event 

magnitude, distance from the mainshock fault , magnitude of stress change, time, 

and, for the Northridge sequence, hypocentral depth. The magnitude of the stress 

change is defined as !:lTmax , the maximum shear stress change on a plane of any 

orientation. 

5.2.2 Sy nthetic Sequences 

The choice of random synthetic sequences, which are to be compared with the ob­

served sequences, is inevitably subjective. Many studies use synthetic sequences in 

which the locations of the earthquakes are the same as in the observed sequence, but 

the mechanisms are redistributed. However, these synthetic sequences don't sam­

ple regions where no aftershocks occurred, and a truly random sequence should be 

allowed to sample all of the relevant space. Other studies use pre-event seismicity 

as a comparison data set. However, the geometry of pre-event seismicity is usually 

very different from the geometry of the aftershock sequence, and these geometrical 

differences may map into differences in CI which are unrelated to triggering. Also, 

pre-event seismicity may be affected by processes leading up to the mainshock. 

My solution is to create synthetic sequences with the basic geometry of an af­

tershock sequence (i.e., clustered around the mainshock fault plane) , but without 

limiting events to the regions in which aftershocks occurred. The three spatial co­

ordinates for each synthetic event are chosen randomly and independently from the 

probability distributions shown in Figure 5.1. The probability distributions were 

designed to produce sequences with plausible depth distribution for the region and 
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substantial clustering along the mainshock fault plane. The locations of rv25% of the 

events in each sequence are chosen by adding small perturbations to the locations of 

previously chosen events to introduce clustering into the sequences. 

The three mechanism parameters are chosen randomly and independently from 

the probability distributions in Figure 5.1. These distributions are smoothed versions 

of the parameters for the observed sequences. The magnitude of each event is ran­

domly chosen from a Gutenberg-Richter distribution, and the time chosen randomly 

assuming an Omori Law decay in seismicity rate. One hundred synthetic sequences 

are created for Landers and for Northridge. The CI for each sequence is found the 

same way as for the observed sequences, and the distribution of CI values for random 

sequences is determined. 

5.2.3 Statistical Test 

The distribution of CI values for the synthetic sequences is used to determine how 

confident one can be that the CI of the observed sequence is too large to have occurred 

simply by chance. This is equivalent to the confidence level at which one can reject 

the null hypothesis that the observed sequence CI is indistinguishable from that of 

the synthetic sequences. For example, if the CI of the observed sequence is at the 95th 

percentile of the distribution of CI values for the synthetic sequences, the confidence 

level is 95%. A weighted average of the confidence level, over the error bar of the CI 

of the observed sequence, is also found , and this is the confidence level reported. 

5.3 Results 

For both sequences, the Coulomb stress triggering model explains more than half of 

all the events (Figures 5.2 and 5.3 and Tables 5.1 and 5.2), 63±2% for Landers and 

57±2% for Northridge. In both cases, this number is at the 99th percentile of the 

synthetic sequence distribution, so the null hypothesis that the observed sequence is 

indistinguishable from the synthetic sequences can be rejected with a high level of 
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confidence. This suggests that Coulomb stress changes played a significant role in the 

triggering of the aftershock sequences. 

The distance to the fault and the magnitude of the stress change, which are in­

versely related , clearly affect the performance of the stress triggering model. For both 

sequences, the CI for events within 2-5 km of the mainshock fault is low. Proximity 

to the fault corresponds to high stress change, and the model performs particularly 

poorly for stress changes > 100 bar. Events with such large stress changes are located 

very close to the fault and must be affected by small-scale slip heterogeneity, which 

cannot be well resolved, and by discontinuities in the modeled slip distributions due 

to fault discretization. The performance of the model is also poor for events very 

far from the fault , or equivalently, for small stress changes. The model appears to 

work best for stress changes >0.1 bar. This is presumably because the stress changes 

at large distances from the fault are too small to trigger a detectable number of 

earthquakes. 

The Northridge sequence also exhibits a pattern with depth, with significantly 

better model performance a shallow depths. At all depths less than 10 km, the CI 

of the observed events is at least at the 95th percentile of the synthetic sequence CI 

distribution, whereas below 10 km depth, it is under the 90th percentile. If the shear 

strength of faults increases with depth due to increased confining pressure, it could be 

that static stress triggering cannot occur as easily at depth because the stress changes 

are a smaller fraction of the failure stress. However, the results of Chapter 2 suggest 

a gradual increase in fault strength down to rvl5 krn depth, and very low strength at 

greater depths. 

Other spatial variations in the performance of the Coulomb stress triggering model 

can be seen in Figures 5.4 and 5.5. In the Northridge sequence, the major cluster of 

off-fault seismicity, to the NW of the mainshock, is explained very well by the Coulomb 

stress triggering model. In the Landers sequence, there are off-fault clusters, such as 

those near Barstow and Ridgecrest, which are explained well. However, there is also 

a cluster of events along the Pisgah Fault, to the east of the Landers rupture, which 

are predominately inconsistent with the modeled stress changes. The 1999 Mw7.1 
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Hector Mine earthquake occurred close to this cluster. 

The focal mechanism of an individual event is clearly important in whether or 

not it is consistent with Coulomb stress triggering. However, no general difference is 

observed between the mechanism distributions of events consistent and inconsistent 

with triggering by static stress change (Figure 5.6) . 

A decrease in CI with time after the mainshock is to be expected, since postseismic 

relaxation, aseismic creep, subsequent earthquakes, and tectonic loading will modify 

the stress field and diminish the influence of the mainshock-induced stress changes. No 

significant change in CI is observed over the first month of either sequence, so I have 

determined CI versus time for both sequences through the end of 1999 (Figure 5. 7 and 

Tables 5.3 and 5.4). The CI for pre-event seismicity is included for comparison. All 

events within about one fault length (80 km for Landers, 20 km for Northridge) were 

used. For Northridge, there appears to be a step in CI at the time of the mainshock, 

from CI::::::45 to CI::::::55 , but it is difficult to resolve given the low levels of pre-event 

seismicity. There does not appear to be a decreasing trend in CI over the 6 years 

following the mainshock. 

The CI in the Landers region shows a more clear evolution through time. Prior 

to the Landers sequence, CI::::::40, whereas CI::::::60-70 after the mainshock. It is im­

portant to note that the step from CI::::::40 to CI::::::60 took place at the time of the 

Joshua Tree preshock, even though only stress changes due to the Landers mainshock 

were modeled. The Joshua Tree sequence occurred on the southern extension of the 

Landers trend, an area which was reloaded by the mainshock [Hauksson , 1994], so 

it is not surprising that the CI is high. However, this observation illustrates that 

events which were not triggered can appear consistent with triggering due to geo­

metric effects, which should encourage caution when interpreting results of triggering 

studies. There is a suggestion of a gradual decrease in CI over the 7 years following 

the Landers mainshock. A step back down to approximately the pre-event CI level 

occurs at the time of the 1999 Mw7.1 Hector Mine earthquake, located rv20 km from 

the Landers rupture. It is unfortunate that we will not be able to observe how the 

gradual decrease in CI after Landers would have continued. However, the step in CI 
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at the time of Hector Mine does illustrate the effects of subsequent major events on 

static stress triggering. 

5.4 Discussion 

The observed CI for the Landers and Northridge sequences indicate that Coulomb 

stress change plays a role in the triggering of aftershocks, but is probably not the 

only triggering mechanism. The CI of the observed sequences are usually significantly 

higher than the CI of comparable synthetic sequences, which suggests that some of 

the events were triggered by static stress changes. However , even for the parameter 

ranges where the model works the best , "'20-35% of the events are inconsistent with 

triggering. The number of events actually triggered, Ntrig, can be estimated from 

the number of events consistent with triggering, Ncans · If the data set consists of N 

events, and P is the probability of an untriggered event appearing consistent with 

triggering {i.e. , the CI of the synthetic sequences): 

and therefore: 

Ncons = Ntrig + P(N- Ntrig) 

N . _ Ncons - P N 
trtg- 1- p 

{5.4) 

(5.5) 

For the best observed performance of the model (Figure 5.2) , Ncans ';:::j0.8N, and 

P ';:::j0.5 , so Ncans ';:::j0.6N. This suggests that even in the best case, "'40% of the 

aftershocks were not triggered by Coulomb stress changes. An additional triggering 

mechanism appears to be necessary. 

The Coulomb stress triggering model also fails to explain the occurrence of the 

1999 Mw7.1 Hector Mine earthquake, a right-lateral strike-slip earthquake which 

occurred only "'20 km from the Landers rupture. The proximity of the two events in 

space and time suggests a triggering relationship, yet a pair of subparallel strike-slip 

earthquakes appears to be at odds with the Coulomb stress triggering model because 

the first earthquake should relieve shear stress on the fault plane of the second. 
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The Coulomb stress change due to Landers at the Hector Mine hypocenter, pro­

jected onto the preferred fault plane [Scientists from the USGS, SCEC, and CDMG , 

2000], is -0.9 bar. Since the trend of the rupture varies along strike and t he exact 

orientation of the init ial rupt ure is not certain , I have modeled Coulomb stress change 

on planes of various orientation at four different depths (Figure 5.8) . If the preferred 

orientation of the Hector Mine event is correct to within ,......, 15° and t he hypo central 

depth, 5±3 km [Scientists from the USGS, SCEC, and CDMG , 2000], is correct to 

within rv4 km, the Coulomb stress change is still negative. Only for a larger value of 

J.L (Figure 5.9) and a hypocentral depth of at least 9 km does a positive !:lCS occur 

for any fault orientation within 10° of the preferred orientat ion. 

One possible explanation for the apparent failure of the triggering model for Hec­

tor Mine is that the intervening 7 years of seismicity has significantly altered the 

stress field and diminished the effects of Landers. However, the high CI observed up 

until the time of the Hector Mine event (Figure 5.7) suggests that the post-Landers 

events had not had a major impact on the stress field over most of the region. An­

other possible explanation is that inaccuracies in the Landers slip distribution may 

be leading to errors in the modeled stress changes in the vicinity of Hector Mine. If 

significant left-lateral coseismic slip occurred along the aftershock trends conjugate to 

the northern Landers rupture, this could lead to positive !:lCS for the Hector Mine 

mainshock and the Landers aftershocks along the Pisgah Fault (Kenneth Hudnut, 

personal communication, 2000). The t hird alternative is that the Hector Mine earth­

quake was triggered by a mechanism other than static Coulomb stress change, such 

as unclamping of the fault , dynamic stress changes or pore pressure changes. 

The difference between the results presented here and in Hardebeck et al. [1998], 

especially for the Northridge sequence, which Hardebeck et al. [1998] found to have 

a CI indistinguishable from that of the synthetic sequences, should also be cause 

for concern . The only difference between the two studies is that this work uses a 

larger and higher quality data set and a more correct representat ion of pore pressure 

changes. This implies that the results of quantitative studies are not stable with 

respect to the data set and/ or the details of the modeling. 
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5.5 Conclusions 

The Coulomb stress change triggering model was tested for the aftershock sequences of 

the 1992 Landers and 1994 Northridge earthquakes. The model is generally successful, 

since the number of aftershocks consistent with the model is larger than would be 

expected to appear consistent purely by chance. The model works best for events at 

intermediate distances from the mainshock, where the stress changes are between 0.1 

bar and 100 bar. Stress changes very near the rupture plane are difficult to model 

because they depend on the small-scale features of slip which generally cannot be 

resolved, and they are affected by slip discontinuities due to the discretization of the 

fault . Far from the mainshock, the stress changes are presumably too small to trigger 

a detectable number of events. 

Although the model performs better than it should by chance, at least 40% of 

the events appear not to have been triggered by static stress changes. This, along 

with the failure of the model to explain the apparent triggering of the Mw7.1 Hector 

Mine earthquake by Landers, implies that static stress change is not the only impor­

tant mechanism in aftershock triggering. Dynamic stress changes and pore pressure 

changes may also play a role. 



99 

(a) 
0.1 (c) (b) 

~ 0 .1 0 .2 r-
)> 

:0 z 
(0 0.05 0 
.g 0.05 0 .1 m 

nnnn. 
:IJ a. J1l ltl en 

0 0 
5 10 15 -50 0 50 100 150 

0.2 
-60-30 0 30 60 

0.08 
(e) (f) z 

~ 0.06 0.04 0 
:IJ 

:0 -I 
~ 0.04 0.1 I 

0.02 :IJ 
0 0 a. 0.02 (j) 

m 
0 0 

0 5 10 15 20 25 -10 0 10 20 - 20 -10 0 10 20 
depth (km) strike distance (km) normal distance (km) 

.~0. 15 
(g) 0.15 (h) 0.15 (i) 

r-
)> 

:0 0.1 0.1 0.1 z 
(0 0 
.D m 
Ko.o5 0.05 :IJ 

en 

0 0 
-90 -45 0 45 90 0 45 90 -90 -45 0 45 90 

~0.15 Ul 0.15 0.15 (I) z 
0 
:IJ 

:0 0.1 0.1 0.1 
-I 

(0 I 
.D :IJ 
0 6 a. 0.05 0.05 

A ~ 
(j) 
m 

0 
-45 0 45 90 -90 -45 0 45 90 -45 0 45 90 

P-axis trend (deg) P-axis plunge (deg) T-axis plunge (deg) 

Figure 5.1: Probability distributions used to choose the spatial coordinates and fo­
cal mechanism parameters for the synthetic sequences. (a)-(f) Spatial coordinates. 
The "strike distance" is the along-strike distance measured from the center of the 
Northridge mainshock or the southern end of the Landers mainshock. The "normal 
distance" is the distance in the direction normal to the fault , measured from the 
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Figure 5.2: The Coulomb Index (CI) , the percentage of events consistent with the 
Coulomb stress triggering model, for the Landers sequence. The asterisks indicate 
the CI for a bin versus the average parameter value in that bin. The vertical error 
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change on any plane. (d) CI versus time after the mainshock. 
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Figure 5.3: The Coulomb Index for the Northridge sequence, symbols as in Figure 
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Figure 5.4: Earthquakes occurring within one month after the Landers mainshock. 
Events in the top panel have at least one nodal plane consistent with Coulomb stress 
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bottom panel. Major faults shown in gray. The aftershocks clearly delineate the 
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Figure 5.5: Earthquakes occurring within one month after the Northridge mainshock. 
Events in the top panel have at least one nodal plane consistent with Coulomb stress 
triggering. Events with both planes inconsistent with triggering are shown in the 
bottom paneL Major faults shown in gray. The black rectangle indicates the surface 
projection of the mainshock fault plane. 
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Figure 5.6: Stereographic plots of the P and T axes of the first month of aftershocks. 
(a ) Landers aftershocks with at least one nodal plane consistent with triggering. (b) 
Landers aftershocks with both nodal planes inconsistent. (c) Northridge aftershocks 
with at least one plane consistent. (d ) Northridge aftershocks with both planes 
inconsistent. 
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Figure 5.7: Coulomb Index (CI) versus time, for all events within one fault length 
of the mainshock {80 km for Landers, 20 km for Northridge). The asterisks indicate 
the CI for a bin versus the average event time in that bin. The vertical error bars 
indicate the 20' error estimates; and the horizontal bars, the bins. (a) CI versus 
time for Landers. The vertical dashed line indicates the time of the mainshock. 
The vertical dotted lines indicate the times of the Joshua Tree foreshock and the 
Hector Mine earthquake. (b) CI versus time for Northridge. The vertical dashed line 
indicates the time of the mainshock. 
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Figure 5.8: Contours of Coulomb stress change due to the Landers mainshock on t he 
Hector Mine hypocenter for various fault plane orientations and hypocent ral depths. 
The open triangle indicates the preferred fault plane orientation [Scientists from the 
USGS, SCEC, and CDMG, 2000] ; the preferred depth is 5±3 km. The contours are 
in bars. The coefficient of friction , J.L , is assumed to be 0.6. 
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Figure 5.9: The same as Figure 5.8, except with J.L=0.85. 
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Data Set or Number of Observed Synthetic Confidence 
Parameter Value Events CI (±2a) CI (±2a) Level 
all 3204 63 ±2 45 ±2 99% 
M ~2.5 1980 62 ±2 45 ±2 99% 
2.5< M ~3 754 63 ±3 45 ±4 99% 
3< M ~4 407 64 ±4 45 ±5 99% 
M>4 63 72 ±10 44 ±11 99% 
D ~5 krn 1843 54 ±2 45 ±3 99% 
5< D ~10 549 77 ±3 47 ±4 99% 
10< D ~15 128 78 ±7 45 ±4 99% 
15< D ~20 131 79 ±6 44 ±5 99% 
20< D ~35 130 63 ±8 44 ±5 99% 
35< D ~50 146 80 ±6 46 ±6 99% 
50< D ~115 75 66 ±9 47 ±7 98% 
115< D ~175 116 72 ±7 49 ±12 99% 
D >175 86 63 ±9 49 ±15 90% 
I:::.Tmax ~0.1 bar 228 67 ±5 52 ±8 98% 
0.1< f:::.Tmax ~0.5 74 77 ±8 53 ±8 99% 
0.5< f:::.Tmax ~1 218 78 ±5 51 ±7 99% 
1< f:::.Tmax ~5 1069 69 ±2 46 ±4 99% 
5< f:::.Tmax ~10 369 60 ±4 44 ±5 99% 
10< f:::.Tmax ~50 685 57 ±3 43 ±4 99% 
50< I:::.Tmax ~100 304 52 ±5 41 ±6 98% 
/:::. T max > 100 257 43 ±5 44 ±7 35% 
t ~2 days 294 64 ±5 45 ±6 99% 
2< t ~7 780 63 ±3 45 ±3 99% 
7< t ~14 847 61 ±3 45 ±3 99% 
7< t ~30 1283 63 ±3 45 ±3 99% 

Table 5.1: The Coulomb Index (CI), the percent of events consistent with triggering, 
for the first month of Landers aftershocks. M indicates the aftershock magnitude, 
D the distance from the mainshock fault , I:::.Tmax the magnitude of stress change (the 
maximum shear stress change on a plane of any orientation), and t the time since the 
mainshock. Also shown is the mean and standard deviation of the distribution of CI 
values for a suite of random, synthetic sequences, and the confidence level at which 
one can reject the null hypothesis that the observed CI came from this distribution. 
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Data Set or Number of Observed Synthetic Confidence 
Parameter Value Events CI (±2a) CI (±2a) Level 
all 2737 57 ±2 51 ±2 99% 
M 5:2 1507 56 ±2 51 ±2 98% 
2< M 5:3 1008 58 ±3 51 ±3 99% 
M>3 222 58 ±6 52 ±6 90% 
D 5:2 km 1219 52 ±3 49 ±3 91 % 
2< D 5:5 835 62 ±3 54 ±3 98% 
5< D 5:10 415 64 ±4 55 ±4 98% 
10< D 5:20 98 64 ±8 43 ±6 99% 
D >20 27 41 ±17 49 ±8 19% 
6.Tmax 5:0.1 bar 158 47 ±8 57 ±12 6% 
0.1< 6.Tmax '5:1 23 67 ±20 49 ±8 93% 
1< 6.Tmax '5:5 330 68 ±4 57 ±4 98% 
5< 6.Tmax '5:10 603 65 ±4 55 ±4 98% 
10< 6.Tmax '5:50 1265 55 ±3 46 ±3 99% 
50< 6.Tmax '5:100 234 47 ±6 42 ±7 81% 
6.Tmax >100 124 43 ±6 42 ±9 58% 
t 5:2 days 459 56 ±4 51 ±4 92% 
2< t 5:7 761 57 ±3 51 ±3 98% 
7< t 5:14 653 57 ±4 51 ±3 97% 
t > 14 864 57 ±3 51 ±3 98% 
z 5:5 km 487 63 ±4 52 ±8 95% 
5< z 5:8 635 63 ±3 52 ±4 99% 
8< z 5:10 730 57 ±3 51 ±5 95% 
10< z 5:15 693 49 ±3 50 ±5 25% 
15< z 5:20 168 44 ±7 50 ±6 7% 
z >20 24 62 ±18 51 ±9 84% 

Table 5.2: The Coulomb Index (CI), the percent of events consistent with triggering, 
for the first month of Northridge aftershocks. M indicates the aftershock magnitude, 
D the distance from the mainshock fault , 6.Tmax the magnitude of stress change (the 
maximum shear stress change on a plane of any orientation) , t the time since the 
mainshock, and z the aftershock hypocentral depth. Also shown is the mean and 
standard deviation of the distribution of CI values for a suite of random, synthetic 
sequences, and the confidence level at which one can reject the null hypothesis that 
the observed CI came from this distribution. 
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Time (yy/mm/ dd) Number of 
Begining End Events CI (±2a) notes 
81/ 02/ 13 82/ 11/ 27 1851 38 ±2 pre-Landers 
82/ 11/ 27 84/ 04/ 11 739 39 ±3 
84/ 04/ 11 85/ 08/ 23 1526 44 ±2 
85/ 08/23 87/ 01/ 04 1857 38 ±2 
87/ 01 / 04 88/ 05/ 19 956 46 ±3 
88/ 05/ 19 89/ 10/ 01 996 38 ±3 
89/ 10/ 01 91 / 02/ 15 796 41 ±3 
91/ 02/ 15 92/ 04/ 23 516 44 ±3 
92/ 04/ 23 92/ 06/ 28 2225 62 ±2 Joshua Tree sequence 
92/ 06/ 28 92/ 07/ 28 2982 68 ±2 Landers sequence 
92/ 07/ 28 92/ 10/ 06 2102 69 ±2 
92/ 10/ 06 93/ 01/ 14 980 62 ±3 
93/ 01 / 14 93/ 08/ 02 1310 62 ±2 
93/ 08/ 02 94/ 02/ 18 1173 62 ±2 
94/ 02/ 18 94/ 09/ 06 927 62 ±3 
94/ 09/ 06 95/ 03/ 25 824 54 ±3 
95/ 03/ 25 96/ 04/ 28 1146 58 ±2 
96/ 04/ 28 97/ 06/ 02 677 56 ±3 
97/ 06/ 02 98/ 07/ 07 599 56 ±4 
98/ 07/ 07 99/ 10/ 16 447 64 ±4 
99/ 10/ 16 99/ 12/ 26 225 46 ±6 Hector Mine sequence 

Table 5.3: The Coulomb Index (CI) for earthquakes occurring within 80 krn of t he 
Landers mainshock, versus time. 
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Time (yy/ mm/ dd) Number of 
Begining End Events CI (±2a) notes 
81 / 03/ 02 83/ 02/ 06 53 43 ±11 pre-Northridge 
83/ 02/ 06 85/ 11/ 01 56 43 ±11 
85/ 11/ 01 88/ 07/ 27 58 46 ±11 
88/ 07/ 27 91/ 04/ 22 54 53 ±12 
91 / 04/ 22 94/ 01/ 17 48 41 ±13 
94/ 01/ 17 94/ 02/ 16 2535 58 ±2 post-Northridge 
94/ 02/ 16 94/ 04/ 27 1048 55 ±3 
94/ 04/ 27 94/ 08/ 05 494 57 ±4 
94/ 08/ 05 95/02/ 21 519 55 ±4 
95/ 02/ 21 95/ 09/ 09 270 60 ±5 
95/ 09/ 09 96/ 03/ 27 193 53 ±6 
96/ 03/ 27 96/ 10/ 13 103 56 ±8 
96/ 10/ 13 97/ 11/ 17 228 50 ±5 
97/ 11/ 17 98/12/ 22 60 55 ±10 
98/ 12/ 22 99/ 09/ 25 20 60 ±22 

Table 5.4: The Coulomb Index (CI) for earthquakes occurring within 20 km of the 
Northridge mainshock, versus time. 
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Appendix A An Evaluation of Stress 

Orientation Inversion Methods 

A .l Introduction 

The results of Chapters 1, 2, and 3 depend on stress orientations obtained from the 

inversion of earthquake focal mechanisms. Therefore, it is important to thoroughly 

test the inversion method. It is also important to test stress inversion techniques be­

cause there is a long-standing debate as to which of two competing methods produces 

the best results. 

The linear inversion method (Michael , 1984, 1987b] which I use is unnamed, but I 

will refer to it as LSIB (Linear Stress Inversion with Bootstrapping) for convenience. 

The other commonly used inversion method is a grid search method called FMSI 

(Focal Mechanisms Stress Inversion) [Gephart and Forsyth , 1984; Gephart, 1990a]. 

These two methods typically obtain similar stress orientations for similar focal mech­

anism data sets. However, the uncertainty estimates are often quite different, with 

the confidence regions given by FMSI usually much larger than those of LSIB. 

The uncertainty estimates have important implications for understanding spatial 

and temporal variations in the stress field. In southern California, for example, many 

spatial variations and temporal changes related to major earthquakes have been ob­

served (Hauksson (1990]; Kerkela and Stock (1996]; Michael (1987b] ; Hauksson (1994]; 

Zhao et al. (1997], and Chapters 1, 2, and 3), which are statistically significant accord­

ing to the uncertainty estimates of LSIB and other techniques which utilize bootstrap 

error estimation. However, when an inversion method similar to FMSI is used, very 

few stress variations are found to be larger than the estimated uncertainties, and 

the stress field in southern California can be concluded to be generally homogeneous 

(Abers and Gephart, 1997]. 
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Jones [1988] and Wyss and Lu [1995] used identical data sets to study stress 

orientations along the San Andreas Fault in southern California, and both found that 

the stress state was different along different segments of the fault . However, these 

differences appear to be significant at the 95% confidence level if LSIB is used [Jones , 

1988], but not if FMSI is used [ Wyss and Lu, 1995]. 

To resolve whether or not the observed stress field heterogeneity in southern Cal­

ifornia and along the San Andreas Fault is real, one must determine which of the 

uncertainty estimates best reflects the precision with which stress orientations can be 

determined from focal mechanisms. 

The two inversion methods cannot be directly compared because they are concep­

tually very different. For this reason, I compare the performance of the two methods 

on a suite of synthetic data sets. The focus is on the accuracy of the results and the 

appropriateness of the confidence regions computed by each method. 

A.2 Inversion Methods 

All methods for inverting focal mechanisms for stress orientation rest on the assump­

tion that earthquakes slip in the direction of the resolved shear stress on the fault 

plane. The orientation of the fault plane is usually not considered to be informa­

tion about the stress state, as it may be a randomly-oriented preexisting plane of 

weakness. The goal of an inversion is to find the stress state which minimizes the 

discrepancy between the resolved shear stress direction and the slip direction, for all 

earthquakes in the data set. 

Only geometrical information is used , so the isotropic and deviatoric stress mag­

nitudes can't be estimated, and there are only four independent model parameters. 

Typically, three parameters are chosen to indicate the orientations of the three prin­

cipal stress axes, and the fourth parameter 

(A.1) 
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indicates the relative magnitudes of the stress axes, where a 1 , a 2 , and a 3 are the mag­

nitudes of the maximum, intermediate, and minimum compressive stresses , respec­

tively. For a reliable inversion, the orientations of the fault planes must be adequately 

diverse to sample the entire stress tensor. 

There are two basic assumptions in the inversion procedures. The first is that the 

four stress parameters are constant over the spatial and temporal extent of the data 

set. The validity of this assumption can be tested for a particular data set using the 

misfits of the best-fitting stress model [Michael , 1991]. The second assumption , that 

slip is in the direction of resolved shear stress, implies isotropic fault planes, without 

a preferred direction of slip. Real faults may not be isotropic, but , unless there is 

systematic anisotropy in the set of faults used in an inversion, this simply adds some 

random noise. Pollard et al. [1993] demonstrated that fault length-to-width ratios and 

proximity to the free surface can also cause discrepancies between the slip direction 

and the direction of resolved shear stress, but that these errors are small relative to 

common measurement errors. 

A persistent problem with focal mechanism inversions is t he ambiguity between 

the fault and auxiliary planes. For discussion of fault plane selection methods, and 

the impact of incorrectly chosen planes on inversion results, see Michael [1987a] and 

Lund and Slunga [1999]. 

A.2.1 Linear Inversion Method 

The linear inversion method (LSIB) solves for the stress tensor using a linear, least­

squares inversion [Michael, 1984]. The stress inversion problem is nonlinear, but can 

be linearized by assuming that the magnitude of the shear traction on each fault 

plane is approximately the same. This assumption has some physical basis because 

the planes which fail in earthquakes are likely to be near some failure stress. 
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The inversion setup is: 

(A.2) 

where A1 is a matrix determined from the orientation of the jth fault plane, t is a 

vector of the stress tensor parameters, and s1 is a unit vector in the slip direction of 

the jth event. The least-squares inversion minimizes the difference between s1 and 

f 1 = A1t , the vector of resolved shear stress on the jth plane. 

Confidence regions are determined using a bootstrap technique [Michael , 1987b]. 

The data set is resampled , with replacement , hundreds or thousands of times to 

simulate repeated samples of the population from which the data came, and each 

resampling is inverted for the stress tensor. The X % of inversion results closest to 

the initial result , where closeness is defined by the normalized tensor dot product for 

stress tensor representations with zero isostatic component, are used to define the X % 

confidence region. (The symbol X is used in this chapter to represent the confidence 

level when statements are made which hold for any level of confidence.) This technique 

is appropriate for data containing errors because the observed variation in the data is 

used to estimate the confidence regions. I use 2000 bootstrap resamplings, which is 

adequate to produce stable confidence regions up to the 95% level [Michael , 1987b]. 

To address the fault plane ambiguity of the focal mechanisms, each nodal plane has 

a 50% probability of being chosen during bootstrap resampling. 

The assumptions of this method are that the tractions on all fault planes are of 

similar magnitude and that the data set is adequately representative of the population 

and exhibits the full range of error. 

A .2.2 Grid Search M ethod 

The other widely-used method, FMSI, uses a grid search over stress field parameter 

space to find the stress tensor which minimizes the misfit between model and data 

[Gephart and Forsyth , 1984; Gephart , 1990a]. The misfit computed for each event 
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is the minimum angle of rotation of the focal mechanism, about any axis, necessary 

to bring the slip direction into alignment with the resolved shear stress on the fault 

plane. Fault plane ambiguity is addressed by using the nodal plane with the smaller 

misfit . The L1 norm is used to find the total misfit, E , for a given stress state. 

I perform an initial search over all of parameter space using a coarse grid with 

10° spacing, and a second finer search with 5° spacing in the vicinity of the best-fit 

solution. 

Confidence regions are estimated from the distribution of misfit values. The statis­

tics are based on those derived for the L1 norm by Parker and McNutt [1980]. For N 

measurements XI, x2, ... , XN, where each measurement x1 is a normally-distributed 

random variable with mean 0 and standard deviation a1, the random variable 

(A.3) 

has an expected value of 

( 2) I/2 
E[m] = ; N (A.4) 

and a variance of 

var[m] = a 2 = ( 1 - ~) N. (A.5) 

This distribution is approximately Gaussian for N ~10. If xi, x2 , ... , XN represent 

the individual mechanism misfits due to data errors, Equations A.4 and A.5 describe 

the probability distribution for the total misfit of the correct stress state. 

In order to use these statistics, however, the standard deviation of the misfit due 

to data errors, aest (assuming a 1 ~ aest, for all j), needs to be estimated. Assuming 

that the total misfit value for the best-fitting stress state, Emin, is the expected value 

of the total misfit for the correct stress state, then 

(A.6) 
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and therefore 
:Em in a est = ----.,--

(2/ 'Tr)l/2 N. 
(A.7) 

Since the model has four parameters, FMSI uses 

:Em in a - --.,-;::----
est - (2/ 7r)l/2 (N _ 4) ' 

(A.8) 

which makes a noticeable difference in the confidence regions only for small data sets. 

The X % confidence region is defined by stress states with misfits less than :Ex , 

where there is a (100- X )% chance that the correct stress state could have a misfit 

greater t han :Ex due to data errors. This is equivalent to a (100 -X)% probability 

of obtaining m > Mx = :Ex / a est from the normal distribution of m , so 

Mx = zxa + E[m] (A.9) 

where zx is the number of standard deviations corresponding to X % of the area under 

the positive half of a normal distribution (since no misfits are less t han :Bmin), e.g., 

zgs=l.96. 

The threshold value is found by substituting Equations A.4 and A.5 into Equation 

A.9: 

:Ex [( 2) ]112 (2)112 
aest = zx 1 - ; N + ; N (A.10) 

and combining with Equation A.8 

(A.ll ) 

The assumptions which go into these confidence regions are that the individual 

event misfits due to data errors are normally distributed with a constant standard 

deviation, and that the total misfit of the best-fit solution, :Bmin , is the expected value 

of the total misfit of the correct solution, aestE [m]. 
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A.3 Testing the Inversion Methods 

I examine the accuracy of the two inversion methods and the appropriateness of their 

uncertainty estimates by testing them on a suite of synthetic focal mechanism data 

sets. The design of synthetic data is inevitably subjective, but I attempt to create 

synthetic data sets which resemble real noisy data as much as possible. 

A.3.1 Synthetic Data Sets 

Each synthetic data set consists of a collection of focal mechanisms all consistent with 

a single specified stress state. The orientation of the principal stress axes is chosen 

randomly from a uniform spatial distribution , and a value is selected for R. 

The fault plane orientations are chosen at random from a uniform spatial distri­

bution. I make the somewhat counterintuitive choice of uniformly distributed planes 

based on the observation that small earthquakes, in contrast with larger events, tend 

to occur on diverse fault planes. It is these smaller events which are typically used as 

stress indicators. The choice of uniformly distributed planes is at odds with LSIB 's 

assumption of similar magnitude shear stress on all planes, and should therefore be 

the toughest test of this technique. The rake of each event is chosen to be in the 

direction of resolved shear stress on the fault plane. 

Random errors are introduced into the data sets by rotating each mechanism 

about some axis. The axes are chosen from a uniform spatial distribution. An ex­

ponential probability distribution is used to select rotation angles. Random polarity 

and location errors lead to errors in first-motion focal mechanisms with an exponen­

tial, rather than normal, distribution (Figure A.l). Additionally, studies using real 

data find that the residuals for the best-fitting stress state are often exponentially 

distributed [Gephart and Forsyth , 1984; Gephart, 1990b]. The fault plane or the aux­

iliary plane is randomly selected for inclusion in the data set , with a 50% probability 

of each. 

Data sets with varying amounts of error, number of events and values of R are 

created, to observe whether these parameters affect the inversion results. Mechanism 
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errors of 5°, 10°, 15°, 20°, 30° and 40° are used. These numbers represent the param­

eter p, , where the exponential probability distribution function is defined as l.. e - x!J.L. 
J.L 

Values of 0 0.2, 0.4, 0.5, 0.6 , 0.8, and 1 are used for R. Data sets include 20, 50, 100, 

or 300 events. Fifty data sets are created for most combinations of values for these 

three parameters. 

A.3.2 Testing 

The accuracy of the inversion methods, and the appropriateness of their uncertainty 

estimates, are tested by inverting each of the synthetic data sets using both methods. 

First, I test the accuracy of the inversion results, defined as the angle between the 

correct and best-fitting stress orientations and the difference in R value. 

I then test the appropriateness of the uncertainty estimates. If the confidence 

regions are appropriate, the correct stress state should fall within the X % confidence 

region for approximately X % of the data sets, for all X. The number of times the 

correct stress state falls into the X % confidence region, plotted versus X , should 

approximate a straight line. If the confidence regions are systematically too large or 

too small, it will fall above or below this line, respectively, as illustrated in Figure 

A.2. 

When evaluating FMSI, the correct stress state is considered to be inside the X % 

confidence region if Ecor ~ Ex , where Ecor is the total misfit of the nearest grid 

point to the correct stress state. For LSIB, the correct stress state is considered to 

be inside the X % confidence region if it is closer to the best-fit stress state than 

(100- X) % of the bootstrap resampling inversion results, closeness again measured 

by the normalized tensor dot product. 
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A.4 Results 

A.4.1 Accuracy 

The accuracy with which both inversion methods determine the stress parameters 

(Figure A.3, Figure A.4) is generally good. The accuracy of FMSI is on average 

slightly better, with a mean orientation error over all the test data sets of 11°, and 

a mean R error of 0.09. LSIB has a mean orientation error of 13°, and a mean R 

error of 0.11. FMSI is consistently very accurate (error ::;so for 90% of the tests) 

in favorable conditions, such as large data sets (N = 300) or small mechanism error 

(5°) . However, FMSI's estimates of Rare poor for the axisymmetric case (R = 0 or 

R = 1). 

The accuracy of both methods improves with increasing data set size, as one might 

expect, with the most improvement occurring between N = 20 and N = 50. The 

accuracy deteriorates with increasing mechanism error, as also might be expected. 

The accuracy of FMSI's results degrade more quickly with increasing mechanism 

error, making LSIB more accurate for data sets with error greater t han ""25°. 

The two inversion techniques make different choices about the parameter to min­

imize and how to handle nodal plane ambiguity, but both sets of assumptions are 

apparently reasonable. The linearization scheme employed by LSIB appears not to 

have had a major adverse effect on the accuracy of t he inversion results, even though 

the test data sets with uniformly distributed planes should have been particularly 

tough on the linearization approximation. 

The levels of accuracy for LSIB and FMSI indicate that the difference in confidence 

region size does not stem from a difference in a{;curacy. One might expect the more 

accurate method to have the smaller confidence regions, but in this case, it has the 

larger. This further suggests t hat either FMSI's confidence regions are too large or 

LSIB 's are too small. 
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A.4.2 Confidence Regions 

In most tests of the confidence regions (Figure A.5, Figure A.6, Figure A.7), LSIB's 

uncertainty estimates are the more appropriate. The correct stress state generally 

falls into the X % confidence region for (X ±10)% of the inversions, indicating that 

LSIB 's confidence regions are approximately correct. The exception is for large data 

sets, N = 300, in which case the confidence regions are much too small (Figure A.5). 

The appropriateness of LSIB 's confidence regions does not degrade with increasing 

mechanism error (Figure A.6) , indicating that the bootstrap technique successfully 

incorporates data errors into the uncertainty estimates. 

In most cases, FMSI's confidence regions are much too large, with the correct 

stress state falling within t he X % confidence region for »X% of the inversions. For 

example, the given 68% confidence regions often contain the correct result 90-95% of 

the time. In t he axisymmetric case (R = 0 orR= 1), FMSI's confidence regions are 

apparently too small when all four model parameters are considered (Figure A.7). 

However, when only the stress orientations are considered, the confidence regions 

appear more appropriate. This, along with the observation that FMSI determines 

axisymmetric values of R with poor accuracy (Figure A.4) , indicates that the problem 

is primarily incorrect estimation of R. 

A.5 Discussion 

From the above results, it is apparent that the two inversion methods have different 

strengths and weaknesses. FMSI usually provides more accurate estimates of stress 

orientation, especially in favorable condit ions such as large data sets and high-quality 

focal mechanisms. LSIB, while less accurate on average, provides a better estimate of 

uncertainty and is more accurate for data sets containing large errors. Which method 

is best to use for a particular study depends on the quality of the data and the relative 

importance of accuracy and error estimation. 

An ideal inversion method would combine the strengths of both: a grid search 
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over parameter space and a non-parametric approach to error estimation. Unfortu­

nately, non-parametric techniques such as bootstrap resampling require repeating the 

inversion hundreds or thousands of times, and the grid search method is very slow. 

As computational speed increases, combining grid search with non-parametric error 

estimation will become more practical. Another possibility is to speed up the search 

over parameter space using techniques such as genetic algorithms [Michael , 2000] . 

A.5.1 Problems with LSIB 

The somewhat lower average accuracy of LSIB may be due in part to the approxi­

mation of equal shear stress on all fault planes used in the linearization of the prob­

lem. Uniformly distributed fault planes violate this approximation in the extreme, 

so LSIB's results for the test data sets probably represent the worst-case accuracy. 

LSIB 's handling of the fault plane ambiguity problem, which considers the auxiliary 

planes only in error estimation, may also adversely affect the inversion accuracy if 

the data set contains a significant fraction of incorrectly picked planes. Surprisingly, 

the accuracy for very noisy data is quite good, with average error less than that of 

FMSI and much less than the data error. 

LSIB 's confidence regions for large data sets (N = 300) are too small. This may 

be because larger data sets often contain a number of similar focal mechanisms, which 

are essentially repeated data. These same data will also be repeated in the resampled 

data sets more often than other data. The full range of population samples, however, 

should repeat all data with similar frequency. 

More representative resampled data sets can be made by sorting the mechanisms 

into bins based on strike, dip and rake. Only one mechanisms from each non-empty 

bin is used in the base data set which is resampled during bootstrap error estimation. 

Although the base data sets contain < 300 events, each resampled data set still con­

tains 300 events. The confidence regions found using the modified resampling method 

are of more appropriate size (Figure A.8). 
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.A.5.2 Problems with FMSI 

FMSI's confidence regions are systematically too large. However, it is presently un­

clear what may be wrong. Here I discuss the validity of the two major assumptions, 

normally distributed mechanism misfits due to data errors and a minimum observed 

misfit equal to the expected value of misfit for the best-fit stress state. I also consider 

the effects of finite grid spacing and nodal plane ambiguity. 

Error Distribution 

It may be unrealistic to assume that the individual event misfits due to data errors are 

normally distributed , while the data errors themselves are exponentially distributed. 

From the procedure followed in Equations A.6-A.ll , we see that 

~x zxe7 + E [m] 
~min::::::: E[m] 

(A.12) 

and that ~x will scale with the ratio e7 / E[m]. In the case of normally-distributed 

misfits, 

(A.13) 

In the case of exponentially-distributed misfits, I find numerically that 

_e7_ ::::::: (0.5N)l/2 ::::::: N-1/2. 
E[m] 0.7N 

(A.l4) 

Assuming an exponential distribution of misfits would therefore result in larger ~x 

and larger confidence regions. 

The distribution of event misfits for the correct stress state need not be the same 

as the mechanism error distribution. For each event, the misfit for the correct stress 

state cannot be greater than the mechanism error. However, it can be less if the given 

mechanism is closer to another acceptable mechanism than to the correct mechanism 

for that event. I estimate the distribution of event misfits for the synthetic data sets 

by finding the minimum rotation angle between each mechanism and any focal mecha-
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nism compatible with the correct stress state. Choosing misfits from this distribution, 

I find numerically that 

_a_ ~ (0.6N)l/2 ~ 0 77N-l/2 
E[m] ~ N "' . . (A.l5) 

Although the misfits are not normally distributed , the ratio a I E [m], which controls 

~x and the size of the confidence regions is very similar to the ratio a I E [m] for a 

normal distribution. This implies that the assumption of a normal misfit distribution , 

while not strictly correct, is not the cause of the large confidence regions. 

Expected Misfit 

The computation of the threshold value of the confidence region, ~x , is based on the 

assumption that the minimum observed total misfit, ~min, is the expected value of the 

total misfit due to data errors for the correct stress state, aestE [m]. It is unrealistic to 

expect ~min to always exactly equal aestE [m], but if ~min equals aest E [m] on average, 

~x should be correct on average as well. To explain confidence regions which are 

systematically too large, ~min would have to be systematically greater than aestE[m]. 

This would imply that something besides focal mechanism error is contributing to 

the misfits. Usually, one would conclude that model errors are being mapped into 

the misfits. However, since the synthetic data sets were created to be consistent with 

the model assumptions, this should not be the case. It is unclear what an additional 

source of error could be. 

Finite Grid Spacing 

The finite gridding of parameter space can affect the apparent appropriateness of the 

uncertainty estimates in cases where the size of the grid spacing is larger than, or 

comparable to, the appropriate size of the X % confidence region. In this case, the 

X % confidence region may appear too large even though it encompasses only one grid 

point. This is not a general explanation for the large confidence regions, however, as 

the 68% and 95% confidence regions typically contain many grid points. Finite grid 
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spacing can explain the large confidence regions only for cases of very high accuracy 

(N = 300 or error = 5°) or low levels of confidence. 

Fault Plane Ambiguity 

Fault plane ambiguity may be responsible for FMSPs difficulty in determining R in 

the axisymmetric case (R = 0 or R = 1.) Random slip orientations tend to result 

in R ~ 0.5. The introduction of incorrect data, such as the auxiliary planes of some 

events, may move the computed value of R towards the middle of its range. If only the 

correct fault planes are included in the data set, and the misfit is computed only for 

these planes, the accuracy of R and the appropriateness of the uncertainty estimates 

improve (Figure A.9, Figure A.10). In general, however, modifying FMSI not to 

include auxiliary planes in the misfit computation does not improve its performance 

because the correct fault plane is usually not known. 

A .6 Conclusions 

The two most commonly used techniques for inverting earthquake focal mechanisms 

for stress orientation, FMSI [Gephart and Forsyth , 1984; Gephart , 1990a] and LSIB 

[Michael , 1984, 1987b], were tested on noisy synthetic data sets. Both techniques 

determine stress orientation accurately. FMSI is generally more accurate for high­

quality data, while LSIB is more accurate for very noisy data. The confidence regions 

produced by LSIB are usually approximately the right size, while those of FMSI are 

usually too large. 

The results for the synthetic data sets indicate that the confidence regions pro­

duced by LSIB should be appropriate for real data sets as well, as long as the model 

assumptions of homogeneous stress and slip in the direction of resolved shear stress 

generally hold. The numerous stress field variations which have previously been ob­

served in southern California [Michael , 1987b; Jones, 1988; Hauksson , 1990, 1994; 

K erkela and Stock, 1996], and the stress field variations reported in Chapters 1, 2, 

and 3, which are significant with respect to LSIB's uncertainty estimates, are therefore 
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larger than the true inversion uncertainty and probably represent real signals. 
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Figure A.1: Histogram of the errors in first-motion focal mechanisms resulting from 
polarity and takeoff angle errors. Forty-one diverse focal mechanisms were chosen, 
and first-motion polarities for each were assigned to stations using the station distri­
bution of Southern California Seismic Network (SCSN) stations for 41 actual southern 
California events. Random errors in polarity and in takeoff angle (i.e. , in event loca­
tion or velocity model) were added. Each first-motion observation has a 20% chance 
of being reversed. The error in azimuth to each station is normally distributed with 
a standard deviation of 2°, and the error in takeoff angle is normally distributed with 
a standard deviation of 10°. New focal mechanisms were determined using the FP­
FIT software package [Reasenberg and Oppenheimer , 1985], and the mechanism error 
computed by determining the minimum rotation angle between the computed and 
correct mechanisms. This was repeated 100 times for the 41-event data set, and a 
histogram of mechanism error compiled. Note that the mechanism errors resemble 
an exponential distribution, not a normal distribution. 
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Figure A.5: Confidence region appropriateness for both inversion methods, for vary­
ing N (data set size.) The number of times the correct stress state falls within the 
X % confidence region is plotted as a function of X . If the confidence regions are 
appropriate, the function should fall within the shaded area. Results from an exper­
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area, respectively (see Figure A.2) . There are 50 data sets for each combination of 
parameter values listed. The label 4D indicates that all four model parameters were 
considered; 3D, only principal axis orientations. 
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Figure A.6: Confidence region appropriateness, for varying focal mechanism error. 
Symbols as in Figure A.5. 
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