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Abstract

This thesis investigates the physical mechanisms responsible for four-wave mix-
ing (FWM) in semiconductor optical amplifiers (SOAs), and their application to
quantum-well spectroscopy and all-optical signal processing. A microscopic theory of
polarization-resolved FWM is developed, and the corresponding polarization selection
rules are derived. It is then shown how these results can be used to study basic car-
rier dynamics in semiconductor active layers. Finally, a wavelength conversion device
and a new class of all-optical logic gates, based on FWM in SOAs, are presented and
characterized.

The first part of the thesis is devoted to several experimental and theoretical in-
vestigations of carrier transport dynamics in multiquantum-well SOAs, and of their
relation to the FWM nonlinearity of these devices. A polarization-resolved FWM
configuration is used to study interwell carrier transport in a SOA consisting of alter-
nating pairs of tensile and compressively strained quantum wells. A similar structure
with interwell coupling provided by resonant tunneling is then investigated theoreti-
cally; it is shown how FWM can be used to excite coherent electric-dipole oscillations
in this device, leading to efficient generation of TeraHertz radiation. Finally, a novel
wavelength-resolved FWM technique is demonstrated to directly study the capture
of carriers in quantum wells.

The second part of the thesis focuses on the application of FWM to all-optical
signal processing for WDM communication systems. A wavelength conversion device

based on FWM in a long (1.5 mm) SOA is developed, and used to demonstrate error-



vil

free conversion of 10 Gbit/sec data over a record 30 nm wavelength span. Other
configurations for wavelength conversion by FWM are then proposed and demon-
strated, including: a dual-pump configuration for polarization insensitive operation;
a self-pumped FWM converter, based on a fiber-Bragg-grating coupled diode laser;
and a device based on injection-locked FWM in this same laser, characterized by a
large resonance peak in its conversion efficiency. Finally, the last chapter is devoted
to a novel class of all-optical logic gates, based on FWM, designed to operate on bytes

of information encoded in wavelength (“byte-wide WDM?”).
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Chapter 1

Introduction

Semiconductor optical amplifiers (SOAs) based on the InGaAsP material system,
operating at 1.5 um, are attractive components for all-optical signal processing appli-
cations in fiber-optic communication systems. Their use in these applications relies
on the large gain and index nonlinearities typical of semiconductor materials. Con-
sequently, a large research effort is currently focused on a variety of nonlinear optical
processes in semiconductor active layers. A particularly interesting example is pro-
vided by four-wave mixing (FWM) between nondegenerate waves copropagating in
the SOA waveguide. Since this process involves the interaction between distinct
wavelength channels, it is particularly well suited to application in multiwavelength
networks based on wavelength-division multiplexing (WDM), which is becoming the
dominant technology for long-distance communications.

This thesis investigates the physics and applications of FWM in InGaAsP SOAs.
In the first part, we present a series of experimental and theoretical studies of the

physical mechanisms associated with the FWM nonlinearity of these devices. In par-



ticular, we focus on the relation between this nonlinearity and the transport dynamics
of electrical carriers, in real and phase space, in multiquantum-well SOAs. In fact, we
show that FWM provides quite a powerful spectroscopic tool to study these trans-
port processes. In the second part of the thesis, we explore and demonstrate system
level applications of FWM, in particular to wavelength conversion and all-optical
processing of “byte-wide WDM” signals.

Chapter 2 contains a general introduction to the nonlinear optical properties of
semiconductor gain media. The physical processes responsible for the gain and index
nonlinearities of these media are qualitatively discussed. We then describe in general
terms the FWM interaction in SOAs, and briefly review early FWM experiments.

Chapter 3 is devoted to the theoretical description of FWM in semiconductor
active layers, based on the density-matrix formalism. This analysis gives a full mi-
croscopic solution for the FWM susceptibility (for simplicity, some of the relevant
expressions are given in Appendix A). The vector nature of the interacting waves
is explicitly included in our treatment, which leads to a set of polarization selection
rules for all FWM mechanisms. Based on these results (which are also given a simple
interpretation in terms of photon transition diagrams), we discuss the polarization
properties of FWM, which will be used in the following, both for spectroscopy (chap-
ter 4) and for wavelength conversion applications (chapter 7).

Chapter 4 describes an experiment based on polarization-resolved FWM aimed at
studying the interwell carrier transport dynamics in a specially designed multiquantum-

well SOA (consisting of alternating pairs of tensile and compressively strained quan-



tum wells). The theoretical framework of the previous chapter is extended to account
for interwell coupling, and the resulting expressions are used to fit the experimental
data and extrapolate the relevant time constants; in particular, a value of 16 psec is
inferred for the overall interwell equilibration lifetime. At the end of the chapter, we
present another experiment based on a similar polarization-resolved FWM configura-
tion, providing an extremely simple technique to measure the interband stimulated
recombination lifetime.

Chapter 5 considers theoretically FWM in a similar SOA structure, in the case
where interwell coupling occurs through resonant tunneling. Using the density-matrix
formalism, we propose a scheme for exciting in this device coherent electric-dipole
oscillations, leading to a large resonance peak in the FWM conversion efficiency at
TeraHertz detuning frequencies. Furthermore, we argue that this excitation scheme
could be used for efficient generation of cw far-infrared radiation.

Chapter 6 presents a novel spectroscopic technique, based on wavelength-resolved
FWM, to study the capture of electrical carriers in semiconductor quantum wells.
Using a simple rate-equation model, we show how this technique can be used to
directly measure the intrinsic capture lifetime, with no need for any involved numerical
fit. We then demonstrate it using the same multiquantum-well SOA of chapter 4,
and obtain an estimate of 1.8 psec for the capture lifetime in this device. Finally, we
present a microscopic theory of phonon-assisted capture, in which the possible impact
of hot-phonon effects is investigated.

Chapter 7 is devoted to a wavelength conversion device based on FWM in SOAs.



We discuss the design prescriptions developed in our labs to maximize its bit-error-rate
performance, and apply them to demonstrate error-free FWM wavelength conversion
at 10 Gbit/sec over a record 30 nm wavelength span. The standard theoretical de-
scription of the conversion efficiency and the noise properties of this device, based on
the FWM coupled-mode wave equations, is summarized in Appendix B. Furthermore,
we use the results of chapter 3 to propose and demonstrate (at 2.5 Gbit/sec) a polar-
ization insensitive FWM wavelength converter, based on a dual-pump configuration.

Chapter 8 describes two different wavelength conversion devices based on FWM
in a fiber-Bragg-grating coupled semiconductor laser. In one case, the lasing mode is
used as the FWM pump wave, which eliminates the need for a high-power external
pump source. Error-free wavelength conversion at 2.5 Gbit/sec is demonstrated with
this device. Furthermore, we show that, as a result of its optical gain being clamped
at threshold, its performance strongly improves with increasing pump power (much
more than in the case of FWM in a single-pass SOA). In the second configuration,
an external pump wave is used, and the converted signal wavelength is tuned to the
Bragg wavelength; through a mechanism similar to injection-locking, this results in a
large resonance enhancement of the FWM signal power. Finally, we discuss means to
increase the spectral width of this resonance to make this approach suitable to high
bit-rate operation.

Chapter 9 considers the use of WDM for byte-wide transmission and signal pro-
cessing, i.e., the parallel transmission and processing of entire bytes of information on

a same fiber, with each bit assigned to a different wavelength channel. In particular,



we propose a new class of all-optical logic gates, based on FWM, that operate on such
multiwavelength data buses, with polarization used to define the logical state of each
bit. We then conclude with a preliminary demonstration of an EXOR gate.

The work presented in this thesis has appeared in the journal articles [1]-{12] and

conference presentations [13]-[22] listed below.
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Chapter 2

Nonlinear Optics of

Semiconductor Gain Media

2.1 Introduction

Semiconductor lasers [1]-[3] based on the InGaAsP material system, emitting at 1.55
pm (the wavelength of minimum loss in silica fibers), are ideal signal sources for high-
speed fiber-optic communication systems. In the previous decade, in parallel with the
development of these diode lasers, semiconductor optical amplifiers (SOAs) based on
the same material system have also been developed and investigated [4]-[8]. In their
simplest form, these devices consist of semiconductor lasers with anti-reflection coated
[4] and/or angled [5] facets (typically resulting in facet reflectivities of < 107%) for
single-pass traveling-wave amplification. Despite their small size, SOAs can provide
large small-signal gain, up to about 30 dB. In fact, they were originally considered for

all-optical regeneration in long-haul fiber transmission lines [6]-[8]. However, Erbium-
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doped fiber amplifiers (EDFAs) [9], developed later, turned out to be much better
suited to this application, and by now they have completely replaced SOAs as in-line
amplifiers. On the other hand, in the past few years there has been a revival of
interest in SOAs, focused on their strong nonlinear optical response.

It is well known that semiconductor gain media are characterized by large optical
nonlinearities [10]-[15], that strongly affect their dynamic and spectral properties.
For instance, the large nonlinear gain compression typical of diode lasers is directly
related to the maximum direct modulation bandwidth of these devices [16]. In SOAs,
the same saturation processes are responsible for cross-talk among different wave-
length channels and for the distortion and chirping of short optical pulses [17]. These
features obviously pose serious limitations to the use of these amplifiers as in-line
repeaters in optical communication networks, for which gain linearity is highly de-
sirable; in fact, this is one of the main reasons why EDFAs (which are characterized
by extremely large saturation powers) are preferable for this application. On the
other hand, the nonlinear interaction among different channels in SOAs makes them
promising candidates for applications involving wavelength conversion [18] and, more
in general, all-optical signal processing.

The work reported in this thesis belongs to an extensive research program focused
on the optical nonlinearities of semiconductor gain media. On the one hand, we want
to measure their relative strength and speed, determine whether they are primarily
resistive, reactive or both (i.e., gain versus index nonlinearities), and characterize

their dependence on the device structure, operating conditions, etc. On the other
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hand, we want to explore their applications. In both cases we will use four-wave
mixing, either as a spectroscopic tool, or as a means to make different wavelength

channels interact with one another.

2.2 Semiconductor Gain and Index Nonlinearities

In general, three main mechanisms contribute to the strong dependence of both the
gain and the refractive index of a semiconductor on the optical field intensity; namely:
carrier density depletion, carrier heating and spectral hole burning. The basic idea
in each case is that as optical power builds up within the device, the distribution
of carriers in the conduction and valence bands is correspondingly modified. This is
illustrated schematically in Figs. 2.1a-c, where we plot the occupation probability p of
the available states in either band as a function of energy F into the band. The dashed
line in each plot corresponds to the limit of negligible optical power, in which case
p(E) is a quasi-Fermi distribution determined by the steady-state electrical current
used to bias the device. The continuous lines show how this occupancy function is
modified in the presence of a large optical field, through the mechanisms listed above.
This in turn leads to changes in both the gain and the carrier-induced refractive index,
which are very sensitive to the carrier distribution.

The strongest nonlinear mechanism is carrier density depletion, which refers to
the reduction of the overall number of carriers with increasing optical power brought
about by stimulated electron-hole recombination. The corresponding change in the

states occupancy is illustrated in Fig. 2.1a, and it is accompanied by a decrease
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Figure 2.1: Dynamic evolution of the occupation probability of the available energy states in
each band in the presence of a strong optical field. The dashed line corresponds to the limit
of negligible optical power; the continuous lines show how this is modified through carrier
density depletion (a), carrier heating (b), and spectral hole burning (c). The corresponding

time scales are also indicated.
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in optical gain and (because of the finite, positive linewidth enhancement factor)
an increase in refractive index. The quasi-equilibrium carrier number tends to be
recovered through the interplay of electrical injection and stimulated recombination,
with a characteristic time scale 7, on the order of a few hundreds of picoseconds
under typical SOA operating conditions. This lifetime then determines the speed of
the carrier density depletion nonlinearity.

Stimulated recombination, as well as free-carrier absorption, removes carriers from
states near the bottom of each band, having relatively low kinetic energy. As shown
schematically in Fig. 2.1b, the net result (after a quasi-Fermi distribution is re-
established in each band by carrier-carrier scattering) is an increase in the carrier
temperature, which leads to a further compression of the gain and increase in the
index [12], [13]. The lifetime of this mechanism 74 is set by carrier-LO phonon scat-
tering (which tends to restore the lattice temperature in each band), and it has been
measured in InGaAsP SOAs to be approximately 600 fsec [14], [19].

Finally, spectral hole burning (illustrated in Fig. 2.1c) refers to the reduction of
the occupation probabilities of the electronic states resonantly interacting with the
optical field [10], [11]. This reduction persists on a time scale 7; set by carrier-carrier
scattering (on the order of 100 fsec or less at the large carrier densities typical of laser
and SOA operation). Notice that the “spectral hole” in the optical gain spectrum
is quite symmetrical about the photon energy; as a result, the corresponding index
nonlinearity is negligible for this mechanism, as can be argued on the basis of the

Kramers-Kronig relations.
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Figure 2.2: Interwell transport dynamics of electrical carriers in multiquantum-well optical

amplifiers.

In addition to the above interband and intraband nonlinearities, (multi)quantum-
well (QW) active layers are characterized by an additional, structure-dependent source
of optical nonlinearity, related to carrier transport processes in real and phase space
[20]-[23]. These processes (shown schematically in Fig. 2.2) include classical diffu-
sion and drift across the barrier region, and “quantum capture” (escape) of carriers
into (out of) the bound states of the QWs, mediated by the emission (absorption)
of LO phonon (and by carrier-carrier scattering in the presence of large carrier den-
sities). The finite lifetimes associated with such carrier dynamics set the time scale

with which the quasi-equilibrium carrier density is re-established in each QW. As
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Figure 2.3: Schematic illustration of four-wave mixing in semiconductor optical amplifiers.

a result, the transport processes mentioned above effectively provide an additional
contribution to the carrier density depletion nonlinearity of QW active layers. This
contribution is particularly important to the dynamic properties of QW lasers, since
it is believed to have an important role in limiting the maximum direct modulation

bandwidth of these lasers [20]-[23].

2.3 Four-Wave Mixing in Semiconductor Optical Ampli-

fiers

In recent years, nondegenerate four-wave mixing (FWM) in SOAs [19], [24]-[27] has
emerged as a powerful frequency-domain technique to study the optical nonlineari-
ties of semiconductor gain media. The basic configuration of a FWM experiment is
illustrated in Fig. 2.3: two copropagating cw waves at different frequencies, a strong
pump wave of frequency w, and a probe wave (or input signal) of frequency w,, are
coupled into the SOA waveguide, so that the overall optical intensity in the active
layer will include a harmonic component at their detuning frequency Q = w, — w,.

The gain and refractive index are then modulated at this frequency by way of all
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of the nonlinear mechanisms just discussed. The resulting dynamic gain and index
gratings partially scatter the input waves into new sideband signals, whose relative
intensities are measured as a function of the detuning frequency.

The FWM signal generated by scattering of the pump wave, at frequency wy =
wp + = 2w, — wy, has field amplitude approximately given, as a function of §2, by

the following expression [19]

. N o
E;Mt — (E;n)Q (Ezn) Z m

m=1

(2.1)

where the index m runs over the three nonlinear mechanisms described above, 7,,
is the corresponding characteristic lifetime, and C,, is a complex-valued constant (a
rigorous expression for E, will be derived in the next chapter). Notice that FWM can
be viewed as the frequency-domain counterpart of pump-probe spectroscopy, which
has also been used to study the optical nonlinearities of InGaAsP SOAs [14], [15].
Specifically, while pump-probe experiments measure the impulse response fuction of a
given physical system, FWM measures the corresponding frequency response function,
as given for instance in Eq. (2.1).

The results of a typical FWM experiment are shown in Fig. 2.4 (from Ref. [19]),
where the circles and squares correspond, respectively, to positive and negative de-
tuning frequencies (i.e., frequency up- and down-conversion). The dashed line shows
the 20 dB/dec roll-off associated with stimulated interband recombination (i.e., the
carrier density modulation contribution to the FWM signal). The continuous lines
are theoretical fits based on Eq. (2.1), from which one can infer the relative strength

(and phase) of the different contributing nonlinear mechanisms, and estimate the as-
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Figure 2.4: Four-wave mixing conversion efficiency versus positive (circles) and negative

(squares) detuning frequency in a multiquantum-well optical amplifier (from Ref. [19]).

sociated lifetimes. In particular, these data give a stimulated recombination lifetime
7s > 20 psec, a carrier cooling lifetime 7, =~ 650 fsec, and a carrier-carrier scattering
lifetime 7; < 100 fsec.

To further resolve 7, the measured frequency range should be extended to subGi-
gaHertz values: this measurement, however, is complicated by the large variation in
the FWM signal power with (2 at small detuning frequencies, so that extremely accu-
rate readings of both power and frequency would be required for meaningful results.
Similarly, in order to infer 7; from the data, the measured detuning frequency should
be extended to several TeraHertz, where the FWM signal power becomes vanishingly

small. Finally, we notice in Fig. 2.4 a large asymmetry in the FWM conversion ef-
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ficiency for positive and negative detuning frequencies, which is due to interference
among the various contributing mechanisms.

As it follows from Eq. (2.1), the field amplitude of the FWM signal is proportional
to the complex conjugate of the probe wave: as a result, if information is encoded
on this field component, whether on its magnitude or phase, the same information
is translated at the new frequency w,. Indeed, in view of the large magnitude and
ultrafast nature of the nonlinearities involved, FWM in SOAs is a promising can-
didate for the implementation of broadband wavelength conversion in wavelength
division multiplexed (WDM) communication networks [28]-[31]. Additional appli-
cations of FWM include dispersion compensation by optical phase conjugation [32],

time-division demultiplexing [33], [34] and all-optical signal processing [35], [36].
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Chapter 3

Polarization-Resolved Four-Wave
Mixing (FWM) in Semiconductor

Optical Amplifiers

3.1 Introduction

In order to fully make use of the FWM interaction in SOAs, either as a spectroscopic
tool or for all-optical signal processing applications, a detailed theory of such inter-
action must be formulated, to account for the dependence of the FWM conversion
efficiency on the SOA structure and excitation conditions. A complete microscopic
theory of FWM processes in semiconductor active layers requires use of the density-
matrix formalism. In its simplest form, this description treats the semiconductor gain
medium as a collection of inhomogeneously broadened, independent two-state systems

(each corresponding to a different point in reciprocal space). This approach has been
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successfully used to account for the dependence of the FWM conversion efficiency on
the pump-probe detuning frequency [1], [2], yielding results in good agreement with
experiments. On the other hand, this treatment is inadequate to describe polarization
effects, and it is therefore limited to the case of copolarized input waves with fixed
polarization state.

However, the efficiency of any nonlinear optical process such as FWM strongly
depends on the polarization states of the optical waves involved. This issue is par-
ticularly important in QW gain media due to the typically large anisotropy of their
optical response, which immediately follows from the presence of a preferred direction
in the active region, the growth axis. In this chapter, we present a detailed study of
the polarization properties of FWM in SOAs [3], [4] (with emphasis on QW struc-
tures). The importance of this study is twofold. On the one hand, in applications
such as wavelength conversion, it is of paramount importance to minimize the depen-
dence of the conversion efficiency on the polarization of the input signal. This issue
will be considered in detail in chapter 7. Secondly, as will be shown in the next chap-
ter, the same polarization properties can be exploited to extend the scope of FWM
as a spectroscopic tool. Furthermore, while deriving these properties, a full analytic
solution for the FWM susceptibility tensor, as a function of all relevant parameters,
is obtained (for the sake of simplicity, some of the resulting expressions are given in
Appendix A).

In order to include polarization effects, we consider in the next section a multi-state

density-matrix model, including the spin-degenerate states in the lowest conduction
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and valence subbands at a same k. The results of this analysis are given a simple
interpretation in terms of photon transition diagrams, and the FWM polarization
selection rules are then derived and discussed. Furthermore, we apply these results to
determine how the power and the polarization state of the FWM signal depend on the
polarization states of the input waves, and experimentally verify these predictions.
Finally, in the last section of the chapter, we discuss the possibility of obtaining
FWM with a TE-polarized pump wave and TM-polarized probe wave (or vice versa),
in which case the dynamic gratings arise from modulation of the optically-induced
phase coherence between spin-degenerate states. However, in an attempt to measure
this contribution in a multiquantum-well (MQW) device, we find it to be exceedingly

small due to a large birefringence-induced phase mismatch.

3.2 The FWM Susceptibility Tensor

In the following analysis, we consider the usual case of a pump wave E® of frequency
wp and a probe wave E@ of frequency w, traveling along the SOA waveguide. The
pump is assumed to be significantly stronger than the probe, and we only consider
the FWM signal at frequency w, = 2w, — w,. The FWM susceptibility tensor x;; is
defined so that the harmonic component of the induced polarization density at wy is
Pi(s) = XijklEJ(-p ) E,(cp )(EI(Q))*, where the indexes j and k refer to the pump components

involved in the scattering process and the gratings-formation process respectively. We
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calculate this tensor from the microscopic expression for P,

B = 5 ¥ palt)ii, ()

k,v,c

where the index ¢ (v) runs over the two spin-degenerate states in the conduction
(valence) (sub)band. Strict conservation of the crystal wavevector k in optical tran-
sition is assumed. Furthermore, i is the electric dipole moment operator, and p is
the density matrix of the electronic system. Note that here and in the following, the
explicit dependence on k is omitted for notational simplicity.

The time evolution of the polarization function p., is coupled by the optical field
to that of the occupation probabilities p, = pzr (x = ¢,v) and of the coherence

functions p,» (with x # ') according to the two-band Bloch equations [5]

. . 1 II’ — hrd n
Pev t+ <1ch + '7__> Pev = 7 (Z ey Pviv — Z,OCC/,LLC/U) - E(?) (3.2)

cv

. 1 i —x * - -
Pvry + — (p'u’v - fv5v',v) =z Z (:uc’v’pC’v - pc’v’:uc”v) : E(t) (33)

Tv'v h o

. 1 i —x - * -
Pec’ + Tow (P — febew) = K Z (Pev ligry — Few Pary) * E (1), (3.4)

cC

where fw., = €, — €, is the transition energy, and several phenomenological time
constants have been introduced to account for damping processes. In particular, 7.,
is the usual dipole dephasing lifetime, and 1/7,, is the rate at which p,,s relaxes to
its quasi-equilibrium value (i.e., the quasi-Fermi distribution f, for =z = 2/, zero oth-
erwise), due to carrier-carrier scattering. In the following, we will take for simplicity
Tz = 71 for all x and 7, = 75 for all x # z’. Notice that forward and exchange

scattering processes (i.e., carrier-carrier interactions leaving the overall distribution
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unchanged) contribute to 75 but not to 71, so the latter is expected to be somewhat
longer.
Since f, is a function of the carrier density N and of the (sub)band temperature

T,, we obtain a closed set of equations by including the rate equations [2]

. N 71 -
Nt = =22 S (ol — Fooply) - Bt 3.
+ - hvhc(p figy = HevPe) - E(2) (3.5)
. T, =T} 11 €x — Mz . - —
A el LN ) Sl O R PR 5 ) 3.6
+ Tigl; h V E,’U’C h;z; (pC'UIU’C’U 12 IOC’U) ( ) ( )

where, as before, 7, and 7§ are the interband recombination and carrier-phonon re-
laxation lifetimes respectively, T, is the lattice temperature, and u, and h, are the
chemical potential and heat capacity of (sub)band x = c,v. Notice that these equa-
tions are appropriate to either a bulk active region or one consisting of perfectly
uncoupled QWSs. The inclusion of interwell transport in MQW devices leads to ad-
ditional contributions to X;j and is considered in the next two chapters. Finally,
we point out that carrier heating via plasma absorption and two-photon absorption,
which may also give a nonnegligible contribution to the FWM susceptibility, is not
considered here.

As discussed in the previous chapter, in the presence of two excitation frequencies
wp and wy, dynamic gratings in the gain and refractive index are formed through car-
rier density modulation (CDM), dynamic carrier heating (CH), and dynamic spectral
hole burning (SHB). These mechanisms arise respectively from the dependence of the
carrier density N, the carrier temperatures 7, and the occupancy distribution and
coherence functions p,,» on the optical field intensity, which involves a beat note at

the pump-probe detuning frequency 2 = w, —w,; = ws —w,. Subsequent scattering of
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the pump wave by these gratings produces a harmonic component of the polarization
function p., at the converted signal frequency w,. Based on these arguments, we

assume solutions of the form
N=NO 4 (N<9>e—“” + c.c.) :

T, =T + (Tx(ﬂ)e’im + c.c.) ,

(0)

Q) —4 —Q)
Prx’ = Ppg T pgw?e e -+ pg(md )eZQ'J‘7
Py = Pl e TPt 4 plaweint p plus) it (3.7)

In order to calculate ps), and hence (through Eq. (3.1) and the definition of
Xijkt) the FWM susceptibility tensor, we substitute (3.7) in the equations of motion
(3.2)-(3.6), approximate the dependence of f, on N and T, with a Taylor series
about quasi-equilibrium, and retain only terms up to third-order in the input field
amplitudes. After some lengthy but straightforward algebra, we find the expression
for xijm given in Appendix A, Egs. (A.1)-(A.4), having general validity within the
above framework and for isotropic in-plane dispersion relations.

A more compact expression is obtained by neglecting any dependence of [, on
|/$|, which is a valid approximation in the absence of strong valence-band mixing [6]

(i.e., near k=0, and/or in highly strained QW structures); the FWM susceptibility

tensor can then be written as

o = { o) o) <Z<ﬁw>k<ﬁw>z> (oot + xom)+

v, v,c
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/
v,c,v’ v,c,C



29
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Here, (fi,c); is the i** component of ji,. (i = 1, 2 for TE and TM components),
< ... > denotes averaging over all directions of E, and Xcpwm, XcH, XsHB(), and
XsHB(2) are scalar susceptibilities whose explicit expressions are given in Appendix A
(these quantities account for the detuning frequency dependence of x;jx, in a manner
consistent with the approximation of Eq. (2.1)). Furthermore, in the last term on
the right-hand side (the term proportional to xsmp(2)), the index ¢ is defined so that,
given ¢, ¢ # ¢ (for instance, if ¢ denotes spin-up, ¢ denotes spin-down), and similarly

for 7.

3.3 FWM Polarization Selection Rules

The polarization dependence of the FWM susceptibility is entirely contained in the
summations over the indices ¢, v in Egs. (A.1)-(A.4) [or Eq. (3.8)], where the dipole
moment matrix elements in each product have been written in a time-ordered fashion.
Notice the different structure of these summations for the cases of carrier density
modulation and carrier heating on the one hand, and spectral hole burning on the
other. As discussed below, this difference is easily explained in terms of the different
nature of these mechanisms.

In the case of CDM and CH, the formation of the dynamic gratings (through
beating of E” and E(”) and the generation of the converted signal E'® (through
scattering of E](-p ) by these gratings) are two entirely distinct processes, hence the

two separate summations. In particular, as illustrated schematically in Fig. 3.1
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Figure 3.1: Photon transition diagrams illustrating the generation of the FWM signal by
CDM (CH). Both the modulation of the carrier density (temperatures) and the scattering
of the pump into the FWM signal occur through individual two-photon processes, as shown

on the left and right diagrams respectively.

(left diagram), grating formation involves individual two-photon processes in which a
photon is absorbed from the pump and simultaneously emitted into the probe wave.
Provided that the final state of the electronic system in each such process is the
same as the initial one (¢ in the figure), its occupation probability is correspondingly
modulated at the detuning frequency, and then so are the overall carrier density
and temperature (since they depend on the states occupancy integrated over the
whole subband). Similarly, the pump wave is scattered by the resulting gratings into
the FWM signal through individual two-photon processes (such as the one shown
in the right diagram of Fig. 3.1), each of which also involves a single electronic

transition (between ¢’ and v’ in the figure). It is important to emphasize that the
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Figure 3.2: Photon transition diagrams illustrating the generation of the FWM signal by
SHB. In the process shown in (a), the "dynamic gratings” result from modulation of the
occupation probability of the initial state of the electronic system. In the process shown
in (b), they result from modulation of the optically-induced phase coherence between the

initial and the second intermediate state.

pump-scattering transitions need not be the same as those involved in the grating
formation. Indeed, the states (c,, v,%) on the one hand and (c/,c/,v’,v') on the
other, as given in Fig. 3.1, may even be localized in different spatial regions of the
active medium. For this reason, FWM by CDM and CH is particularly suited to
study the effect of transport processes on the nonlinear optical properties of a given
device.

In the case of ”spectral hole burning,” however, gain/index modulation and pump
scattering occur simultaneously through individual four-photon transitions (hence

the single summation). Two qualitatively distinct types of processes are possible,
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depending on the intermediate states, as illustrated in the diagrams of Fig. 3.2. In
the case shown in Fig. 3.2a, the second intermediate state is the same as the initial
one, and the gain and index modulation occurs directly through modulation of its
occupancy (i.e., dynamic spectral hole burning, described by the term proportional to
xsup)inEq. (3.8)). Asshown in Fig. 3.2b, however, photons at the FWM frequency
ws can also be generated in four-photon processes in which the second intermediate
state is different from the initial one. Such processes (which contribute to the term
proportional to Xsmp(2) in Eq. (3.8)) can still be described in terms of gratings
formation and pump scattering, but the gratings in this case result from modulation
of the optically-induced relative phase coherence between the initial state and the
second intermediate state. The corner frequency of the corresponding contribution
to the FWM efficiency is set by the lifetime of this coherence, which, as discussed in
connection with Eqs. (3.3)-(3.4), is the dephasing lifetime 75 (and not the relaxation
lifetime 7; which limits the ”ordinary” SHB contribution).

The FWM polarization selection rules can be immediately derived from Eq. (3.8),
given knowledge of the dipole moment matrix elements fi,.. For QW SOAs these
are computed from the standard expressions for the spin-degenerate conduction and
valence band states in a QW (see for instance Ref. [6]), given in Eq. (A.7) of Appendix
A. Once substituted in the summations of Eq. (3.8), they result in the expressions
listed in Appendix A [Egs. (A.8)-(A.10)]. As can be seen from there, two qualitatively
different sets of selection rules are found to apply for processes relying on modulation

of the occupation probabilities and for processes relying on modulation of the phase
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coherence between distinct states.

The former include CDM, CH and SHB processes of the type illustrated in Fig.
3.2a. All such processes are found to give a nonzero contribution only to tensor
components of the form x;ixx. In words, this means that: (I) formation of the dynamic
gratings by modulation of the occupation probabilities can only occur through beating
of the same components of the pump and probe waves (1 and k either both TE or
both TM); (II) the TE (TM) component of the pump can be scattered from these
gratings into a FWM signal only with equal polarization (i = j).

On the other hand, FWM processes relying on modulation of relative coherences
(i.e., "spectral hole burning” processes of the type shown in Fig. 3.2b) exhibit exactly
the opposite behavior. The dynamic gratings in this case are induced through beating
of orthogonal pump and probe components, and scatter each component of the pump
into a signal with orthogonal polarization. Therefore, these processes contribute
tensor components of the form x;;;; and x;;;; with 4  j.

Incidentally, the same selcetion rules apply to the case of bulk SOAs, except that
in that case any pair of orthogonal polarization states, not just TE and TM, could
be used in the above discussion.

Finally we notice that these selection rules can be given a simple explanation
for the special case of highly-strained QWs, in which, to a good degree of approxi-
mation, the relevant valence-band states have pure light-hole (for tensile strain) or
heavy-hole (for compressive strain) character. In this case, it is well-known [6] that

the optical transition between any pair of conduction-band and valence-band states
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is only allowed to either TE- or TM-polarized light (never to both). The above se-
lection rules then immediately follow by inspection of the diagrams of Figs. 3.1 and
3.2. Furthermore, compressive wells have negligible gain for TM waves, so that the
FWM polarization selection rules further simplify to xsm = X11116:,16;10616:1, and

no processes based on modulation of relative coherences are allowed.

3.4 Polarization Properties of the Converted Signal

Based on the results discussed in the previous section, we can write the FWM signal

field at the SOA output in terms of the input fields as follows:

B (L) = (E¥(0))" (E9(0)) [ (pi i Miikx pr qZ) +

k=1

M

g + My P?Qf], (3.9)
I I

where p; and ¢; are the i components of the polarization unit vector of the pump and
the probe waves respectively at the SOA input. Furthermore, we defined the ”transfer
tensor” Mju = XijriFijer, where the factor Ry accounts for wave propagation effects;
its expression is derived and given in Appendix B [see Eq. (B.11)].

Equation (3.9) can in principle be used for detailed numerical verifications of ex-
perimental results, provided all the relevant material and operational parameters are
known. Here, we simply use it to provide a qualitative explanation of the experimen-
tally observed polarization dependence of the FWM conversion efficiency [3]. First,
notice that the last two terms in Eq. (3.9) are negligible in the sub-TeraHertz detun-

ing range (where the contribution from SHB is small compared to those from CDM
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and CH), since both My;; and Mjy; (i # [) are proportional to xsmp(2). In fact, we
will neglect their contribution in most of the remainder (also see section 3.5).

With this approximation, the polarization selection rules appropriate to CDM and
CH apply, and each component of the FWM signal is generated through scattering
of the same component of the pump from two "types” of gain and index gratings,
i.e., those formed by beating of the TE components of the input waves ( “TE-induced
gratings”) and those formed by beating of their TM components (“TM-induced grat-
ings”). The degree to which these two contributions to EZ-(S) add up depends on the
relative phase between the two types of gratings, which, in turn, varies with the an-
gle between the polarizations of the beating waves. In particular, as illustrated in
the inset of Fig. 3.3, if the pump and the probe have parallel polarizations, the two
types of gratings are in phase, so that their contributions to Ei(s) add constructively
and the FWM conversion efficiency is maximum. Vice versa, if the pump and the
probe are orthogonally polarized, the two types of gratings are out of phase and tend
to cancel each other. In QW active layers the amplitudes associated with the two
contributions (i.e., M;;1; and Mj;9;) are in general unequal (see Appendix A), so that
this cancellation is incomplete. As a result, unlike the case of a perfectly isotropic
gain medium, the FWM conversion efficiency of a QW SOA can be finite even for
orthogonally polarized pump and probe waves.

This prediction was experimentally verified by measuring the FWM conversion
efficiency for different combinations of the pump and probe polarizations. The SOA

used has an active region consisting of three pairs of tensile and compressively strained
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Figure 3.3: FWM signal power as a function of the linear polarization angle of the input
signal relative to the TM direction, with a linearly polarized pump wave at -45°, and 1.5

nm detuning. The continuous line is a theoretical fit to Eq. (3.9), with fitting parameters

Mg,

QWs, (incidentally, this device was designed for polarization-independent small signal
gain [7]). A tunable fiber ring laser and a distributed feedback (DFB) semiconductor
laser, followed by an EDFA, were used for the pump and the probe waves, and the
optical spectrum at the output of the SOA was measured with an HP 70950A optical
spectrum analyzer. The detuning frequency was chosen to be small enough (1.5 nm)
so that the difference in the birefringence experienced by the two waves is small
and thus the angle between their polarization states remains essentially constant
throughout the interaction length. This ensures that any observed variation in the

FWM conversion efficiency with the input polarizations is due to the interference
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between the different types of gratings just described, as opposed to averaging effects
associated with birefringence.

A typical set of data is shown in Fig. 3.3, where we plot FWM signal power as a
function of the angle of linear polarization of the probe wave, with a linearly polarized
pump wave at —45°. The continuous line is a fit to Eq. (3.9), with the coeflicients
M used as fitting parameters. These results are consistent with the discussion of
the previous paragraph; in particular, notice the finite FWM conversion efficiency
observed even in the case of orthogonal input polarizations.

Finally, notice that the model presented here also provides knowledge on how the
polarization of the converted signal depends on that of the input waves. To illustrate,
we selected the input polarizations such that the pump wave and the converted signal
exit the SOA output linearly polarized at -45° and +45°, respectively. The nonzero
components of M;;, were determined by fitting sets of data such as that in Fig. (3.3)
to Eq. (3.9), for different pump polarizations. The result of this measurement is shown
in Fig. 3.4, where the peaks shown are, from right to left, input signal, pump wave,
(pump DFB sidemode), and converted signal (the detuning is 4 nm). The upper scan
was taken directly at the SOA output, whereas for the middle scan a linear polarizer
set at +45° was placed between the SOA and the detection stage (the lower trace
is the ratio of the first two). Notice that the pump is suppressed by more than 30
dB, while the signal is essentially unattenuated by the polarizer. This idea may be
considered as a scheme for pump suppression in wavelength conversion applications,

although it has the disadvantage of requiring control of the input signal polarization.
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Figure 3.4: Illustration of the pump suppression experiment (left panel): at the output of
the SOA the converted signal has polarization orthogonal to that of the pump, which is
then suppressed using a linear polarizer. The right panel shows the SOA output spectrum
before (upper trace) and after (middle trace) the polarizer (the lower trace is the ratio of
the upper two). The pump (center peak) is suppressed by more than 30 dB, while the FWM

signal (left peak) is essentially unattenuated.
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Also, the ability to control the polarization of the FWM signal, illustrated with this

example, may be of importance in optical switching applications.

3.5 FWM by Modulation of the Optically-Induced Phase

Coherence between Spin-Degenerate States

In the presence of an external optical field, a relative phase coherence is established
between two spin-degenerate states in, say, the conduction band (even if the dipole
moment between them is obviously zero), if the field couples both states to a same
state in the valence band. In particular, if the optical intensity involves a beat note
at some frequency ) (as in the case of FWM), this phase coherence (described in
Egs. (3.2)-(3.4) by the density matrix elements p. with ¢ # ¢) can be modulated
at the same frequency. As was discussed in 3.3, this can only occur if the beating
involves a TE-polarized pump wave and a TM-polarized probe wave (or vice versa);
the TE (TM) component of the pump is then scattered into a TM-(TE-)polarized
FWM signal.

This contribution to the converted signal (described by the last two terms on
the right-hand side of Eq. (3.9)) can be easily isolated by setting the polarization
state of one of the input waves exactly along the TE direction, and that of the other
along the TM direction. The observation of a FWM signal under this condition
would allow to study the dephasing dynamics of the spin-spin phase coherence just
described. In particular, by measuring the corresponding FWM conversion efficiency

versus detuning frequency (and appropriately subtracting all propagation effects), one
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Figure 3.5: FWM signal generated with a TE-polarized pump wave and a TM-polarized

probe wave, as measured with a lock-in amplifier.

could extrapolate the dephasing lifetime 75.

However, this FWM mechanism is strongly limited in the device used in these
experiments, due to the high degree of birefringence typical of most (strained) MQW
SOAs. We estimated the refractive index experienced by TM (TE) waves by measur-
ing the frequency spacing between neighboring TM (TE) residual modes of the SOA;
the difference An = nry — npg was found to be quite large, approximately equal to
3 x 1072, As a result, the phase mismatch between the input waves is in this case
significant. This leads to a strong reduction in the FWM conversion efficiency, which
can be quantified using Eq. (B.11) of Appendix B for My;; (i # [). For simplicity,
we assume that the total optical intensity is uniform along the interaction length (as
appropriate to the high-saturation regime of operation), and furthermore we neglect

the frequency dependence of the gain coefficient and refractive index (as appropriate
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to sub-TeraHertz detuning frequencies). Then, the magnitude squared of My,; (1 # 1)
is found to be smaller than that of Mz by almost 3 orders of magnitude. In other
words, the phase matching requirement reduces the conversion efficiency for FWM
with a TE-polarized pump wave and a TM-polarized probe wave (or vice versa) by
almost 30 dB.

In a preliminary experiment, we found the FWM conversion efficiency under these
conditions to be exceedingly small, so that a lock-in amplifier had to be used in
conjunction with our optical heterodyne system to even see the converted signal (the
experimental setup is similar to that described in section 6.2). The data shown in
Fig. 3.5 give the TM-polarized FWM signal as measured with the lock-in amplifier,
for a TE-polarized pump wave and a TM-polarized probe wave, and with detuning
frequency of a few TeraHertz (i.e., large enough that spurious contributions resulting
from any slight polarization misalignment of the input waves should be negligible).
However, we could not map this FWM signal versus detuning frequency, due to its
low signal-to-noise ratio (and to the observed oscillations in its strength versus ()

resulting from the above mentioned birefringence-induced phase mismatch).
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Chapter 4

Interwell Carrier Transport
Studied by Polarization-Resolved

FWM

4.1 Introduction

Four-wave mixing in SOAs is a powerful spectroscopic technique to study the optical
nonlinearities of semiconductor gain media. In the simplest FWM configuration, two
copolarized cw waves, the pump and the probe, are coupled into the SOA waveguide,
and the intensity of the resulting FWM signal is measured as a function of the pump-
probe detuning frequency. This approach has been successfully used to study the
ultrafast intraband carrier dynamics of semiconductor active layers (such as carrier
heating and spectral hole burning), and to measure, in the frequency domain, the

corresponding lifetimes [1], [2].
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Further applications of FWM spectroscopy can be devised based on more complex
configurations. In particular, in this chapter we present an experiment in which FWM
is used to investigate interwell carrier transport in a multiquantum-well (MQW) SOA
[3]. As discussed in chapter 2, transport processes in MQW active layers effectively in-
crease the nonlinear gain compression [4]-[11], so that it should be possible to directly
study these processes in a properly designed FWM experiment. In the following, we
will describe one such experiment based on the polarization properties of FWM in a
SOA counsisting of alternating pairs of tensile and compressively strained QWs. We
will also extend the theoretical model of the previous chapter to account for interwell
coupling [12], which then allows us to infer from the experimental data an estimate
for the interwell transport lifetime. As an aside, in the final section of the chapter, we
show how a similar polarization-resolved FWM configuration provides an extremely

simple method of measuring the interband stimulated recombination lifetime 7, [13].

4.2 Measurement of the Interwell Carrier Transport Life-
time in an Alternating-Strain Multiquantum-Well Op-

tical Amplifier

As pointed out in the previous chapter, in conjunction with Fig. 3.1, an important
feature of FWM by carrier density modulation (and carrier heating) is that the forma-
tion of the dynamic gratings and the scattering of the pump wave into the converted
signal are entirely distinct processes. As such, they do not even need to take place in

the same spatial region of the SOA. For example, in a MQW SOA with interwell cou-
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pling, we may consider a FWM process in which the gratings are formed in one well
and then transferred to a neighboring well where the pump is then scattered [3], [10].
The strength of this process strongly depends on the interwell transport rate 1/7;
in particular, we expect it to become negligibly small at detuning frequencies much
larger than this rate. As a result, FWM can be used to measure 7, provided that
the contribution to the overall FWM signal associated with the above process can
somehow be isolated from all other contributions. As will be shown in the following,
this can be done by taking advantage of the FWM polarization selection rules in an
alternating-strain SOA. This technique provides an extremely clean way of studying
interwell transport, which is an issue of considerable importance given its relation to
the maximum direct modulation bandwidth of MQW lasers [4]-[9].

The FWM polarization configuration used in this work is illustrated in Fig. 4.1.
The SOA consists of three alternating pairs of a 160 A tensile and a 75 A compres-
sively strained QWs, separated by 125 A barriers, and was designed for polarization
independent small-signal gain [14]. The probe wave is linearly polarized along the
growth axis (TM polarization), whereas both the TE and the TM components of the
pump wave are nonzero (and equal to each other for simplicity). We only consider
detuning frequencies below 100 GHz, so that carrier density modulation provides the
strongest FWM mechanism.

With this choice for the input polarization states, the beating of the pump and
the probe waves only results in “T'M-induced gratings,” as shown schematically in the

upper panel of Fig. 4.1. Since compressive wells have negligible gain for TM-polarized
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light, these gratings can be generated only in the tensile wells. Here, each polarization
component of the pump is then scattered into the same component of the FWM signal.
Furthermore, if the carrier density modulation underlying the dynamic gratings can
be transfered into the neighboring compressive wells, an additional contribution to
the TE component of the converted signal can be generated there. The lower panel
of Fig. 4.1 gives a schematic representation of the different processes contributing to

the FWM signal field E® which can accordingly be written as
2 *
E§S) = Rz (X{m + X101§2T) (E(p)) (E(Q)>

Eés) . (E(p))2 (E(q))* ‘ (4.1)

In these expressions, x;jk is as defined in the previous chapter, the subscripts i = 1,2
denote the TE and TM directions respectively, and we have taken E@ = ¢,F@ and
E® = (é1 4 &3) E®). Furthermore, the superscripts T and C are used to distinguish
between quantities in the tensile and compressive wells, and the term proportional to
x§54 describes the contribution involving interwell transport.

Then, information about the interwell coupling is obtained by plotting P?/P;s (P
denoting the optical power in the i®* component of the FWM signal ) versus detuning
frequency. The wave propagation factors R can be regarded as independent of €2
over the small detuning range (< 100 GHz) considered in this work (see Appendix
B), so that we may regard P?/Ps (Q) « ’(xleg + xfl‘ng) / X%QQ’Q. Consequently,
)

as {) exceeds the interwell transport rate. Any feature observed at lower detuning

2
we expect this curve to approach a constant value (proportional to )Xle / ngml

frequencies is ascribed to interwell coupling.
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Figure 4.1: Schematics of the FWM processes taking place with the polarizations used in
the interwell transport lifetime measurement. As shown in the upper panel, modulation
of the carrier density is generated directly (through beating of the TM components of the
input waves) only in the tensile wells, from which it can then be transferred to the neighbor-

ing compressive wells. Each polarization component of the pump is then correspondingly

scattered into the same component of the FWM signal as shown in the lower panel.
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Figure 4.2: Experimental setup for the interwell transport lifetime measurement.

The experimental setup used to carry out this measurement is shown in Fig. 4.2.
The pump wave (provided by a tunable Erbium-doped fiber ring laser (EDFRL) built
in the lab) and the probe (provided by a commercial DFB laser) are combined in a
fiber bidirectional coupler, amplified in a high-power EDFA, and then coupled into the
SOA. The desired polarization states at the input of the SOA are obtained with two
polarization controllers (PCs) immediately following the two lasers. At the output of
the SOA a linear polarization filter is used to select the TE or the TM component
of the FWM signal, which is then detected using a optical heterodyne system. In
particular, the SOA output beam is combined with an optical local oscillator (LO)
with frequency closely tuned to ws, and the beat note between the LO and the FWM
signal is then measured at a constant frequency in a radio-frequency (rf) spectrum
analyzer.

The results are shown in Fig. 4.3, where we plot the measured optical power in

the TE and TM components of the FWM signal (Fig. 4.3a), and their ratio (Fig.
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Figure 4.3: Results of the interwell transport lifetime measurement: TE (circles) and TM
(squares) components of the FWM signal (a), and their ratio (b) versus detuning frequency.
The continuous lines are fits to the theory discussed in the text. As emphasized by the
dashing, the fit becomes inaccurate in (a) for 2 > about 50 GHz, where carrier heating, not

included in the fit, becomes important (however, since this contribution is approximately

the same for the TE and TM components, the fit remains good for their ratio in (b)).
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4.3b). These data are consistent with the previous discussion: in particular, the ratio
approaches a constant at the larger values of €2, while for ) smaller than approxi-
mately 40 GHz an obvious deviation from this constant value is observed, which we
regard as a signature of interwell coupling. Notice that with this measurement inter-
well coupling is observed as a qualitatively new feature in the experimental results,
and from the data we can directly obtain an upper limit to the interwell equilibration
rate 1/7;, 40 GHz in this device.

For more quantitative results, we fit the experimental data of Fig. 4.3 to the
theoretical framework of the previous chapter, properly generalized to include a sim-
ple model for the interwell carrier dynamics. In particular, we assume that the
transfer of carriers between neighboring wells mainly results from phonon-assisted
capture/escape processes between 2D QW states and semiclassical wavepackets of
3D states localized near the same well [6], [7]. We describe the dynamics of these
wavepackets as dominated by classical diffusion. Drift, on the other hand, is expected
to be of minor importance, due to the nearly flat-band conditions typical of forward-
bias SOA operation [6], [7]. Tunneling is also neglected, which is a fair assumption
given the relatively large barrier width L, (125 A) in the SOA under study. Further-
more, the dynamics of holes, which are known to a have a shorter capture lifetime
[15], is not considered explicitly.

With these assumptions, the Bloch equations (3.2)-(3.4) remain appropriate, ex-
cept that two distinct sets of such equations are required for the two types of wells.

The interwell coupling is then introduced in the model by replacing the rate equation
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for the carrier density, Eq. (3.5), by the following

s Tesc

. 1 1 j\])( —X % rd * -
N3p + ("— + 7) N3p — TiD = ‘“ﬁ“;} > (Pcv/iﬁi ~ HPin ) - E()

cap k ¢
X=TC (4.2)
: Ny d?N,
Ny+—=D . 4.3
bt Ts dz? (43)

Here, Nyp denotes the number density of electrons confined inside the QW under
consideration; Nzp is the density of unconfined electrons localized near the same
QW so as to be involved in the capture/escape processes; Ny(z) is the density of
unconfined electrons as a function of position z along the growth axis; 7es and 7eqp
are the quantum escape and capture lifetimes; D is the diffusion coefficient; and again
the superscript X = T, C refers to quantities of tensile and compressive wells.

In principle, the rate equations for the carrier temperatures should also be gener-
alized in a similar fashion; however, in the experiment described here the detuning
frequency is kept small enough that inclusion of carrier heating effects is not critical.
Finally, we point out that when the interwell coupling results from resonant tunneling,
this description becomes inappropriate and one has to include the coupling directly
in the density-matrix equations of motion; this case will be considered in the next
chapter.

The coupled equations (4.2)-(4.3) can be solved given an appropriate set of bound-

ary conditions satisfied by Ny(x) near each QW. For instance, we may require Ny(z? +

LT/2) = N&, and DL (2T + LT /2) = L2 <%~{Q — g;Q), where z denotes the posi-
cap esc

tion of the center of the i tensile well, of width LT (and similarly for each compressive

well). Notice that these conditions introduce further approximations to the model,
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since they implicitly assume an infinite chain of pairs of oppositely strained wells, and
furthermore neglect any diffusion process occurring over the finite width of the wells.

In any case, regardless of the detailed form of the boundary conditions (provided
they are linear), the solution of Eq. (4.3) can be used to recast Eq. (4.2) in the

following form (in the frequency domain)

NC@

—

— Z [ T{(wp) ("’ Eq>* — /‘_’:Z:/ . Ep (pz;(wq))*] ,

Euv,.e
NT@
<“@Q + ‘_> NQDQ) CQ’<D—T -
AR TS B S ()] a

k,v,c

where 1/7] is an effective escape rate from each tensile well, and 1/7°7 is the overall
transport rate from each tensile well to the neighboring compressive wells.

Simple expressions for these quantities can be obtained if (I) we use the boundary

conditions on N, mentioned above, (II) we take the diffusion length Lp = ‘,/1—_%%23: to
be much larger than the barrier width L, (which is certainly the case at the detuning
frequencies of interest here), (III) we neglect differences between the two types of

wells. The result is

11 1
T 2Meeel — iQ%capLv/ Ly’
1 1 1 1-i02nuLy/L

—_—= — v, 4.5
Te  Ts + 2Tese 1 — 1Q70ap L/ Loy (4.5)

Notice how both rates are complex-valued functions of the detuning frequency €2 (the

frequency of the carrier density modulation being coupled between adjacent wells).
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This dependence results from the  dependence of the diffusion length; the complex
character implies that a phase shift is introduced in the escape/transport process.
At low detuning frequencies, where diffusion is essentially instantaneous, interwell
transport is mainly limited by quantum escape, and 73 & 7, & 27, (the factor of two
appears because, if the two types of wells have equal capture lifetime, as assumed in
Eq. (4.5), each escaped carrier from a well can be transferred to an adjacent well or
recaptured in the same well with equal probability).

In any case, given the rate equations (4.4) and the density-matrix equations (3.2)-
(3.4) for both types of wells, one can proceed as before to solve for the FWM sus-
ceptibility tensor components. The contribution from each compressive well can be
written as Xijulo = ngl + xiCjET, where (including the carrier density modulation

terms only, as appropriate to the present experiment)

X = <Z(ﬁgv’)j(ﬁ§c’)i> <Z(ﬁgj)k(/ﬁ)l> XEpun

v v,C

i = (S ) (S ) XE5T (46)

'U/,CI v,c

(the contribution from each tensile well can be written in exactly the same manner
with the superscripts T and C interchanged). Again, we are neglecting here any
dependence of ji., on ]EI, as appropriate to highly strained QWs; full expressions
for the scalar susceptibilities just defined are given in Appendix A [Egs. (A.11) and
(A.12)].

The continuous lines in Fig. 4.3 are the fits to the model theory just described. The
agreement with the experimental data is excellent, except for the points at detuning

frequencies in excess of about 50 GHz, where carrier heating (not included in the
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model) is known [2] to cause an increase in the FWM conversion efficiency. Note,
however, that since this increase is approximately the same for both the TE and
TM components, the fit remains good for their ratio in Fig. 4.3b. From this fit, we
obtain an estimate of 16 psec for the low-detuning interwell transport lifetime 7, (as
well as for 7.). Furthermore, if we assume that 7y and 7. are related to the quantum
capture/escape lifetimes as given by Eq. (4.5), we find 7., = 8 psec, and 7¢4p = 1.5
psec; we point out, however, that these estimates further rely on the simplifying
assumptions used to derive Eq. (4.5), and they should be interpreted accordingly.
Anyway, we note that these values are consistent with previous reports [4]-[11], and

with the observed maximum modulation bandwidth of QW lasers.

4.3 Measurement of the Stimulated Recombination Life-
time

A polarization-resolved FWM configuration similar to the one described in the pre-
vious section can be used to measure the stimulated recombination lifetime 7, in a
very straightforward manner [13]. As discussed in chapter 2, this lifetime sets the
speed of the carrier density modulation contribution to the FWM signal. More in
general, in SOA devices based on cross-gain or cross-phase modulation (e.g., for wave-
length conversion), 7; is directly related to the maximum bit-rate at which the device
can operate, and therefore much effort has been recently devoted to shorten it (see,
for instance, Refs. [16] and [17]). This time constant can be directly obtained by

measuring the 3-dB corner frequency of the FWM frequency response at very low
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detuning frequencies (less than a GigaHertz). This, however, is complicated by the
strong variation in the FWM signal power with €2 in this frequency range, so that
extremely accurate readings of both power and frequency are required. As it will
become clear in the following, the technique presented here overcomes this problem
in a very simple way (it should be mentioned, however, that since it requires both TE
and TM transitions, this method is not suitable for SOAs with only compressively
strained QWs).

The experiment is schematically explained in Fig. 4.4. Instead of using a laser
beam as the probe, we use the broadband amplified spontaneous emission (ASE) noise
power from an EDFA, filtered in a 200 GHz optical bandpass filter centered about
the pump laser frequency (otherwise, the experimental setup is the same as shown in
Fig. 4.2). We refer to the ASE as the probe, despite the fact that it is not a single-
frequency wave but rather an incoherent superposition of frequencies. Furthermore,
the ASE noise power is polarized along the TM direction before being coupled into the
SOA, along with a single-frequency pump wave polarized at 45° with respect to the
growth axis (i.e., equal TE and TM components). The TM components of these input
waves will modulate the carrier density at all frequencies within the half-bandwidth
of the optical bandpass filter (0-100GHz). This modulation will result in gain and
index modulation for both polarization modes in the SOA, and thus generate a FWM
signal along both the TE and the TM directions (from the M50 and Mgy terms in
Eq. 3.9, respectively).

At the output of the SOA, we select only the TE polarized waves by way of
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Figure 4.4: Schematics of the FWM processes taking place with the polarizations used in
the recombination lifetime measurement. In the upper panel, we show the modulation of
the carrier density by beating of the input waves (TM components only). In the lower panel,
we show the scattering of each pump component into the corresponding FWM component.
The probe (and, consequently, the FWM signal) is not a single frequency source but rather

a continuum of frequencies within a 200 GHz bandwidth.
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Figure 4.5: Results of the recombination lifetime measurement. The FWM efficiency is
plotted as a function of detuning frequency for SOA bias currents ranging from 50 to 150
mA (left to right). The roll-off associated with the stimulated recombination lifetime is
clearly seen; the corresponding 3dB corner frequency (1/277,) is shown in the inset as a

function of the bias current.

a polarization filter. This yields a signal which, upon direct detection, contains the
pump-FWM signal beatnote in the rf-frequency domain. On the other hand, since the
probe has no component along TE, the pump-probe beatnote (which would otherwise
overpower the pump-FWM rf signal) is suppressed with the polarizer. Furthermore,
the use of a broad superposition of probe frequencies centered around the pump
frequency allows us to map out the detuning frequency dependence of the FWM

efficiency (at low values of ) in just one scan of the rf-spectrum analyzer. The TM
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component of the SOA output beam, upon direct detection, gives the pump-probe
beatnote (the TM pump-FWM signal beatnote is much weaker). In fact, we used this
latter rf signal to normalize out (from the TE products) the rf-frequency dependence
of the probe envelope and the detection system.

The results are shown in Fig. 4.5, where we plot the normalized FWM signal
versus detuning frequency, measured in an alternating-strain MQW SOA (the same
device used in the interwell transport lifetime measurement), for different values of
the SOA bias current. The corner frequency 1/277, appears very clearly, from which
the stimulated recombination lifetime is immediately inferred. This measurement
then allows us to plot 7, versus the bias current, as shown in the inset of the figure;
incidentally, notice how this curve reflects the change in the saturated gain of the SOA
with the injection current. More in general, the technique presented here should be
quite useful in the characterization of any optoelectronic device whose performance

depends on ;.
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Chapter 5

FWM and Generation of
TeraHertz Radiation in a Coupled

Quantum-Well Structure

5.1 Introduction

In the previous chapter we showed that FWM can be effectively used to study car-
rier transport dynamics in MQW structures. In particular, we considered the case
in which interwell transport is dominated by quantum capture/escape processes and
classical diffusion across the barrier region. The results presented there indicate that
these processes introduce qualitatively new features in the FWM frequency response,
when this is measured under the appropriate conditions. In the following we will
extend the same idea to a structure consisting of pairs of QWs coupled through res-

onant tunneling. This semiconductor double-well potential has received considerable
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attention in recent years [1]-[5], both for fundamental investigations of the dynamics
of quantum-mechanical wavepackets, and as a source of far-infrared radiation.

Here, we theoretically investigate the FWM frequency response of a SOA based on
the alternating-strain coupled quantum well (ASCQW) structure schematically shown
in Fig. 5.1. In particular, we propose a scheme for exciting in this structure coherent
electric-dipole oscillations across the barrier, which, in turn, introduce a resonance
peak in the FWM conversion efficiency at TeraHertz detuning rates [6], [7]. These re-
sults suggest a relatively simple way to experimentally study these oscillations, in the
frequency domain; furthermore, they indicate the possibility of tailoring the (third-
order) nonlinear optical susceptibility associated with FWM in SOAs by appropriate
design of the active layer structure. Finally, we show how the same excitation scheme
of this structure can in principle lead to efficient generation of far-infrared radiation

through a concomitant second-order wave mixing process.

5.2 The Alternating-Strain Coupled Quantum-Well System

A coupled-well structure such as that shown in Fig. 5.1 consists of two QWs separated
by a barrier thin enough to allow significant overlap of energetically close single-well
states. The ground-state levels of the two wells in the conduction band (|l) and
|r) for the left and right well respectively) can be aligned with each other (at some
energy Ey) by proper design of the structure and application of a fine-tuning dc field
along the growth direction, as illustrated in the right panel of Fig. 5.1. Then, as

a result of state coupling across the heterostructure barrier, |I) and |r) mix to form
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Figure 5.1: Schematic band diagram of the alternating-strain coupled quantum well struc-
ture. Under the bias condition shown in the right panel, the ground-state levels of the two

QWs in the conduction band mix to form new delocalized eigenstates.

new stationary states that are delocalized over the two wells. At resonance, these are

approximately given by the bonding and antibonding combinations

1 hwt

B= s+ B=E-
1 huwy
|a) = ﬁ () = 1r) E,=Ey+ T3 (5.1)

where w; is proportional to the coupling matrix element. On the other hand, for
the polarity of the dc bias shown above, the valence band levels (both heavy and
light holes) in the two wells are sufficiently separated in energy that the holes remain
localized in either well.

Since the localized states |I) and |r) are no longer stationary under the bias con-
dition of Fig. 5.1 (right panel), if an electron is initially prepared in either state, it

will then tunnel back and forth through the heterostructure barrier at frequency ws.
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The coupled-well structure can then be used to set up an electronic wavepacket os-
cillating across the barrier [1]-[4], provided one is able to initially excite a single-well
wavepacket only. Note that this requires simultaneous excitation of both stationary
states |a) and |b). This coherent wavepacket dynamics was demonstrated in a series
of experiments on (Al)GaAs coupled-well structures [2], [3], where the required initial
state was prepared by means of ultrashort laser pulses of spectral width larger than
w; (so as to excite both stationary states) and center frequency tuned to that of the
longer-wavelength single-well transition (so as to discriminate between the two wells).

The excitation of a single well can also be accomplished in a FWM experiment.
In particular, we consider introducing strain of the opposite polarity in the two wells,
and then appropriately selecting the polarization states of the input pump and probe
waves. This technique is similar to the one described in the previous chapter to study
capture/escape processes in alternating-strain MQW SOAs [8], [9]. For instance, if
tensile strain is introduced in the left well and compressive strain in the right well,
and the input field consists of two TM-polarized waves with frequencies as shown
in Fig. 5.1, then, since compressive QWs have negligible TM gain, only the linear
combination of |a) and |b) corresponding to the single-well state localized in the tensile
well, |1}, will be modulated by the beating of these input waves.

Under these conditions, the occupation probability of each single-well state be-
haves like a harmonic oscillator driven at the pump-probe detuning frequency. A
resonance peak is therefore introduced in the FWM frequency response at a detuning

frequency equal to the natural oscillation frequency w; (typically a few TeraHertz).
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Furthermore, a steady-state electric dipole oscillation at the driving frequency is es-
tablished across the conduction band barrier, which acts as a source of submillimeter
waves. In the presence of dissipative interactions, such as carrier-carrier and carrier-
phonon scattering, the phase-coherent nature of the wavepacket oscillatory dynamics
is destroyed with a characteristic dephasing time constant 74. This limits the ef-
fectiveness of both processes, and in practice low temperature operation is required
to observe a resonance enhancement in their respective efficiencies. However, the
susceptibility responsible for the generation of far-infrared radiation is found to be

significant, on the order of 1077 m/V, even at room temperature.

5.3 Density-Matrix Treatment

In this section, we formulate and solve the dynamic equations describing the time
evolution of the system density matrix. For the sake of simplicity, we will treat the
case of only one subband in each well. Since we are considering the case of copolarized
input waves with fixed polarization (i.e., linear along the growth axis), there is no
need to include in this analysis the spin-degenerate states in each subband. Notice,
however, that the incident optical field couples both the bonding and the antibonding
conduction subbands with the valence subband of the left (tensile) well, |v(k)): as a
result, we need to treat the ASCQW structure as a set of inhomogeneously broad-
ened three-level systems (labeled by the two-dimensional wavevector k parallel to the
junction plane). We find it convenient to write the density matrix p corresponding

to each such system in the {|r),|l), |v)} representation, which amounts to replacing
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the pair of stationary states |a) and |b) at any given k with their linear combinations
given by Eq. 5.1.

Coupling among these basis states includes tunneling across the barrier in the
conduction band, and the optically induced dipole interactions. Taking the origin of
the growth axis at the center of the left well, and neglecting dipole moment matrix
elements between single-well states in different wells (in view of their small overlap),

the Hamiltonian of the system in this representation is then approximately given by

Eo(k) — ur(K)E()  —ihw, 0
H = —~ Lo, Eo(k)  mu(R)E() (5:2)
i 0 le(];)g(t) Ev(];) ]

where E, is the eigenenergy of |v), u is the electric dipole moment operator along
the TM axis (which will be taken to be real-valued), and the explicit dependence on
the in-plane wavevector k will be suppressed from here on. Notice that w; can be
assumed to be independent of l;, as appropriate if the two-dimensional bands |l) and
|r) have equal in-plane dispersion relations.

The main damping mechanism responsible for relaxation of the density matrix
is provided by carrier-carrier and carrier-phonon scattering. The effects of these
scattering processes are best formulated in the {|a), |b), |v) } representation, since they
involve relaxation towards quasi-equilibrium Fermi distributions, which are properly

defined only for the coupled-well energy eigenstates. In this basis the collisional
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relaxation rate can be written as

% (pa - fa) %pab }lz‘pav
Reo = ;1;,0ba T_11 (oo = fo) + P (5.3)
i Z,%pva T—12,0vb 'Tll' (pv - fv) ]

Here, the diagonal elements account for intraband scattering, which establishes a
quasi-equilibrium Fermi distribution f, in each subband (z = a,b, or v) with time
constant 7; (assumed to be the same for all subbands). The off-diagonal term between
la) and |b) accounts for the loss of phase coherence of the tunneling oscillations,
due to carrier-carrier and carrier-phonon scattering as well as interface roughness (in
general the dephasing time constant 74 is expected to be shorter than 77). Finally,
the off-diagonal elements coupling |v) to either |a) or |b) describe the damping of
the interband optical dipole oscillations. The matrix R.,; may be readily converted
to the {|r),|l), |v)} representation using Eq. (5.1) and the definition of the density
matrix.

Finally, we notice that the term proportional to u, in the Hamiltonian of Eq.
(5.2) only introduces nonresonant contributions (at optical frequencies) to the density
matrix time evolution. Neglecting these terms, we finally arrive at the following set

of coupled equations

. v Ju i
ot Pt = L 0) (o — ) 5.4
1

. oo+ or—fo—fa  pL—pr i Wi
+ = ——upE(t v — Pul) — t— (pPir — Pr 5.5
pL+ o 274 hMl (t) (o — puwi) — i 5 (or = prt) (5.5)

pr+pl_fb—fa Pr — DI Wt
= —1— (pr — Oir 5.6
27 * o i (et = pir) (5.6)

pr +
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where wp is the interband transition frequency in the left well in the absence of
interwell coupling.
Under the experimental conditions considered here, the optical field input to the

SOA induces in the active region a macroscopic polarization
P(t) — P(wp)e—iwpt + P(wq)e_iwqt + P(ws)e—iwst + P(Q)e'iﬂt + c.c. (510)
which can be expressed as

1
P(t) = V Z,u'l'v (pl'u + pvl) + Hr Pr (511)
k

where V is the volume of the active region, and the summation may be replaced by
an integral over the appropriate density of states. In Eq. (5.10) wp, w,, and wy are,
as usual, the frequencies of the pump, probe and converted signal respectively, and
) = w, — Wy = ws — wp is the detuning frequency. Microscopic expressions for all the
harmonic components of the polarization density can then be immediately derived
given py, and p,.

The set of equations (5.4)-(5.9) can be solved using a procedure similar to that out-
lined in chapter 3 (where we solved the density-matrix dynamic equations for FWM
in a bulk or uncoupled-well SOA). While the approach is essentially the same, the

algebra is more involved here since three mutually coupled energy levels are involved
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(in particular, following Ref. [1], it is convenient to introduce a vector representation
for the reduced density matrix {pi, pr, pir}, and then transform the corresponding
equations of motion to a reference frame rotating about the “z-axis” with radian fre-
quency w;). The details of the calculation can be found in Ref. [7], together with
the resulting expressions for all the relevant elements of the density matrix. In the
following, we will use these results to solve for the nonlinear susceptibilities associ-
ated with generation of the FWM signal (section 5.4) and of a TeraHertz wave at the

detuning frequency (section 5.5).

54 FWDM Conversion Efficiency

In order to compute the FWM conversion efficiency of the ASCQW structure, we
need to evaluate the harmonic component of the polarization density at w,, which

provides the source of the FWM signal. This can be cast in the form [7]

; 2
P = — 2 S By w){ (A = 1)) B + (o — o)) B9+
k

+Z.WtX2<ws) (PDE) + o Bln) } (5.12)
where we defined
N T2 ~! (w)
X(w) = X W)= T ey (5.13)

1 —imp(w — wp)’ (‘“tX“ )2

In the case under consideration, P“) has the general form [10] P®&s) = y E@s) +
xrwm (E@)2(E@d))* where the second term is responsible for FWM, and in general
has contributions from carrier density modulation, carrier heating and spectral hole

burning.
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At detuning frequencies on the order of w; (i.e., of a few TeraHertz), spectral
hole burning is expected to be the dominant FWM process [11]. Therefore, in this
detuning frequency range, xrwas is well approximated by the spectral hole burning

contribution; from the analysis outlined in the previous section, this is found to be

given by [7]
XsHB = %Ek: ’;—%’Af X' (ws) {2 - _T;QTlLl(Q;th
+211-1 —i((;d-k o (1 n thQ(ws)> Lo(Q w00+
J& 1- z(QTd— We)Ty (1 - zﬂ%ﬁl) Lo (8 -—wt)} (5.14)

where the Fermi inversion factor is Af = (fy+ f2)/2— fu, and furthermore we defined
the lineshape functions

L) = ¥ (p) + V)" = () (¥ @) Tey) ~ X Te))  (5.15)

Lo(@5) = ¥ (wp) + ¥ ()" + 15 (R (wp)Rwp) = X (wg)Rw)?)  (5.16)

The expression for xsyp in Eq. (5.14) reduces to that of a bulk or uncoupled-well
amplifier (given in Appendix A) as w; approaches zero (and 74, = 71). In the presence
of interwell coupling, however, two effects contribute to significantly enhance the
magnitude of xsyp near w;. First, consistent with the interpretation of the spectral
hole producing the gratings as a harmonic oscillator driven at its natural frequency, a
resonance is introduced at w; for both positive and negative detuning frequencies, as
indicated by the complex Lorentzians in the second and third terms in curly brackets

respectively. Furthermore, the overall lineshape of the third-order transitions leading
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to generation of the FWM signal photons, given by L, in Eq. 5.16, is also affected
by the interwell coupling in a way so as to enhance such transitions.

For a numerical estimate, we consider an ASCQW optical amplifier based on the
InGaAsP material system and consisting of pairs of 40-A compressive wells and 160-
A tensile wells separated by a 20-A barrier, with carrier density N = 2.3 x 10*
m~3. We assumed alloy compositions appropriate to operation at 1.55 pm. The
interband dipole moment of the tensile well (the one providing gain in this context)
was estimated to be pp, = ¢ x 11.5 A, giving a peak material gain coefficient of
approximately 5,800 cm~! at room temperature. The energy separation between the
valence subband edges in the two wells (under zero bias condition) was found to be
on the order of 20 meV at k = 0 (and larger at finite k due to the different dispersion
in the two oppositely strained wells), which amply justifies neglect of hole interwell
coupling. Finally, we took w, = 4 THz.

The magnitude squared of xsyp(£2) at TeraHertz detuning frequencies is plotted
in Fig. 5.2, where xsgp is evaluated in MKS units and plotted in decibels for con-
venience. The relaxation time constants 7y, 75, and 7, were taken equal to 1 psec,
as appropriate to a temperature of about 30 degrees Kelvin and operation near the
Fermi edge [12]. For comparison, |xsxp|* in the limit of no coupling between the
wells is also shown (dashed line). A pronounced peak, preceded by a dip, is clearly
introduced at the resonance frequency, giving rise to a maximum increase in conver-

sion efficiency of approximately two orders of magnitude at 2 = w;. The asymmetry

between the peak and the dip is due to the 2 dependence of the lineshape function
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Figure 5.2: Spectral hole burning contribution to the FWM conversion efficiency of the
ASCQW structure (continuous line) and of an otherwise identical uncoupled-well SOA

(dashed line) versus detuning frequency, for 71 = 79 = 74 = 1 psec and w; = 4 THz.

of Eq. (5.16). Note that at detuning frequencies well below wy, |xsmp|? is smaller
in the ASCQW structure than in the uncoupled case by approximately 4 dB; this is
attributed to the reduction of the (time-average) amplitude of the ”spectral hole” by
the oscillations across the barrier.
The size of the resonance peak is obviously limited by the damping rate 1/7,. This
is illustrated in Fig. 5.3, where the ratio of |xgmg|? to its value in the uncoupled case
UNC|2

(Ix%551?) is plotted for different values of 74. As shown in this figure, the effect of the

interwell coupling should be detectable for 74 as small as a few hundred femtoseconds,
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Figure 5.3: Enhancement in the FWM conversion efficiency of the ASCQW structure versus
detuning frequency, for w; = 4 THz and 1 = 75 = 74 = 1,0.5,0.25 psec, corresponding to

an estimated temperature of 30, 60, and 90 K, respectively [12].

indicating that higher temperature operation may be possible.

5.5 Generation of TeraHertz Radiation

The TeraHertz spectral region (1-10 THz) still awaits the development of convenient
sources of coherent narrowband radiation, which may be quite useful for applications
such as local oscillator sources in high-resolution laser heterodyne spectrometers. In
the past few years, several schemes have been proposed [1], [13]-[15] followed by

promising experimental demonstrations [3], [5], [16]-[17]. In this section, we consider
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the generation of TeraHertz radiation by the steady-state electronic wavepacket oscil-
lations across the conduction-band barrier in the present configuration. The results
suggest a novel scheme for the generation of far-infrared radiation, based on wave
mixing in the ASCQW structure.

The harmonic component of the polarization density at Q is given by [7]

PO = = zmw> (5.17)

and can be immediately evaluated from the analysis outlined in section 5.3. The corre-
sponding (second order) susceptibility x7z, defined so that P = yru B (E@d)*,

is found to be given by [7]

:u’T"u’v 1 T o v *
XTH‘“__Z l {51—_‘21“0—71‘[)( (wp) + X' (wg) ]-f—
k
SNV S Sy WP) G S S N o (5.18)
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where L is defined in Eq. (5.16).

The magnitude of yrg is plotted in Fig. 5.4a versus detuning frequency, for
tr = ¢ x 110 A | and assuming T = 30 K as in the previous section. Again consistent
with the harmonic oscillator picture, there appears a peak about the resonance fre-
quency w; (4 THz), where |x7g| =5 x 107° m/V, with lineshape determined by the
dephasing time constant 74. In Fig. 5.4b, |x7x ()| is plotted under room tempera-
ture conditions, for which we took 7 = 7 = 73 = 50 fsec. The peak at resonance is
now completely smeared out due to the ultrafast dephasing of the tunneling oscilla-
tions. However, the continuous excitation of such oscillations enabled by our proposed

scheme still provides a large |xrg ()|, on the order of 10~" m/V for Q up to about
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Figure 5.4: Magnitude of the second-order susceptibility associated with generation of Ter-
aHertz radiation in the ASCQW structure versus detuning frequency, for T = 30 K (a) and
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4 THz.

In conclusion we point out that, while both the wavelength converted signal and
the TeraHertz signal are simultaneously generated in the ASCQW structure by the
nonlinear interactions considered here, optimization of one effect (through design con-
siderations involving the waveguide structure, operating wavelength, pumping level,
etc.) may be accompanied by a reduction of the other. In particular, for efficient
generation of far-infrared radiation at the output of the device, one has to deal with
phase-matching considerations and with the strong absorption at TeraHertz frequen-
cies due to plasma heating (phase-matching is much less of a problem in the case of
FWM, as discussed in section 7.2).

The phase mismatch between the input waves and the generated TeraHertz signal
may be minimized using (quasi)phase-matching techniques [18], [19]. Also, one may
try to take advantage of the acoustic-phonon contribution to the dielectric response
at TeraHertz frequencies. Because of the variation of such contribution with both
frequency and wavevector, one may envision a generation scheme in which pump,
probe, and TeraHertz wave propagate along different directions (parallel to the het-
erojunction plane) for which the phase-matching conditon is satisfied. Similarly, as
suggested by recent work [13], [15], [17] free-carrier absorption may be minimized by
appropriate design of the overall device structure. The scheme for generation of far
infrared radiation described above seems then very promising in view of the large
nonlinearity involved. In fact, in the work of Ref. [17], the authors report extremely

efficient generation of 2.5 THz radiation from difference frequency mixing in (Al)GaAs
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MQW waveguides associated with an estimated x(® comparable to the value for x7x
computed here. It would then be quite interesting to consider the design and practi-
cal implementation of a parametric oscillator based on wave mixing in the ASCQW

structure.
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Chapter 6

FWM Mediated by Quantum-Well

Carrier Capture

6.1 Introduction

The electrical carriers injected to the barrier region of a semiconductor QW structure
are captured in the QW bound states with a finite characteristic rate, the inverse cap-
ture lifetime 1/7.4,. Such capture processes (effectively intersubband transitions be-
tween 3D states delocalized across the barrier region and quantum-confined 2D states
in the QW) have attracted considerable attention in recent years [1]-[8], within the
broad context of ultrafast spectroscopy of semiconductor microstructures [1]. Further-
more, they are of significant interest to the semiconductor laser community, because
of their direct relevance to the dynamic and spectral features of QW lasers [5]-[8]. It
is generally agreed that the capture of electrons and holes in polar semiconductors

mainly occurs through the emission of optical phonons, although carrier-carrier scat-
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tering also plays a role [8] in the presence of the large carrier densities typical of laser
operation. In any case, the direct measurement of the “intrinsic” capture lifetime is
complicated, because experiments typically measure a compound response including,
e.g., drift and diffusion across the barrier region, or energy relaxation within the 3D
continuum and within the 2D subbands.

In chapter 4, we described a FWM experiment aimed at studying interwell trans-
port dynamics in MQW SOAs [9]. From the results of this measurement, and through
a somewhat involved numerical fit, we inferred an estimate of 1.5 psec for 7,,. In
this chapter, we present a different experimental technique [10], based on wavelength-
resolved FWM, to directly study capture processes in QW active layers. In the exper-
iment, a small-signal carrier density modulation is generated in the electronic states
near the barrier band edges (by photomixing of two nondegenerate pump waves), and
is then probed in the QWs as a function of the modulation frequency. As we will
discuss in the next section, this technique allows to directly infer the capture lifetime
from the data, with no need for involved numerical fits (provided that the impact
of wave propagation effects on the data is minimized). Finally, in section 6.3 we
present a full microscopic theory of phonon-assisted QW capture: in particular, the
rate equations used to interpret the wavelength-resolved FWM results are rigorously
derived (including microscopic expressions for the relevant time constants), and the

possible impact of hot-phonon effects [11]-[15] on the capture process is discussed.
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Figure 6.1: Schematics of the capture lifetime measurement. In this experiment, a carrier
density modulation is generated in the barrier region through beating of two 1.3 pm pump
waves. A fraction of this modulation is captured into the QW bound states, where it then

partially scatters a 1.5 ym probe wave into two FWM sidebands.

6.2 Measurement of the Capture Lifetime

A pictorial description of the experimental configuration is given in Fig. 6.1. The
structure studied is a MQW InGaAs/InGaAsP SOA consisting of three pairs of tensile
and compressively strained QWs [16] (the same device used in the measurements of
the previous chapters; notice, however, that the presence of strain is not essential to
this experiment). Three cw waves, generated by temperature-tunable DFB lasers,
are coupled into the SOA waveguide: two pump waves with frequencies matching the
bandgap of the InGaAsP barriers (in the 1.3 pum band), and one probe wave with
frequency near the gain peak of the SOA (in the 1.5 um band).

The beating of the two pump waves generates a modulation of the carrier density

in the barrier region, at their difference frequency 2. A fraction of this modulation



85

is captured into the QWs where it then acts to scatter energy from the probe laser
beam into two FWM sidebands. Information on the carrier capture process can then
be inferred from the relative intensity of either FWM signal as a function of the
modulation frequency 2. In particular, we expect the FWM conversion efficiency
to become negligibly small at modulation frequencies much larger than the capture
rate (at these frequencies, the probability of the modulated carrier distribution being
captured into the QWs within a few modulation periods becomes negligibly small).

It is important to emphasize that the photon energy of the pump waves (approx-
imately 0.94 eV) is very close to (actually slightly lower than) the barriers bandgap
energy (nominally 0.97 eV): accounting for thermal broadening, we conclude that the
electronic states directly modulated by these waves are not bound in any QW (i.e.,
they are purely 3D states), although their wavefunctions are somewhat localized near
the wells. As a result, in this experiment the limiting rate is most likely that of the
intrinsic, “quantum” capture (fully isolated from all other transport effects), which
is expected to be a relatively fast process, on the order of about one picosecond (see
for instance chapter 4).

The use of photomixing to generate the carrier density modulation, and of a optical
heterodyne system to detect the modulation sidebands on the probe wave, allows us
to extend the measured bandwidth to a few hundreds of GigaHertz, i.e., well beyond
such intrinsic capture rate, which can then be measured directly. Incidentally, a
similar technique has been used to study capture in a QW laser in Ref. [7], where the

carrier density modulation was produced by injection of a directly modulated beam
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Figure 6.2: Experimental setup for the capture lifetime measurement.

from another semiconductor laser; in that work, however, the modulation frequency
was limited by the bandwidth of the laser source and the detection electronics to
around 20 GHz, so that the intrinsic capture could not be directly isolated from the
other transport processes.

The physical layout of the experiment is shown in Fig. 6.2. Approximately 2
mW of pump power and 17 mW of probe power (after preamplification in a high-gain
EDFA) were coupled into the SOA (780 pum long, biased with a dc current of 100 mA).
The probe wave was linearly polarized along the TM axis of the SOA waveguide, so
that only the tensile wells are probed (compressively strained QWs have negligible
gain for TM light); this avoids any complication arising from possibly having different
capture rates in the two types of wells. The SOA output was combined with a tunable
optical local oscillator, and the beat signal between the local oscillator and either
FWM sideband was detected at a constant frequency in a radio-frequency spectrum

analyzer. In order to increase the signal-to-noise ratio, we fed the analog output of
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Figure 6.3: Measured FWM signal power versus modulation frequency (the origin of the
vertical axis is arbitrary). As emphasized by the continuous lines, the slope of the data
changes from -20 to -40 dB/dec with increasing detuning frequency. The inset displays
the same data with the initial 20 dB/dec roll-off subtracted out; the continuous curve is a

single-pole frequency response with pole at 88 GHz = 1/(27 x 1.8 psec).

the spectrum analyzer to a lock-in amplifier (locked to a chopper placed in the optical
path of the pump waves), where the signal was measured.

A typical trace is shown in Fig. 6.3, which gives to the frequency-upconverted
FWM sideband with the modulation frequency ranging from 7 to 230 GHz. As
emphasized by the continuous lines, the data exhibit a 20 dB/dec roll-off at low

modulation frequencies and a 40 dB/dec roll-off at modulation frequencies exceeding
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about 90 GHz. The former roll-off is associated with the interband stimulated recom-
bination of the carriers in the QWs (occurring at a rate 1/(2#7;) of approximately
1.2 GHz under the present experimental condition [17]). Since the emphasis here
is on the features related to the capture process, this initial roll-off was normalized
out (notice that the exact value of 1/(277,) used in this normalization is irrelevant,
provided it is smaller than the smallest modulation frequency measured). The re-
sult is shown in the inset of Fig. 6.3, which clearly suggests the presence of another
pole at 88 GHz (corresponding to a lifetime of 1.8 psec). Additional structures are
observed at larger modulation frequencies. The same features were observed in the
frequency-downconverted data.

A two-pole frequency response is consistent with a model of the capture dynamics

based on the following set of rate equations (in the frequency domain)

_ 11 N
QNS = - <_ + ) N 4 3D
TS TCSC Tcap
. 11 N
—iONS = (— + ) NI+ =22 + 6. (6.1)
Ts Teap Tesc

Here NQ(%) denote the small-signal density of carriers confined inside each (tensile)
well; Nég) is the density of unbound carriers localized near the same QW (and di-
rectly modulated by the beating of the pump waves, at a rate gé%)); and Tap and Tese
are the intrinsic capture and escape lifetimes. In the next section we present a rigor-
ous derivation of these equations (including microscopic expressions for the capture
and escape lifetimes), and we discuss in detail their range of validity. At this stage

we simply point out that we are not including in this model any effect related to

transport in real space, such as diffusion or drift, as appropriate for excitation near
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the barriers’ band edges. Furthermore, we do not explicitly consider the capture of
both electrons and holes, since the frequency response measured in this experiment
should be dominated by the slower carrier type (presumably the electrons [3]).

As it follows from the analysis of chapter 2, the field amplitude of the FWM
signal (carrier density modulation contribution) as a function of €2 is proportional to
the amplitude of the carrier density modulation that generates it, Néﬁ). Solving the

coupled set of equations (6.1), one finds

1/ Teap )

, 6.2
(—ZQ+ 1/TS)(—lQ+ 1/Tcap+ 1/7—esc+ 1/7—3)931) ( )

Q
NQ(D) -

so that on the basis of this simple model we expect the FWM conversion efficiency
to exhibit one pole at 1/7; and another at 1/7cep + 1/Tese + 1/7s ( &= 1/7¢p since in
general the capture lifetime is shorter than both the stimulated recombination and the
escape lifetimes [6], [9]). As a result, 7, can be directly read off the experimental
data, provided that their frequency dependence is entirely ascribed to the carrier
density modulation response described by Eq. (6.2). If we assume that this is indeed
the case for the data of Fig. 6.3, we immediately obtain an electronic capture lifetime
of 1.8 psec. Incidentally, this estimate is consistent with the results of the experiment
[9] described in chapter 4, from which a value of 1.5 psec for 7.4, in the same SOA
(and 8 psec for 7.s.) was inferred.

However, it is obvious from Fig. 6.3 that the two-pole frequency response of Eq.
(6.2) is inadequate to fit the data at the higher measured modulation frequencies.
In particular, notice the two shoulders in the data around 140 and 200 GHz, which

resemble the first two nulls of a phase-matching frequency response. Due to the large
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frequency difference between the pump waves on the one hand, and the probe and
FWM signal on the other, the wavenumber mismatch A% entering the FWM conver-
sion efficiency may be large enough to produce zeroes at these detuning frequencies.
However, the observed pronounced features can be fit to a damped phase-matching
frequency response only if the damping (i.e., the total absorption of the pump waves
in the SOA) is smaller than approximately 10 dB, whereas a loss of more than 20 dB
was actually measured. Alternative explanations for the high-frequency features of
the data of Fig. 6.3 are under consideration. In order to resolve this issue, further ex-
perimental work is required, in particular, to test for the presence of phase-matching.
This could be accomplished by using pump waves of shorter wavelength or SOA ac-
tive layers having lower QW barrier energies, so as to increase pump absorption and
hence decrease the effective interaction length (these measurements are planned for
the near future in our labs).

The ambiguities just discussed regarding the role of phase-matching prevent us
from making a definite statement on the magnitude of 7.,,. In particular, if the high-
frequency features in the data are due to phase-matching effects, these same effects
could be responsible for most of the roll-off observed in the normalized data (inset of
Fig. 6.3). Then the above mentioned estimate of 1/(1.8 psec) should be regarded as
an upper limit to the capture rate under the present experimental conditions. Fur-
thermore, at the larger measured modulation frequencies, the temperature dynamics
of the captured carrier distributions may also affect the frequency response. In any

case, the results presented here clearly indicate how the proposed technique can be
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used to measure the strength of the carrier density modulation captured in the well,
up to modulation frequencies larger than the expected capture rate. This feature
makes the technique particularly attractive, because (provided that phase-matching
can be eliminated as a source of frequency dependence) the capture lifetime can be
directly read off the data, after the simple normalization carried out in the inset of

Fig. 6.3.

6.3 Microscopic Theory of Phonon-Assisted Capture

In this section, we present a detailed microscopic theory of phonon-assisted capture
and escape processes in QWs. Our goal is to derive an analytic expression for the
capture efficiency (as measured in a FWM experiment, i.e., in the frequency domain),
and to underline the approximations involved in the rate equation model used above.
This procedure also leads naturally to microscopic expressions for the capture and
escape lifetimes. Furthermore, we study how the capture efficiency is affected by the
characteristics of the carrier-phonon interaction in semiconductors. To this purpose,
we explicitly include in the analysis hot-phonon effects, i.e., the deviation from equi-
librium in the phonon distribution function due to phonon emission [11)-[15]. These
effects have been shown [13]-[15] to strongly affect the intraband relaxation dynamics
of photoexcited carriers, by significantly reducing their cooling rate. Here, we consider
(for the first time to our knowledge) the impact of these same effects on the capture
dynamics; the results show that the effective capture rate is, in general, modified by

these effects, and that interesting new regimes of carrier-phonon interaction may be
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observed in the capture process.

We emphasize from the start that carrier-carrier scattering will not be included in
this analysis, aside from its role in establishing a thermal distribution in each subband.
In the presence of large densities of electrons and holes, it has been suggested [8]
that carrier-carrier scattering may also give a contribution to the capture process
comparable to that of phonon emission. Strictly speaking then the present analysis
applies to conditions of moderate electrical pumping and/or high optical saturation
(which is actually appropriate to SOA operation).

In order to make a connection with the FWM experiment described in the previous
section, we will study the capture process in the frequency domain; to this purpose,
we introduce in the analysis a time-harmonic perturbation to the occupancy of the
3D barrier states, and study the resulting coupled time evolution of the distribution
functions of all electronic states (confined and unconfined) and phonon modes.

The carrier distribution functions are assumed to be quasi-Fermi functions at all
times, so that their time evolution is entirely determined by that of the corresponding
carrier numbers and temperatures. This is a valid assumption whenever the time scale
of interest is longer than the intrasubband thermalization time, approximately 100
fsec under typical SOA conditions. In this analysis, the time scale of interest is set by
the capture lifetime, typically longer than a picosecond, so that the above assumption
is fully justified. For the same reason (which implies that thermalization within each
subband is much faster than equilibration between bound and unbound carriers)

we describe the 2D and 3D states (for each carrier type) as populated according
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to two distinct Fermi distributions. These will be denoted by fxg(E) and fxg(E, k)
respectively, where the index z refers to the carrier type (z : e, h for electrons and
holes), and k is a 2D wavevector parallel to the plane of the QW.

Carrier-phonon scattering in polar semiconductors mainly occurs through the
Frohlich polar interaction which involves LO phonons only, although for holes non-
polar deformation-potential scattering with both LO and TO vibrational modes also
gives a contribution. The details of this interaction and its modification in the pres-
ence of quantum confinement [18]-[20] are not important at this stage, and we simply
consider a generic set of LO phonon modes {n,q} (where n is the relevant branch
index and ¢'is a 2D in-plane wavevector), with energy fiw, (essentially constant with
7 as appropriate for optical phonon modes). The interaction of these modes with the
electrical carriers will be characterized by some potential V,,(¢) (e.g., see Eq. 6.20
below). It is important to point out that the thermalization of these modes (which is
governed by the anharmonic interaction with acoustic phonons [11], [12]) takes place
on a relatively long time scale. From the available literature [12], [14], the phonon
lifetime, 7,, can be extrapolated to be approximately 2.5 psec (in GaAs) at room tem-
perature, which is of the same order as the capture lifetime. As a result, the optical
phonon distribution function 7,(¢) cannot be taken in this analysis to be a thermal
distribution (i.e., a Bose-Einstein distribution corresponding to some time-varying
temperature).

The Boltzmann equations governing the time evolution of fzg(E), fmg(E, k,) and

n.(q) can be derived formally from the Heisenberg equations of motion for the cor-
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responding quantum-mechanical number operators. This procedure is described in
some detail in, e.g., Ref. [21], and in the case at hand it leads to the following set of
coupled equations:

dfer(R) _ _ faa(R) — S (R)

dt - Te *

+§:{[ zz(k)xnz@ }[nn 7) fa:2 —@—fxz(E)) foa(k )(1—fx2( -@)]+
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where the superscript eq. denotes the quasi-equilibrium distribution functions, deter-

mined by the steady-state electrical injection and by the lattice temperature, and 7,

is the interband recombination lifetime. Furthermore,

[2.757) = 2 (ol — eV@IB)6 (ca — e — heon(d) (6.6)

is the probability rate that a phonon is emitted into (absorbed from) mode {n, g},
with a carrier simultaneously making a transition from state o to state § (or from
B to a). The different terms in Eq. (6.3) and (6.4) describe all possible transitions
in and out of state z2(k) and z3(k, k,) respectively, under absorption and emission
(both stimulated and spontaneous) of LO phonons (for simplicity we assume only
one 2D subband for each carrier type). Finally, gxg(E, k,) on the right-hand side of
(6.4) denotes a time-harmonic external perturbation to the 3D carrier distribution at
frequency Q (e.g., arising from beating of the pump waves in a FWM experiment).
Before proceeding to solve Egs. (6.3)-(6.5), we notice that this model implicitly
assumes that the unbound states are Bloch waves extended over the entire separate

confinement region, for which the transverse wavevector k, remains a good quantum
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number. In fact, carrier-carrier scattering causes a large lifetime broadening, and
hence a strong reduction in the coherence length of the 3D carriers, so that they
are expected to behave more like semiclassical wavepackets. Their dynamics can be
included in this analysis using the formalism developed in Ref. [22]. However, while
the formulation of the problem becomes much more involved, the result is simply a
rescaling of the capture lifetime by a geometrical factor in the final expressions for
the capture efficiency, Egs. (6.16)—(6.19) below (for instance, using the simple model
for carrier diffusion employed in chapter 4 to study interwell transport, this factor
is the ratio of the QW width to the barrier width). For the sake of simplicity, we
will continue to use Bloch waves in the analysis (furthermore, under the experimental
conditions of the previous section, interwell transport is not important and it seems

appropriate to leave it out of the analysis).

6.3.1 Rate Equations

Next we use the Boltzmann equations (6.3)—(6.5) to derive a set of rate equations
for the densities of confined and unconfined carriers and for the occupation numbers
of all the relevant phonon modes. To this purpose, we first expand the distribution

functions about their quasi-equilibrium values as follows:

e 0 frs 0 Q)
fra3) &= fxg'(:,,) + 8]\; ) [AN£2)(3) + (Na(ﬁ()‘g) e B 4 c.c.)] (6.7)
(@) = 15%(@) + AnO(@) + (1@ e +e.c.) (6.8)

Notice that we are not including here the carrier temperature dynamics; this omission

will considerably simplify the analysis, and it is based on the consideration that the
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lattice temperature is restored in each subband with a lifetime of approximately 600
fsec [23], [24], which is relatively fast on the time scale of the capture process.

The rate equations for the carrier density modulations Nf;) and Ng) are then
obtained by substituting Eqgs. (6.7)—(6.8) in (6.3)—(6.4), retaining only terms up to
second order in the external perturbation, and summing the resulting equations over

all values of k (and of k, for (6.4)). This procedure gives

) 1 1
<—ZQ + T * TE > 2 = Zrcp n, e (@) + —— N2, (6.9)
s esc cap
. 1 1 @ ()
e 4 L)V oD - Do 0@+ N 610
TS Tca,p esc

where we defined ga(:g) = 2kk, gg(cg (k, k.), and furthermore we introduced the capture

lifetime 7%, the escape lifetime T

cap and an additional carrier-phonon coupling rate

CSC’

Tep(n @), given by

=L [Pl o (R @41 - £G-0) PR, 1)

cap nqk .

p- —ZZ[ k,m’;(‘”@]( () + f (kk))ag;(*—q) (6.12)

esc  ng i,
%, (n, @) = Z[ o (k) - 13G-2). (61

As for the phonon occupation factors 7, (), we first notice that their time evolution

is in principle coupled to that of both numbers and temperatures of both confined
and unconfined carriers of both types. This is because phonons can be emitted and
absorbed in a variety of relaxation processes, including capture/escape of both carrier
types, as well as temperature equilibration of each subband to the lattice. However,

due to the requirements of energy and momentum conservation, each one of these
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Figure 6.4: Schematics of the intersubband transitions involved in the electron capture
process. Due to the requirements of conservation of energy and momentum, only a restricted
set of phonon modes (the ones having parallel momentum between Ak, and Akpge,) can

participate in this process.

processes can only involve a restricted set of phonon modes. This is illustrated for
the case of electron capture in Fig. 6.4: the states near the bottom of the 3D band
(i.e., the only unconfined states with nonnegligible occupancy) can only emit phonons
with a small range of values of in-plane momentum (with magnitude between Ak,
and Akyg, in the figure). In fact, a simple calculation based on a bulk phonon
approximation for an InGaAsP MQW SOA (briefly described in the next section),
shows that the rate r7,°() is nonnegligible over a fraction of phase space on the order

of 1% of the entire volume of the Brillouin zone. Similar considerations apply to the
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capture of holes (as well as to the intrasubband processes responsible for temperature
equilibration to the lattice).

In view of these considerations, we will assume that the phonon modes involved in
the capture of carriers of type = are not significantly affected by any other relaxation
process (ultimately, this depends on the details of the electronic band structure, which
determines the momentum of the phonons that can be emitted and absorbed in each
process). This approximation considerably simplifies the analysis because then the
occupation numbers of these modes (which will be denoted by n,,(¢)) are only coupled
to N, and N.3. The corresponding rate equations are obtained by substituting Eqgs.

(6.7)—(6.8) in (6.5) and simplifying, which gives

1 1 @ 1 Q)
~i0+ 2 = a0, ) D = g N (61
( Tp P cap(n q_) ’ esc(n (T)
where 1/75,,(n, §) and 1/7Z,.(n, §) denote the contributions to the overall capture and

escape rates, respectively, associated with the phonon mode {n, ¢}.

6.3.2 Phonon Amplification

It is apparent from the rate equation (6.14) that the carrier-phonon coupling rate
re,(n, @) effectively acts as an amplification rate for the phonon mode {n,q}. Accord-
ing to (6.13), the sign of this parameter is determined by the Fermi inversion factor

4 (k, k,) — fe&(k — q), which can be positive even if the 3D state z3(k, k) is higher
in energy than the 2D state x2( — ¢). This is because the carriers injected in the
barrier region relax to the bottom of the 3D band to establish the quasi-Fermi dis-

tribution fif (via carrier-carrier scattering) with a characteristic time constant that
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is typically much shorter than the capture lifetime. The resulting carrier distribution
is schematically illustrated in Fig. 6.4, where the shading is used to denote the oc-
cupancy of the electronic states. We see from this figure that, while the lower band
(consisting of quantum-confined states) is as a whole much more populated than the
upper one, it is possible for the states at the bottom of the 3D parabola to have
higher occupation probability than the 2D states lying lower in energy by the amount
hwy. Then, the pairs of unbound/bound states involved in the capture process are
effectively inverted, and as such provide gain for the appropriate phonon modes.

A careful examination of (6.13) shows that the value of r%,(n, ) (magnitude and
sign) depends on a wide variety of material and structural parameters. For instance, it
increases with increasing QW width, barrier height, density of 2D states, and number
of QWs, and with decreasing density of 3D states, volume of the separate confinement
region, and LO phonon energy. It would then seem possible to design a structure in
which this rate can be made positive and large; in fact, it is found to be (slightly)
positive in the simple calculation described in the next section. In particular, if it
were made larger than the inverse phonon lifetime 1/7,, and an appropriate cavity
were designed (in particular the isotropy of rfp(n,cj') on the QW plane suggests a
circular cavity), one could envision a coherent source of optical phonons based on

carrier capture.

6.3.3 Capture Efficiency

Under the experimental conditions considered in this work (i.e., in the presence of

an external modulation of the unbound carriers at some frequency 2), a quantitative
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measure of the capture efficiency is provided by the complex amplitude at €2 of the
number of quantum-confined carriers. Notice that Nig) is always proportional to
1/(—iQ+1/7), which simply reflects the damping of any external perturbation to the
carrier density due to interband recombination. Since this contribution is completely
unrelated to the capture process, we normalize out this factor and define the capture

efficiency (for the carriers of type z) as follows:

(=i + 1/75) N

Q
9553)

Z,(Q) = (6.15)

Notice that this frequency response function (for z corresponding to the slower carrier
type, i.e., the electrons [3]) is what we measure in the FWM experiment of the previous
section, after subtracting out the low-frequency 20 dB/dec roll-off (as shown in the
inset of Fig. 6.3).

Using the coupled set of equations (6.9), (6.10) and (6.14), we find after some

straightforward algebra

x -—-Z’Q—*—]./TP
D A e e

Z:,;(Q) - l/Tgsc(n,cj')+1/7‘gap(n,¢T) (—iQ—I—rf_(n,q'))(—iQ-Frf(n,q’)) (616)
Zn’q' I/Tgsc'*'l/'rgap _iQ"'l/TP_Tgp(n"D
where
1 1 1
% (n,q) = = + — —=7r% (n,
(=5 (o - +
2
1 1 1 rZ (n, 1
iJ—(I+——%m®>+”(®— - (6.17)
4 Torr Tp Ts ToTetf
and
1 1 1 1
el e e (6.18)
7'eff Ts Tesc Tcap

The capture efficiency given in Eq. (6.16) is a complicated function of the modula-

tion frequency €2, and an involved numerical integration is required for an exact study
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of its properties. As a final simplification we again take advantage of the fact that
the rate r%,(n,q) (as well as 1/7%,(n,q) and 1/75,.(n,§)) are sharply peaked in the
(same) small volume of the phonon state space. Since the terms in the summations
of both the numerator and the denominator of (6.16) are weighted by these rates, the
main contribution to both summations comes from those modes for which rg,(n, §) is
nearly equal to its peak value (which will be denoted by rg,). If we discard all other

contributions, the capture efficiency takes on the simple form

1 —iQ+1/7,

2O~ a0+

(6.19)

where 7% is given by (6.17) with r%,(n, §) replaced by rg,.

The frequency dependence of the capture efficiency of Eq. (6.19) is determined by
the nature of its two poles 5. Consider first the limit of very weak carrier-phonon
coupling, in which the carrier-phonon coupling rate rj, is negligible (relative to 1/7,
and 1/7%,). In this limit, 7 ~ 1/75, and 72 ~ 1/7,, so that the capture efficiency
simply becomes a single-pole function of the modulation frequency (2, with 3-dB
corner frequency equal to 1/(277; ;). Incidentally, we point out that this 3-dB corner
frequency is a measure of the largest modulation frequency that is efficiently captured
in the QW. The model used in the previous section to interpret the measured data
implicitly assumed this regime of carrier-phonon coupling.

On the other hand, if we imagine increasing the magnitude of rf,, Z,(2) will
initially retain the same qualitative frequency dependence as above, but with a larger

or smaller bandwidth depending on whether 7, is positive or negative. Physically, this
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reflects the fact that the additional phonons created in the capture process lead to an
increased effective capture rate through stimulated emission or to a decreased effective
capture rate through reabsorption, depending on the sign of the Fermi inversion factor
for the capture transitions, £ (k,k,) — £ (k — ¢). This is entirely analogous to
the effect of hot-phonons on the thermal relaxation of excited carrier distributions
[13]-[15], except that in that case the corresponding inversion factor (associated with
intraband transitions) is always negative, and hence the net result is always a decrease
in the cooling rate.

Finally, in the limit of large positive 77, the quantity under square root in Eq.
(6.17) becomes negative, so that Z() is characterized by a pair of complex-conjugate
poles, r5 = K £1{2z. As a result, a resonance peak is introduced in the capture effi-
ciency at (g, of width proportional to K. In this regime, the capture rate undergoes

damped harmonic oscillations in time at the frequency 2g, similar to the relaxation

oscillations characteristic of, e.g., laser operation.

6.4 Conclusions and Outlook

From the discussion above, the question arises of what is the numerical value of the
carrier-phonon coupling rate 7, in a typical InGaAsP SOA, such as the one used in
the experiment of section 6.2. The evaluation of this quantity, through Eq. (6.13),
is nontrivial, both from a numerical standpoint, and because it requires detailed
knowledge of both the electron and the phonon dispersions.

For a rough estimate, we will assume a bulk-like LO phonon dispersion with
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wavevector-independent energy. The electron-phonon polar interaction potential is

then given by [19]

- hwn 1 1 ei(cj’.F—i—q;,z)
V(7,q.) = \/ (— - —)—-— (6.20)

2Va€o \Ks Koo /q2+qg’

where k; and Ko denote the static and high-frequency dielectric constants respec-
tively, and V is the volume of the active region. Furthermore, we make the infinite-
barrier approximation for the envelope functions of the 2D states, while the 3D states
are taken to be plane waves, and a parabolic dispersion relation with the same ef-
fective mass m* is assumed for both subbands. The following values of the relevant
parameters are used: m* = 0.050 mg; AFE, (the QW potential barrier) = 145 meV;
V, = 780 x 2.5 x 0.1 um?; hwro = 34 meV; k, = 13.16; ko = 10.255; I (the bias
current) = 140 mA; N7J /N, = 5 (approximately the ratio of the capture rate to the
escape rate measured in section 4 [9]); T = 300 K.

With these prescriptions, we obtained an estimate of rf, =~ +0.12 psec™t. If we
take 7.y < 1.8 psec, as it follows from the experimental data of section 6.2, the
neglect of hot phonon effects from the interpretation of these data seems reasonable.
It should be mentioned though that if phase matching turns out to be unimportant
in the experiment, the high-frequency features observed in Fig. 6.3 could be revisited
in light of Eq. (6.16).

In any case, the expression (6.13) for the carrier-phonon coupling rate suggests
that it should be possible to vary this quantity over a fairly large range by proper
design of the SOA active layer. This would then allow us to experimentally observe

the different regimes of phonon-assisted capture discussed above. Hot-phonon effects
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are well known to play an important role in the intraband thermalization of excited
carriers, and therefore it should not be surprising that they might have an equally
important impact on carrier capture in some devices. As we mentioned earlier the
capture rate is a quantity of large practical interest due to its relation with the
modulation bandwidth of QW lasers, and much effort has been devoted to maximize
it. The results of this chapter offer new guidelines to this goal, regarding an aspect

of the capture process (i.e., phonon dynamics) that has been overlooked so far.
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Chapter 7

Wavelength Conversion by FWM
in Semiconductor Optical

Amplifiers

7.1 Introduction

A worldwide consensus has recently emerged on the utilization of wavelength-division
multiplexing (WDM) technologies in fiber-optic communication systems. Indeed,
WDM networks with ever increasing aggregate bandwidth are already being realized
and deployed. At the same time, new device concepts and implementations, as well as
new network architectures, are being studied, specifically designed to meet the needs
of the multiple WDM wavelength channels. An important example is provided by
wavelength conversion devices: while their precise role in future network architectures

is still a subject of investigation, it is clear that the function they provide is extremely
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useful [1]-[3]. In particular, these devices could be used to improve the overall ef-
ficiency of a network (for instance by reducing channel blocking due to wavelength
contention [2], [3]) and to increase its scalability [1].

As aresult, several techniques are currently being investigated for the implementa-
tion of wavelength conversion [4]. Broadly speaking, they can be classified into three
main categories, namely optoelectronic, optical gating, and wave mixing technologies.
Optoelectronic wavelength conversion simply consists of detection of the optical sig-
nal and retransmission at a different wavelength [5]. While this is the simplest and
most mature technology to date, it is expected to become less and less competitive
as the bit rate and the number of elements increase, due to cost and packaging con-
siderations. Optical gating refers to the change in the transmission properties of a
nonlinear optical device by a digitally modulated input signal; this change is probed
by a cw beam at a different wavelength, which is correspondingly modulated with
the same information. This category of wavelength converters includes devices based
on cross-gain [6], [7] or cross-phase modulation [8]-[10] in SOAs, which have recently
demonstrated excellent performance in terms of speed and noise properties. Finally,
in the case of wave mixing the converted signal is generated through the nonlinear
optical mixing of the input signal with one (or more) cw pump waves. Because of
the coherent nature of this process, it preserves both intensity and phase information:
as a result, wave mixing wavelength converters have the unique advantage of being
strictly transparent to the modulation format (as well as to the bit rate).

The wave mixing process studied in this thesis, i.e., nondegenerate FWM in SOAs,
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is an important example of the latter category of wavelength conversion mechanisms
[11]-[14]. Notice that unlike other wave mixing techniques (such as FWM in optical
fibers [15] or difference frequency generation in LiNbOj [16] or in passive semicon-
ductor waveguides [17]), this mechanism does not require any careful control of the
mixing wavelengths to minimize the phase mismatch (which is negligibly small for
practical device lengths and wavelength shifts, see Eq. 7.1 below). As a result, at
present FWM in SOAs is the only wavelength conversion technique that offers arbi-
trary wavelength mapping while simultaneously being strictly transparent. Further
advantages, common to all other wave mixing techniques, include the possibility of
multi-channel operation [18]-[19], [13] and dispersion compensation by optical phase
conjugation [20]-[21], [13].

The main challenges involved in the development of a high-performance wave-
length converter based on FWM in SOAs are the limited conversion efficiency (and
hence optical signal-to-noise ratio (OSNR) of the converted signal) at large wave-
length shifts (see Fig. 2.4), and its polarization dependence (see section 3.4). As will
be discussed and demonstrated in the next two sections, the former issue can be dealt
with by: (I) using a high-power EDFA to amplify the input waves fed into the SOA
(in conjunction with optical prefiltering of the EDFA amplified-spontaneous-emission
(ASE) noise in the spectral region of the converted signal); (II) using longer SOAs
to increase the FWM interaction length. With these prescriptions, we recently ob-
tained error-free FWM wavelength conversion at 10 Gbit/sec over a record 30 nm

shift [22] (results at 40 Gbit/sec have also been demonstrated by a group at British
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Telecom [23]). Furthermore, in section 7.4 we show how the FWM conversion effi-
ciency of SOAs can be made polarization insensitive using a dual-pump configuration
[24], [25], and demonstrate this idea at 2.5 Gbit/sec. While further challenges re-
main to be overcome (most notably the present lack of a simple technique to suppress
the pump wave and the input signal from the output of the SOA), these results are
promising towards the development of a practical device based on FWM. Additional
improvements in the design of this device, based on using a semiconductor laser in

place of the SOA, will be discussed in the next chapter.

7.2 Wavelength Converter Design

The bit-error-rate (BER) performance of any wavelength conversion device is mainly
determined by the OSNR of the converted signal, and therefore the design of such a
device should focus on maximizing this quantity. In the case of FWM in SOAs, it is
important to this purpose that the entire physical length of the amplifier be efficiently
used in generating the FWM signal (as opposed to in amplifying the input waves).
In practice, this is achieved by using a high-power EDFA to boost up the pump wave
and the input signal before these are coupled into the SOA, which is then operated
in a fully saturated regime.

Furthermore, in order to filter out the ASE noise power emitted by the EDFA in
the spectral region of the converted signal, a broad band-pass filter (BPF) is inserted
between the EDFA and the SOA [26] (with passband encompassing both the input

signal and the pump wave). Then, the OSNR of the converted signal is limited by
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the ASE noise power from the SOA itself. The importance of this filter is clearly
illustrated in the bottom panel of Fig. 7.1 (from Ref. [13]), which shows a typical
optical spectrum at the output of the SOA used in a FWM wavelength converter. We
see from this figure that the ASE prefiltering improves the OSNR of the converted
signal by more than 10 dB.

Incidentally, it has been demonstrated [27], [14] that increasing the pump power
well beyond the SOA saturation power actually causes a degradation in the FWM
conversion efficiency, due to gain saturation. However, in this regime a larger pump
power also leads to a lower ASE noise power from the SOA: the net result is that the
OSNR of the converted signal increases monotonically with pump power. Therefore,
the largest input power available is used for optimum performance.

These prescriptions lead to the wavelength converter design [13] shown in Fig.
7.1. The pump wave is typically provided by a tunable external-cavity semiconduc-
tor laser (with wavelength tuned to select the desired destination wavelength of the
converted signal). Two polarization controllers (PCs) are used to separately align the
polarization states of the two input waves to each other (and to the axis of maximum
optical gain) in the SOA. The pump wave and the input signal are then combined in
a bidirectional coupler (BDC), amplified in a high-power EDFA, and passed through
a BPF for ASE prefiltering (the broadest pass-band available in the lab was 14 nm).
Finally, the two waves are input to the SOA, with approximately +13 dBm of typical
total power coupled into the device. At the output of the SOA, a 1-nm BPF is used

to isolate the desired output (i.e., the converted signal) and suppress the amplified
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Figure 7.1: Schematic representation of the wavelength conversion device based on FWM in
a SOA (all the acronyms are explained in the text). The bottom panel [13] shows the optical
spectrum at the output of the SOA for a 20 nm wavelength downshift (0.1 nm resolution

bandwidth).
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pump wave and input signal.

Further improvements in the OSNR of the converted signal can be obtained using
longer SOAs to increase the nonlinear interaction length. This leads to a larger
FWM signal at the output of the SOA provided that the effect of phase-matching
remains negligible. Based on a recent measurement of the group index dispersion
in an InGaAsP SOA [28] (dn,/d\ ~ —0.7um™'), we estimate that the first phase-
matching null in the FWM conversion efficiency of a device of length L occurs at a
wavelength shift equal to

A)\null ~ 11—71}'131_ (71)

L(mm)

The largest SOA length used in this work, 1.5 mm, corresponds to A,y ~ 95 nm,
which is too large to be of practical interest anyway. Notice that increasing the length
also causes a larger ASE noise power at the output of the SOA; the net effect, however,
is an increase in the OSNR of the FWM signal (although by a smaller amount than
the corresponding increase in FWM efficiency).

These predictions were first theoretically quantified by the authors of Ref. [14].
In Figs. 7.2a and 7.2b, we plot FWM conversion efficiency and OSNR, respectively,
versus SOA length, computed using the expressions derived in Appendix B. The
following values were used for the relevant parameters: P;” (in-fiber input pump
power) = +16 dBm, P{"* (in-fiber input signal power) = +6 dBm, C' (light coupling
efficiency into and out of the SOA) = 40%, P;,: (SOA saturation power) = +12.8 dBm,

1

I' (confinement factor) = 0.1, I'go (unsaturated modal gain coefficient) = 117 cm™,

(scattering loss coefficient) = 10 cm™*, T'¢™ (modal gain coefficient at full inversion,
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Figure 7.2: Theoretical conversion efficiency (a) and OSNR (b) of a wavelength converter

based on FWM in a SOA, versus length of the active medium.

used to compute the ASE noise power as described in Appendix B) = 147 cm™};
finally, the strength |x(9)| of the nonlinearity (which enters the relevant expressions
as a multiplicative prefactor) was chosen arbitrarily (the same parameter values will
be used in the next chapter to compare the present device with a wavelength converter
based on self-pumped FWM in a semiconductor laser). The benefits resulting from
using longer SOAs are apparent from these plots: for instance, we see that an increase
in L from 0.5 to 2 mm causes an improvement of approximately 17 dB in conversion
efficiency and 12 dB in OSNR.

Finally, it should be mentioned that the SOA gain profile is also important in
determining the performance of the wavelength converter of Fig. 7.1. In particular, it
is desirable that the gain coefficient be large and relatively flat near the wavelengths
of the pump wave and the input signal; on the other hand, the gain at the converted
signal wavelength should be small to minimize the ASE noise power in its spectral

vicinity. Additional improvements can be achieved [23] by reducing the joint density
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of states near the operating wavelength, to increase the inversion factor and hence
decrease the SOA noise figure, and by positioning the bandgap wavelength near the
operating wavelength, to increase the linewidth enhancement factor and hence the

strength of the (index) nonlinearity.

7.3 Wide-Span Wavelength Conversion at 10 Gbit/sec

In this section, we present the system performance of the wavelength converter de-
scribed above, with a relatively long (1.5 mm) SOA. In particular, in this experiment
we used a fiber-pigtailed polarization-insensitive bulk optical amplifier; single-pass
traveling-wave operation in this device is provided by coated angled facets [29], and
its maximum fiber-to-fiber small-signal gain, at 1565 nm, is limited to approximately
24 dB by the ASE-induced gain saturation.

The experimental setup is shown in Fig. 7.3. A 10 Gbit/sec Hewlett-Packard
bit-error-rate tester (BERT), consisting of a clock source, a pattern generator, a BER
detector and a microwave transition analyzer (MTA), is used for signal generation,
error detection and eye diagram analysis. The input signal is provided by an ex-
ternally modulated laser source (a DFB laser in the downconversion experiment, a
tunable external cavity diode laser in the upconversion experiment). In particular,
we use a LiINbO3 Mach-Zender modulator, driven by the BERT at 10 Gbit/sec with
a nonreturn-to-zero 23! — 1 pseudorandom bit stream. To compensate for the losses
in the modulator, the signal is passed through an EDFA (followed by a 1-nm BPF

for ASE prefiltering) before being coupled into the wavelength converter.
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Figure 7.3: Experimental setup used to characterize the FWM wavelength converter system

performance (all the acronyms are defined in the text).
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Figure 7.4: Optical spectra at the output of the SOA used in the FWM wavelength con-
verter, for three different wavelength downshifts (a) up to 30 nm, and for three different

upshifts (b) up to 15 nm.

At the output of the SOA, a variable attenuator and a tap (consisting of an
optical spectrum analyzer with 0.2-nm resolution bandwidth) are used to measure the
received power. The converted signal is then detected with a preamplified receiver
consisting of a 1-nm BPF, a low-noise EDFA (with noise figure between 3 and 4.5
dB over the entire the Erbium gain bandwidth), another 1-nm BPF, a p-i-n receiver,
and a 6-GHz bandwidth electrical amplifier. The electrical output finally reaches a

9:1 splitter with the 10% arm connected to the MTA for eye diagram analysis, and
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the 90% arm connected to the BER detector.

In Fig. 7.4 we show slices of different output spectra of the SOA, for three different
wavelength downshifts (Fig. 7.4a) up to 30 nm, and for three different wavelength
upshifts (Fig. 7.4b) up to 15 nm. Due to the limited set of laser sources available
in the lab, in the upconversion case we used a fixed pump wave and tuned the input
signal wavelength instead (vice versa in the downconversion case). In all these traces,
the OSNR of the FWM signal is larger than 20 dB, as required for error-free detection
at 10 Gbit/sec in our setup. It is apparent from the figure that the device performs
significantly better in the case of wavelength downconversion than for upconversion.
This is mainly due to interference among the several physical mechanisms contributing
to the FWM nonlinearity, as discussed in chapter 2 (see Fig. 2.4).

The BER vs received-power curves for the wavelength shifts of Figs. 7.4a and
7.4b are given in Figs. 7.5a and 7.5b, respectively (an eye diagram corresponding
to the largest shift is also shown in each figure). We emphasize that the 30-nm
downshift and the 15-nm upshift are the largest shifts reported to date for error-free
wavelength conversion by FWM in SOAs. Because of the frequency dependence of our
preamplified receiver performance, there is no single baseline against which we could
compare all of these traces; instead, a different back-to-back BER vs received-power
curve was measured at each FWM signal wavelength. From these measurements we
found that the power penalty of all the downshifts is less than 1 dB; in fact, the
maximum downshift measured (30 nm) was limited by the bandwidth of the ASE

prefilters available in the lab (we did not have any BPF with pass-band larger than
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15 nm).

On the other hand, the power penalty of the largest upshift (15 nm) was found to
be approximately 4 dB (the corresponding BER curve also exhibits some flooring).
In this case the main limiting factor is the OSNR of the FWM signal, and error-free
operation becomes unpractical at larger wavelength upshifts. However, it should be
mentioned that the gain profile of the present device is not particularly well suited
to these wavelength upconversions, in which the FWM signal is generated near the

SOA gain peak, where the ASE noise power is maximum. Therefore, using a different
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pump wavelength (which was not possible at the time due to our limited choice of
laser sources) could lead to even larger wavelength upshifts with this same device

(and of course further improvements could be obtained with longer SOAs).

7.4 Polarization Insensitive Wavelength Conversion

As discussed in the introduction, a significant limitation of the wavelength conversion
device described here is the polarization dependence of its conversion efficiency. Stan-
dard single-mode fibers used in most telecommunication networks are not polariza-
tion maintaining; in fact, as light signals travel in these waveguides, their polarization
state is scrambled in a random fashion, varying with mechanical stress, temperature,
etc. As a result, it is important that all components used in fiber-optic networks be
polarization insensitive.

In order to see whether it is possible to make the FWM efficiency independent of
the polarization state of the input signal, we use the results of chapter 3 regarding the
polarization properties of FWM. From the general expression of Eq. 3.9 for the FWM

signal vector field, the conversion efficiency n « |E4(L)|?/|E,(0)|? can be written as
R 2 2 . 4
n(d) = (JAq:|* + |Ba:|” + Re [Caiqn]) |E,(0)] (7.2)

where pE,(0) and ¢E,(0) denote the vector fields of the pump wave and the input
signal respectively at the input of the SOA (p and § are polarization unit vectors
perpendicular to the waveguide axis, with the subscripts 1 and 2 denoting their TE
and TM components respectively). Furthermore, we defined a set of complex-valued

coefficients A, B and C, that depend only on p and on the tensor M;;x of Eq. 3.9
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(which is determined by the material, structural and operational properties of the
SOA). Explicit expressions for these coefficients can be immediately derived by taking
the magnitude squared of Eq. 3.9 and comparing the result with Eq. 7.2.

Given the unit-vector normalization condition |g;|* + |g2|*> = 1, we find from Eq.
7.2 that the following three conditions [24] must be simultaneously satisfied in order
to make the FWM conversion efficiency 7 independent of the polarization state § of

the input signal:

|Al = |B|
Re[C]=0
Im|[C] = 0. (7.3)

An important result of this analysis is that, in general, given an arbitrary SOA with
its “transfer tensor” Mj;i, it is not possible to obtain polarization independent FWM
by simply selecting a proper polarization state for the input pump wave. The reason
is that the polarization unit vector p is completely specified by two real variables
(the magnitude of either component and the relative phase between them), while,
as we just showed, polarization independent FWM requires that three equations be
simultaneously satisfied. In fact, mathematically there exists a set of tensors M;;x
for which the three conditions of Eq. (7.3) admit a same solution for , and ways of
designing SOAs with transfer tensors belonging to such a set have been considered
theoretically [24], [30]. However, their practical implementation is still a subject of
investigation.

An easier approach consists of using two nondegenerate pump waves of frequencies
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signal; as a result, the FWM efficiency is polarization insensitive.

w;;* and wf and detecting the FWM signal at frequency w;,“ + wf — wy. In this case,
it is easy to show that the general expression (7.2) for the conversion efficiency, and
hence the conditions (7.3) for polarization independent FWM, remain valid. However,
the coefficients A, B, and C now depend on the polarization unit vectors of both
pump waves, which are specified by a total of four independent variables. Therefore,
regardless of the details of the SOA (i.e., for most practical transfer tensors M;;i), in
general there will be a choice for the polarization states of the two pump waves that

results in a polarization independent FWM efficiency.



125

In fact, based on the physical argument illustrated schematically in Fig. 7.6, we
can show that the required dual-pump polarization configuration is simply given, to
a good degree of approximation, by a TE and a TM pump wave closely spaced in
frequency. Figure 7.6a shows the formation of the dynamic gain and index gratings
in this case, which, as usual, only involves beating of equal polarization components.
In particular, in this figure the “TE-induced (TM-induced) gratings” are formed by
the beating of the TE (TM) component of the input signal with pump A (B). Notice
that since the two pump waves are nondegenerate, the two types of gratings have
slightly different frequencies (the TM-induced gratings are faster in the case shown).

The scattering of the pump waves by these gratings generates three FWM signals,
as shown in Fig. 7.6b. In particular, the middle one, at frequency w;,“ + wf — Wg,
involves both pump waves and it is nearly polarization independent. The key feature
is that each component of this FWM signal (say the TE component) is generated by
scattering of the equally-polarized pump wave (pump A) by one type of gratings only
(the TM-induced gratings, since scattering of pump A by the TE-induced gratings
contributes to the FWM signal of frequency Zw;f —wy). Therefore, there is no longer
interference between the two types of gratings in the generation of the FWM signal,
which, as we argued in section 3.4, is the main cause of polarization dependence.

It is important to point out that the frequency separation between the two pump
waves is critical. In particular, for maximum polarization insensitivity, this should be
much smaller than the separation between either pump wave and the input signal,

so that the TE-induced gratings and the TM-induced gratings are generated with
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nearly equal efficiency (recall that the detuning frequency dependence of the FWM
efficiency mainly arises from the gratings formation process). Otherwise if, say, the
TE pump wave is much closer in frequency to the input signal, the resulting conversion
efficiency will be stronger for a TE input signal. On the other hand, a lower limit to
the minimum frequency spacing between the pump waves is set by the pass-band of
the BPF used to separate the polarization insensitive FWM signal from the adjacent
single-pump FWM products (which are strongly polarization dependent).

In the following we demonstrate this approach using an alternating-strain multi-
quantum-well SOA (780 um long) having polarization independent optical gain [31]
(the same device used in the experiments described in chapters 4 and 6). Inciden-
tally, this approach requires a relatively isotropic device, because any anisotropy in
the propagation properties of the SOA waveguide results in additional polarization
dependence of all three FWM signals. Furthermore, in a perfectly isotropic SOA any
pair of orthogonal polarization states for the two pump waves (not just TE and TM)
is appropriate. In fact, the use of a dual-pump configuration to obtain polarization
insensitive FWM has been originally demonstrated in bulk SOAs and optical fibers
[32], [33].

The setup used in this experiment is the same as that shown in Fig. 7.3, except
that two pump sources are required in this case, and furthermore the input signal was
provided by a directly modulated DFB laser. The input signal and both pump waves
are amplified with a same EDFA: as a result (given that the EDFA output power is

fixed) the use of two pump waves automatically results in a 6-dB degradation in FWM
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Figure 7.7: Measured intensity of the three FWM signals at the output of the SOA with

two orthogonal (TE and TM) pump waves, for different states of linear polarization of the

input signal. The inset shows the SOA output spectrum with input signal linearly polarized

at 45° relative to the TM axis.

conversion efficiency and OSNR. The frequency separation between the two pump
waves was set to 0.2 nm, and a 0.5-nm wide BPF was used at the SOA output (the
residual polarization dependence of the FWM signal was found to be very sensitive
to the center frequency of this filter).

In Fig. 7.7 we plot the measured intensity of all three FWM signals for different
states of linear polarization of the input signal (the horizontal axis gives the angle 8
between the input polarization unit vector of the input signal and the SOA growth

axis). The optical spectrum at the output of the SOA for a wavelength downshift
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of 6 nm and # = 45° is also shown in the inset. The middle FWM signal (labeled 2
in the figure) is found to vary by less than 1.5 dB for all linear polarizations of the
input signal; this remains the case for arbitrary elliptical polarizations. In contrast,
the two single-pump FWM peaks vary by more than 15 dB.

We also repeated this measurement for different sets of orthogonal pump polar-
izations. We found that the polarization dependence of the FWM signal of interest
increased relative to the TE-TM case, but not by a large amount (the largest mea-
sured variation was 3.5 dB for two linearly polarized pump waves at +60° and —30°
relative to the growth axis). This is a consequence of the finite but weak anisotropy
of the SOA waveguide used in this experiment.

Figure 7.8 shows the BER vs. received-power traces for the same set of input signal
polarizations of Fig. 7.7. The wavelength shift is 4 nm in this case (similar results
were found for different shifts) and the bit rate is 2.5 Gbit/sec. The polarization
dependence of the power penalty is found to be small enough (< 2 dB) to qualify this
device as a polarization insensitive wavelength converter.

Finally, we emphasize that the performance of the present device, in terms of bit
rate and wavelength span, is limited by several factors, most of which are completely
unrelated to the dual-pump configuration; these include the relatively short, non-fiber-
pigtailed SOA, the limited stability of one of the pump sources (a tunable Erbium-
doped fiber ring laser built in our labs), and the use of a directly modulated input
signal (at the time of this experiment we did not have an external modulator). In fact,

despite its intrinsic 6-dB degradation in FWM efficiency and OSNR and its added
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complexity, this approach (with all the above factors properly optimized) can be
regarded as a practical technique for polarization insensitive wavelength conversion.

Indeed, recently it has been succesfully demonstrated up to 10 Gbit/sec [34].
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Chapter 8

Wavelength Conversion by FWM
in Semiconductor Lasers with a

Bragg Mirror

8.1 Introduction

In the previous chapter, we described in details a wavelength conversion device based
on FWM in single-pass SOAs [1]-[5]. As discussed there, impressive results in the
performance of this device have been recently demonstrated [4], [5] using high-power
input waves and long SOAs. An extension of this design strategy consists of placing
the nonlinear active medium in an optical cavity. In the following, we describe and
demonstrate two different FWM configurations that take advantage of the optical
feedback in a semiconductor laser. In one case [6], the laser is biased above threshold

and the lasing beam is used as the FWM pump wave, so that a large pump power
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is obtained with significantly reduced device complexity (i.e., with no need for an
external pump source and for an EDFA at the SOA input). Furthermore [7], the
lasing action is beneficial to the wavelength conversion process because of the resulting
clamping of the optical gain (and hence of the FWM nonlinearity). In a second
configuration [8], we use an external pump wave (strong enough to quench any solitary
laser oscillation) and tune the frequency of the converted signal to the laser frequency;
consequently, the device is injection locked by the FWM signal itself, leading to a large
resonance enhancement of both conversion efficiency and OSNR.

Both approaches would be cumbersome to implement with a Fabry-Perot cav-
ity, because of the complications arising from the laser being injection locked by the
external input wave(s). In order to avoid such complications, it is convenient to
use a resonator with a narrowband wavelength-selective reflector, such as a Bragg
mirror, with the external input wave(s) sufficiently detuned from its reflection band
so that for such wave(s) the device simply acts as a SOA. Here, we present ex-
perimental results obtained from a semiconductor laser with a fiber Bragg grating
(FBG) pigtailed to one facet, and a high-reflection coating on the other facet. This
structure has the advantage that there is no spatial overlap between the nonlinear
medium and the Bragg mirror, which may introduce a significant phase mismatch
in the FWM interaction. It should be mentioned, however, that self-pumped FWM
has also been recently demontrated with good results in long, quarter-wave shifted
distributed feedback (DFB) lasers [9]. In both cases, the center wavelength of the

Bragg mirror reflection bandwidth is not tunable, so that the pump wavelength (in
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the self-pumped configuration) and the destination wavelength of the converted sig-
nal (in the injection-locked configuration) are fixed. However, an electrically-tunable,
on-chip distributed Bragg reflector (DBR) could be used to overcome this problem
(DBR lasers are also promising for additional reasons, as will be discussed below).
The chapter is organized as follows. We begin, in the next section, with a de-
scription of the FBG coupled laser used in this work, and of the general features of
the FWM interaction in this device. In section 8.3 we discuss wavelength conversion
by self-pumped FWM, and present the measured BER performance of this converter
at 2.5 Gbit/sec. An important feature of this configuration is the fact that, due to
gain clamping, both the conversion efficiency and the OSNR of the converted signal
exhibit a strong, nearly quadratic, dependence on the pump power; this property is
experimentally verified in section 8.3.2, where we also discuss its implications to the
design of self-pumped FWM converters. Finally, section 8.4 is devoted to a wave-
length converter based on injection-locked FWM; in particular, we present a detailed
characterization of its static response, together with preliminary dynamic results at
1 Gbit/sec. With the present laser, this approach cannot be extended to signals with
higher bit rate due to the narrow width of the injection-locking resonances; however,
we show theoretically how the maximum bit rate can be improved by proper design
of the laser cavity. Furthermore, we discuss how the frequency selectivity of this

wavelength converter can become an advantage in some applications.
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8.2 FWM in a Fiber-Bragg-Grating Coupled Semiconduc-

tor Laser

A schematic picture of the device used in these experiments is given in Figs. 8.1
and 8.5 below (for the self-pumped and the injection-locked FWM configurations, re-
spectively). The laser consists of a semiconductor active region with a high-reflection
coating on the back facet (providing almost unit reflectivity), and a FBG (with nar-
row reflection bandwidth centered at about 1554 nm) butt-coupled to the front facet
(which is anti-reflection coated). The active region is 500-pm-long, and it is based
on a compressively strained MQW structure. We point out that the present device
characteristics were optimized for single-mode laser oscillation. Also shown in the
figures is an optical circulator, used for efficient coupling of light in and out of the
laser (although in the self-pumped FWM experiment a bidirectional coupler was used
instead).

The generation and propagation of the FWM signal in this device can be described
in the same way as for the case of single-pass SOAs (as in Appendix B), except that
here one has to consider waves traveling in both directions along the waveguide axis
(and the boundary conditions are different). In this section, we will briefly outline the
theoretical description of FWM in a FBG coupled laser, irrespective of the specific
configuration considered (i.e., of whether the pump wave is generated inside the laser
or is externally injected). This description will then be used in the following sections
to discuss how the wavelength conversion performance of this device can be improved

by proper design of the laser structure.
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Under the experimental conditions of interest here, the total electric field in the

laser waveguide (averaged over the transverse dimensions) can be written as

E(z,t) = > (E;{(z)e““fz +Ef (z)e_ikfz) et + c.c. (8.1)

f=p,q,s

where as before wy, w, = wp, — Q, and w, = w, + § are the frequencies of the pump
wave, the input signal, and the converted signal respectively (here we are assuming
that the pump wave is significantly stronger than the input signal so that the FWM
sideband of frequency w, = w,— 2 is negligible). Furthermore, in Eq. (8.1) we defined
ks = wgii/c, where 7 is the modal index of refraction. Notice that we are assuming
copolarized input waves (along the TE axis of the compressively strained SOA), so
that a “scalar” notation is appropriate in this analysis.

The different field amplitudes Ef defined above satisfy the following coupled-mode

wave equations (same as Egs. (B.3) and (B.4))

2 Pold) _ {11 y(p@) —i 0Bl - 2} B, 82)

£ 0 _ L0 (1 g(Pale) — i 8K(Pul2)) - 37} B2 +

+ Th(Pu(2) Q) (B2 () (E£(2) (83)
where I is the confinement factor, g is the material gain coefficient, —dk is the carrier-
induced phase shift per unit length, 7 is the waveguide scattering loss coefficient,
is the FWM coupling coefficient, and P, is the total optical power along the axis of
the active region. Notice that we are neglecting in Eq. (8.3) any contribution to the
FWM signal arising from mixing of counterpropagating field components, because

these contributions are strongly phase-mismatched. Vice versa, the contributions
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from copropagating waves are taken to be perfectly phase matched, and furthermore
we neglect the wavelength dependence of g and 6k. These assumptions are perfectly
justified over a wide range of wavelength shifts of interest (say |AA| = [A\g—As| ~ 2—-30
nm).

Equations (8.2) and (8.3) are to be solved in conjunction with a set of boundary

conditions having the general form (for f : p, g, s)

Ef(()) = C\/RBG(wf)eiwleG(wf)/CE;‘(O) + VCE™,
7 () = R} (D) 9

where z = 0 and z = L denote the anti- and the high-reflection coated facets of the
laser respectively, C is the fraction of optical power that is coupled from the fiber
into the laser (and vice versa), Rgg and Ry are the power reflectivities of the FBG
mirror and of the high-reflection coating respectively (the former being a narrowband
function of frequency peaked at around 1554 nm), [g¢ is the optical path length from
the anti-reflection coated facet into the FBG and back to the same facet, and E}" is
the external field at wy launched past the FBG.

The solution of the boundary-value problem above requires knowledge of the de-
pendence of the coefficients appearing in Eqs. (8.2) and (8.3) on the total power
P,:(z). Such a dependence is described in Appendix B, but it will be reviewed in the
following for completeness, and cast in a slightly different notation, more appropriate
to the FBG diode laser.

As for the gain coefficient g, it is convenient to write it as

9(Piat) = T2+ A AN(Pir) (8.5)
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where

1 8.6
gth = Og( Cm) ( )

is the modal gain coefficient at threshold (equal to the distributed loss coefficient),
A is the differential gain, and Rp¢ is evaluated at the lasing frequency at threshold.
Furthermore, AN is the local deviation of the steady-state carrier density from its
threshold value, given by (from solution of the carrier density rate equation in steady-

state)

(I - Ith) / (an) - gthPtot/ (Fhwsm)
1/7sp + APiot/ (AwSy)

AN(P,y,) = (8.7)

where I is the laser bias current, V, is the volume of the active region, S,, is the
modal cross-sectional area, and 75, is the spontaneous and nonradiative recombination
lifetime. A similar functional dependence on P, can be assumed for 6k, which anyway
cancels out in the results of the following sections.

Finally, the nonlinear coupling coefficient x depends on the optical power through
the gain coefficient, its derivatives with respect to carrier density and temperature,
and the corresponding linewidth enhancement factors. An expression for x(Pi; )
can be derived from the microscopic theory of FWM in semiconductor gain media
discussed in chapter 3 and Appendix A; furthermore, it has been modeled with varying
degrees of approximation [10}-[12]. A simple model that is often used and that is a

valid approximation over a wide range of conditions is based on the expression
K(Prot; ) = Ko(2)g(Prot) (8.8)

where the function ko(2) describes the decrease in the strength of the FWM nonlin-

earity with increasing detuning frequency.
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To conclude this discussion, we point out that, since the pump wave is commonly
much stronger than the input and the converted signals, it is a valid assumption to
take
‘2

Pul2) = |Ef ()| +|E; (2) (8.9)

Then, P, (z) can be obtained from a simple numerical integration of the boundary-
value problem for the pump wave alone. An important simplification that follows
from this assumption is that the carrier density is saturated by the (cw) pump wave
alone. And as a result, even in the presence of an intensity-modulated input signal,
the coefficients g, 6k, and x of Eqs. (8.2)-(8.3) remain approximately constant in
time. The results obtained from this analysis, which is inherently steady-state, can
then be taken to be approximately valid even in the presence of such a modulated

signal (i.e., under the practical conditions of a wavelength conversion experiment).

8.3 Wavelength Conversion by Folded-Path Self-Pumped

FWM

8.3.1 Wavelength Conversion Performance

In this section, we will discuss wavelength conversion by self-pumped FWM in a FBG
coupled diode laser. As illustrated schematically in Fig. 8.1, in this configuration the
laser is biased above threshold, and the FWM pump wave is provided by the lasing
beam, so that this wavelength converter does not require a high-power external pump

source. On the other hand, the input signal and, consequently, the converted signal
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Figure 8.1: Schematic representation of the wavelength conversion device based on self-
pumped FWM in a FBG coupled semiconductor laser. The bottom panel shows four super-
imposed optical spectra measured at the output of the converter, for wavelength downshifts

of 4.5, 6, 7.5 and 9 nm (0.1 nm resolution bandwidth).
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have frequencies well outside of the reflection band of the FBG, so that for these
waves the device simply acts as a gain-clamped SOA. Notice that the reflection off
the back mirror (folded-path SOA) effectively doubles the FWM interaction length,
leading to an increase in conversion efficiency (however, as will be discussed below,
the OSNR of the FWM signal is not correspondingly enhanced). Also shown in Fig.
8.1 (bottom panel) are four superimposed optical spectra measured at the output of
the device, corresponding to wavelength (down)shifts of 4.5, 6, 7.5, and 9 nm.

The experimental setup used to measure the BER performance of this device [6] is
similar to the one described in the previous chapter, section 7.3. The input signal was
provided by a tunable external-cavity semiconductor laser, externally modulated at
2.5 Gbit/sec with a 27 — 1 pseudorandom bit stream (no significant pattern length de-
pendence was observed). Before being coupled into the laser (through a bidirectional
coupler in this case), the input signal was amplified in an EDFA, filtered in a 1-nm
bandpass filter to reduce the ASE noise from the EDFA | and then passed through
a variable attenuator (used to measure the input-signal power dynamic range of the
converter). The converted signal collected from the device output (through the other
input arm of the bidirectional coupler) was similarly attenuated by a variable amount
and then fed to the preamplified receiver. BER measurements were then performed
with our HP 70800 Series BER tester.

In Fig. 8.2 we show the measured BER versus received power for the wavelength
shifts of Fig. 8.1 (the eye diagram in the inset corresponds to the 4.5 nm shift). No

significant degradation is observed except at the largest measured shift (the power
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Figure 8.2: BER performance at 2.5 Gbit/sec of the wavelength conversion device based
on self-pumped FWM. Top: eye diagram of the error-free converted signal for a 4.5-nm

downshift. Bottom: BER versus received power curves, for wavelength downshifts of 4.5,

6, 7.5 and 9 nm.

penalty observed for this shift is in part due to instabilities of the input signal laser
at that particular wavelength). Furthermore, we found that error rates lower than
1072 could be obtained over a wide input-signal power range, approximately -10 to
+2 dBm (coupled into the FBG) for the 4.5 nm shift. Incidentally, we notice that
the degradation in BER performance at large input-signal powers is due not to a

reduction in the optical gain as in the case of standard SOAs (since the gain here is
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clamped by the lasing action), but rather by a reduction in pump power.

These results clearly indicate that the FWM configuration described in Fig. 8.1
is an attractive approach to wavelength conversion. Good conversion performance is
obtained at 2.5 Gbit/sec, with significantly reduced device complexity (relative to the
case of FWM wavelength converters based on single-pass SOAs) and low input-signal
power requirements. While conversion with much larger wavelength shifts and higher
bit rates has been recently demonstrated using specially optimized single-pass SOAs
[4], [5] (as discussed in the previous chapter), it should be again emphasized that
the present device was not designed specifically for this application. It is therefore
worthwhile to investigate theoretically its margins of improvement as a wavelength
converter.

To this purpose, we solve the coupled-mode equations of FWM in a FBG cou-
pled laser, Eqs. (8.2)-(8.3) above, for Pt = C|E; (0)|?, subject to the boundary
conditions depicted schematically in Fig. 8.1 (i.e., the boundary conditions of Eq.
(8.4) with Ei* = E* = 0, and Rpg(wy) = Rpg(ws) = 0). The FWM conversion
efficency (the ratio of the in-fiber converted signal output power to the input-signal

power coupled into the FBG) is found to be given by

(B Y G(2) VRucG(L)
" <1 - RBG(“’p)) VRucG(L) " G(2) ]

In this expression, the first and second terms in the square brackets refer to the FWM

2

/0 Y 4z Th(Py(2); Q) (8.10)

signals generated by the forward and by the backward traveling waves respectively.

Furthermore, we defined the overall gain over a length 2 of the laser active region,

G(2) = exp /0 "7 [Cg(Pooy()) — 7] (8.11)
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with the lasing threshold condition requiring that

1

N C\ / RBG(wp)RHC

Incidentally, notice that, due to the large asymmetry of the FBG coupled laser res-

G(L) (8.12)

onator, Py, (2) significantly varies along the cavity axis, so that even under threshold
conditions one cannot take I'g( Py (2)) = g, for all z in the active region.

Finally, the OSNR of the converted signal is given by nPi"/P3¥%;, where P4y
is the ASE noise power in the detector bandwidth Auv,.s, and can be determined
using the procedure described in Appendix B (properly modified to account for the

high-reflection coating on the device back facet). The result is

where § is the spontaneous emission rate per unit length of the laser active region

(given in Eq. (B.21)), and again the first and second terms in the square brackets
refer to the ASE noise generated in the forward and backward directions respectively.

As was discussed in chapter 7, dramatic improvements in the performance of FWM
wavelength converters based on single-pass SOAs have been demonstrated [4], [5] by
increasing the FWM interaction length. It is therefore interesting to consider how
this approach would work in the case of the present device, especially in light of the
fact that here the physical length of the semiconductor active region is used twice in
the generation of the FWM signal (as well as of the ASE noise power in its spectral
vicinity). In Figs. 8.3a and 8.3b, respectively, we plot the FWM conversion efficiency
and the OSNR of the converted signal for a FBG coupled laser as a function of the

length of the active region. For comparison, the same quantities are also plotted
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Figure 8.3: Theoretical conversion efficiency (a) and OSNR (b) of the self-pumped FBG
coupled laser (continuous lines), and of an otherwise identical, externally pumped, single-

pass SOA (dashed lines), versus length of the active medium (6 nm downshift).

(dashed lines) for the case of FWM in a single-pass but otherwise identical SOA
(from Fig. 7.2). The approximation of Eq. (8.8) was used for the nonlinear coupling
coefficient k, with the value of |ko(2)| set to reproduce the measured conversion
efficiency for the 6 nm wavelength shift. All other relevant parameters were set
to the same values used in Fig. 7.2. Furthermore, we took Rpg(w,) = 25% and
Ryc = 100%, and we varied the input signal power with length so as to maintain the
ratio P (0)/P;(0) fixed (= 10 dB as in Fig. 7.2).

From Fig. 8.3a it is apparent that the FWM conversion efficiency significantly
benefits from the folded-path SOA geometry. Indeed, in terms of conversion efficiency,
the self-pumped converter described here roughly performs as a FWM converter based
on a single-pass SOA twice as long. However, in the folded-path SOA, the physical
length of the active region is used twice also in the generation and amplification

of the ASE noise power, which is the main limiting factor to the converter BER
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performance. As shown in Fig. 8.3b, in the case at hand this increase in P%y more

than offsets the corresponding improvement in conversion efficiency. These results
are in qualitative agreement with the experimental findings of [1] and [6]. We can
then conclude that increasing the length of the FBG coupled laser would certainly
improve its wavelength conversion performance, but it would not by itself be able to
put it on par with the present state-of-the-art in FWM converters [4], [5]. Instead,
more dramatic improvements can be obtained by designing the laser structure for
higher power operation, to take advantage of the strong pump power dependence of

the conversion efficiency and OSNR of this device, described below.

8.3.2 Gain Clamping and Pump Power Dependence

A peculiar feature of the FWM nonlinearity of SOAs is that it depends on the optical
gain coefficient, and as a result it saturates with the total optical power present in
the amplifier active region. Indeed, as discussed in the previous chapter, it has been
shown [2], [3] that for single-pass SOAs there exists an “optimum” value of the pump
power that maximizes the FWM conversion efficiency. At significantly lower values of
Pt = P, both the conversion efficiency and the OSNR of the FWM signal increase
quadratically with it. As the pump power is increased beyond the “optimum” value,
the conversion efficiency actually decreases while the OSNR further increases, but at
a slower (sublinear) rate. Practical wavelength converters based on FWM in single-
pass SOAs operate in this high-power regime, so that the benefits associated with a
large pump power are nearly fully exploited in these devices.

In the self-pumped configuration, on the other hand, the optical gain is clamped at
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Figure 8.4: Experimental FWM conversion efficiency (a) and OSNR (b) of the self-pumped
FBG coupled laser versus output pump power (measured at the output port of the circulator
of Fig. 8.1), for several wavelength downshifts. The continuous lines are best-fit straight

lines through the data, with slopes listed in the legend.

its threshold value by the lasing action, as indicated by Eq. (8.12). As a result, both
the conversion efficiency and the OSNR of the FWM signal are expected to increase
monotonically with pump power. This expectation is verified by the data shown in
Figs. 8.4a and 8.4b, where we plot n and OSNR respectively versus Ppout for several
wavelength downshifts. The experimental setup used is the same as described above
(with a cw input signal); P;’“t was varied by changing the bias current of the FBG
coupled laser (the resulting temperature changes were compensated by constantly
adjusting the device temperature controller during the measurement). From these
plots, we find that as P;,’“t is varied over a range of more than 10 dB, both n and
OSNR vary as (P;“t)b, with the exponent b ranging between 1.6 and 1.8 for the
different wavelength shifts (no systematic dependence of b on A\ is observed).

In order to discuss these results, it is convenient to refer to Eq. (8.10) for the
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conversion efficiency n and to Eq. (8.13) for the output ASE noise power P3¢g.
First of all, using these equations it is easy to show that both n and OSNR will vary
quadratically with Pg’”t if P,(2) is uniform along the laser axis. The reason is that
in this case the gain coefficient g itself (not just the overall gain G(L)) is clamped
(i.e., Tg(Put(2)) = g for all values of z), and therefore so are the FWM coupling
coefficient x and the whole integrals appearing in Egs. (8.10) and (8.13).

In an asymmetric resonator such as the FBG coupled laser, however, the lasing
power strongly varies along the axis (decreasing towards the higher reflectivity mir-
ror): depending on the details of g(P,(2)) and k(Pit(2)), this may lead to a weak
power dependence of the integrals of Eqs. (8.10), (8.13), and therefore explain the
observed deviation from a purely quadratic dependence. In particular, a value for
the exponent b slighty smaller than two (as in the data of Fig. 8.4) would seem to
require a stronger saturation of the FWM coupling coefficient than assumed in Eq.
(8.8) (i.e., a larger decrease in k than g with increasing P;,;). While this is a plausible
explanation, there is no additional evidence in its favor at this point; alternatively,
the measured value of b could be attributed to other causes not directly related to
the FWM process (such as, for instance, a slight power dependence of the fiber-laser
coupling coefficient C).

In any case, the important thing in the present context is the strong dependence
of n and OSNR on the pump power: notice from Fig. 8.4 that neither quantity
appears to saturate as P;’“t approaches the upper end of its considered range of

values. It is therefore apparent that a large improvement in the wavelength conversion
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performance of this device can be obtained with a laser structure specifically designed
for high-power operation. In fact, the data of Fig. 8.4 suggest that increasing the
pump power may be a more effective optimization strategy for the case of self-pumped
FWM than it is for FWM in single-pass SOAs. In this sense, semiconductor lasers
with an on-chip DBR seem more promising in view of the extremely large output
powers that can be obtained from them [13]. Large wavelength shifts at 10 Gbit/sec
are therefore realistic even in the self-pumped configuration, which, in conjunction

with its inherent simplicity, would make it quite attractive for system applications.

8.4 Wavelength Conversion by Injection-Locked FWM

The second wavelength conversion configuration considered in this chapter is illus-
trated schematically in Fig. 8.5. In this case, both the input signal and the pump
wave are externally launched into the laser active region, with frequencies well out-
side of the FBG reflection band. On the other hand, the FWM signal frequency
Ws = 2w, — wy is chosen to nearly coincide with a longitudinal mode of the laser
cavity. The laser is biased below the threshold required for oscillation in the presence
of the pump wave alone. When the input signal is also turned on, the resulting FWM
signal acts as a strong seed for oscillation of the nearby cavity mode. The FBG cou-
pled laser is consequently locked to oscillate at the FWM signal wavelength, and it
automatically generates a replica of the input signal at this wavelength. The net re-
sult is a sharp resonance enhancement of the FWM conversion efficiency and OSNR.

This mechanism is entirely equivalent to the technique of injection locking, which,
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Figure 8.5: Schematic representation of the wavelength conversion device based on injection-
locked FWM in a FBG coupled semiconductor laser. The bottom panel shows the optical
spectrum measured at the output of the converter under resonance conditions, for a wave-
length downshift of 4 nm (0.1 nm resolution bandwidth, less than 4 dBm total in-fiber input

power).
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in the context of semiconductor lasers, has been considered [14]-[16] as a means to
improve their stability and noise properties, and, more recently, for all-optical signal
processing applications [17], [18]. However, it is interesting to note that in this case
the “master” laser beam is not externally injected, but rather generated inside the
active medium by the FWM nonlinear interaction.

The panel at the bottom of Fig. 8.5 shows a typical output spectrum of this wave-
length converter under resonance conditions, for a wavelength downshift of 4 nm. The
experimental setup is the same as described above, except that two external-cavity
lasers are now used to provide the two input waves (with their outputs combined in
a bidirectional coupler before being fed into the same EDFA), and a broadband filter
is now used for ASE prefiltering at the output of the EDFA. We see from this figure
that the FWM signal is strongly enhanced by the optical feedback: for instance, if we
refer to the smallest shift displayed in the bottom panel of Fig. 8.1 (a 4.5 nm down-
shift in the self-pumped configuration), and we keep into account the larger pump
power used there, this enhancement can be quantified to be more than two orders of
magnitude. In fact, given that the fiber-to-fiber gain experienced by the input signal
in the injection-locked converter is approximately equal to 1/Rps ~ 6 dB, we find
that the FWM conversion efficiency in Fig. 8.5 is close to unity.

In Fig. 8.6, we plot the measured FWM conversion efficiency as a function of
the frequency of the converted signal (relative to the center frequency of the largest
resonance): several resonances, associated with various modes of the FBG coupled

laser cavity, are clearly resolved. The spectral width of these resonances is quite small,
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Figure 8.6: Conversion efficiency for injection-locked FWM in the FBG coupled laser versus

frequency of the converted signal (4-nm downshift, approximately 5 dBm total in-fiber input

power), and (inset) eye diagram at 1 Gbit/sec.

less than 2 GHz for all the peaks in the figure. This poses a serious limitation to the
applicability of the present device to wavelength conversion of high-speed signals,
because of the spectral distortion that occurs when the bit rate is comparable to, or
larger than, the resonance width. In a preliminary study, we obtained conversion with
best-case BER of 107 at 1 Gbit/sec, with eye-diagram as shown in the inset of Fig.
8.6 (the corresponding BER vs. received-power curves exhibit a strong flooring). Also,
we found, consistent with the measured width of the injection-locking resonances, that
the conversion performance rapidly degraded at higher bit rates.

Based on these results, it is apparent that the width of the resonances must be
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significantly improved in order to increase the maximum bit rate at which this wave-
length converter can operate. In the following we will discuss how to specifically
design the laser structure to this purpose, again using the theoretical framework de-
veloped in section 8.2. From the solution of Egs. (8.2) and (8.3) with the boundary
conditions depicted schematically in Fig. 8.5 (i.e., the boundary conditions of Eq.
(8.4) with E™™ = 0 and Rpg(w,) = Rpg(w,) = 0), the FWM conversion efficiency can
be written as

n= f(ws) X NlRrpg—0 (8.14)
where we defined

1 —_ RBg(ws)

ll - C\ / RHcRBG(ws)G(L)eiAq)(WS)

The quantity n|rs.—o is the conversion efficiency of the same device used in the

Flws) = . (8.15)

injection-locked FWM configuration, with the same power distribution Py (2), but
without the FBG (i.e., operated as an externally pumped, folded-path SOA). Analyt-
ically, it is given by the same expression for the FWM efficiency of the self-pumped
configuration, Eq. (8.10) (with Rgc(w,) = 0 in this case); numerically, however, these
two quantities may be quite different, because of the different power distributions,
and hence overall gain, in the two configurations.

The function f(ws) given in Eq. (8.15) provides a measure of the performance
enhancement associated with the optical feedback. In this equation, G(z) is the
overall gain of Eq. (8.11); notice that due to the large emission into “lasing mode”

(by the FWM interaction) G(L) can significantly differ from its threshold value in
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this case, and Eq. (8.12) should be replaced by

L) = Cy/Rpa(ws)Ruc
- Ldz
AN = [ F AN(Pur(2)) (8.16)

with AN < 0 in this configuration. Furthermore, the quantity A® introduced in Eq.

(8.15) is the round-trip phase shift in the laser cavity, given by

7 L
AB(w,) = lpc(ws) + 2ans B 2/ 42 T6K(Pyl2)) =
0

c

s) + 27
_ 2m7r—|— lBG(w ) + L

(ws - wm) (817)

where m is an integer, and w,, is the frequency of the mth longitudinal mode of the
solitary laser in the presence of the power distribution P, (z) (the second equality in
Eq. (8.17) assumes that ws is sufficiently close to wy, that lpg(ws) = lpe(wm)). It
is interesting to note that, in the case of standard laser operation, Eq. (8.15) gives
the ratio of the output power of the laser to the spontaneous emission power emitted
into the lasing mode; near threshold this factor is very large, which explains, in the
present case, the strong enhancement in the FWM signal power.

Using Eqs. (8.16) and (8.17) in (8.15), the enhancement function f(w,) can be

rewritten as follows

1- RBG(wm)
_ 2 _
(1 - eI‘AANmL) + 4P ABNm Lgin? (7 ea=vim )

m

f(ws) =

(8.18)

where again we took ws & wy,, and we defined the cold-cavity free spectral range near

W

Awy, = (8.19)

&
lB(;(wm) +2nL°
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Furthermore, notice that AN depends on w,, through Rps(w), see Egs. (8.7) and
(8.6), hence the subscript m. Equation (8.18) has the general form of a Fabry-Perot
transmission function, with the mth peak centered at the mode frequency w,, and

having FWHM éw]’ and maximum value £ . given by

Aw,, 1 — el AAN . L

m
bwp ~ . eTAANLL/2

1- RBg(wm)
(1 _ eI‘AAIVmL)Q'

Em

max ~

(8.20)

As mentioned before, the spectral width w]* sets the maximum bit rate at which
the wavelength converter described here can operate. The laser structure to be used
in this converter should therefore be designed so as to maximize this quantity. Inci-
dentally, we notice that, as long as the approximation of Eq. (8.9) holds, the entire
bandwidth of the locking resonances given above is stable against small carrier den-
sity fluctuations (whereas, as originally pointed out by Lang [14] in the context of
standard injection-locking, if the laser gain is saturated by the injection-locked beam
itself, a fraction of this steady-state locking range would actually become unstable
for nonzero linewidth enhancement factor).

From inspection of Eq. (8.20), we find that the largest improvement in the perfor-
mance of this converter can be obtained by maximizing the free spectral range Aw,,,
since the width of the locking resonances increases linearly with it, while the conver-
sion efficiency is not affected (at least insofar as the length L of the mixing medium
is not reduced). In practice, this can be accomplished by shortening the optical path
length in the Bragg mirror, which, in the present device, accounts for the larger part

of the measured 7 GHz free spectral range.
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The bandwidth 6w} also increases with increasing [AAN,,L; the FWM signal

enhancement £

™z however, correspondingly undergoes a larger decrease. Therefore,

maximizing TAANL does not necessarily improve the performance of the converter.
Instead, this quantity should be optimized to achieve the largest bandwidth for which
the conversion efficiency remains larger than a given threshold (e.g., large enough to
support error-free wavelength conversion in a given link); for instance, this can be
simply accomplished by properly selecting the input pump power (|AN| increases with
the optical power as confirmed by Eq. (8.7)). This is illustrated in Fig. 8.7, where the
circles and the continuous lines are, respectively, experimental and theoretical values
of éwP and E™, /E™  (the peak-to-valley ratio of the resonance) versus the input
power Pgn (the parameter values used in this simulation are similar to those used for
Fig. 8.3; furthermore, for simplicity, here we replaced P,(z) in Eq. (8.7) with its
average along the laser axis).

In conclusion, significant improvements over the experimental results presented
here can be expected, mainly by maximizing the free spectral range. In the FBG
coupled laser, this can be accomplished by writing the grating as close to the lensed
fiber tip as possible, and by reducing its length. Also, an on-chip DBR, whether
external or distributed, could be used instead, which should allow for an increase
of Aw,, by more than a factor of ten, and therefore make this device suitable for
operation at 10 Gbit/sec (in addition a DBR laser has the advantage of tunability of

the resonance frequency). Finally, we point out that the wavelength selectivity of this

converter could become quite important in certain applications, such as the selective
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Figure 8.7: Spectral width (upper panel) and peak-to-valley ratio (lower panel) of the
FWM injection-locking resonance centered at the frequency of the solitary laser output,
versus total in-fiber input power (4 nm downshift). The continuous lines are theoretical fits

to the model discussed in the text.

conversion of one out of several WDM channels (e.g., for dynamic channel copying

and dropping).
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Chapter 9

All-Optical WDM Logic Gates

9.1 Introduction

As discussed in the previous two chapters, FWM in semiconductor gain media is
an attractive candidate for the implementation of wavelength conversion. Recently,
FWM has also been investigated for more involved all-optical signal processing ap-
plications in fiber-optic communication networks [1]-[3]. Indeed, as the aggregate
bandwidth of these networks increases, it becomes natural to investigate whether
some of the simplest network functions may be efficiently performed in the optical
layer. For instance, this approach is expected to become more and more advantageous
as the bit rate per channel is increased to 40 Gbit/sec and beyond, since it is not
clear whether electronic switching devices will be practical at these speeds. In fact,
a family of all-optical logic gates, based on ultrafast nonlinear interferometers (with
SOAs as the nonlinear elements), has recently been demonstrated for operation up

to 100 Gbit/sec [4], [5].



165

In light of the current trend towards the use of WDM in optical networks, it is
interesting to consider new forms of all-optical signal processing, specifically designed
to take advantage of multiwavelength transmission. In particular, in this chapter
we will investigate byte-wide WDM, i.e., the parallel transmission and processing of
entire bytes of information on a single fiber, with each bit assigned to a different WDM
channel. This transmission format was first theoretically studied, to our knowledge,
in a paper published in 1988 [6], in which a case was made for the use of byte-wide
WDM in local-area computer links (in particular to eliminate the need for costly
high-speed serializer /deserializer nodes and protocol handling circuitry). Subsequent
publications also considered the use of a multiwavelength data bus for improved
error-correction algorithms [7], as well as to eliminate the need for clock recovery
[8]. These advantages are in part offset by the penalties associated with the group-
velocity-dispersion induced bit skew across the multiwavelength byte. In particular, in
Ref. [6], the authors showed that, because of bit skew, byte-wide WDM transmission
cannot improve the maximum data rate of a conventional serial link. It should be
mentioned, however, that this conclusion is no longer necessarily true if dispersion
management techniques (not well established in 1988) are employed.

In any case, all-optical signal processing in a byte-wide WDM system requires a
new class of logic gates, specifically designed to operate on multiwavelength input
bits. The FWM interaction is an ideal candidate for the implementation of such logic
elements, since it automatically compares two input bits at different wavelengths (i.e.,

the FWM pump and probe waves) and generates their AND product (the converted
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signal) at a new wavelength, logically related to those of the input signals. Further-
more, the use of SOAs as the nonlinear mixing elements allows for ultrafast switching
times, as well as for the monolithic integration of the basic logic gates. These can
then be arranged in parallel and/or cascaded combinations to realize more sophisti-
cated processing functions (in this respect, it is important to point out that cascaded
wavelength conversion by FWM in SOAs is possible, as was recently demonstrated
[9))-

In this chapter, we propose and demonstrate all-optical logic gates based on FWM
in SOAs [2], for signal processing applications in such byte-wide WDM systems.
Notice that the FWM interaction alone cannot be used to perform logical inversion
(i.e., the NOT operation) in any simple way. One could resort to other nonlinear
processes in a SOA to invert the power level of a WDM channel, such as cross-
gain or cross-phase modulation. However, these processes are slower than FWM and
therefore, in principle, they would reduce the maximum clock rate; furthermore, they
would require an extra SOA for every inversion. In this work, we use the polarization
state (instead of the power level) of each wavelength channel to define its logical state,
which leads to an extremely simple and instantaneously fast implementation of the
NOT operation. Namely, we select two orthogonal polarization states (e.g., TE and
TM), and interpret one as the logical “1” and the other as the logical “0.” The NOT
gate is then immediately provided by a half-wave polarization element.

Because of the polarization selection rules discussed in section 3.3, FWM will then

provide a test for a condition of coincidence of two waves in the same logical state.
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Figure 9.1: Schematic representation of the conditional test function performed by FWM
in a SOA on polarized data. The corresponding truth table is also shown, with the symbol

“1” (“X”) signifying that power is (is not) present in the given wavelength.

This is illustrated in Fig. 9.1, together with the corresponding truth table, where
the symbol “1” (“X”) signifies that power is (is not) present in the given wavelength.
Incidentally, notice that here we are neglecting the FWM contribution described
in section 3.5 (involving a TE pump wave and a TM probe wave, or vice versa),
since, as was discussed there, in most cases of practical interest this contribution is
negligible. We emphasize that the conditional test function provided by FWM occurs

on femtosecond time scales and is therefore essentially instantaneous for all data rates
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of interest. As will be shown in the next section, a set of FWM elements behaving as
shown in Fig. 9.1 (e.g., SOAs) and polarization rotators can be used to implement
any desired logic gate. A preliminary experimental demonstration of an exclusive OR

(EXOR) gate is given in section 9.3.

9.2 Operation of the Logic Gates

9.2.1 Basic Architecture

Conceptually, the construction of each logic gate can be divided into three main steps,
as illustrated schematically in Fig. 9.2 for the specific case of the EXOR gate. In this
discussion we will assign the TM polarization state to the logical mark (“1”), and
the TE polarization state to the logical space (“0”), and use the notation AL, where
P = 1,0 (TM, TE) denotes the polarization state of wavelength channel number C
(=1, 2 for the two input signals, and 3 for the gate output).

The first step consists of resolving the optical input to the gate according to
both wavelength and polarization. In practice, this is accomplished with a series
of wavelength- and polarization-selective beamsplitters (not shown in the figure),
possibly integrated in a single waveguide. In the second step, some of the resulting
wavelength and polarization products are inverted (i.e., their polarization is rotated
by 90° with a half-wave polarization element, indicated by a solid circle in Fig. 9.2),
in a way that depends upon the desired truth table. Finally, these waves are coupled
in the appropriate number of SOAs (two for any two-input/one-output logic gate),

where the FWM conditional test function (third step) occurs. The output of the logic
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Figure 9.2: Conceptual diagram of the WDM EXOR gate. The arrangement of the polar-
ization rotators (denoted by the solid circles) for other common logic gates is given in the

inset.

gate is then given by the combined output of these SOAs, with the input wavelengths
filtered out.

For clarity, we will next describe this procedure in some details for the specific
case of the EXOR gate. As shown in Fig. 9.2, the wavelength and polarization
products of the first step are paired to form the four possible binary combinations.

The bottom pair in the figure, [}, A], correspond to logical ”1” on each wavelength



170

channel (i.e., both are TM polarized). The EXOR truth table requires that the gate
output be a logical 0" (a TE polarized wave) in this case. If each input is inverted
(i.e., half-wave elements are inserted on the bottom two guides, as denoted by the
solid circles), then FWM between these two waves will produce a new wave with the
desired (TE) polarization.

Proceeding up to the next two inputs, a logical ”1” (TM) on the first input wave-
length and a logical ”0” (TE) on the second input wavelength require a logical 71"
(TM) output according to the EXOR truth table. This requires that a half-wave ele-
ment be introduced on the second input as indicated, so that when the [A}, \J] input
([1, 0], or [TM, TE]) occurs, FWM will create a third wave polarized TM or logical
”1.” Proceeding up the remaining inputs, the truth table locations are filled in as
shown. There is a unique arrangement of half-wave elements for each truth table (the
arrangements corresponding to other common two-input/one-output logic gates are
shown in the inset of Fig. 9.2). The placement of these half-wave elements therefore
amounts to programming the truth table into the gate.

Notice that two SOAs are used in the EXOR gate of Fig. 9.2. In fact, it is always
necessary, in the implementation of any two-input/one-output logic gate, to separate
the four binary pairings into two subgroups as shown in this figure, each coupled
to a different SOA. Otherwise, spurious outcomes are created in the FWM process
for certain input combinations. For instance, it is easy to see from Fig. 9.2 that if
only one SOA were used, the input [A{, A}] ([0, 1], or [TE, TM]) would result in a

FWM signal with nonzero TE and TM components (instead of being TM polarized
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EXOR Gate with Carry Bit

Figure 9.3: Conceptual diagram of the WDM EXOR gate with an additional output for the

carry bit.
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Figure 9.4: Architecture of a generic WDM logic gate. As shown in this figure, the func-
tions related to programming (polarization control) and those related to conditional testing
(FWM) can be separated into two distinct modules, which may be advantageous for in-
creased ease of fabrication. Furthermore, the former module may be made dynamically

reconfigurable.

as required by the truth table).

More involved multi-input and/or multi-output logic gates can also be constructed
with the procedure just described (in general requiring more than two SOAs). As an
example, in Fig. 9.3 we give the schematics of an EXOR gate with an additional
output for the carry bit, which could be used as a building block for a binary adder

circuit.

9.2.2 Practical Implementation

In order to be able to use these logic gates to realize more sophisticated process-
ing functions, it is essential that they may be monolithically integrated. Indeed,
present-day photonic-integrated-circuit technology can be used to make compact op-

tical waveguide chips, including all the passive elements required to carry out the first
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two steps in gate construction. Furthermore, notice that the architecture of the logic
gates allows for a convenient separation of such waveguide chip (the programming
module) from the FWM conditional test elements (e.g., the SOAs). This feature is
quite attractive because it makes it possible to use two different fabrication technolo-
gies. For instance, a dynamically programmable set of gates could use electrical (or
optical) control signals to reconfigure their function by reprogramming the configu-
ration of invertors (this is illustrated in Fig. 9.4). This might require the use of a
thin film fabrication technology that is incompatible with the FWM element tech-
nology (e.g., InGaAsP active waveguides), thus requiring the kind of separation just
described.

The EXOR gate described in the previous subsection can be implemented as shown
in Fig. 9.5. The dashed box denotes the waveguide chip, which can be realized
using planar silica-on-silicon waveguide technology (for a review of this technology
see Ref. [10]). The mask layout of the chip, by PIRI corporation, is also shown at
the bottom of the figure. In this photonic circuit, the input beam is first split in a
bidirectional coupler, each arm of which is followed by a temperature-tunable Mach-
Zender interferometer where the two wavelength channels are separated. These are
then passed in the appropriate set of polarization elements, and finally recombined
in either output port of the chip. It is easy to see that each port will then contain
the required input to each SOA, consistently with Fig. 9.2.

For optimum FWM performance, an EDFA followed by a band-pass filter (BPF)

for ASE prefiltering is placed before each SOA (the advantages of this configuration
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Figure 9.5: Top: practical implementation of the WDM EXOR gate. Bottom: mask layout

of the photonic integrated chip used for the programming module (the region enclosed in the

dashed box in the diagram above). The black squares here denote the electrical heating pads

used to adjust the wavelength position of the demultiplexers. The polarization elements are

inserted into grooves denoted by the vertical lines.
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are described in details in section 7.2). Notice that in order to preserve the polar-
ization states selected by the programming module, polarization maintaining (PM)
fibers should be used throughout the gate. Equivalently, one could do with non-PM
fibers between the waveguide chip and the SOAs, and use a polarization controller
(PC) to properly realign the polarization states right at the input of each SOA. The
only requirement in this case is that the wavelength separation between the two input
signals is not so large that the fiber birefringence significantly changes the overlap
between their polarization unit vectors (e.g., if they are orthogonal at the output
of the chip, they should remain orthogonal entering the SOAs). In practice, a few
hundreds of GigaHertz is entirely appropriate in this respect.

Finally, we should spend a few words regarding the signal source to be used to
generate polarization encoded light signals. This can be realized using a dual-output
LiNbO; Mach-Zender modulator, with two PM-fiber output ports, one providing the
modulating signal (data) and the other its complement (data-bar). Both output fibers
are then spliced to the input ports of a PM-fiber polarization combiner; in particular,
in one arm the PM fibers are spliced with their slow axes aligned to each other,
in the other arm they are spliced with their slow axes making a 90° angle. Then
(provided that light is initially launched into the Mach-Zender modulator linearly
polarized along either polarization eigenaxis) the output of the polarization combiner
will contain data along one axis and data-bar along the other, as required by our
polarization encoding scheme. Notice that it is of critical importance that the optical

path length between the modulator and the combiner be the same in the two arms,
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to avoid any timing offset between the two polarization components.

9.3 Experimental Demonstration

In a preliminary experiment [2], we have tested the operation of the EXOR gate by
implementing it in the simple way shown in Fig. 9.6. Notice that we did not use
PM waveguides in this experiment; as a result, we could not obtain the required
polarization components at the input of each SOA by simply using TM (A] and A})
and TE (A} and \)) waves followed by the appropriate polarization rotators (as in
Fig. 9.5). Instead, we used the PCs shown in Fig. 9.6 (each of which is labeled by
the polarization state that it is set to produce at the SOA input).

Furthermore, due to limited availability of components, only one of the input
signals (X7, of wavelength \;) was modulated with digital information. This signal
was provided by an externally modulated DFB laser. The modulator was the dual-
output Mach-Zehnder interferometer described above, whose two output ports provide
the modulating signal and its complement (i.e., the waves Al and \? respectively).
This was driven by our Hewlett-Packard BER tester with a preset bit pattern (at
2.5 Gbit/sec). On the other hand, the other input signal (X3, of wavelength Ao,
provided by an external cavity laser diode (ECLD)) was not modulated, and set first
to a logical “1” and then to a logical “0.” In the former case, the EXOR truth table
requires that the output signal Y be the complement of X;; in the latter case that
Y = X;.

The results of this experiment are also shown in Fig. 9.6. The upper trace is the
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Figure 9.6: Experimental setup used to demonstrate the WDM EXOR gate, and the cor-
responding measurement results. The upper trace is the input bit pattern X;. The middle
and lower traces represent the output signal of the gate given that the other input X, is,
respectively, a logical one and a logical zero. The implementation of the EXOR truth table

is clearly seen.
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preset bit pattern (10011100) encoded on the input signal X (i.e., the optical intensity
in wave A1), measured with the Hewlett-Packard microwave transition analyzer. The
middle trace corresponds to the case X; = 1 and shows the FWM signal generated
in SOA 1, which in this case is the TM component of the overall output wave of
the EXOR gate. As such, this trace gives the output signal Y (given that TM is
interpreted as a logical “17). Consistent with the truth table, we indeed find it to
be the complement of X;. Similarly, the bottom trace gives Y for X, = 0 (i.e., the
FWM signal from SOA 2 in this case), which can be seen to be equal to X, again as
required by the truth table. The SOAs used in the experiment (two alternating-strain
MQW devices [11] similar to the one described in chapter 4) have a small-signal gain
of only approximately 10 dB, which results in fairly low FWM conversion efficiency

and OSNR; this explains the additional noise on the two output traces.

9.4 Conclusions and Outlook

It is apparent that this experiment is only a preliminary demonstration, and many
challenges need to be met to make these logic gates attractive for practical appli-
cations. In particular, the relative timing of the different field components is an
important issue, because of the group-velocity-dispersion induced bit skew across the
wavelength bus, as well as the polarization walk-off between data and data-bar at a
same wavelength (due to the different group velocities of the two polarization eigen-
axes of PM fibers). The former problem may not be too severe for small wavelength

detunings between the channels in the bus, and in general it may be dealt with us-
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ing standard dispersion compensation techniques. As for the polarization walk-off,
it may be minimized by implementing each PM fiber span with two segments of
equal length, spliced together with their slow axes at 90° (so that each polarization
component travels equal lengths of fiber aligned with the slow and with the fast axes).

Furthermore, the implementation described in section 9.2 may still be too bulky
for many applications, when several gates are needed. However, we point out that
optical amplifiers [12] and filters [13] can also, in principle, be integrated in a same
photonic circuit. Therefore, it is realistic to expect that in a few years a much higher
level of miniaturization of these gates will be commercially feasible.

Finally, we consider the question of what kind of applications one may envision
for these logic gates. As was mentioned in the introduction, the basic idea is to
take advantage of the multiple wavelength channels of WDM systems for byte-wide
transmission on a single fiber. Incidentally, because of the bit-skew problem, this may
in general be more appropriate to local area networks. A specific application that
seems very well suited to this kind of transmission format is the implementation of
error correction algorithms in the optical layer. For instance, one may assign a number
of wavelength channels in the overall byte to parity bits, and then use the WDM logic
gates to perform the corresponding error correction (e.g., Hamming) code. Another
application is to extend the useful range of high-speed computer interconnections
without resorting to serializer-deserializer nodes. This implies the implementation of
all-optical digital circuits, whose complexity will be ultimately limited by the level of

performance and integration of the logic gates.
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Appendix A

Microscopic Expressions for the
FWM Susceptibility Tensor

Components

In chapter 3 we presented a full microscopic theory of FWM in semiconductor gain
media, including polarization effects. In particular, the FWM susceptibility tensor
xijr. was found to have the general form given in Eq. (3.8). In this Appendix we
give explicit expressions [1] for all the quantities appearing in that equation. The
scalar susceptibilities associated with carrier density modulation, carrier heating and
spectral hole burning respectively are as follows:

{ Ts
Xigkleow = 37 i,
8
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1K ve v
v (%IM | <Z )k (ﬁvc)z>Af (X(wp) — x*(wq))) : (A.1)
1 Th
XijkziCH = ;_L—?,mx
1 1 2 . A
vV (%: T—ian M <§;C(Mcv%( )i >(ATf) X(ws) | %

v (ZIM | <Z v )k (ﬁvc)l> Af (Rlwp) — % (wg)) |, (A.2)

|k| v,Cc

1
Xijktl sprp(1) = %V Z ZQ’I’l |M|* x
|kl
< Zl(ﬁcv)j(ﬁvc)i(ﬁcv')k(ﬁv'c)l + Z (,Jvc)i(ﬁcv)j(ﬁvc’)l(ﬁc'v)k> X
Afx(ws) (Rlwp) = X" (wq)) (A.3)
and
1 1 4
Xisklsipe) = 237 2 T, M
I#]
< Zl(ﬁév)j(ﬁvc) (:u l + Z ,ucv ,vac ) (:U'c v) >
AfR(ws) (X(wp) — X (wg)) , (A.4)

where we introduced the matrix element M = (S, 1 |ex|X,T ), the Fermi inversion

factor Af = f, — f., the complex lineshape function
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and the quantity

_ & 8fv €c“:ucafc
Arf= h, OT, he T, (A.6)

All other symbols appearing in Egs. (A.1)-(A.6) are defined in section 3.2. The Fermi
distribution functions above are to be evaluated under conditions of quasi-equilibrium
(as determined by the electrical pumping). Also, in Eq. (A.4) the index ¢ is defined
so that, given ¢, ¢ # ¢ (for instance, if ¢ denotes spin-up, ¢ denotes spin-down), and
similarly for . Furthermore, in writing these expressions we assumed isotropic in-
plane dispersion relations, so that the only quantities depending on the direction of
the 2D wavevector k are the dipole moments fi,., and < .. > denotes averaging over
all directions of k.

Next, we consider the summations over the indexes ¢, v, which, once substituted
in Egs. (A.1)-(A.4), entirely determine the polarization properties of the FWM sus-
ceptibility. We consider the general case of a QW with arbitrary (or zero) strain, for

which the doubly-degenerate conduction- and valence-band states can be written as

2]

ICL(2)) =[fr @IS T (1)

Vi) =1 e (w15, 5) F ol -2)) + 1 @ (w3, —5) F ul3. 5))

TER S

.cxl‘*’

~—

v = w =

- k
e=i+8) ¢ =arctan (-kﬂ) : (A7)

Sl

1
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where |f¢), |fi1), |fi*) are the envelope-function state vectors for electrons, light
holes and heavy holes.

With these expressions used to compute the dipole moment matrix elements, we

find

(S itc) = (WP + SRR 20+ RIS (a9

<Z ﬁvcﬁcv/jcv’ﬁv'c> = <Z ﬁvcﬁcv/jc’v/jvc’> =
v,c,v’ v,c,c!

= (GIGRIANE + SIS + Gl saoa+

+(§|<fz|f£h>|2|<fz|f,ih>12+§|<f,:|f,ih>|“)mzzwm) Sl 22, (A9

<Z /jvcﬁévﬁcv’ﬁv’é> = <Z ﬁvcﬁcﬁﬂc’vﬁﬁc’> =

v,c,v’ v,¢,¢’
2 € [ 2 [ AT AA A~
= (GUEIMPIEIADE + SIS (@282 + 2258) +
2 () ok ey s per pt\\2 L 21/ pel plhn 14 5550
= (5 (MR RE) + IR ) 225+
2 o/ re 2 2, . s
= (5 (AR FAAN) + SHEIFNI*) 2382 (A10)
where we use £ and % to denote the TE and TM directions respectively. From these
equations, the FWM polarization selection rules discussed in section 3.3 are imme-
diately derived. In passing, we note that the limiting forms of Eqs. (A.8)-(A.10)

appropriate to highly tensile-strained (compressively strained) quantum wells are ob-

tained by taking |f2*) — 0 (|fi*) — 0).
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A more compact expression for x;;x can be obtained from Eqgs. (A.1)-(A.4), if the
dependence of the dipole moment matrix elements on IEI can be neglected, which is
in particular a valid approximation when valence-band mixing is negligible [2] (i.e.,
near k = 0 and/or in highly strained QW structures). Then, the dipole products can
be taken out of the sums over |E|, which results in the general form for X, given in
Eq. (3.8). The scalar susceptibilities xcpm, Xcr, Xsapa), and xsup(2) introduced
there can then be immediately obtained from Eq. (A.1), (A.2), (A.3), and (A.4)
respectively (by comparison with Eq. (3.8)). We emphasize that the expressions
obtained with this procedure are consistent with a previous “scalar” theory of FWM
in SOAs [3] (in which polarization effects were not included).

Finally, we give the full expressions for the scalar susceptibilities x&55; and XS5k

introduced in chapter 4 (see Eq. (4.6)), appropriate to an alternating-strain MQW

SOA with interwell coupling:

cec @ 78 (1- iQrT)

XODM = 3= ir0) (1 — i) — 7078 ] (8T =0)

X

1 1 2 OAFC
ve %TI{QEIMC’ o X ws) | x
x—/% [ Ar€ (Ew) - (wn)") | (A.11)
cer _ L 7CrT 7C<T

- X
XCpm = 33 (1—4Q78) (1= iQrT) — 7877 ) (7F T C)

1 1 cl2 OAFC .
Ve %1—1971 [p]
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1 T2 A ¢T (~T ~T *
VT %\M AT (X (wp) = (X (wa) ) |- (A.12)

Notice how, in the limit of no interwell coupling (i.e., for 77(®) — 7, and 1/77=¢

3

1/7ET — 0), x&5$ reduces to the expression for xopas in Eq. (A.1), whereas 451,

vanishes. These equations, with lifetimes taken to be the same for both types of wells
(and with the summations over IE[ treated as unimportant premultiplicative factors),

are used in the fit of the experimental results of chapter 4.
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Appendix B

FWM Conversion Efficiency and

Optical Signal-to-Noise Ratio

B.1 The FWM Coupled-Mode Wave Equations

The FWM conversion efficiency and the optical signal-to-noise ratio (OSNR) of the
FWM signal are strongly affected by the propagation properties of the SOA wave-
guide. Understanding these effects is important in spectroscopic applications, for an
accurate interpretation of the experimental results. Furthermore, these same effects
are crucial in determining the performance of wavelength conversion devices based
on FWM. In this Appendix, we will review the basic theory [1]-[3] of the generation
and propagation of the FWM signal in a SOA.

We begin by writing the electric field in the SOA (averaged over the transverse

dimensions) as follows:



190

o)

() = (*) ‘M”‘*")
E(zt)= > E’e +c.c. (B.1)

f=p.gq,s

where as usual wp, wy, = w, — Q) and w, = wy, + {2 denote the frequencies of the pump
wave, the input signal, and the FWM signal respectively, and we neglect the FWM
signal of frequency w;, = w, — €} as appropriate if the pump wave is much stronger
than the input signal. The subscript ¢ is used to distinguish between two orthogonal
polarizations (i.e., TE and TM) for a wave traveling in the SOA waveguide (along
the z direction). Finally, ﬁgf ) is the modal index of refraction for the polarization
component at frequency wy.

In terms of the field amplitudes defined above, the FWM conversion efficiency 7

is given by

5 2
| E9(L)
- — 2
‘ E(q)(o)’
where z = 0, L denote the input and output facets of the SOA respectively, and C is

(B.2)

the light coupling efficiency into and out of the SOA.
A complete expression for this quantity is obtained by solving the coupled-mode

wave equations of FWM, which can be written as

dEY) (2
B 100G fipg (83)
dES(2) (s (s)
2 = 10(2) B ()4
+ 3" Tk (Pron(2); Q)ei8002 EP () EP () (B (2)) (B.4)

Jkil
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where we defined the propagation factor

1) =1 (5

2g§f>(pwt(z)) - iéki(f)(Ptot(z))> — %7 fipas, (B.5)

the nonlinear coupling tensor

1 WelhoC
fiijkz(Ptot(Z); Q) = Eﬁ—(y;())‘Xijkl(Ptot(z); Q), (B-G)

and the phase mismatch per unit length

(3 1 2P)w, — 7® (s)

Ws

Akiji = (B.7)

c

In these equations, I' is the confinement factor, gi(f ) and —6k§f ) are the material gain
coefficient and the carrier-induced phase shift per unit length for the i** component
of the field at frequency wy, Poi(2) is the total optical power along the axis of the
waveguide, v is the scattering loss coefficient, and x;jx is the FWM susceptibility
tensor.

In order to solve these equations, we need to model the dependence of the gain
coefficient, the carrier-induced phase shift, and the FWM nonlinearity on the power
Pioi(2). As for the former two quantities, a commonly used approximation, based
on the assumption of a linear relation between the first-order susceptibility and the

carrier density, is the following:

1 ()

1 /
ey _ e (D) _ 9oi_ (1 _ . (N
397 (P(2) = 6K (Pin(2) = T pryp - (i) (BS)
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where we introduced the unsaturated material gain coeflicient gp, the linewidth en-
hancement factor «, and the saturation power FP,,;. The FWM susceptibility, and
hence the nonlinear coupling tensor x;j;, depend on P,y in a complicated manner,
which can be derived rigorously from the microscopic expressions given in Appendix
A, and which has been modeled with various degrees of approximation [1]-[3]. The
simplest such approximation, which is nevertheless appropriate to a wide range of

conditions, is the following:

1

Xijki(Piot(2); Q) = 15 Poy(2)/P tXijkl(Q)

(B.9)

From the solution of Egs. (B.3) and (B.4) (and use of the FWM polarization

selection rules described in section 3.3), we obtain

Ei(s) (L) = <E(p) (0))2 (E(q)(O))* [ <p¢ Z Miirx. . QZ) +

k=1

+ M l

npiq; + My p?qf} (B.10)
#i I

where p and § are the polarization unit vectors of the pump wave and the input signal

at z = 0, and we defined the “transfer tensor”

M () = xijet(Q) Riji =
L ( ) .ﬁ(‘g)wsL L
Iexp (/ d2T,° (z)) e e / dz Kijki(Prot(2); §2) %
0 0

itk exp l:/zdzl (Tj(p)(zl) + Tk(P)(Z/) + (Tl(tZ)(Z/))* . Ti(s)(z/))] . (B.ll)
0
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Notice that this expression can be somewhat simplified by noting that in practice the
frequency dependence of the gain and the index over the wavelength shifts of interest
is usually negligible.

The equations above (together with the microscopic expressions for x;ju of Ap-
pendix A) give a complete solution for the FWM signal in a SOA. In order to use
these results for any numerical simulation (such as the length-dependence study of
section 7.2), we finally need to solve for the total optical power P, (z). In a typical
FWM experiment, the pump wave is quite stronger than the input signal (and both
are much more intense than the converted signal). As a result, it is a fair approxima-
tion to take Pi(z) & P,(2z) = |E,(2)[>. Then, the following expression for P,y (2) is

immediately derived by straightforward integration of Eq. (B.3) alone (with f = p):

2

Purl2) = By(©) S lpilPexp (2 [ a2/ Rel T () (B.12)

i=1

Incidentally, this neglect of the input signal contribution to the total power is actually
a necessary assumption in the case in which the input signal carries digital informa-
tion. Otherwise, this same modulation would be transferred to the carrier density
(and hence to the gain and the index), and the present analysis, which is inherently
steady-state, would no longer be appropriate.

To conclude this section, we give below the limiting form of M;;, appropriate to
the case in which the pump wave and input signal are copolarized (along the TE or
TM axis in MQW SOAs), i.e., the case of practical interest in wavelength conversion

applications:
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Miu(Q) = Texp [z /0 "z <ﬁ°6” - F(Ski(Ptot(z))ﬂ x
JGL(L) /O " 42 s (Pur(2); Q)Gi(2) (B.13)

where we neglected any gain and index dispersion, and we defined the overall gain

over a length z into the SOA

Gi(2) = exp [ /O " 42 (Tgs(Proy(2)) — )| - (B.14)

B.2 Amplified Spontaneous Emission Noise in Semiconduc-

tor Optical Amplifiers

The BER performance of any wavelength conversion device is mainly determined by
the OSNR of the converted signal, which, in this context, is defined as

— 2
C|EC(L)|

OSNR =
P3¢y

(B.15)

(Strictly speaking, this is actually a signal-to-background ratio, but we keep the nota-
tion OSNR following common usage). The quantity P4 is defined as the (in-fiber)
output amplified spontaneous emission (ASE) noise power, with frequency in the
range Avge (the resolution bandwidth of the spectrum analyzer used in the measure-
ment, typically 12.5 GHz) around the FWM signal frequency. As such, it is given

by
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Z?E - ChVSAVdet Z nl (B16)

i=1

where n;(L)Avge is the number of ASE photons with frequency within Avy., about
ve, and state of polarization i, at the output facet of the SOA.
It is easy to argue that the variable n;(z) satisfies the boundary-value problem

dTZiz) = {Lg:(Pir(2)) = v}ni(2) + Di(Prn(2)

n;(0) = ni" (B.17)

(3

where 3 is the spontaneous emission rate per unit length, n'” is the number of ASE
photons coupled into the SOA (e.g., from the EDFA used to amplify the input waves),
and we are neglecting the gain dispersion. The solution of Egs. (B.16)-(B.17) can be

written as

Pzzg—chusmmzm ( [ a: P)z n) (B.18)

It should be noted that in a typical FWM wavelength conversion experiment a band-
pass filter for ASE prefiltering is used at the input of the SOA (as discussed in section
7.2). In this case, the contribution to Eq. (B.18) proportional to n'® can be neglected.

Finally, in order to express P{%; in terms of directly measurable parameters,
we need to characterize the dependence of §; on the total optical power within the
SOA. First of all, recall that the following expressions are good approximations for
semiconductor gain media, in the limit of negligible transition broadening (see, for

instance, section 3-3 of Ref. [4]):
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9i(Piot(2)) = 61" [fe(Piot(2)) + fa(Piot(2)) — 1]
51‘(Ptot(z)) = giwfe(Ptot(z))fh(P)tot(z)) (B.19)

where f. and f; are the occupation probabilities for the conduction-band electrons
and the valence-band holes, respectively, evaluated at the transition frequency wy,
and g™ is a constant depending on a number of material and structural parameters.
In a MQW active layer it can be written as [5]

2

gM _ wOm* I (ﬁcv)i
: eh’L,

(B.20)
where m* is the reduced mass, (fi); is the i*" component of the dipole moment matrix
element, € is the material dielectric constant, and L,, is the width of each QW.
Given the relation between the two Fermi functions, one can solve Eq. (B.19) for
B; as a function of g;. This is particularly simple for the case of compressively-strained

QW devices, because in this case the two Fermi functions are approximately equal,

which leads to

—g"(P“’t(z))] . (B.21)

gM
B Pr(2)) = 2 [1 i Glfle

4

In the more general case, we can take f. o< f, and Eq. (B.21) remains valid up to a
multiplicative factor. In any case, once this expression is plugged in Eq. (B.18), the

ASE output power is immediately evaluated.
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