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Abstract

The first demonstration of spin-coupled electronic transport, in all-metallic devices, occurred
over ten years ago. Although the development of similar ferromagnet/semiconductor struc-
tures poses unique difficulties, these devices are exciting because they afford the possibility
of constructing active circuit elements based upon the manipulation of spin rather than
charge.

In this thesis we clearly delineate the requirements that must be met in order to suc-
cessfully implement a semiconductor spin transistor. We present extensive 4.2 K measure-
ments of NiFe/InAs quantum well spin devices fabricated both by photolithography and
electron beam lithography, both wet-etched and dry-etched. These measurements often
exhibit strong magnetoelectronic phenomena, not based on spin transport, that compli-
cate the demonstration of spin injection/detection. We use local Hall voltages to carefully
characterize submicron ferromagnetic thin films in order to improve the switching behavior
of our ferromagnetic contacts and to minimize stray field cffects. We describe theoretical
calculations for ballistic spin-coupled transport, along with careful on-chip electrical charac-
terization, that reveal our InAs conduction channels to be adequate spin-preserving wires.
We conclude that inefficient spin transfer across the NiFe/InAs interface severely degrades
the spin polarization of the injected current. Though we therefore do not obtain a conclu-
sive demonstration of spin transport even in our smallest devices, with injector/detector
spacings of less than 1 mm, we make firm suggestions for future spin devices, including
expectations for what consitutes a definitive demonstration of spin transport in a high
mobility two-dimensional electron gas (2DEG).

From a physics standpoint, such a demonstration is very interesting because control
of a semiconductor spin-polarized current offers possibilities both for experiments in spin
dynamics without the use of high magnetic fields or optical-polarization schemes, and for
the investigation of spin-scattering mechanisms in tunable-density (gated) devices. From an
engineering standpoint, these same transistor-like devices are intriguing as novel memories
or switches. Despite this, the development of semiconductor spin devices has lagged behind

the advance of metallic multilayer (GMR) spin devices. This thesis addresses the difficulties
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inherent in implementing semiconductor spin devices, with the aim of enabling the successful

manufacture of a spin transistor in the near future.
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Chapter 1 Introduction

The idea of injecting a spin-polarized electric current from one material to another is not
a recent one. Such experiments have been performed for nearly 30-years, and the question
of why one attempts such experiments deserves a brief discussion. Ferromagnetism is a
phenomenon that is not, at least in a quantitative or predictive sense, very well understood.
Thirty years ago this was even more true, but nevertheless it was shown that an electric
current, sent through a ferromagnet, does in fact acquire a net spin polarization dependent
upon the orientation of the ferromagnet’s magnetization. These initial experiments allowed
one to extract the polarization of conduction electrons in different materials. Though the
relationship between these polarization values and the fixed, atomic or molecular, mag-
nctic dipole moments in cach material is not straightforward, it does indeed turn out that
stronger ferromagnets have stronger conduction electron spin polarizations. Spin injection
experiments thus became a tool for characterizing the interplay of clectric and magnetic
(or magnetoelectronic) material properties. The potential of such experiments for practical
application in some kind of useful device was not, however, immediate.

Eventually the discovery of giant magnetoresistance phenomena, in 1988, provided a.
lucrative path for magnetoelectronic devices as nonvolatile memory elements. These all-
metallic devices are not suitable as active circuit elements, though, due to the lack of
tunability of the electronic propertics of metals. For a device with power gain, one wants
to be able to control the propagation of the spin-polarized current completely with on-chip
tools, as in a field-effect transistor (FET) whose channel conductance is tuned by an elec-
trostatic gate. Put another way, one would like to demonstrate a solid-state device whose
operation requires no clumsy external biasing magnets. This point brings us to attempt spin
injection using a semiconductor material in conjunction, of course, with the ferromagnets
that provide the spin-filtering of electrons. Semiconductors are much more versatile than
metals in this regard: their carrier densities can be varied through doping or gating and, less
prominently but nonetheless significantly for certain applications, mobilities can be varied
by more exotic means such as the cpitaxial growth of heterojunctions. In addition, the

accumulated body of knowledge concerning semiconductor processing is extensive: etching
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recipes, masking materials, and deposition parameters are well known. The objective of
the rescarch presented here has been to make a first step in the demonstration of a ferro-
magnet /semiconductor device. This device, much like a conventional FET, has a current
source, a current drain, and a channel in between with, in principle, a tunable conductance.
Instead of two charge species (clectrons and holes) providing this tunability, however, the
operation of the spin-FET [1] is based on the manipulation of the spin (up or down) of the

clectron.

1.1 History of Spin Injection

The first experimental spin injection results were reported in 1971 by Tedrow and Meser-
vey [2] using superconductor/insulator/ferromagnet tunnel barriers. Aluminum was used
for the superconductor and aluminum oxide for the insulator. The experiments took ad-
vantage of the fact that, upon applying an external magnetic ficld, the superconductor
quasiparticle density of states is split into spin up and spin down bands. This splitting,
equal to the Zeeman energy of the electronic spins in the magnetic field, allows the super-
conductor to be used as a spin filter. By varying the voltage between the ferromagnet and
superconductor, Tedrow and Meservey (T&M) produced a tunneling current sensitive to
the detailed structure of the spin-dependent density of states in both the ferromagnet and
the superconductor. Tunneling conductance was then deconvolved to give the ferromag-
net’s density of states. Values obtained for some of the elemental ferromagnets were 44%
for Fe, 34% for Co, and 11% for Ni. These are remarkably proportional to the saturation
magnetizations of the bulk materials: 1.714 x 103, 1.422 x 103, and 0.484 x 103 emu/cm3
respectively [3]. That this is so may make intuitive sense but is by no means straightforward
to calculate. Moreover, the question of whether majority or minority spins comprise the
larger percentage of the tunneling current is similarly complicated (for some discussion of
the detailed naturc of the injected clectrons see the references to Stearns [4], Slonczewski
[5], and the references found at the end of Chapter 7, [88]-[91]). For the purposes of this
Introduction thesc issues are not so important—the essential point is simply that conduc-
tion clectrons in a ferromagnet are spin-polarized and that this polarized current can be
injected into another material.

The work of T&M was carried on in a slightly different form in 1975 by Jullicre [6] who
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used Fe/Ge/Co junctions. The experiments were conducted at 4.2 K so that the Ge was
insulating. The magnetizations of Fe and Co could be varied independently (that is, their
coercivities were different enough that an applied magnetic field could switch the magnets
independently), which resulted in modulation of the tunnel conductance. Based on T&M’s
analysis, Jullicre expressed this magnetoconductance (the difference in conductance values
for the parallel and antiparallel magnetization configurations) as AG/G = 2PP'/(1+ PP')
where P and P’ rcpresent the conduction electron spin polarizations in the Fe and Co. The
maximum measured value (AG/G)y=o was 14%, somewhat below the anticipated value,
based on the polarizations determined by T&M, of 26%. However, Julliere pointed out that
coupling between the ferromagnets, resulting in less-than-saturated magnets, or spin-flip
scattcriné; in the Ge or at the interfaces, could reduce the cffect. This demonstration of
spin-filtering without the use of a superconducting analyzer film opened up the possibility
of spin injection at higher temperatures, although this would not follow for some time.

"The next proposal for a spin injection experiment came from A.G. Aronov [7] in 1976.
Aronov was principally concerned with amplification of electron spin resonance (ESR) sig-
nals in the presence of a spin-polarized current injected directly from a ferromagnet into
a normal metal. The injected spins, he proposed, could then induce a polarization of the
nuclei as the spins scattered. Most importantly, the spin relaxation length of electrons in
aluminum was estimated to be on the order of 1 cm. We note that any estimate of spin
scattering presumes a certain type of spin scattering mechanism. Different mechanisms will
be discussed in Chapter 2, but it was not until relatively recently that spin scattering in
semiconductors began to be probed experimentally.

The experiment most directly relevant to this thesis was reported by M. Johnson and
R.H. Silsbee [8], initially in 1985. In this cxperiment an aluminum foil 50 gm thick was
used as the normal metal (treated as a free electron or Pauli paramagnet) and Permalloy,
a NiFe alloy, served for both the ferromagnetic injector and detector. The details of the
spin-coupled signal detected in this experiment will be discussed thoroughly in Chapter 3, in
connection with the InAs-based experiments which are the main topic of this thesis; however,
the main result was that either by switching the magnetization of one of the ferromagnets
at constant current, or by applying a magnetic ficld perpendicular to the sample plane so
that conduction electron spins underwent precession in the Al, a spin-coupled voltage was

measurcd. This signal was quite small: Johnson and Silsbee needed a SQUID voltmeter to
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measurc tens of picovolts deflection with tens of milliamps drive. Nevertheless, the spin-
coupled signal was detectable up to 55 K (limited by the cryostat) and spin relaxation
lengths of up to 450 pm were extracted. This work was later extended to devices in which
evaporated Au was used as the paramagnet and Co was sometimes substituted for one of
the NiFe magnets [9]. In this case the spin relaxation length was much shorter (just over
1pum) but the spin-coupled signal was still ostensibly present, and 1000 times greater.

The discovery of GMR in 1988 accelerated interest in spin-dependent phenomena. Most
of this work has focused on the behavior of magnetoresistances in metallic multilayers [10],
or multilayers with intervening insulator barriers, where layer thicknesses are on the order of
tens of angstroms. Although the 1990 proposal by Datta and Das [1] of the InAs-based spin-
FET device is significant because such a device has no analog in all-metallic structures (and
it is this proposal that spurred the work in this thesis), the rapid progress of GMR—from
discovery to implementation in the read heads of commercial hard drives in ten years—has
made prospects for the practical application of spin-based semiconductor devices, as memo-
ries, slim. On the other hand, the fact that a multi-billion dollar industry relies increasingly
on devices with spin-dependent operation places a high priority on the understanding of
spin transport mechanisms in general. While devices have been rapidly developed, much of
this progress has been based on phenomenological observations. Comprehension of how spin
scattering mechanisms contribute to a given level of magnetoresistance, or of how certain
materials should be chosen for maximal device performance, is not as advanced. Semicon-
ductor systems are therefore still interesting, if more from the standpoint of characterizing
the influence of material properties, or processing, on spin phenomena. Put another way,
demonstrations of large or small spin-coupled signals in semiconductor-based devices could
in principle be fruitfully applied to maximize, or at least avoid degradation, of similar phe-
nomena in GMR or other devices dependent on spin scattering mechanisms. Furthermore,
demonstration of the spin-FET device as proposed in 1990 would still be an important
achievement. From a more purely physics standpoint, spin injection devices could be used
to perform novel on-chip Stern-Gerlach or Aharonov-Casher experiments, or to investigate
the possibility of utilizing clectronic spins in coherence experiments for quantum computing

[11].



1.2 Recent History

Before we leave the topic of spin injection history, a brief account of recent results is merited.
On-chip injection experiments are rare, but one example of progress utilizes half-metallic
materials (100% spin-polarized) to achieve spin-polarized tunneling into high-T, supercon-
ducting materials [12]. Although off-chip methods for injection and possibly detection are
much more prevalent, these are still very significant because their success increases the
body of knowledge nccessary for realizing a useful on-chip spin device. Prospects for spin-
polarized scanning tunneling microscopy (STM) were raised in 1992 [13] by the demon-
stration of spin-polarized tunneling from a Ni tip into GaAs at room temperature, with
detection via circularly polarized light cmitted from the GaAs. A somewhat related class
of experiments implemented a ferromagnetic clectrode as a spin filter either for electrons
photoexcited directly by circularly polarized light [14], or for electrons photoemitted first
from GaAs by similarly polarized light, and then focused with electron optics [15] onto
the sample. In both cases the samples were ferromagnet/insulator/GaAs structures and a
modulation in the current, depending on the magnetization orientation of the ferromagnet,
was detected.

A second class of experiments relies similarly on photoexcitation by circularly polarized
light but relies on III-V or II-VI semiconducting materials doped with magnetic impurities
to induce some measure of magnetism within the semiconductor itself. Such compounds
include Mn-doped GaAs [16], Mn-doped ZnSe or ZnCdSe [17], and Mn-doped CdTe [18].
In both the ZnSe and CdTe systems, spin injection experiments with optically injected
(and detected) spin polarization have been successfully demonstrated (at liquid helium
temperatures). The results of the ZnSc experiments led to further experiments [19] on
Si-doped (n-type) GaAs that resulted in surprisingly long spin relaxation times of tens
of nanoseconds (at room temperature). By applying an electric ficld to similar n-type or
undoped GaAs, nonequilibrium spin polarizations were transferable over distances up to
100 pam [20]. Finally, practical demonstration of tunable channel conductance has also been
demonstrated, though perhaps less robustly, in InGaAs channels at 0.4 K [21], and in InAs
channels at 1.3 K [22], by applying a voltage to a gate clectrically isolated from the channel
and measuring changes in Shubnikov-de Haas oscillations. In these experiments cach piece

of the spin-FET puzzle is demonstrated. However in no case are the picces assembled within
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one material system and used to make a solid state spin device. It is the objective of this

work to illuminate some of the key issues involved in the implementation such a device.

1.3 Summary of Chapters

During the course of this work the main goal of an InAs-based spin device has led to several
interesting side projects. The vast majority of the work has been heavily experimental,
but related computer modeling work has also been undertaken. This diversity of work is
reflected in the Appendix material and in the discussion of Chapter 5. Ongoing work on
certain projects will be mentioned as the topics arise.

The focus of Chapter 2 is a more detailed discussion of spin injection concepts. We
delincate specific requirements for successful implementation of a spin-FET and we discuss
arcas of relative progress and challenge, in anticipation of our experimental results, and
with reference to possible improvements. In addition, we explain our expectations for
InAs devices in light of the different spin scattering mechanisms at work in high mobility
semiconductors as compared to metals.

In Chapter 3 we discuss the fabrication of InAs devices (a detailed account of some
recipes is given in Appendix A). We describe recipes based on photolithography and we
discuss deposition techniques. We point out problems specific to InAs quantum well het-
erostructures and potential solutions, which ultimately involved moving to electron-beam
(ebeam) lithography. Finally, we mention issues regarding ebeam lithography recipes, such
as masking materials, contacting procedures, and the inherent constraints imposed by device
geometries.

Design and measurement of photolithographically-defined (PL) devices is the subject
of Chapter 4. We reiterate expectations and explain their connection to the measured
hysterctic phenomena, and discuss the influence of probe geometry in our PL devices,
which arc not quite in the diffusive regime of transport (the regime of previous all-metallic
spin devices). We stress the importance of certain experimental checks on the validity
of any hysteretic phenomena and point out how our devices can be improved (via cbeam
lithography).

The work presented in Chapter 5 embodies a significant, but necessary, departurc from

our InAs work. We show how the interaction between the fringe magnetic ficlds of our
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thin film ferromagnets and our low carrier density InAs channel can result in strong Hall
voltages. The strength of these voltages depends on the detailed geometry of a device, and
cven on the micromagnetic structure of the ferromagnets themselves. In order to charac-
terize the potential role of local Hall voltages in magnetoclectronic devices we fabricated
and measured control devices in which the ferromagnets were electrically isolated from the
conducting channel. We find that such devices are interesting in their own right, from the
standpoint of characterizing the magnetic properties of small ferromagnets, and perhaps
even as nonvolatile memory elements, and we discuss possible future improvements to these
local Hall effect (LHE) devices. (Devices are analyzed more thoroughly in Appendix B.)
Based on our work with the control devices explained in this Chapter, we were able to
minimize local Hall voltages in our next generation ebeam devices.

Ebeam devices are the subject of Chapter 6. We show how we were able to characterize,
on-chip, the quality of our nanomagnets and our InAs processing so that previous unknowns
regarding expected device operation became well understood. We clucidate fabrication is-
sues specific to ebeam devices with submicron dimensions. Certain key picces of information
regarding processing parameters, such as how much etching is required to achieve device
isolation, comes from work with simple InAs transfer resistance devices (explained in more
detail in Appendix C). Related to this, initial difficulties using electron beam resist as a dry
ctch mask were overcome by using SiO2 masks patterned by liftoff. An unnerving lack of
hysteretic features in the vast majority of these devices leads us to question the origin of
the hysteretic features observed in previous PL spin devices. While spin scattering mecha-
nisms are not as well understood as we would like in these devices (especially since they are
ballistic), we note that the main source of uncertainty stems from the NiFe/InAs contacts.
Variation in contact resistances scems unavoidable for devices processed with nominally
the same parameters, therefore the quality of the interface from the perspective of spin-flip
scattering cvents is unknown. We briefly mention more subtle conduction band alignment
issucs, prevalent in GMR research, that could result in inefficient spin injection and that
lecad one to consider other possible material combinations.

We conclude our discussion of InAs-based spin devices in Chapter 7. Preliminary model-
ing results regarding the role of ballistic transport in spin-coupled phenomena have yielded
some insight into improvement of semiconductor spin devices, but more work is clearly

nceded. The assumptions and machinery of this modeling effort are treated more fully
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in Appendix C. Preliminary efforts to better understand the ferromagnet/semiconductor
interface are also described in this Chapter. We finish by discussing prospects for future
spin-FET devices, given the results of Chapter 6 and the demonstrations of spin-dependent

device opcration in the literature.



Chapter 2 Requirements for Spin Injection

Devices

We begin the discussion of the ingredients required for successful operation of an InAs-
based spin device by discussing in more detail the work of Johnson and Silsbee. Their
experiments, since they used on-chip injection and detection of a spin-polarized current,
were the basis for our initial work. We then move on to a description of the semiconductor
case and the important differences between this case and the all-metallic case. We conclude

with a specific list of requirements for the successful fabrication of a spin device.

2.1 Metallic Spin Injection

2.1.1 Sample Geometry and Signal Strength

Figure 2.1 shows the basic layout of the two types of spin devices used in the two rounds of
experiments of Johnson and Silsbee: (a) gives the geometry of the early experiments using
Al as the paramagnet and (b) illustrates the later experiments using Au as the paramagnet.
In (a) the device dimensions are quite large but this is compensated by the high purity of the
single crystal Al, which in some devices had an electron mean free path of 17 pum, and hence
correspondingly large spin diffusion lengths, 65, that approached 500 pum. The scparation
between injector (F1) and detector (F2) was varied between 50 pm and 300 pm and currents,
I, of 30 mA or more were sourced through F1 and into the Al bar, away from F2. Voltage
Vs at F2 was then measured with a SQUID picovoltmeter, with respect to ground at the end
of the Al bar opposite the current ground. From this, Johnson and Silsbee extracted a spin
transresistance, Rs = V;/I.. To reiterate: current and voltage paths do not overlap in this 4-
terminal arrangement as in conventional 4-terminal resistance measurements. This nonlocal
measurement configuration allows one to probe the spin-coupled component of transport
arising from diffusion of spin-polarized eclectrons in the Al from one ferromagnet to the
other, without potentially large background voltage offscts that result from ohmic drops

associated with the drift component of transport. One can still obtain small background
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injector detector

(a) (b)

Figure 2.1: Schematic representations of the spin devices of Johnson and Silsbee. (a)
Geometry used in the early experiments employing Al foil (from Ref. [8]). (b) Geometry
used in the later work using thin film Au (from Ref. [9]).

offscts due to asymmetries in electric field gradients and Hall voltages in the Al bar, but
these are unavoidable.

The drawing in (b) of Figure 2.1 illustrates the difference in device geometry between
the two sets of metallic spin experiments. In the later experiments a sandwich structure
was used, in which the two ferromagnets (usually NiFe, but sometimes one NiFe and one
Co) were positioned on opposite sides of a 1.6 ym-thick disordered, polycrystalline, Au film.
A second normal metal contact was positioned near the detector ferromagnet to allow for
grounding of the detector voltage, so that once again the measurement was a nonlocal one
(though not as cleanly as in the first case). For these experiments the injected current level
was several mA and the magnitude of the spin-coupled signal was tens of nV (detection by
rf SQUID)—much larger than in the first case. One possible reason for this is the much
smaller size of the paramagnet. This should have been more than compensated, however,
by a dramatic decrease in the size of é;, extracted as 1.5 um, due to the much lower quality
of the Au film compared to the Al foil. It was the surprising strength of the spin-coupled

signal in this work that spurred the work in this thesis.

2.1.2 Qualitative Expectations for Different Experimental Setups

Figure 2.2 shows a simple diagram intended to highlight the components of a spin device. A
current sourced through a ferromagnet, F1, acquires a spin polarization whose magnitude
depends on the ferromagnetic material. Injection of this current into a non-ferromagnet, P

(taken to be a free-clectron paramagnet), induces a net spin polarization (represented as
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Figure 2.2: Pedagogical diagram showing the basic components of a spin device. The ground
connection (current return) for P is made many spin diffusion lengths from the injection
region, and therefore far from the cloud of induced magnetization (shaded region). The
ground connection for the detected voltage is not necessarily the same as the ground for
current return, allowing for nonlocal measurements, as described in the text.

a shaded cloud of magnetization in the Figurce) that dies off with a characteristic length
scale §;. Assuming the separation between the two ferromagnets, d, is less than this spin
rclaxation length, the second ferromagnet, F2, will interact with this spin polarization.
This picture also assumes that d and 6, greatly exceed the mean free path for momen-
tum scattering. Note in the Figure that current and voltage paths do not share the same
ground, for the reasons mentioned above. In the InAs devices discussed in this work, device
dimensions are often smaller than the characteristic momentum scattering length, l.. In
this case electron transport cannot be considered in the same way as in diffusive metallic
devices. We therefore note that, although we often started a round of measurements by
probing in the nonlocal configuration, we would also look at other probe configurations.

The magnetization current density injected into the paramagnet can be expressed as

(2.1)

where J, is the electric current density; pp is the Bohr magneton, or magnetic dipole of
cach clectron; e is the clectron charge, and 7 is a phenomenological parameter measuring
nonidealitics such as partial polarization at the Fermi energy, differences in Fermi velocities,

and different interfacial transmission probabilities, including inefficient spin transfer across
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Figure 2.3: Representative data from all-metallic spin devices: (a) Polarize/analyzc exper-
iment [9] and (b) Hanle effect experiment [8].

the interface. In the early Al spin injection work, extracted values for n ranged from 0.043
to 0.075. In the later Au work, this model apparently broke down, since extracted values
were greater than 1. (This result has not been duplicated, nor fully cxplained.) Problems
with this simple view of injected magnctization will be discussed more below.

There are basically two different ways to probe the spin-coupled transport in these de-
vices. The first of these, which we call the ‘polarize/analyze’ experiment in analogy with
optical polarization of light, is the easier of the two to realize. In this experiment a magnetic
field is applied in the plane of the sample, along the casy axis of the ferromagnets, so that
sweeping the field from positive to negative field values results in switching of the magneti-
zations of the ferromagnets. One then looks for a voltage change at the detector when the
injector and detector magnetizations change from parallel to antiparallel. Data from such
experiments with the Au metallic devices are shown in Figure 2.3(a). The pronounced dips
in voltage correspond to antiparallel magnetizations in the two NiFe contacts.

In the second cxperimental approach, termed the Hanle effect, the magnetic ficld is ap-
plicd perpendicular to the sample planc (or, if in the sample plane, transverse to the easy
axis of the ferromagnets). Sweeping this transverse field causes precession of the injected
spins (we assume for now that the magnctizations of the ferromagnets remain unaffected
by the transverse field). As the ficld bias is incrcased from zcro, spins precess more as

they diffuse from ‘source’ to ‘drain’ until the signal becomes weak and, eventually, vanishes
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due to the variance in path lengths (and hence variance in accumulated precession). Note
that in a single transverse subband all electron velocities are directed the same way, so
one should be able to detect oscillations in the Hanle signal as electrons precess 7 radians,
then 27, and so on. However, in quasi-one-dimensional devices (with multiple occupied 1D
subbands) and two- or three-dimensional devices, there is a range in path lengths taken by
electrons in their traversal from injector to detector. When we integrate over contributing
trajectories these add incoherently, and oscillations are suppressed. The Hanle experiment
is somewhat harder than the polarize/analyze approach because it requires saturating the
magnets with an in-plane ficld, and then applying a transverse field. The experiment is im-
portant, though, because it provides a crucial demonstration that a spin polarization cxists
in P. Representative Hanle data from the Al metallic devices (the only such unambiguous

traces in existence in the literature for a spin injection device) are shown in Figure 2.3(b).

2.1.3 Quantitative Expectations

For the all-metallic case, a conceptual guide to the basic understanding of the origin of
this spin-coupled voltage modulation is offered in Figure 2.4. The figure shows a serics of
density of states diagrams, each with spin down on the left of the vertical axis and spin up on
the right. This represents the case in which the ferromagnets have parallel magnetizations.
(The representation of the ferromagnet states is schematic only—in general the polarization
of electrons transmitted out of the ferromagnet is sensitive to details of the interface.) At
zero current bias, shown in (a), the Fermi levels in the injector (F1), paramagnet (P), and
detector (F2) line up and the system is in equilibrium. When a current is turned on in
(b), electrons are injected into P from F1; its down-spin population increascs and the up-
spin population decreases as current leaves P to close the loop (we impose an open circuit
boundary condition at F2). The amount by which the Fermi levels of the two spin subbands
are raised and lowered is determined by the steady state balance between spin injection and
spin relaxation. (In a small device there can also be significant spin diffusion out of the
‘active’ region.) The open circuit boundary condition on F2, which corresponds to ideal
voltage measurements, i.c. involving a high impedance voltmeter, requires that there be
no net current flow into F2, so the down-spin chemical potential (or Fermi level) rises to
match the chemical potential for down-spins in P. Note that we have assumed ideal Stoner

ferromagnets, with 100% spin polarization at the Fermi energy, and a simple free-electron
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Figure 2.4: Schematic diagrams of the densities of states (horizontal axis) in the ferromag-
nets and paramagnet. In (a) the zero current bias case is shown while in (b) bias current
from F1 to P preferentially builds up one spin population (shaded).

metallic paramagnet. Although this is not the case with the ferromagnets we use, the
analysis proceeds similarly, with the exception that the voltage induced in the detector will
not match the rise in chemical potential in P, but will be attenuated somewhat to satisfy
the boundary conditions on both the up and down spin subbands [8].

Based on this simple model of injected magnetization we can now make a crude estimate
of the spin-induced voltage, as it was originally derived in the work of Johnson and Silsbee.
Magnetic moments are injected, per unit area, into P at the rate J,,, and in steady state
arc relaxed at the rate 1/7,y, where 7,5 is a simple relaxation time approximation for spin
flip scattering (relevant for a k-space average over the Fermi surface electrons). Therefore

the nonequilibrium magnetization, M, in P is

ImTsf _ kB JeTsf

M=—= ed

(2.2)

where d is the separation between F1 and F2 and 7, is the non-ideality parameter for the
F1-P interface. This result applies to the case §; = ,/U%TETS £/3 > d where vp and 7, are
the Fermi velocity and momentum lifetime in P. The spin-induced voltage detected at F2
is proportional to the rise in chemical potential in F2 associated with the injected spins in

P. Since M/pp is the number of non-equilibrium spins:

M
Ny~ = N(EFr)eV; (2.3)
KB



15

or,

772]\/.[

* "~ eupN(Er) 24

where N(EF) is the density of states at the Fermi level. This is valid assuming lincar
response, i.c. that V; is sufficiently small so that N(F) has the roughly constant value
~ N(EF) over the range of cnergies of the injected electrons. Plugging in N(Efp) = 3n/2Ep,

where n is the volume density of electrons in P, we arrive at

_ 2myny JeERTsf

Ve = 3e? nd (25)

or, putting this in terms of a spin-coupled resistance (or transresistance, for nonlocal detec-

tion) Ry = V;/I,, with J. = I, /A and A the area of the injection contact,

2mny EpT

o= TAl2 ZHTsf (2.6)
3e? nAd

Note that this result assumes uniform 7 parameters over the contact area A. Using this

expression, values extracted for 7,5 from the original experiments with Al are between 1

and 10 ns, and for the Au experiments are just over 10 ps.

2.2 Improvements to the Spin Transport Model

We begin this section by applying the above equations to provide a simple first estimate of
the size of the spin-coupled resistance in an InAs quantum well. The result has historical
significance because its large magnitude provided our original incentive to attempt these
experiments. A more carcful accounting of the ballistic nature of clectron transport in our
high mobility InAs quantum wells will be addressed in Chapter 7, as will uncertainties

regarding interfacial spin transfer.
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2.2.1 Estimate of R, for InAs

The potential magnitude of the spin-coupled voltage signal in a semiconductor 2DEG is, at
first glance, much larger than in the all-metal case pioneered by Johnson and Silsbee. For
a two-dimensional system like our InAs quantum wells, we know that

_ th% . whPn,

= (2.7)

Er =
F 2m* m*

with m* the electron effective mass in InAs (= 1/40 of the free electron mass [23]),
krp = /2mns the magnitude of the Fermi wavevector, and ng the sheet density of elec-
trons. Plugging this into Eqn. 2.6 and substituting w for A for the two-dimensional case

(w is the width of the injection region) we arrive at:!

° 3e2 m*wd’

(2.8)

We do not know the appropriate value of 7,5 to represent the non-equilibrium magne-
tization decay in our InAs devices. In fact, as we discuss below, precessional mechanisms
dominate, and a firm grasp on the spin-coupled ballistic transport can only be achieved by
computational modeling. As a first approximation we take the value 7,5 = 1.75 ps, obtained
from weak antilocalization experiments [24]. This is likely to be a significant underestimate
of the spin-flip lifetime for our experiments, since the weak antilocalization experiments
probe the electron’s phase-breaking time, which is a much more sensitive quantity. Also,
in the absence of detailed knowledge of spin transfer across our device interfaces, we use
a valuc of 0.05 for the parameters 7; and 7, (as was found in the original Johnson and
Silsbee experiments). We further assume a relatively small device with w = d = 1 pm
(which can be fabricated, and indeed was fabricated, using ebeam lithography). This gives
us Rs = 175 m(2, about five orders of magnitude larger than in the all-metallic Au exper-
iments, and eight orders larger than in the Al experiments. More importantly, a signal of
this strength is easily detected without a SQUID voltmeter: at a drive current of 10 uA we
expect a spin-coupled voltage signal of order 1 V. This estimate assumes that the device

dimensions are smaller or comparable to the spin diffusion length, é;. We verify this by

'The result is approximate because, again, we have made the assumption that the n parameters are
constant over the contact width. Also, the estimate is for 1D contacts, while in the experiments described
later the contacts are 2D (although current crowding at the edge of the contact may result in approximate
1D line injection). This is mentioned again in Chapter 7.
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taking 6, = \/m, where the electron diffusion constant Dg; = 1 /2(1}%7’6). We obtain
then é; = 2 pm for mobility x = 2 x 10° em?/Vs, indicating that, optimally, our device
dimensions should be on the scale of a few microns or less. This estimate for §, is flawed,
however, as is explained below. Also described below are the assumptions included in the
above estimate, and how a more exact model might change R;. But we stress that the large
magnitude of this estimate makes a good initial case for constructing spin injection devices

using high mobility InAs electron systems.

2.2.2 The Diffusive Case in More Detail

Johnson and Silsbee considered the ferromagnet/normal metal interface in more detail in
Refs. [25] and [26], taking into account spin relaxation in the ferromagnet and the normal
metal, and interfacial resistance (which can in general be spin-dependent). Assuming a
ferromagnet with spin imbalance p (which includes such things as differences in the density
of states at Er, Fermi velocities, and rclaxation times in each spin subband)? their more

general expressions for the magnetization current density and interfacial resistance are

_ Mg gpgr (1 —p*) + Ggpp (1 —12) /n
Ju = Je 5 S 2 (29)
e “gpgr(1-p)+G (1 -n2)[gp+gr (1 —p?)]
and®
2 2 2 2 2
- 1-— Gp? (1 -
Rl 9P =) +grn (1-p°)+Gp* (1 —7?) (2.10)

TG gpgr (1 —p2)+ G (1 —n?) [gp + gr (1 — p?)]

where G is the interfacial conductance in the absence of a spin imbalance and gr = o5 /oF
and gp = op/dp are the conductances of segments of the bulk materials (with unity cross
sectional area) of length equal to one spin diffusion length 67 or ép.? In the limit G — oo

one obtains the result for the interfacial resistance,

p2

gp1+gr/gp (1 —p*)]’

*If B represents the conduction electron contribution from the majority spins, then p = 238 — 1 (e.g.,
p = 0.4 if 70% of the electric current is made up of majority spins.)

*The numerator in the fractional part of the expression for the interfacial resistance could not be verified
by the author. Rather, the expression gp (n° — p®) + grn® (1 — p*) — Gp* (1 — n°) was obtained.

"Note the difference between the spin diffusion length, ép (or 8,), and the spin rclaxation length, Is: in
the normal metal ép = §; = y/lels/2 where l¢ is the elastic mean free path.

R oo = (2.11)
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which was also obtained independently by van Son et al. [27], who considered the infinite
interfacial conductance limit from the beginning of their calculation (and whose treatment is,
thercfore, less general than that of Johnson and Silsbee). The two approaches differ slightly
in that Johnson and Silsbee derived their expression from thermodynamic considerations,
taking into account a nonequilibrium injected magnetization as in Eqn. 2.2 whereas van
Son et al. based their treatment on an analysis of the spin-resolved chemical potentials and
conductivities near the interface.

Johnson and Silsbee point out that Eqn. 2.11 is valid for high interfacial conductance,
i.e. G > gp,gr, an assumption that does not necessarily hold for typical metallic interfaces
[26]. Nevertheless it is interesting to note the crucial role the ratio gp/gp = cpép/opér
plays in the high transmission case of Eqn. 2.11. Assuming gr is fixed we consider what
influence the use of different normal metals has on the junction resistance. We expect that
op > 6F so that gr > gp for similar conductivity materials. For gr > gp we obtain
R =~ p?/gp(1 — p?). This is often termed the ‘spin accumulation’ or ‘spin bottleneck’
regime because spins injected into the normal metal relax slowly and the nonequilibrium
magnctization builds up, significantly raising the chemical potential of the injected spins in
both materials and hence increasing the interfacial resistance. If, on the other hand, spins
relax rapidly in the paramagnet, then R ~ p?/gy. In this case there is no spin bottleneck
because all spins injected into the normal metal are quickly relaxed, and the interfacial
resistance is proportional to the square of the ferromagnet’s spin imbalance.

If the interface is not highly conductive compared to the bulk materials then the spin
distributions in each material are less strongly coupled across the interface and the magneti-
zation transport is dominated by spin dependent transmission at the interface, through the
parameter 7. In this limit, Eqn. 2.9 reduces to Eqn. 2.1. For the ferromagnet/semiconductor
system where contact resistances arc relatively large compared to metal/metal contacts, this
limit is perhaps the more relevant one.

Before moving on we note that the above results assume a sharp, clean (no spin-flip
scattering) interface with diffusive transport on either side of the interface. However, the
concepts of chemical potentials, conductivities, and diffusion lengths are spatial averages
valid only on distance scales larger than the mean free path l.. For our InAs where [ is on
the scale of scveral microns, and in fact the separation between injector and detector can

easily be less than [, a different nonlocal treatment must be used to accurately capture the
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interfacial spin dynamics. This will be discussed more in Chapter 7.

2.2.3 The Diffusive Case with Two Interfaces

Fert and Lee [28] considered the possibilities of non-zero interfacial resistance (contact re-
sistance), interfacial spin-flip events, and spin relaxation in the ferromagnets independently
in their model of all-metallic spin injection devices. Given the discussion above we will not
consider their results in detail; however we will highlight their most interesting qualitative
conclusions. Not surprisingly, the inclusion of spin relaxation in the ferromagnets and in-
terfacial spin-flip scattering tend to reduce the size of the spin-coupled signal significantly
(though not catastrophically). On the other hand, the inclusion of interfacial resistance
(without an increase in spin-flip scattering) tends to have the opposite effect: higher con-
tact resistances lead to better confinement of the carriers in P and hence to a reduction
in the influence of relaxation in the ferromagnets. (This assumes the spin accumulation
regime of Eqn. 2.11.) Fert and Lee, primarily concerned with understanding GMR and the
reconciliation of the later Au experiments of Johnson [9] with GMR results, point out that
contact resistances in metallic structures are normally too small, by two orders of magni-
tude, to ecnhance spin accumulation (in direct contradiction to the speculations of the work
of Johnson). Moreover they acknowledge that an increase in contact resistances (often im-
plying dirtier contacts) would likely increase spin-flip scattering too, so that any gain from
the enhanced resistances would probably be nullified or worse. Finally we note that Fert
and Lee find it impossible to reconcile the Au spin injection results with the existing body
of GMR data (which is far more extensive). Possible reasons for these as yet unresolved
discrepancies are discussed in the conclusion of this thesis.

The use of InAs as the paramagnet in a spin device does not affect the conclusions
about spin rclaxation in ferromagnets. However, the contact resistances at 4.2 K normally
obtained in our work for NiFc on InAs are at best seven orders of magnitude higher than
those quoted by Fert and Lee (1074 Qcm? vs. 107! Qem?). This indicates that perhaps
enhanced confinement of spins in P due to interfacial resistances may occur in InAs spin
devices. Hard estimates of how this might help the situation are not feasible, however,
because there is no knowledge of the extent to which spin-flip scattering takes place at
the interfaces. For high cnough contact resistances, one enters the regime of essentially

decoupled materials mentioned as a limiting case at the end of the previous Section. In this
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casc we do not think in terms of spin accumulation, and there is no benefit from enhanced
confinement of spins in P.

The structure of ferromagnet/semiconductor interfaces is not completely unknown, how-
cver. Epitaxial growth of Fe on GaAs was pioneered in the 1980s [29]. The researchers found
that intermixing can occur, resulting in As and Ga in solid solution and FezAs and other
compounds at the interface. The extent of this intermixing increased with increasing growth
temperature. Later this work was extended and the magnetization loss of epitaxial thin films
of Fe duc to interfacial mixing was characterized as a function of growth temperature [30].
By fitting measured magnetization to expectations of magnetization strength at a given film
thickness, the researchers deduced the existence of ‘dead’ layers with approximately half the
magnetization of bulk Fe. Dead layer thicknesses varied from just under 1 nm at a growth
temperature of 50°C to almost 6 nm at 250°C. These results are for GaAs substrates whose
native oxide was thermally desorbed at around 600°C before the Fe growth. Attempts at
growing better Fe using the native oxide as a barrier were not successful. However, by
oxidizing the GaAs under Oz so that about 2 nm of oxide was formed at the GaAs surface,
Fe could be grown at temperatures up to 200°C without any detectable magnetization loss.

The influence of these magnetically dead layers on spin-flip scattering is unknown, but
onc cxpects a spatially varying magnetic environment at the interface to be detrimental.
Other researchers have shown that similar intermixing occurs with Co thin films thermally
cvaporated on InAs [31], resulting in a several monolayer-thick layer with ferromagnetic
propertics. This layer was found not to be detrimental to contact resistances, both in

magnitude and linearity, but, again, the role of spin-flip scattering in such layers is unknown.

2.3 Spin Scattering Mechanisms

The second problem with the estimates of Section 2.2.1 is in the details of the spin relaxation
time, 757.% In the case of metals, spin relaxation is normally caused by either a spin-orbit
interaction with ions or impurities, or by a momentum relaxation process due to impuritics
or phonons [32]. These arc termed Elliot-Yafet mechanisms after the originators of the
analysis [33][34]. The result is that spin relaxation times are proportional to momentum

relaxation times, and sometimes orders of magnitude larger (recent work has illuminated

"We note that in the work of Johnson and Silsbee 745 is written as Th, as in clectron spin resonance
experiments (in the limit of zero external magnetic ficld, v = T%).
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rcasons for the large differences in spin relaxation times, for instance in Na and Al [32]).
Thus, to maximize 7,5 in metals, one maximizes 7. by going to low temperatures (climi-
nating phonons) and using high quality metallic films (as in the original Al spin devices).
Note that these same spin scattering mechanisms are at work in low mobility semiconduc-
tors. Spin-dependent scattering by neutral impurities has, for instance, been measured in
Si FETs [35].

In high mobility semiconductors the dominant spin scattering mechanisms are not the
same. First, we note that the value we use for 7, in InAs was obtained from weak antilo-
calization experiments [24] which are very sensitive to phase coherence of electron spins. In
our experiments we are not concerned with overall phase coherence, just in the preservation
of an average spin polarization, so it is likely that the correct value for use here is somewhat
larger.® In addition, the dominant mechanism for spin-dephasing in high mobility semicon-
ductors is more accurately described as a spin precession process rather than as a spin-flip
process. This is described below and in Chapter 7.

In Chapter 1 we mentioned that gate control for the spin-FET is based upon the premise
that, by applying an electric ficld to an InAs quantum well, one can alter the rate of pre-
cession of the electron spins. But this can also be disadvantageous: in the III-V semicon-
ductors, which lack inversion symmetry, there are always electric fields present. Similarly,
in all heterostructures there are unavoidable fields due to asymmetries or band bending
in the quantum well or 2DEG. Both of these constitute what are called D’yakonov-Perel’,
or DP, mechanisms [39]. The first of these, resulting from the intrinsic crystal field in a
III-V semiconductor, is called the I term while the second, resulting from heterostructure
asymmetries, is termed the Rashba effect, or R term [40]. In general the Rashba effect
is larger in narrow bandgap semiconductors like InAs, while the I term may be larger in
GaAs [41]. We can think of the Rashba cffect in terms of an cffective magnetic field in the
quantum well, proportional to the cross product of the clectric field (which is in the growth
direction) and the velocity of the electron. Since the direction of the effective magnetic field

is velocity-dependent, momentum scattering events that change or even reverse the axis of

%We can compare values in GaAs, for instance. The GaAs electron spin relaxation time is dependent
both on magnetic ficld and material details: in 2DEGs it has been shown to be ~200 ps in zero magnetic
ficld [36] and ~5 ns [37] at 2.6 T, while in bulk GaAs a value of 29 ns [20] has been measured at zero
field (all of these are for optical pump/probe arrangements, where the clectrons are hot and therefore spin
rclaxation mechanisms may be different from those for electrons at the Fermi surface). But in any case the
spin relaxation time is much greater than the extracted value from weak antilocalization studies in a 2DEG:
25 ps [38].
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precession tend, during an electron’s propagation in space, to lessen the amount by which
spins precess away from their initial direction. This phenomenon is similar to motional
narrowing in electron spin resonance [42] and gives a spin-dephasing rate of

-1 _ <AEc2>7'e

TSO - 4h2 (212)

where (AE?) is the Fermi-surface average of the square of the conduction band spin splitting
and we write 75, because the paramecter, really a spin-dephasing time, does not describe
spin-flip events directly.

Whether the I term or the R term is dominant in a given semiconductor heterostructure
can be determined from the dependence of spin-dephasing phenomena on carrier density.
For each term one can describe a spin-orbit field (which is not the same as the effective field

mentioned above), given by Hs, = #/(4DeTs,). For the I term this becomes
Hgo =10, (2.13)
and for the R term,
Hgo = v(E:)?, (2.14)

where 1 and v are material constants independent of carrier density, and (E,) is the ex-
pectation value of the electric field perpendicular to the plane of the 2DEG. Thus, while
the I term is quadratic in carrier density, the R term is independent of it. Antilocalization
experiments on GaAs and InAs 2DEGs [24][38] confirm these dependencies and also verify
that in InAs the R term is strongest.

2.3.1 Estimate of Rashba Precession

In this Section we roughly estimate the affect of Rashba precession on the ballistic electrons

in the InAs quantum well. The Rashba Hamiltonian is usually written as

Hp=oao xk|-2 (2.15)
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where the spin-orbit interaction parameter a is linearly dependent on (E,) through the
energy gap and the effective mass, o represents the Pauli spin matrices, and 2 is the direction
of the electric field [40]. The total Hamiltonian, assuming that the Rashba effect dominates
all other spin-coupled factors, is Hy,s = Hy + Hp, where H,, = h2k? /2m* is the kinetic
energy part of the Hamiltonian . The cigenstates for up and down spins are then [22]

A2K2

E* (k) = 5 alkl. (2.16)

So that the spin splitting energy, Ag, at zero magnetic field at the Fermi energy is
AR - QOékF. (217)

In traversing a distance L in the quantum well, an electron will precess an amount A8 =
wrL/vp, where wy, = (¢*pup/h) Br is the Larmor frequency of precession for the clectron
in the effective Rashba magnetic field, Bgr. But Bg = Agr/g*up and vp = hkp/m* so we
obtain A = Apm*L/A%kr. The angle through which an electron precesses in traversing a

distance L is thus [43]
A8 = 2m*aL/h. (2.18)

Values for « given by Nitta et al. [21] and Heida et al.[22] range between 0.5 and 1 x 10711
eVm, corresponding to an energy splitting Az = 1.5 to 6 meV. The material of Heida et al.
is most similar to ours so we take the average values a = 0.55 x 10711 ¢Vm and Ar = 2.5
meV (this is similar to the value obtained by Chen et al. [24]). The spin of an electron thus
precesses 7 radians after traveling L = 0.86 um. We can put this another way by converting
the cnergy splitting of the spin subbands into an effective field: Ap = ¢*ugBr. At Agp = 2.5
meV, and using |¢*| = 15 for these InAs quantum wells [23], we obtain Br = 2.88 T. The
Fermi velocity of electrons in our structures is vp = fi/m*y/2nns = 1.24 x 10® m/s for
ns = 1.15 x 10'? cm™2, hence they will precess at a frequency wy = Agp/h = 3.8 x 10'2
rad/s. This results in a propagation length, for 7 precession, of L = vp/w = 1.03 pm, which
is in relatively good agreement with the estimate of L given above.

This estimate does not necessarily mean that we have to build a device with contact

separation less than 1 pum (although this is a good idea). There are three factors not
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taken into account here; the first being elastic scattering, the second being scattering from
device boundaries, and the third being the changing orientation of the effective field with
respect to the spin. The first correction is likely not very significant in high mobility InAs
because the clastic scattering time, approximately 7. = 2.85 ps for a typical InAs device
after processing, allows ample time for precession: T.wy >> 1. (In fact we should not use
Eqn. 2.12 because it assumes that 75, > T..) The second correction, the exact influence
of sidewall scattering (both specular and diffusive), is at this time unknown, although
future computer simulations, as discussed in Chapter 7, will illuminate the issue. However,
assuming specular scattering, an electron feels opposite Rashba fields before and after each
bounce against a device boundary. These effects tend to average out and not contribute
to a loss of spin polarization. Diffuse boundary scattering may tend to enhance this loss
of spin polarization, but the amount of diffuse boundary scattering needed before this
becomes important is unclear (preliminary results of computer simulations suggests that
boundary scattering in our devices may be at least 80-90% specular, but the exact value
is yet unknown). The third correction is by far the most significant. The above estimate
for L assumes that the electron velocity is directed such that the effective magnetic field
is perpendicular to the electron spin, thus producing a maximum spin precession. If the
spin and velocity are perpendicular, then, since the effective field is proportional to the
cross product of the electric field (z-direction) and the electron velocity, the effective field
will actually lie parallel to the spin direction and no precession will result. Of course,
the electrons have a distribution of velocities as they propagate down the channel so the
velocity will never be perfectly perpendicular to spin (at least for our devices, in which
the conduction channels are not quite one-dimensional”). Nevertheless, as we pointed out
above, contributions to precession from specular reflections at sidewalls have a tendency
to average out, so precession for the case of a channel oriented perpendicular to the spin
direction (the magnetization direction of the ferromagnets) will be much less than estimated
above. This geometry is precisely that of many of our spin devices, so we conclude that the
above estimate for L is a worst casc scenario not directly applicable to our devices.

The real influence of Rashba precession in our devices is, from experiments, unclear.

Modeling efforts currently in progress are aimed at obtaining a more detailed understanding

"The number of occupied subbands in a 2DEG wire of width w is N = krw/m. Using a typical value
of ny = 1.15 x 10*2 ¢cm™? and kp = /277, we then obtain N ~ 68 for a wire of width 800 nm, as in our
smaller devices.
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of ballistic spin transport. Initial theoretical results will be discussed briefly in Chapter 7
and Appendix C. We note, though, that these results indeed confirm the above qualitative

interpretations.

2.3.2 Estimate of Hanle Precession

We now consider the case in which a transverse magnetic field, By, is intentionally applied
(the Hanle cffect) to induce precession of the spins. The Larmor precession frequency is
wr = 7By = (¢*pp/h)B. and, in general, electrons propagating from one contact to
another travel along different trajectories, hence involving different path lengths. This
variance in path lengths, in turn, results in a variance in spin precession over the electrons’
traversals through the device. Since the integrated contributions of these different amounts
of accumulated precession determine the non-equilibrium magnetization detected at F2,
this magnetization is attenuated more the greater the variance in spin precession of the
clectrons.. The injected magnetization is destroyed on a characteristic field scale B| ~
m(y8trr) !, where 8trp = (t3.5 — (2 R>>1/ ? is the variance in path lengths followed through
the device. This field value, corresponding to m radians of spin precession, determines when
the magnetization is decreased to half its zero field value [8]. From the above discussion
(second estimate for L) the time it takes for a spin to precess 1 rad is 0.83 ps—electrons
that take morc than this time to reach the detector are considered scattered and thus
are part of the non spin-coupled background resistance. With the precession frequency
of w = 1.32 x 10'2 rad/s, per Tesla, we then obtain a characteristic field of 1.1 T. This
estimate is intended only as a guide to the field scale we may be dealing with. Due to the
ballistic nature of our devices the actual value could be substantially different, and in fact
the correct value can only be predicted by considering the detailed electron trajcctorics.
Again, preliminary modeling results are discussed in Chapter 7.

There are certainly quantitative unknowns in the expectations for our ballistic spin de-
vices. Nonetheless, the above discussion indicates that, at least for devices with channel
lengths on the order of a micron (and perhaps significantly larger than this) spin-coupled
transport in a properly designed InAs device should be obscrvable, provided that the fer-
romagnct/InAs interfaces allow injection of spin-polarization in the first place. Our aim
has been to highlight key issucs involved in the design and implementation of such a spin

device. Within this framework we arc prepared to discuss requirements succinctly.
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2.4 Requirements for a Spin-FET

The basic requirements for successful implementation of a spin-FET fall into three cate-
gories. With the fulfillment of these stipulations, one should be able to build a spin device
with on-chip injection, detection, and control. The implementation is complicated however,
due to the fact that the requirements are often sensitive to material parameters that are

difficult to control and may not even be well understood.

2.4.1 Control of the Ferromagnets

Control over the magnetic properties of the injector and detector ferromagnets is essential
to the performance of any magnetoelectronic device, but in the case of a spin device this is
even more critical. For polarize/analyze experiments, one first needs to be able to switch
the injector and detector independently. Coercivities of the two magnets must therefore be
distinct enough to allow this. Better device performance will occur if the two magnets have
well defined stable states (remanent magnetizations) at zero field bias, so that parallel and
antiparallel transport properties can be probed without worrying about the volatility of the
device state. In keeping with this, the micromagnetic details of the magnets are important.
Magnet edges, which often have closure domains, should be removed from the injection
region as much as possible. The surface underneath the magnet should be smooth enough
not to cause perturbations to the magnetization. For instance, even if a magnet is 90%
magnetized in one direction, if some of the remaining 10% of randomly oriented domains
are positioned on top of the injection region they could dominate the injected current and
result in no spin polarization induced in P. Control of ferromagnets was eventually achieved

to a high degrce. This is discussed in detail in Chapter 5.

2.4.2 Control of the InAs

The growth of InAs quantum wells with good transport properties (high mobility and
carricr density, no magnetic impurities, no parallel conduction paths, good uniformity) is
not addressed here, although it is obviously crucial to building a device [44][45]. We will,
however, discuss in detail the patterning of the heterostructure material. InAs and the
associated compounds GaSb and AlSb that provide the quantum well confinement arc not

casy materials to work with. Besides issues of fragility one must be able to surmount
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difficulties intrinsic in fabricating a multilayer semiconductor device without destroying it
in the process. For example, any dry etch recipe must work at low enough voltages not to
damage the thin conducting layer [49]. These restrictions may seem self-evident, but they
are by no means trivial in the design and construction of a device. Fabrication challenges
in this work were for the most part successfully addressed. Details provided in Chapters 3

and 6, and in Appendix A.

2.4.3 Control of the Ferromagnet/InAs Interface

The first challenge in designing on-chip injection of spin-polarized electrons into a semi-
conductor is to determine a way to achieve ohmic contacts (operative at low temperature)
directly to the semiconductor. Both GaAs and Si devices typically require some degen-
crately doped region underneath a metallic contact in order to avoid rectification. In the
case of buried 2DEGs this is even harder, and, at least in the case of GaAs, one normally
diffuses in some combination of metals at high temperature to achieve proper contact. This
requirement does not exist for InAs, which has the remarkable property that small ohmic
contacts can easily be made to it with, apparently, any metal (as far as we can tell), without
alloying. Besides the possibility of gate control of spin precession in InAs, it is thus also
useful because planar metallic ohmic contacts can be formed easily. The magnetic quality
of the ferromagnet /InAs interface appears to be a much more difficult problem however. As
describe in Section 2.2.3, mixing of metal and semiconductor species at the interface results
in a layer of ambiguous magnetization whose spin-flip scattering properties are unknown.
Moreover, subtle band alignment issues could play an important role in spin injection. These

issues are still unresolved, and will be discussed again in Chapter 7.



28

Chapter 3 InAs Device Fabrication

In this Chapter we discuss the basic steps required for making InAs spin devices. The
basic components of cither photolithography (PL) or electron beam lithography (ebeam)
recipes arc: 1) etch through cap layers to InAs, 2) deposit ferromagnets over InAs contact
arcas, 3) etch through cap layers and through InAs for device isolation, 4) deposit metal for
interconnects and wirebonding. We used Microposit 1813 photoresist for most of the pho-
tolithography work, with liftoff steps accomplished by a brief chlorobenzene soak. Although
no PL spin devices took advantage of it, later photolithography for liftoff was accomplished
with negative AZ5214-E resist, without chlorobenzene. Ebeam lithography for liftoff was
typically achieved with a bilayer of polymethyl methacrylate (PMMA) and subsequent de-
velop in a 3:1 solution of isopropyl alcohol:4-methyl 2-pentanone. A detailed listing of some

recipes is given in Appendix A.

3.1 InAs Contact Etch

A typical heterostructure used in these experiments is shown in Figure 3.1. Reasons for the
different layers [44] will not be discussed, but we note that in all of the heterostructures
used in this work, the 15 nm thick InAs quantum well was confined between AlSb, and a
thin cap layer of GaSb prevented oxidation of the AlSb. Total thickness of cap layers was
cither 15 nm or 20 nm. Also note that the material is undoped. Such ‘not-intentionally
doped’ InAs heterostructures arc common because Fermi level pinning [45] results in n-type

conduction through even barc InAs.

3.1.1 Wet Etching

Fragility of the heterostructures was most evident in attempting to reproducibly etch contact
windows and subsequently deposit the magnets on top of them. Both GaSb and AlSb are
sensitive to a wide variety of bases, including photoresist developers. In addition, AlSb
is known to be a relatively volatile compound that oxidizes and, in some cases, forms

amorphous Sb by-products that impede ctching, even under continuous agitation [46]. In
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Figure 3.1: A representative InAs quantum well heterostructure. This was the structure
used almost exclusively in the ebeam experiments.

contrast to the antimonides, InAs is a relatively stable compound that withstands the
cffects of many bases and is not readily oxidized. Selective wet etches are therefore possible.
Most of the wet etching for our spin devices was accomplished using a solution of NH4OH:
H20O (1:5), a highly selective etch between the antimonides and InAs. Our photoresist
served as an adequate mask for this wet etch. We found that the NH4OH:H5O mixture
degraded somewhat with time so that etch times became longer as we used a solution over
the span of a few days. We encountered a variability in etch times, likely related to the
volatility of AISb and changing ambient conditions, that was never characterized because
the photolithography tolerances did not demand tight control. Between 90 s and 4 min.
were required to etch down to the InAs layer, at which point etching seemed to stop.
Rough calibration of the etch was accomplished simply by watching for color changes—a
green color was in most cases indicative of exposed InAs. Finer calibration was achieved at
first by using a Tencor Alphastep that could measure step heights of 200 A fairly reliably
with one scan (which took several seconds), with somewhat better resolution attainable by
averaging several scans. Later a Digital Instruments Nanoscope 3100 AFM was available
and two-dimcensional scans with vertical resolution of a few A could easily be measured.
During the course of this work we tried other recipes for etching the antimonides. An
example of this is Shipley MF319 photoresist developer, which other groups have used as a

selective ctch for similar heterostructures [46][47]. We found however that prolonged (few
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minutes) InAs exposure to MF319 would in fact cause holes to develop in the InAs. Using
our AFM to characterize the roughness of etched regions, we also found that even after a few
minutes of etching, during which most of the cap was removed, there were still small spires
of cap matcrial left behind. These remnants were stubborn and required more etching,
significantly increasing the InAs exposure to the developer solution. MF319 was thercfore
never used in the fabrication of a device (we note that some of our problems with this etch
could be dependent on the specifics of our heterostructure).

We also attempted to find a photoresist developer that would not attack our GaSb,
since initially we did not want removal of the cap material in all regions underneath the
ferromagnets in our PL devices. Brief tests with CD30 and AZ developers were unsuccessful.
We found that in the case of the CD30 developer, the etching rate was slower than for
MF319, but we did not pursue this further.

Finally we mention that some effort was given to wet etching of devices patterned by
ebcam lithography. We encountered difficulty, however, controlling the undercut beneath
the PMMA (which served as the etch mask). In these runs we prepared a new NH,OH:
H30 solution before each etch and etch times were relatively stable around 90 s. Contact
windows were typically less than 1 pum wide so color changes, which had been a useful
guide in PL devices, were relatively useless simply because we could not see clearly into
the windows, even after good developing and etching. If an etch was perfectly executed,
undercuts could still be on the scale of 200 nm or so. Note that this seems anomalously
long: for an isotropic etch one would predict that the etch depth, 20 nm, would also be
the scale of the undercut. The probable explanation is that AlSb is harder to remove than
GaSb, so an etch can laterally eat through a large amount of GaSb before the thin AlSb
layers are removed, in the vertical direction. This was not deemed acceptable (although
some wet ctched cbeam devices were made) in conjunction with the problem of residual
spires of cap material (which happened to some degree with the NH,OH: HyO solution as
well as with MF319 developer). Some researchers have found wet etches for GaSb that do

not have a similar undercut problem [48], but in this case the etch does not remove AlSb.

3.1.2 Dry Etching

Even before the switch to ebeam lithography, we experimented with dry ctching of contact

windows for both the contact and isolation ctches. The process utilized in a great number
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of devices was Ar ion milling with an acceleration voltage of 150 V, a beam voltage of 150
V, and a beam current of 10 mA. Neutralization of the ion beam was achieved by discharge
of electrons from a hot tungsten filament. Calibrated first by Alphastep and later by AFM,
this etch was found to be very reproducible: a 2 minute and 30 second etch would remove 20
nm of cap material, to within 1 nm or so. This reproducibility was essential, because in this
case there is almost no difference in etch rates between the antimonides and InAs. Unlike
the wet etches, ion milling proved to result in very smooth surfaces. Damage from the ion
beam was not characterized in detail, although there is evidence for a mobility reduction in
the InAs underneath the contact windows. In this regard InAs is more robust than GaAs
2DEGs, where ion energies of a few hundred eV are known to destroy the 2DEG [49]. In
PL devices, where the photoresist was the etch mask, we encountered some problems in the
removal of the photoresist. In regions exposed to the beam, the photoresist formed a tough
film that was not removable in room temperature acetone. Usually some combination of
heating the acetone and placing the beaker in an ultrasonic bath would eventually remove
the photoresist in these regions.

Ion milling for the contact etch was used extensively in the fabrication of ebeam devices.
Although beam damage also occurred for PMMA, we found that we could etch and then
deposit the ferromagnets and still have successful liftoffs most of the time. Residual bits
of PMMA were in some case left in the contact windows, but the majority of the time the
process looked clean. Removal of PMMA in acetone after ion milling was more difficult than
removal of damaged photoresist. If no residual PMMA was present ncar devices, we would
ignore the remnants. If removal was necessary, heating the acetone and ultrasonication
would sometimes help, but the only reproducible solution was oxygen plasma stripping.
This was undesirable, though, because it left behind a layer of oxide on the chip that
interfered with later isolation etching. Removal of the oxide layer could be achieved by
a bricf dip in an acid solution (HCL:H20 1:10 was often used), but then possible damage
was inflicted to the GaSb cap. These difficulties were irritating but usually did not result
in the destruction of a chip. Nevertheless the move to SiOg etch masks was a significant
improvement.

The addition of an SiO2 mask step increased the number of ebcam layers in the fabri-
cation of a chip but resulted in more reproducible processing. Typically we deposited SiO»

in a pattern that left exposed all areas of the chip intended for either contact or isolation
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ctches. We then left the SiOy alone for the remainder of processing (attempts at removal
with buffered oxide etch, an HF-based solution, were found to damage the antimonides and
the InAs.) The SiO2 was deposited by electron beam evaporation, in thicknesses of approx-
imately 1200 A-1400 A. We found this to serve as an excellent mask for both Ar ion milling
and later clectron-cyclotron-resonance (ECR) recipes that involved both Ar and Cls. The
actual deposition process was relatively tricky because SiOs is a poor thermal conductor
and was prone to forming hot spots in the crucible. These would then cause uncontrolled
surges in the cvaporation rate. When this happened film quality would sometimes suffer
and liftoff would fail because the SiOq, evidently strained, would pull up from the GaSb.
Such difficulties almost never occurred when the evaporation rate was kept low (< 2 A/s).
After deposition of SiOs the contact ctch proceeded as before, with a 2:30 minute ion mill.
We then carried out another round of ebeam lithography to define contact windows for
deposition of the ferromagnets.

Recent construction of an ECR system has allowed finer control of etching. The lit-
erature mentions two prominent recipes for ECR etching of InAs heterostructures. The
first, which utilizes a combination of Hy and CHy, is not a good etch for AlSb [50]. The
second possibility uses He and Cly with flow rates in a ratio of 9:1 [51]. (Pure Cly etches
the antimonides, but He is added to help with the physical removal of etch by-products.)
We tested extensively the etch timing while varying chamber pressure and rf bias, normally
while flowing 18 sccm of Ar and 2 scem of Cly. For unknown reasons, etch timing was not
as reproducible as in ion milling. We typically etched at pressures ranging from 1.5 mTorr
to 2 mTorr, with whatever rf bias resulted in a dc self-bias of 50V. (We used rf biasing to
avoid problems with static charging at the chip’s surface.) Etch times, calibrated by mea-
suring step heights with our AFM, were usually around 3:15 minutes. Again, etch depths
could be controlled to within 1 nm by doing a calibration run just before the real ctch.
Etched surfaces were very smooth. Somewhat surprisingly, the etch was not very selective
with respect to InAs. The antimonide cap layer was removed about twice as quickly as a
comparable thickness of InAs. In some cases we therefore ran without Cly and obtained
good results with slightly longer etch times. ECR ctching is preferable, in principle, to ion
milling because the ion voltage is substantially less (here about 50V vs. 300V). We did
not detect, however, any significant difference in ECR-etched device performance compared

with that of ion milled devices.
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3.2 Ferromagnetic Contact Deposition

The deposition of our ferromagnetic contacts, whether composed of NiFe or Co, was es-
sentially the same for both PL and ebeam devices. Early on (in most of the PL devices)
we experimented with sputtering of ferromagnets, but this was abandoned due to concern
over possible damage to InAs from the high self-biases (> 800 V for our targets) encoun-
tered in rf magnetron sputtering. (Similar sputtering completely destroys GaAs 2DEGs,
and while the InAs devices remained conductive after sputtering, we did not want to risk
any damage.) For PL devices, thermal evaporation was the primary means of deposition,
while for ebcam devices ebeam evaporation was more extensively used. This division is
the result of historical circumstance. Thicknesses of the ferromagnets varied from around
800 A for PL devices to 500 A for most ebeam devices to 200 A for ECR-etched ebeam
devices. Thinner magnets in general gave better performance because the magnetizations
were then better confined in-plane (this is discussed more in Chapter 5). In all but the
ECR devices, the chips were mounted, before deposition, on top of a rectangular block of
AINiCo (a ferromagnet) so that the long axis of the magnets would lie along the direction
of the magnetic field provided by the AINiCo. This was done to aid in the establishment of
an easy axis of magnetization in the deposited magnets. Although this helped with larger
magnets, for the thin ebeam-defined magnets the step was unnecessary. Shape anisotropy
proved to be a key ingredient in realizing good magnetic characteristics. After evaporation
of the ferromagnetic material, we deposited a few hundred A of Au to prevent oxidation of
the ferromagnets. Base pressures for all evaporations were less than 10~6 Torr.

For PL devices there was a possible source of damage in this step due to the fact that
the MF 319 developer, which we used to define the ferromagnet windows in the photoresist,
attacked the cap layer materials. We attempted to minimize this by carefully timing develop
times, but slight damage was unavoidable. In some cases adhesion of the ferromagnets would
suffer due to this. The quantitative effect of this slight etch damage is unknown, however.

In the case of ion milled ebeam devices using PMMA as the contact etch mask, there
was no intervening lithography between contact etch and magnet deposition. Upon removal
of samples from the ion mill vacuum chamber they were loaded into the thermal evaporator
as soon as possible. Nonetheless, an interval of about 5 minutes during which the InAs

windows were exposed to air was unavoidable. Since this allows for adsorption of water
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vapor or other contaminants on the InAs surface it is preferable to deposit magnets on top
of a clean InAs surface, without breaking vacuum.

For ECR-etched devices this in situ contact formation was possible. After performing
the contact etch (which could be done by any dry etch, but in this work was always ECR)
we ebeam-wrote the contact windows and then loaded the sample into the ECR chamber.
We then executed a brief (3-10 s) Ar ECR ctch at 50 V bias in order to remove any surface
contaminants from the InAs in the just-developed windows. Next we transferred the sample
to the adjoining vacuum chamber, which had 3 sputter guns and a simple one-boat thermal
evaporator port. The evaporator port also had its own gate valve so that different materials
could be sequentially loaded and deposited without breaking vacuum on the sample. This
process yiclded the cleanest devices discussed in this work.

Finally we mention that not all InAs contacts in our devices are ferromagnetic. Besides
the injector and detector, each device has two large, normal, contacts far from the ferro-
magnets. These contacts, in all cases defined by photolithography, are simple squares of

thermally evaporated Cr/Au over bare InAs.

3.3 Device Isolation Etch

As with the contact etch, the device isolation step was accomplished in various ways de-

pending on the size of devices and the equipment available.

3.3.1 Wet Etching

For PL devices, isolation was achieved by first wet etching down to the InAs with the same
NH4OH:H>O solution used for the contact etch, using photoresist as the mask. After the
cap materials were etched away, the samples were thoroughly rinsed in deionized water and
then submerged in a solution of CH3COOH:H202:H30 (5:1:5) which selectively removed
the InAs. This step was more reproducible than the antimonide etch and was normally over
within 12 s. Again color changes were visible as the etch proceeded. Characterization of
step heights by Alphastep and AFM confirmed the removal of the InAs. Though the InAs
etch is faster than the antimonide etch, it did not seem to result in significant undercut
problems. After removal of the InAs there would sometimes be changes in the appcarance of

the surface of the chip in the exposed regions, most likely due to some oxidation of exposed
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AlSb. When storing chips, we thus left photoresist or PMMA spun on to reduce exposure
to air. Transport measurements on completed chips left unprotected over intervals of a few
months revealed no significant degradation.

Wet etching for both PL and ebeam transfer resistance (discussed in Appendix C and
Refs. [52][53]) devices was also carried out. These devices, which arc simple one-layer
patterns, were used to characterize the degree to which transport was ballistic. The degree
to which boundary scattering (the scattering at channel edges or sidewalls) was specular
could also be probed in this manner. Results showed that the isolation etch resulted in high-
quality InAs channels with mean free paths on the order of a few microns. Experiments
with such devices provided a useful check on the impact of our etching recipes on the

heterostructure.

3.3.2 Dry Etching

Before construction of the ECR system, all dry isolation etches were carried out with Ar
ion milling, as in the contact etching, but for longer times. Initial results at 5:15-5:30
minute ctch times, at which point the InAs was just barely removed, looked promising
in that the surface color and measured step heights were consistent with InAs removal.
Characterization of the degree to which devices were isolated, however, via independent
measurements on transfer resistance devices, showed that supposedly separated devices
were connected by resistances of as little as 10 k{2 at 4.2 K. Since device resistances were
often on the scale of a few thousand ohms or more this was unacceptable. Increasing etch
times to 6 minutes increased the likelihood for device isolation, but did not solve the problem
entirely. There were two reasons for the difficulty in achieving good isolation.

The first challenge concerns the nature of the InAs heterostructure itself, in that a series
of devices that are well isolated at 4.2 K may not show such isolation at room temperature.
Morcover, this lack of isolation can persist down to 77 K. Parallel conduction must provide
this strange behavior, which may be related to the fact that thesc InAs quantum wells
have relatively high carrier densities (10'2 cm™2) even without doping. (We point out that
leakage problems of electrical gates for InAs/AlSb heterostructures are discussed in the
literature [54].) Effective calibration of isolation etches was thus possible only by testing
devices at 4.2 K. This isolation difficulty was not so cvident in wet-etched devices. In

that casc, simple ctching of the InAs with the acetic acid solution normally yiclded good
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isolation. Why the dry ctches seemed to be less effective at turning the InAs off is unclear
and was not investigated further, once a successful recipe using SiO2 and longer etch times
was achieved.

The second challenge results from the use of PMMA as an etch mask. Measurements
of transfer resistance devices showed that even when all PMMA was apparently removed in
the desired regions and the ion milling proceeded as intended, device isolation was irrepro-
ducible. This problem was solved by using SiOs as the etch mask and etching for 6 minutes.
Measurements on transfer resistance devices then showed good isolation (2 1MQ) at 4.2 K
(although not necessarily at 77K).

For SiOs-masked devices, only small areas nceded to be protected for the isolation etch,
since the previous deposition of SiOs (for the contact ctch) already covered the device in
all areas but the contacts. ECR ctch times were again found to be slightly variable, and a
dc self-bias of 100 V was found to remove the InAs, and the layers just beneath it, more
rcliably than a 50 V bias. Etching times of approximately 3:30 minutes resulted in smooth
ctches that went past the InAs layer. Often one side of the chip would be etched slightly
faster than the other, perhaps due to irregularities in the ion flux, but this was casily fixed
by briefly removing the chip, changing its orientation on the sample stage, and then etching
again. Electrical characterization of both magnets and InAs after dry etching, both by
ECR and ion mill, showed that performance was not significantly degraded due to properly

exccuted ctching.

3.4 Metal Interconnects, Wirebonding, and Chip Mounting

Device connections to ground pads were made with thermally evaporated Cr/Au lines (usu-
ally about 80 A Cr and 1500 A Au). For both PL and ebeam devices this step was straight-
forward. Before wirebonding, the chips were mounted in 28-pin chip carriers with cither
silver paint or superglue (silver paint was predominantly used because even though it would
sometimes fail to hold the chips after a few cooldowns, superglue had the tendency to crack
the samples when cooled, unless very little of it was used). Chips mounted with silver paint
were placed under a hair dryer for a few minutes to dry the paint. Wircbonding was usually
done with 1 mil Al wire (1 % Si). At the beginning of the work, Au wire was used, but it

was later found that unless adhesion of the Cr/Au pads was extremely good, the Au wire
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had a tendency to lift off the pads. With practice, Al wirebonds could be made with high
success rates and relatively quickly (one chip per half hour). After wirebonding, the chips

were ready for measurement.
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Chapter 4 Measurement of

Photolithographically-Defined InAs Spin Devices

In this chapter we discuss our measurcments of photolithographically defined (PL) devices
[55]. These devices are large, with channel widths of 3 pm or 6 m and lengths varying from
6 pm to 64 pum, reflecting a certain level of optimism regarding the potential size of spin-
coupled phenomena, based on results from Johnson’s Au spin devices. The measurements
discussed here were made, for the most part, between late 1994 and late 1996. We discuss
the different device geometries, followed by a description of the experimental setup and
probe configurations. We then discuss results and possible interpretations for the large
hysteretic signals measured in numerous devices. We conclude with a discussion of possible

improvements, many of which were implemented in later cbeam devices.

4.1 Device Layout

Schematic diagrams of the four types of PL device geometries are shown in Figure 4.1. We
implemented several device geometries in order to maximize the likelihood of detection of
a spin-coupled signal. In (a), (b), and (c) the ferromagnets are curved in order to distance
their edges from the conducting channel. This concern is a valid one, but was not well
served by the curved magnets, as will be discussed later. In these devices the small magnet
is 10 um wide by 46 pm long (straight across from magnet corner to magnet corner) while
the large magnet is 10 pm wide by 107 um long. Different sizes were used in the hope that
the shape anisotropy would result in different cocercivities for the two magnets. In all but
the first geometry, conducting channel widths of both 3 pm and 6 pm were fabricated. In
(a) we display a ‘type I device, which features slightly larger contacts than other devices (4
x 8 pm? vs. 4 x 4 pm?). More importantly, in this device type the InAs is not patterned into
a thin channel, as in the other devices. That is, the entire semiconductor region between
injector and detector is active, giving a large injection arca (bad for spin signal strength),

with the trade-off that device boundaries should not play an important role. There are four
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(b) \

V+

Figure 4.1: The four PL device geometries. The black regions denote InAs contacts, the
gray areas show the active device areas, and the white arcas are the ferromagnets and gold
interconnects.

type I devices, with injector-detector separations, d, of 8, 16, 32, and 64 pm.

Type 11 devices, shown in (b), have 4 x 4 um? contacts and a zig-zag channcl. In these
devices d varies from 10 to 128 pum. (The type II device with w =6 pm and d = 10 pm is
really more like a type I device and is referenced as such below.) These devices highlight
the nonlocal character of the measurement. The type III devices of (c) are very similar to II
but have a simple cross channel, as in the transfer resistance devices discussed in Appendix
C. Type III contact separations vary from 11 to 128 pm. Finally the type IV devices in (d)
are different in that the contacts are placed directly in the channel. This geometry is most
similar to the Al metallic spin devices, with magnet dimensions of 10 x 20 um? and 10 x 40
pum?, and d varied from 6 to 64 pm.

Scanning clectron micrographs of each type of device are shown in Figures 4.2-4.5. Many
of these micrographs show early examples of devices, in order to highlight improvements

madc in processing.  The (a) devices in Figures 4.2 and 4.5 arc contrasted directly with
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Figure 4.2: Micrographs of two type I devices. Improvements in processing are obvious in
the device in (b). Note that the sputtered magnets in (a) have much rougher edges than
the evaporated magnets in (b).

Figure 4.3: Micrograph of a type II device with sputtered contacts. Note here the difference
in brightness between the two contacts, indicating that the smaller contact is composed only
of Au (hence this device has only one ferromagnetic contact). This is a control device.
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L

Figure 4.4: Micrograph of a type III device with sputtered contacts.

Figure 4.5: Again the contrast between earlier and later processing, in type IV devices.
The device in (a) represents an carly attempt to make GaAs spin devices, hence the bubbly
(alloyed) contacts. The (b) device, an InAs device, is much cleaner.
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Type 1 <

Type 3 4
6 um wide

Figure 4.6: The layout of the first spin chip, with type I and III devices (6 um wide
channels). Type I contact separations are 8, 16, 32, and 64 pm, while for type III they are
11, 16, 32, and 64 pm.

later devices in (b). Note that contact windows in these devices, as in the device of Figure
4.4, have obviously rounded edges. This detail, though perhaps not very significant, was
improved upon in later devices. The device shown in Figure 4.3 is a control device: only
one of the contacts is made from a ferromagnet. Note that the ferromagnetic contacts in
the devices discussed here were sputtered, often contributing to ragged edges in liftoff that
arc not apparent in the pictures of later test devices which were fabricated with a mix of
photolithography and cbeam lithography (evaporated contacts were fully implemented in
the cbeam devices of Chapter 6).

Eight devices fit onto one 28-pin chip (although there are 4 leads per device, one ground
was shared). The overall chip layouts are shown in Figures 4.6-4.9. In cach
case the types of devices arc noted and the channel widths and contact separations given.
Although we fabricated cach type of device at least a few times, as experiments progressed
somc devices were measured more frequently because they yielded more interesting results.
In particular, the second spin chip (with the highest separation devices) was rarcly made,

but is included for completencss.
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Figure 4.7: The layout of the second spin chip, with type II (3 and 6 pum x 128 um), type

1T (3 pm x 128 pm and 6 pm x 6, 16, and 32 um), and type IV devices (3 and 6 ym

pm).

Type 4
3 um wide

Type 2
3 ym wide

Figure 4.8: The layout of the third
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spin chip, with type II and IV devices, all with 3 um

wide channels. Type II separations are 10, 16, 32, and 64 pm and type IV separations are

6, 10, 16, and 32 um.



44

Type 4
6 um wide

Type 2
6 um wide

Figure 4.9: The layout of the fourth spin chip, again with type II and IV devices, with 6
pm channels widths. The type II separations are 10, 16, 32, and 64 pum and the type IV
separations are 6, 10, 16, and 32 um.

4.2 Measurement Setup

Mecasurements of spin devices were made exclusively at 4.2 K. Chips were mounted into a
chip carricr inside a leak-tight brass can attached to a stainless steel tube (a ‘dipper’) for
insertion into the helium bath. Connections to the chip carrier were provided via wires
running up the inside of the dipper to connectors at its top. These connectors were then
wired to a patch panel on our equipment rack. Current was sent to a device by taking
the sinc wave voltage output of a signal generator, usually at a frequency of 14 Hz, and
fecding it into an opto-isolator, mounted in an clectrically isolated panel, powered by +18
V batterics. The basic electronics setup is shown in Figure 4.10. The voltage waveform at
the output of the opto-isolator was thus reference to battery ground, in order to minimize
noisc from fluctuations in the line ground. This voltage was then applied across the series
combination of a ballast resistor of 100 k2 or 1 M€, the device (through the patch panel),
and a fixed 10 €2 resistor for current sampling. Since device resistances were usually less
than a few thousand ohms the ballast resistance effectively converted the voltage source
to a constant (ac) current source. The voltage across the fixed resistor was sent to a
differential preamplifier with a gain of 1000 and then to a lock-in amplifier referenced to

the signal gencrator. By continuously monitoring this voltage with a computer we detected
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Figure 4.10: Schematic drawing of the measurement electronics, with the device shown, for
pedagogical purposes, as a Hall bar.

any significant deviation in the r.m.s. value of the source current sent to the sample.
Magnetic field was varied by stepping the current sent from our computer-controlled
magnet power supply to the superconducting solenoid in the liquid helium bath. Depending
on the size of the step, a varying pause was inserted between the setting of a new field value
and the measuring of voltage at the device. Although in principle the applied magnetic field
could be measured directly from the output of a Hall probe mounted in our dipper, usually
we simply trusted the output of the magnet power supply and corrected for any inductive
lag (usually small) later during data analysis. In the beginning of this work we used a
simple 8 T superconducting solenoid to provide the bias field. A significant improvement
in our mecasurement ability was provided by the acquisition of a 3-axis superconducting
magnet, consisting of one solenoid for the vertical, or perpendicular-to-sample, ficld and
two split coils for the lateral, in-plane, fields. Each of these magnets could be operated
alone, providing up to 1 T, or they could be operated together to provide a 1 T field in

any direction. This enabled us, in our later work, to apply an in-plane field to saturate our
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ferromagnets, and then to apply a perpendicular field to probe for Hanle phenomena.

Measured voltage was taken from the patch panel, through another 1000x differential
preamplifier, and to another lock-in. In some cases a substantial background resistance made
the measured voltage large enough that the lock-in was insensitive to smaller fluctuations.
In these cases we nulled the lock-in input with a waveform of comparable size provided either
by another signal generator, synchronized with the first, or by a voltage-divided component
split off from the original waveform. The lock-in voltage was sampled by computer, after
an appropriate pause (usually 1-2 s), at each new field value. By dividing out the source
current our program then generated a listing of the sample resistances at each magnetic
field. Enough lock-ins were available to allow measurement of 2 or 3 devices simultaneously,
provided the chip design allowed it (as in the local Hall work discussed in the next Chapter).

In the spin device measurements, however, we always measured one device at a time.

4.3 Probe Configuration

The importance of probe configuration was discussed somewhat in Chapter 2. In previous
metallic Al devices, nonlocal detection of the spin-coupled signal was employed in order to
minimize background resistance. As applied to our devices, this nonlocal scheme is depicted
in Figures 4.1(b) and (d), where we show how voltage and current paths do not overlap in
this method. We call this configuration the ‘Ry,’ configuration, in reference to the nonlocal
‘mutual’ resistances that can contribute to the measurement of a nonzero voltage in this
scheme. Note that with the other two device types there is no similar nonlocal configuration.

In the limit of diffusive transport, detection of a spin-coupled signal relies on the diffusion
of the non-equilibrium spin population. We therefore expect the same size spin signal no
matter how we arrange our leads, provided one of the two current leads is ferromagnetic,
and one of the two voltage leads is ferromagnetic (although only the nonlocal, or Ry,
configuration gives this signal without a conventional resistive background signal). The
mean free path of electrons in our highest mobility devices is a few microns, so the PL
devices described here are quasi-ballistic. Predictions for this regime arc not clear so, in
general, we attempted to measure the spin-coupled resistance Rs in more than one probe
configuration. For instance, if we interchange the I™ and V~ leads in Figure 4.1(b) or Figure

4.1(d) we have a crossed probe geometry which we call ‘R;.” With this sctup we now have
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more direct transfer of the current from one ferromagnetic contact to the other. However, we
also have a background resistive drop which may need to be nulled out in order to maximize
detectability of Rs. We can also arrange the leads, in all four device types, so that both
current leads are ferromagnetic and thus both voltage leads arc normal (or vice versa). In
such a configuration, which we call simply the ‘R’ configuration, it is not apparent that the
detector path (or injector path) is spin-sensitive, since one normally requires at least one
ferromagnetic contact to act as a spin filter and provide a spin-coupled resistance. However,
the ferromagnetic contacts still have a spin-dependent interfacial resistance and we cannot
rule out a spin-coupled component in a measurement in the R configuration (although the
magnitude of such a spin-coupled resistance in this configuration would likely be less than
the Rs; measured in one of the other configurations). To reiterate: in the remainder of this
thesis we will refer to different probe configurations using the labels R,,, Ry, and R—these
are not resistances, just configuration labels. The results of spin-transport measurements
will usually, except in R,,, measurements, have a background resistance, in addition to the

actual spin-coupled resistance (or ‘transresistance’) Rs.

4.4 Measurement Results

A total of 20 chips, labeled TA1 through IA20, were measured using basic photolithography.
Two sets of controls were made within this set: IA7 and IA8 had only normal contacts while
TA9 and IA10 had one NiFe contact and one normal contact. In addition, for IA11 through
IA16 the large ferromagnet was NiFe and the small ferromagnet was Co, in an attempt
to more substantially separate the coercivities of the two contacts. Two heterostructures
were used, both with densities of about ng = 1.8 x 1012 cm™2, but with different mobilities:
p=5.6x10° cm? /Vs and 1.6 x 10 cm?/Vs. We used the higher mobility structure for chips
IA1 through 1A12, and IA17 and IA19; the lower mobility structure was used for the other
6 chips. In the discussion below a device is high mobility unless otherwise specified. All
devices did not always work at 4.2 K, either due to contact problems or channel problems
(depletion, undercutting, or faulty masking), but about 2/3 of devices were operational at
least clectrically (meaning that current could be sent through each of their contacts, and
this current was linear with applied voltage). Of the 20 chips, some kind of magnetic field-

dependent feature was seen On 15, usually in several devices on each chip. This includes both
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hysterctic features, which are interesting for this work, and ‘zero-field’ features (meaning
non-hysteretic features centered around zero magnetic field), which were not investigated

further but will be described briefly below.

4.4.1 Zero-Field Features

We divide the zero-field features into two classes: those observed while ramping an in-plane
magnetic ficld, and those observed with a perpendicular ficld. We start by describing the
in-plane zero-field feature, which we denote ZF1. We observed this feature in all types
of early devices, with probe configurations as described in the caption of Figure 4.11, in
each case at contact separations of up to 32 um. The type III devices, however, seemed
to exhibit this feature most often. The polarity and structure (peak, dip, double peak,
double dip, etc.) of ZF1 was somewhat variable. The feature was not present in later
processing rounds, in part because we then concentrated on type II and IV devices, but
there may also be some dependence of ZF1 on contact details—ZF1 was never observed in
ebeam devices with evaporated contacts. Examples of ZF1 traces for each device type are
shown in Figure 4.11. Note that the field scale of the features is tens of Oe. In no case
was any hysteresis present in ZF1 traces and, moreover, the feature was seen in devices
with only one ferromagnet and in devices with no ferromagnets. At times the details of a
given ZF1 trace secemed to be sensitive to probe configuration, but in any case the signals
were repeatable. Since this feature apparently has no relevance to spin injection, we did
not investigate it further. Finally we note that in Figure 4.11, especially (a) and (d), the
background signals are not flat but, either due to some small perpendicular field component,
or due to idiosyncrasies in the devices themselves, they have slope and sometimes curvature.
These magnetoresistive backgrounds (that is, any background that varies with applied field)
were more bothersome when looking at perpendicular field sweeps.

The importance of perpendicular field sweeps, in connection with the Hanle effect, was
explained in Chapter 2. As mentioned there, the Hanle effect, which relies on spin pre-
cession, is an important check on the validity of a spin-coupled signal. In several cases
we attempted to find a Hanle signal, but this was complicated by the magnetoresistive
behavior of the low density 2DEG subjected to the strong magnetic ficld. Two types of
magnetoresistive behaviors in ballistic or quasi-ballistic devices are well known: transfer

resistance phenomena [52], and boundary scattering phenomena [56]. The first of these
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Figure 4.11: Data showing the ZF1 feature from each of the four device types: (a) type I
with d = 32 pum; (b) type II, R, config., w = 6 pum, d = 16 um; (c) type III, w = 3 um,
d =11 pm; (d) type IV, Ry, config., w = 6 um, d = 6 um. The (a) device had two normal
contacts, the (b) and (d) devices had one NiFe contact, and the (c) device had two NiFe
contacts.
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Figure 4.12: Examples of known magnetoresistive phenomena. The traces in (a) and (b)
arc for the same type III device with 3 pm channel width; they illustrate the relevant field
scales of the transfer resistance phenomena. The trace in (c) is a 4-terminal resistance
measurement of a wet etched InAs channel nominally 3 ym wide. In both (a) and (c) the
high-field Shubnikov de-Haas oscillations are present.

is explained in Appendix C and occurs strongly in cross-junctions. The second, whose
manifestation reflects the interplay between bulk and sidewall scattering, occurs in simple
4-terminal measurements. Examples of these are shown in Figure 4.12. The field scale of
the transfer resistance is about 1000 Oe, whereas for the boundary scattering phenomenon
it is closer to 2500 Oe. These figures arc shown in order to illustrate that we should not
be surprised by the presence of large magnetoresistive backgrounds in our devices when
varying perpendicular magnetic field.

To clucidate the variety of magnetoresistive backgrounds present in our devices, we
show examples in Figure 4.13. Note that in (d) and (e) the same device is measured with
different probe configuration, changing the background significantly. These traces will not
be analyzed further, but are included to highlight the difficulty in attempting to observe

the Hanle phenomenon. Ideally we would like to be able to subtract away such backgrounds
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Figurc 4.13: Five example magnetoresistive backgrounds found in InAs PL devices, in
perpendicular magnetic field. The device in (a) is type I with d = 64 um. In (b) the device
is type 11, Ry, config.,, w = 6 pm, d = 16 pm; and in (c) type II, R, config., w = 6 um,
d =64 pym. The same type IV device with w = 3 um, d = 6 um is shown in the R,, config.
in (d) and in the R, config. in (¢). In addition the devices in (c), (d) and (¢) are made
from the lower mobility InAs structure.
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Figurc 4.14: The three basic hysteretic signals observed in InAs PL devices, in parallel
magnetic field. The dark traces are sweeping down, the light sweeping up. In (a) we show
an ‘H1’ feature for a type I device with d = 10 um; in (b) an ‘H2’ featurc for a type II
device, R, config., with w = 6 pm and d = 32 um; and in (c) an ‘H3’ feature for a type IV
device, R, config., w = 6 um, d = 16 um.

and see if any spin-coupled signal is present. To do this, however, we would neced to know in
detail what background to expect. This information can be obtained in such quasi-ballistic

systems by computer modeling (see Appendix C).

4.4.2 Hysteretic Features

We detected three basic hysterctic signals through the course of our measurement of PL de-
vices, on many different chips. As one would expect, no hysteretic phenomena were observed
in the devices with two normal contacts. Also, no hysteretic feature was ever detected in
a type III device. Examples of the threc hysteretic signals are shown in Figure 4.14. In
the first example, which we call H1, we observe a dip and peak, each about 10 Oe wide,
on either side of zero field (the background slope exhibited in Figure 4.14(a) is incidental,
the result of a Hall component of resistance probably stemming from misalignment of the

chip in the superconducting solenoid). At times this type of feature was observed instead
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in the form of two dips or two peaks as well: the defining feature of H1 we take to be the
fact that the up and down sweeps have the same zero-field value, with narrow hysteretic
features on cither side of zero field. The case of two zero-field states is shown in (b), where
there are step-like transitions on either side of zero ficld. We call this feature H. Finally
in (c) we display a hysteretic signal, dubbed H3, that features two broad dips. This signal,
most prevalent in type IV devices, could be two peaks as well, but was never a, dip and a
peak and is distinguished from H1 by its broadness: the transitions commence before zero
field is reached in each sweep direction. The H1 and H2 signals were often intermingled to
some degree in different devices. Below we discuss each of the device types I, I, and IV in

turn.

Type I Devices

Both H1 and H2 features were present in type I devices up to d = 16 pm. The most
tantalizing signals, because they agree with the qualitative expectations for spin-coupled
transport in the polarize/analyze geometry, are those of type H1 with two dips or two
peaks—the polarity can be changed just by switching a pair of leads, so we are concerned
more with whether the features arc both up or both down. Examples of this kind of data.
are shown in Figure 4.15 for a device with d = 10 um. Current was, as usual, sent through
one of the ferromagnets while voltage was measured at the other ferromagnet, but in type
I devices since there is no channel definition, the measurement is not completely nonlocal
(that is, the R, and R, configurations are the same). Features in trace (a) are wider than
in the H1 example given above, but they are much sharper than what we call H3, and
seem to start switching just after zero field. The trace in (a) is very tantalizing, so we
investigated it further. One property that a polarize/analyze signal should have is that if
onc stops sweeping just after the first ferromagnetic transition (at which point the voltage
switches from, say, a higher to a lower level ) and then starts sweeping the other way, back
to zero, the voltage state should not switch back up until the first ferromagnetic transition
is reached on the other side of zero. We call this the ‘memory’ effect because it displays two
zero field voltage states, like a nonvolatile memory element. Traces (b) and (c) in Figure
4.15 show our attempts to probe the memory effect in the same device as in (a), on both
sides of zero field. We sce that at zero field we do indeed have two states, although the

transitions arc not as sharp, or as ‘square,” as we would like. Although attempts at verifying
q



54

2.34
2.36 |
~~ -2.38}F
<
or -240p
2.42 4
2.44 |- (a) 4
-150  -100  -50 0 50 100 150
Magnetic Field (Oe)
506,20 T 30,10 ‘ . 34202 T p 10
j -2.30 ]
234+ FAN AR B -2.32 .
- . 234 4
S 2381 E 4 & b
o A o 236 1
2.38 B g -2.38 4
(b) 240 o]
'2‘4950 0 5'0 100 150 -150 -100 -50 0 50
Magnetic Field (Oe) Magnetic Field (Oe)

Figurc 4.15: Plots of the H1 feature from one of our type I devices, with d = 10 um. Again,
the dark traces are sweeping down in field and the light traces are sweeping up.

this signal with the Hanle effect were unsuccessful, such data are possible evidence for spin
injection.

We found that the type of signal observed could be entirely dependent on probe config-
uration, and at times sensitive to measurement technique. We show this in Figure 4.16. In
(a) is a plot from the same device that produced the data of Figure 4.15 but with current
flowing straight through the InAs channel and voltage measured between the two ferromag-
netic contacts. In this R configuration (which is loosely similar to a Hall geometry where
voltage is measured transverse to current flow) there is no spin selection of the injected
clectrons. Any hysteretic phenomenon must then result either from some residual inter-
action between the current and the spin-sensitive interfaces underneath F1 and F2 (this
interaction we expect t