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Abstract 

This thesis contains the following papers: 

1) A new class of g-modes in neutron stars (Astrophys. J., 395, 240 (1992)): 

In the fluid core of a neutron star, the ratio of the number densities of charged 

particles (protons and electrons) to neutrons is an increasing function of the mass 

density. This composition gradient stably stratifies the matter, giving rise to g­

modes with periods ranging upward from a few milliseconds. Some of these modes 

are computed and their damping mechanisms are discussed. 

2) Magnetic field decay in isolated neutron stars (Astrophys. J., 395, 250 

(1992)) : We investigate mechanisms that promote the loss of magnetic flux from 

an isolated neutron star. Ambipolar diffusion involves a drift of the magnetic field 

and charged particles relative to the neutrons, opposed by frictional drag. Variants 

of it include both the buoyant rise and the dragging by superfluid neutron vortices 

of magnetic flux tubes . The charged particle flux decomposes into a solenoidal 

and an irrotational component. The irrotational component perturbs the chemical 

equilibrium, generating pressure gradients that effectively choke it. The solenoidal 

component can transport magnetic flux from the outer core to the crust on a short 

timescale. Flux that threads the inner core is permanently trapped unless particle 

interactions can rapidly smooth departures from chemical equilibrium. We spec­

ulate that Hall drift may lead to a turbulent cascade of the magnetic field in the 

solid crust, terminated by ohmic dissipation at small scales. 

3) The spin-up problem in helium II(To appear, J. Low Temp. Phys., 92 (1/2) 

(July 1993)): The laminar spin-up of helium II is studied by solving the linearized 

two-fluid equations in a simple case. No direct interactions between vortex lines 

and container walls are included. Two mechanisms are identified for the transfer 

of angular momentum from the container to the interior fluid. Both involve a 

poloidal secondary flow. An analytic expression for the spin-up time is found. 
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This thesis includes three research papers directly or indirectly related to the 

dynamics of neutron star interiors. Thus, in this introduction, I will give a brief 

background on neutron stars, focusing mainly on some open theoretical questions 

that motivated this work, and a summary of the three papers, placed in this 

context. 

Neutron stars are the densest objects in the Universe that can be observed 

directly. They are believed to be the remnants of fairly massive stars that have 

undergone supernova explosions. Since no nuclear burning occurs in neutron stars, 

and in their early life they cool quite efficiently by emitting neutrinos, they are 

supported against gravity only by the degeneracy pressure (and strong interactions) 

of the neutrons and other fermions contained in their interiors. Their mean density 

is even higher than that of atomic nuclei, providing a unique environment in which 

to study the physics of extremely dense matter. Among the exotic physics to 

be encountered in this medium, it is believed that the neutrons and protons in 

the fluid core of the star, and also the neutrons permeating the inner part of 

the solid crust, form Cooper pairs that allow them to condense into a BCS-type 

superfluid (or, in the case of the protons, superconducting) state. A good review 

of the superfluid properties of neutron stars is given by Sauls (1989). Even more 

exotic physics, such as a kaon condensate (Brown et al. 1992) or quark droplets 

(Heiselberg, Pethick, & Staubo 1993) may be encountered in the deeper regions of 

the core. For more details on the physics of neutron stars, the reader is referred 

to Shapiro and Teukolsky (1983). 

Neutron stars are observed both as radio pulsars and as x-ray binaries. Radio 

pulsars are believed to be rapidly rotating, strongly magnetized neutron stars, in 

which charged particles streaming along the open magnetic field lines coming out 

of the magnetic poles of the star emit a fairly narrow beam of radiation. Since the 

rotational and magnetic axes of the star are in general not aligned with each other, 

this beam sweeps through space as the star rotates. If the Earth happens to lie 

in the path of this beam, a pulse of radiation is observed in every rotation period. 
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These pulses can be timed very accurately, yielding interesting information about 

the stars. For example, from the pulse period, P, and its time derivative, P, one 

obtains an estimate for the age of the pulsar (the "spin-down age," t. = P j2P) that 

roughly agrees with independent estimates such as those from historical records of 

supernovae, kinematics of preserved supernova remnants, and the "kinetic ages" 

inferred from the space velocity of pulsars and their distance to the galactic plane, 

where they are believed to be born. 

The surface magnetic field strength of a pulsar can also be inferred from P 

and P (and theoretical estimates for its radius and moment of inertia) if it is 

assumed that the pulsar is an oblique magnetic dipole rotating in vacuum that 

loses rotational energy due to emission of electromagnetic radiation. This is of 

course a gross oversimplification, but a more refined model (Goldreich & Julian 

1969) that considers a pulsar with a magnetosphere, but with its rotational and 

magnetic axes aligned with each other, gives very similar results. For the vast 

majority of the observed pulsars, one infers 101 1.5 G < B. < 1013 G . 

In addition to a secular spin-down trend, several young radio pulsars exhibit 

"glitches," i.e., sudden changes in the rotation period, followed by a much slower 

relaxation back to a slow spin-down behavior (Lyne & Graham-Smith 1990). These 

phenomena are generally thought to be associated with differential rotation of the 

crustal neutron superfluid with respect to the other components of the star, and 

detailed models have been proposed (Pines & Alpar 1985, Baym, Epstein, & Link 

1992). However, recent observations (Flanagan 1990, Lyne, Graham Smith, & 

Pritchard 1992) show that the post-glitch relaxation process is more complicated 

than previously expected, with at least three different time scales involved in it, 

and current models fall short of explaining all the details of these observations 

(Blandford 1992). 

There is a special class of radio pulsars formed by the so-called "millisecond 

pulsars" (P ~ 10 ms ), binary radio pulsars (i.e., systems in which the pulsar has 

a binary companion), and globular cluster pulsars . Most of these are inferred 
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to be very old, on grounds of their spin-down ages, the age of their companions 

(Kulkarni 1986), or their position in a globular cluster, where no star formation 

has taken place in recent times. One interesting fact about these pulsars is that 

their (inferred) B. values are n the range 108 G < B. < 1011 G (Bhattacharya & 

van den Heuvel1991, Chanmugam 1992), much lower than those of the "classical" 

radio pulsars. 

X-ray binaries are believed to be systems in which a neutron star is accreting 

matter from a non-degenerate companion. As this matter falls onto the surface 

of the neutron star, x-rays are emitted. These systems fall into two classes: 1) 

x-ray pulsars, in which the strong magnetic :field of the neutron star channels 

the accreted matter onto its poles, creating a similar effect to that seen in radio 

pulsars (although generally the pulses are broader, and the periods are longer), 

and 2) low-mass x-ray binaries, in most of which the magnetic :field is not strong 

enough to significantly influence the flow of the infalling matter, and therefore 

no pulses are seen. From the lifetimes of the companion stars, it can be inferred 

that the x-ray pulsars are young systems, whereas the low-mass x-ray binaries 

are much older. The spectra of some x-ray pulsars show features that have been 

identified as being due to resonant electron cyclotron scattering. These allow one 

to make estimates of the surface magnetic :field strengths of these neutron stars, 

Ba ""' (0.5 - 4) X 1012 G (Nagase 1989, Chanmugam 1992), in the same range as 

those of young radio pulsars.1 The absence of pulses in the low-mass x-ray binaries 

constrains the surface :field strength to much lower values. 

As is also discussed in Chapter 3, the different surface :field strengths of young 

and old neutron stars suggest that the magnetic :field may decay with time, either 

spontaneously or due to accretion. Whether the observational data from classical, 

single (and therefore not accreting) radio pulsars show evidence for :field decay 

remains controversial. (See Wakatsuki et al. 1992, and specially Harrison, Lyne, 

1This may partly be due to selection effects, since fields far outside this range could not have 
been detected. However, the fact that several x-ray pulsars do have fields in this range is probably 
already significant. 



5 

and Anderson 1993, in addition to the references given in Chapter 3.) It was 

realized early on that, due to the high conductivity of the degenerate neutron 

star matter (even in the absence of superconductivity), the ohmic decay of the 

magnetic field proceeds extremely slowly, so that it cannot account for the observed 

differences in the field strengths between young and old neutron stars. It also means 

that B. is not necessarily representative of the magnetic field in the interior of the 

neutron star, which may be much weaker (Blandford, Applegate, & Hernquist 

1983) or much stronger than the surface field. 

The long time scale for ohmic decay implies that a significant evolution of the 

magnetic field can only occur if it is transported by a bulk flow of charged particles, 

into which it is effectively frozen. Similar flows of matter may be expected also to 

be associated with the rotational evolution of the neutron star, both in the secular 

spin-down (Easson 1979b) and in the glitches and post-glitch relaxation (Easson 

1979a), as it occurs in the spin-up and spin-down of ordinary laboratory fluids. 

In Chapter 2, it is shown that the radial gradient in the composition of the 

matter in the neutron star core (the number of charged particles per neutron 

decreases monotonically with increasing radius) has the effect of stably stratifying 

the fluid . Thus, perturbations to the equilibrium configuration of the star can 

give rise to buoyant restoring forces. The neutron star supports a set of oscillation 

modes (g-modes) whose periods, wave functions, and damping times are calculated 

(or estimated) and discussed. The fact that the periods are quite short (only an 

order of magnitude longer than the dynamical time scale of the star) gives an 

indication of the strength of the restoring forces . 

In the future, one might hope to do astroseismology with neutron stars, as 1s 

already done, e. g., with the Sun and white dwarf stars, in order to obtain direct 

information about the physical conditions of the stellar interiors . However, there 

are no convincing detections so far of any neutron star oscillations. Thus, at this 

point in time, probably the most important consequence of the stable stratifica­

tion of the neutron star core is that it impedes the bulk flows mentioned above, 
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and therefore affects the magnetic (and possibly also the rotational) evolution of 

neutron stars. 

The possible mechanisms for the decay of the magnetic field in a neutron star 

that is not accreting matter from a companion are studied in Chapter 3. The two­

fluid equations of motion for protons and electrons moving through (and experienc­

ing a drag force from) a static background of neutrons (effectively immobilized due 

to the stable stratification) are manipulated in order to derive an equation for the 

evolution of the magnetic field. This equation shows the effects of 1) ohmic diffu­

sion, which is confirmed to occur only on extremely long time scales, 2) ambipolar 

diffusion, i.e., the coupled motion of protons and electrons, driven by magnetic 

stresses, that convects the magnetic field, and 3) Hall drift, in which the magnetic 

field is carried only by the electric currents supporting it. The latter two mecha­

nisms, including their time scales and their possible significance for real neutron 

stars, are discussed in some detail. The equations derived are strictly valid only 

for non-superfluid particles, and therefore probably do not apply directly to a real 

neutron star during most of its lifetime. It is possible, to some extent, to make 

extrapolations to a state that includes superfluid neutrons and/or superconducting 

protons, but the validity of these is somewhat uncertain. 

Interesting ideas about a coupled rotational and magnetic evolution of neutron 

stars, based on the dynamics and interactions of the quantized, magnetized vortices 

of the neutron and proton superfluids, have recently been proposed (Sauls 1989, 

Srinivasan et al. 1990, Ruderman 1991abc, Chau, Cheng, & Ding 1992), but 

complete, convincing models are still lacking. It should be interesting to investigate 

these ideas more deeply by a more complete description of the superfluid dynamics 

that incorporates the physical intuition gained in the study of the dynamics of 

normal fluids in this context, as described in Chapters 2 and 3. 

In the last chapter, I follow the "philosophy" that, before attempting to un­

derstand the dynamics of a system as complex and remote as a neutron star, one 

should try to understand the analogous processes in a simpler and more accessible 
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system, as is available in this case with laboratory superfluids such as the two 

isotopes of helium, 4 He and 3 He. It turns out that no complete model for the 

superfluid spin-up process (i.e., the response of the superfluid to a change in the 

rotation rate of its container) has been given in the literature. Since this seems to 

be an important step towards the understanding of the relaxation of the neutron 

star superfluids after a glitch, and it might also give clues to more general aspects 

of superfluid dynamics, it is the subject of Chapter 4. 

In order to understand the general principles involved in the spin-up process, 

imagine a classical fluid (say, water) is placed in a uniformly rotating, axisymmetric 

container and allowed to reach its equilibrium state of solid-body rotation at the 

same angular velocity as the container. Then, the rotation rate of the container 

is suddenly changed. The first response of the fluid will be to create a viscous 

boundary layer at the upper and lower boundaries of the container (those which 

are roughly perpendicular to the axis of rotation). In the interior of the fluid (i . e., 

away from the boundary layers) the fluid is still rotating at its original speed, 

and the centrifugal force is balanced by a radial pressure gradient. The same 

pressure gradient exists in the boundary layer, but the fluid there is rotating at a 

somewhat different speed (essentially that of the container), and therefore these 

two forces do not balance, with the effect of creating a radial flow. This flow returns 

(also radially) through the interior of the fluid, carrying angular momentum with 

it, which is used to change the angular velocity of the interior fluid . Angular 

momentum is only created (or destroyed) in the relatively thin boundary layer, 

and the secondary flow takes care of distributing it in the way needed for the fluid 

to achieve solid-body rotation at the container's speed. This process is significantly 

faster than would be expected from pure viscous diffusion. 

A laboratory superfluid is more complex than a classical fluid. Its hydrody­

namics, more details about which can be found, e. g., in Tilley and Tilley (1990) or 

Donnelly (1991), can be described by two separate components: 1) a truly super­

fluid component of density P~ and velocity v ~, which is irrotational (V x v • = 0) 
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and has zero viscosity, and 2) a "normal fluid" (composed of the thermal excita­

tions of the superfluid) with density Pn, velocity Vn, and a finite viscosity. The 

superfluid component can only rotate by forming discrete, quantized vortex lines 

in whose cores p. -+ 0, allowing the superfluid to circulate around them. The 

superfluid and normal fluid components are coupled by a "mutual friction" force 

that arises from the scattering of thermal excitations by the normal cores of the 

vortex lines. 

It is shown in Chapter 4 that, despite its greater complexity, the spin-up process 

in a laboratory superfluid should be similar to that occurring in a classical fluid. 

The normal component will form viscous boundary layers that in two ways cause 

a secondary flow to appear. In the first place, the same force imbalance mentioned 

in the classical case drives a secondary flow in the normal fluid . Secondly, the 

mutual friction force between the boundary layer fluid and the superfluid vortex 

lines will bend these and induce a secondary flow in the superfluid component. Due 

to the tight coupling between the two components, these mechanisms combine in 

a nontrivial way, and allow both components to spin up at essentially the same 

rate, regardless of which of the two mechanisms is dominant. 

For several reasons, this model cannot be directly applied to the spin-up (or 

spin-down) of the fluid core of a neutron star. In the first place, the stable strat­

ification of the core matter will strongly resist any secondary flows. Also, the 

magnetic stress, which is enhanced in the superconducting core due to the con­

centration of the magnetic flux in thin tubes (Easson & Pethick 1977), is likely 

to have an important effect on the spin-up process (Easson 1979, Srinivasan et al. 

1990, Chau et al. 1992). The interaction between these flux tubes and the (also 

magnetized) neutron vortices may well introduce dissipation throughout the bulk 

of the fluid, giving the spin-up process a completely different character. However, 

it is likely that the processes described in this thesis will give some guidance in 

an attempt to understand the evolution of a neutron star's magnetic field and its 

rotation rate. 
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Chapter 2 

A NEW CLASS OF G-MODES IN 

NEUTRON STARS 

(by Andreas Reisenegger and Peter Goldreich. Originally appeared 

in Astrophys. J ., 395, 240-249.) 
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ABSTRACT 

Because a neutron star is born hot, its internal composition is close to chemical 

equilibrium. In the fluid core, this implies that the ratio of the number densities of 

charged particles (protons and electrons) to neutrons, x _ nc/nn, is an increasing 

function of the mass density. This composition gradient stably stratifies the matter 

giving rise to a Brunt-VaisaHi. frequency N"' (xg/2H)112 "'500s-I, where g is the 

gravitational acceleration, and H is the density scale height. Consequently, a 

neutron star core provides a cavity that supports gravity modes (g-modes ). These 

g-modes are distinct from those previously identified with the thermal stratification 

of the surface layers and the chemical stratification of the crust. We compute the 

lowest-order, quadrupolar, g-modes for cold, Newtonian, neutron star models with 

M/M0 = 0.581 and MjM0 = 1.405 and show that the crustal and core g-modes 

have similar periods . We also discuss damping mechanisms and estimate damping 

rates for the core g-modes. Particular attention is paid to damping due to the 

emission of gravitational radiation. 
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1. INTRODUCTION 

The nonradial oscillations of neutron stars have been analyzed extensively in 

a series of papers by Thorne and collaborators (Thorne and Campolattaro 1967, 

Price and Thorne 1969, Thorne 1969a, b, Campolattaro and Thorne 1970, lpser 

and Thorne 1973). These authors assumed that chemical equilibrium rendered cold 

neutron stars neutrally stable, and therefore concluded that their g-modes were de­

generate at zero frequency (e.g., Thorne 1969a, Van Horn 1980, and McDermott, 

Van Horn, and Scholl 1983). McDermott et al. (1983) calculated g-modes asso­

ciated with thermal stratification and found the quadrupole modes of completely 

fluid models with temperatures T ,....., 108 K to be concentrated within 10 m of the 

stellar surface and to have periods P > 50 ms. 1 

Later, Finn (1987) pointed out that the nonuniform chemical composition of the 

neutron star crust would perturb the g-modes away from zero frequency. He studied 

modes associated with discrete changes in composition that occur at densities in 

the range 8 X 106 < p < 4 X 1011 g em -J. These are located in the outer kilometer 

of the star. Finn's calculations show that the lowest order, crustal g-modes have 

periods of a few milliseconds, shorter than those of thermal g-modes of the same 

multipole order. 

In addition to discrete changes of chemical composition in the crust, there 

1s also a smooth change of chemical composition in the core of a neutron star. 

More specifically, the equilibrium concentration of charged particles (protons and 

electrons) depends on density, and increases toward the center of the star. This 

concentration gradient stably stratifies the core, thus giving rise to an additional 

series of g-modes . The purpose of our paper is to provide a rough description of 

these core g-modes. 

In §2, we derive equations that govern the linear oscillations of a fluid star. 

1 McDermott, Hansen, Van Horn, and Buland (1985) and McDermott, Van Horn, and Hansen 
(1988) studied neutron star models with a solid crust and found an additional set of thermal 
g-modes in the fluid material just below the crust, with even longer periods. 
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Then we obtain the WKB dispersion relation which approximates the g-mode 

frequencies in terms of the Brunt-Vaisala frequency, N. 

The stable stratification of the material in the core of a neutron star is in­

vestigated in §3. We evaluate the Brunt-Vaisala frequency, thereby obtaining a 

numerical estimate for the periods of the core g-modes. These turn out to be of 

the same order of magnitude as those of the discontinuity modes computed by 

Finn (1987). We also provide crude estimates for the damping timescales of these 

modes. 

Section 4 outlines the numerical computation of the g-mode eigenfunctions, 

periods, and damping times due to emission of gravitational waves. We explain the 

differential equations, boundary conditions, and stellar equilibrium models used, 

emphasizing the models for the Brunt-Vaisala frequency due to the composition 

gradients in the core and crust. 

In §5, we present and discuss the results of the numerical calculations of 

quadrupole f- and g-modes for two model neutron stars, comparing them to earlier 

work. 

Finally, in §6, we give a short summary of the conclusions of the present work 

and its implications for other aspects of neutron star physics . 

2. NONRADIAL OSCILLATIONS OF A NEWTONIAN, FLUID STAR 

In this section we derive differential equations that govern the linear oscillations 

of a nonrotating, unmagnetized, inviscid, fluid star. We apply Newtonian mechan­

ics and make the Cowling approximation (Cowling 1941), that is, we neglect the 

Eulerian perturbations of the local gravitational potential. Similar derivations can 

be found elsewhere (e. g. Cox 1980, Unno, Osaki, Ando, and Shibahashi 1970); we 

offer ours for completeness and to clarify the notation and approach of the present 

paper. 

Under our assumptions, the equilibrium configuration of the star is spherically 
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symmetric, and the equilibrium density and pressure, p 0 and p0 , depend only on 

the radial coordinate, r. Oscillations are characterized by a displacement vector 

:field, e(r, t), together with the Eulerian (or "local") perturbations of the density 

and pressure, 5p and 5p. In addition, it is convenient to use the Lagrangian (or 

"convective") perturbations, !:1p and !:1p. Eulerian and Lagrangian perturbations 

are formally related by 

Written in terms of these variables, the continuity equation reads 

!:1p = -poV · e, 

and the equation of motion takes the form 

1 
--,-:-V(po + 5p) + g, 
Po+ up 

(1) 

(2) 

(3) 

where the local gravitational acceleration, g, is taken to be constant at a fixed 

location in space (Cowling approximation) . The equation of motion decomposes 

into an equilibrium equation, 

1 
-Vpo = g, 
Po 

(4) 

in which both sides are time-independent radial vectors, and a linearized equation 

for the perturbations, 

2 1 ( ) 5p -w e = --V 5p + -g, 
Po Po 

(5) 

where all perturbation variables depend on time through the factor e-iwt. 

Since the last term in equation (5) is purely radial, the component of the 

displacement vector perpendicular to the radial direction satisfies 
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1 
{.L = -2 v .L(5p), (6) 

PoW 

where V .L is the analogous component of the gradient operator. Substituting 

this expression into the continuity equation (2), and taking the Eulerian pressure 

perturbation in a given mode to be the product of a spherical harmonic Y,m(B, l/J) 

and an arbitrary function of radius, we obtain 

(7) 

To relate the density perturbations to the pressure perturbations, it is useful 

to introduce the variables 

2- (8p) c~ = a 
P acliabatic 

(8) 

where C3 is the adiabatic sound speed, and 

2 _ (8p) dpofdr 
ceq= - - . 

8p 'lib . dpofdr eqw rnun 

(9) 

Using these definitions, it is straightforward to rewrite equation (7) in terms of 

the radial displacement and the Eulerian pressure perturbation as 

(10) 

where g = jgj. Similarly, the radial component of the equation of motion (equation 

[5]) takes the form 

(11) 

where the Brunt- Viiisiilii frequency 
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(12) 

From equations (10) and (11), it is clear that <r is a function of radius times the 

spherical harmonic Yr(B, ifJ), and that the same is true for ~p, op, and ~p. 

To obtain the WKB dispersion relation, we assume that the radial wavelength 

is much smaller than both r and the density scale height H - ( d ln p0 / dr )-1 = 

c~q/9 "' c~fg . Under these conditions, the perturbations are proportional to 

exp[i j dr' k(r')], where ldln k/dri ~ k . In this short wavelength limit, equa­

tions (10) and (11) reduce to 

(13) 

and 

.kop ( 2 2)t 
t - ~- N -W <,r · 

Po 
(14) 

When combined, equations (13) and (14) yield the WKB dispersion relation, 

(15) 

In the fluid core of a neutron star, 0 < c. - Ceq ~ Ceq "' c., so N ~ gjc. ~ 

c.k. This inequality implies that the dispersion relation has two well-separated 

branches. On the higher frequency (pressure) p-mode branch 

(16) 

whereas on the lower frequency (gravity) g-mode branch 

w2 ~ l( l + 1) N2 
(kr)2 + l(l + 1) · 

(17) 
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Stable g-modes exist whenever N 2 > 0 (i.e. (8pj8p)adiabatic > (8pj8p)equilibriu.,.) 

in some region of the star. 

3. G-MODES IN NEUTRON STA R CORES 

3.1. Derivation of the Brunt- Viiisiilii Frequency 

Neutron star cores are believed to contain a fluid mixture of several species 

of particles. At nuclear density (Pnuc = 2.8 X 1014g cm-3 ), the only particles 

present are neutrons, protons, and electrons. For simplicity, we will assume that 

no other particles exist in the core, although additional particle species appear at 

only slightly higher densities (Pandharipande 1971; see Lattimer et al. 1991 for 

more recent references) . 

Because of the high density, small fractional differences between the number 

densities of protons and electrons create huge electric fields that quickly restore 

equilibrium. Thus, we can safely use a single variable, nc, to denote the number 

densities of both charged particle species. In this sub-section, we follow Shapiro 

and Teukolsky (1983) in deriving a simplified expression for the ratio x = nc/nn, 

where nn is the number density of neutrons, by neglecting all interactions among 

particles. Then, we show that its density dependence gives rise to a non-zero 

Brunt-Vaisala frequency and hence to stable stratification. 

The equilibrium value of x is determined by the condition of chemical potential 

equilibrium for neutron beta decay, n ---+ p + e- + iie, and its inverse reaction, 

p + e- ---+ n + Ve .
2 Since neutrinos and antineutrinos escape from the star their 

chemical potential vanishes, and the equilibrium condition takes the form 

f.Ln = f.Lp + f.Le, (18) 

where f.Ln, f.Lp, and f.Le are the internal chemical potentials of the three spec1es 

~Neutron star matter is expected to be close to chemical equilibrium since the stars are born 
hot. 
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of massive particles. Under typical conditions, neutrons contribute most of the 

density, and each species of massive particle is highly degenerate. 

The neutrons and protons are (approximately) nonrelativistic, so their Fermi 

energies (not including the rest-mass energy mNc2 ) are given by 

(19) 

where mN is the nucleon mass (approximately equal for protons and neutrons) 

and i = n,p labels the particle species. Taking nn ~ p/mN, we find EFn ~ 

10-4 (p/ Pnuc)213 erg ~ 60(p/ Pnuc)213 MeV. The electrons are extremely relativistic, 

so their Fermi energy is 

(20) 

If interactions among particles and finite-temperature effects are neglected, the 

chemical potentials can be written as 

(21) 

Since nc ~ nn, and therefore EFp ~ EFn, the equilibrium condition (equation 

(18]) reduces to 

(22) 

Thus, the equilibrium density ratio 

(23) 
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In an adiabatic perturbation the composition remains unchanged, so 

(anc) 
ann adiabatic 

(24) 

whereas, since nc ex: n~ in chemical equilibrium, 

( anc) = 2:: . 
ann equilibrilllll 

(25) 

The pressure and mass density of the fluid, neglecting the small contributions 

of the protons in the first case, and of the electrons in the second, are 

(26) 

and 

(27) 

To linear order in the density ratio x, 

(ap) ~ ~ EFn (1 - ~x) ~ ~E_ (1 - ~x) ' 
a p di b t. 3 m N 2 3 p 8 a a a. lC 

(28) 

and 

c;q = (ap) ~ ~ EFn (1 - x) ~ ~E (1 - ~x) . 
ap . lib . 3 mN 3 p 8 eqw rnun 

(29) 

Equations (28) and (29) show that the equilibrium composition gradient stably 

stratifies the fluid core of a cold neutron star. A piece of matter raised above 

(lowered below) its equilibrium position, slowly enough so that its pressure can 

adjust to that of its surroundings, but quickly enough to freeze its chemical com­

position, is denser (less dense) than the surrounding matter. Thus, the buoyancy 

force opposes the displacement . 
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The Brunt-Vaisala frequency (equation [12]) becomes 

N -::::::. (~) t .!L. = (~.!!._) t "' soos-1 

2 Ceq 2 H 
(30) 

for typical neutron star parameters (g ,...._ 1014cms-2 , H ,...._ 10km, and p ,...._ Pnuc)· 

The oscillation periods of the core g-modes range upward from Pmin ,...._ 27r / N ""' 

10ms. They are of the same order of magnitude as the periods of the crustal dis­

continuity modes found by Finn (1987), and significantly shorter than the periods 

of the thermal g-modes computed by McDermott et al. (1983) . 

We have implicitly assumed that neutrons and charged particles will move 

together on all timescales comparable to the oscillation periods. This is clearly 

true if the neutrons are "normal, (not superfluid). In this case, binary collisions 

between neutrons and protons (or between neutrons and electrons if the protons 

are superconducting) effectively bind the neutrons and charged particles together 

on extremely short timescales (see, e. g., Yakovlev and Shalybkov 1990 for the 

numbers). If the neutrons are superfluid, relative motions between neutrons and 

charged particles may occur (Epstein 1988, Mendell 1991a) . Nevertheless, the 

motions of superfluid neutrons and superconducting protons are not independent 

of each other, so the core g-modes would still exist, and would have periods similar 

to those computed here. 

3.2. Damping Mechanisms 

Three damping mechanisms for g-modes come to mind. They are: the relax­

ation toward chemical equilibrium of the oscillating fluid, viscous damping, and 

damping due to the emission of gravitational waves. These three mechanisms are 

evaluated, in order, below. Afterwards, we briefly discuss the mechanism of mutual 

friction between two superfluid species (neutrons and protons), recently suggested 

by Mendell (1991 b). 

As the core fluid oscillates at fixed chemical composition, the instantaneous 
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equilibrium composition also oscillates. Thus, the oscillating fluid is out of chem­

ical equilibrium. Under nonequilibrium conditions, the net rate of direct plus 

inverse beta decays tends to relax the composition back toward equilibrium. The 

relaxation weakens the restoring force acting on displaced fluid elements, thus 

damping the oscillation3 . It is not difficult to show that the damping timescale is 

comparable to the characteristic relaxation timescale. 

The equilibration timescale, expressed in terms of the net beta reaction rate 

per unit volume, or= r(p + e- - n +lie)- r(n- p + e- + iie), reads 

(31) 

where ann and one are the amounts by which the number densities of neutrons and 

charged particles differ from their equilibrium values. For reactions at constant 

density, One = - ann. Otherwise (say, at constant pressure), One and -ann differ 

by a factor of order unity. 

The deviation from chemical equilibrium is conveniently characterized by the 

chemical potential difference, OfL = /-Lp + I-Le- /-Ln, which can be estimated as 

(32) 

If both neutrons and protons are normal (not superfluid), and l811-l ~ kT, the 

differential reaction rate is 

(33) 

where ). is a temperature-dependent proportionality constant that characterizes 

the reaction speed. 

3 The energy lost by the oscillation mode is emitted in the form of neutrinos. 
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If, as it has been believed until recently, only the modified URCA reactions can 

operate (Chiu and Salpeter 1964), this parameter takes the value 

2 

>.:::::: 5 x 1033T: (-p-) 3 

erg-1 cm-3 s-1 

Pnuc 
(34) 

(Sawyer 1989)4 , where T9 is the temperature in units of 109 K. 

Substitution of equations (32)-(34) into equation (31) yields the relaxation time 

toward chemical equilibrium 

2 

3nc 0.2 (Pnuc) 3 

Tchem ,....., ).EFn ,....., T~ p yr, (35) 

which is the approximate timescale for g-mode damping due to neutrino emission. 5 

Incidentally, equation (35) justifies our use of an adiabatic equation of state in 

the derivation of the wave equation since for stars with core temperatures T ~ 

3 x 101°K the damping timescale is much longer than the periods of the lowest-order 

g-modes ( Tchem/ P ....., 109 T9-
6

). 

If the regular URCA reactions can operate, as has been suggested by Lattimer, 

Pethick, Prakash, and Haensel (1991), >.is increased by a factor,....., 5x 105 T9-
2

, Tchem 

is decreased by the same factor, and the temperature below which the g-modes are 

weakly damped is reduced to ,....., 3 x 109 K. 

In all likelihood, superfluidity of one or more particle species would reduce the 

reaction rates, thus increasing the damping time. 

The viscous damping timescale is set by the rate at which momentum diffuses 

across a wavelength. We write 

(36) 

4 For convenience, our sign convention for .A is opposite to Sawyer's. 
5 This damping time is related to the cooling time due to thermal neutrino emission by a factor 

of order nc/nn. 
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where Lis a characteristic wavelength of the oscillation mode and 11 is the kinematic 

viscosity. Using the formulae of Cutler and Lindblom (1987) for the viscosity, and 

defining L6 = L/(106 em), we obtain 

li 

Tvi•c"' 80L~T; (P;uc) i yr (37) 

if the material in the star is "normal,, and 

(38) 

if both neutrons and protons are superfiuid. In the former case, 11 is primarily due 

to the neutrons, and in the latter, it is almost completely due to the electrons. 

The evaluation of the damping timescale due to emission of gravitational radi­

ation is more subtle. Below, we give an approximate lower bound, which is later 

checked by numerical evaluation of the damping time for specific modes of our 

model stars. 

The e-folding time for the oscillation amplitude can be written as 

(39) 

where E is the total energy stored in the oscillations, and P9 is the power released 

by emission of gravitational waves. 

In order to estimate this timescale, it is convenient to introduce the variables 

T/r, T/.L, and Pt defined by the relations 

tr(r, B, </l, t) = Ttr(r)}/m(B, </J)e-iwt, 

Sp(r, B, </l, t) T/.L(r)}/m(B, </J)e - i"'t, 
w2por 

Sp(r, B, </l, t) = PtYlm(B , </J)e -i"'t. (40) 
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Note that 7Jr and 7J.J.. are related to the radial and horizontal components of the 

displacement, er and e.1., respectively. For the simple case of azimuthal symmetry 

(m = 0), er = 7Jr(r)Pz(cosB) andes= 7J.J..(r)dP1(cosB)jdB, where P,(x) denotes the 

l-th Legendre polynomial. 

In terms of these variables, the mode energy can be written as 

(41) 

and the radiated power (in the weak-gravity approximation) is 

P _ G (1+1)(1+2) [ 47rw1
+

1 {R r'+2 ]
2 

9 
- 81rc21+1 ( 1- 1 )l (21 + 1 )!! lo PI dr 

(42) 

(Thorne 1969b), where (21 + 1)!! = (21 + 1) x (21- 1) x (21- 3) X··· X 3 X 1. 

Using the relations in §2, it is possible to express the Eulerian density pertur­

bation in terms of the two components of the displacement vector 

( 43) 

where {3 = (rgjc~)(w/N)2 • Thus, 

p _ G (1 + 1)(1 + 2) [ 47rw
1
+1 {R .....:._ r'+2dr] 

2 

9 - 81rc21+1 (l- 1)1 (21 + 1)!! lo p0 2H (7Jr + f37J.J..) 
(44) 

For g-modes, {3 is of order unity or less everywhere in the core of the neutron 

star. Hence, an order-of-magnitude estimate of their damping time due to emission 

of gravitational waves (39) is 

(l- 1)1 c21+1 

8[(21 + 1)!W (1 + 1)(1 + 2) GM R21-2x2w21 

2 ( M )-l R -2 x )2 ( p 4 
10 M

0 
Cokm) (0.01 10mJ yr, 

( 45) 
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where l = 2 in the numerical evaluation. For comparison, for quadrupole f- and 

p-modes (for which f3 "" x-1 rather than unity, so that pJ/ p0 "" TJJ./ H), a similar 

estinnate yields 

( 
M )-

1 
R )-2 ( p )4 

rf "" 0 2 -- (-- -- s 9 · M 0 10km 0.4ms · 
( 46) 

Equation ( 46) provides an adequate estimate of the damping times off-modes. 

However, equation (45) should be regarded as a lower bound, because cancellation 

in the integral in equation ( 44) due to nodes in the eigenfunctions is not accounted 

for in its derivation. In both cases, the damping times of higher-order (p- and g­

)modes are underestimated by progressively larger factors. These expectations are 

confirmed by the results of numerical computations of the damping times reported 

in §5. 

A comparison of equations (35) and (38) indicates that viscous damping dom-

inates over neutrino emission in stars whose core temperatures are lower than 

....., 6 X 108 L"i,1
/

4 K if only modified URCA reactions occur, and ....., 5 x 107 L"i,113 K 

if regular URCA reactions can operate. Damping due to emission of gravitational 

radiation is not likely ever to be important for g-modes, in sharp contrast to !­

and p-modes (see also McDermott et al. 1988 and Cutler, Lindblom, and Splinter 

1990). 

Mendell (1991b) has pointed out that mutual friction might damp the oscilla­

tions of rotating neutron stars if at least two particle species (e. g ., neutrons and 

protons) are superfluid. Using Mendell's results, we find that the damping time 

due to mutual friction is always shorter than 105 (Pnuc/ p )(Pratf0.1s )s (where Prot 

is the stellar rotation period), making it the most important damping mechanism 

for g-modes in the interesting temperature range 107 L61 (Prot/0.1s)ll2 < T/K < 

2 X 109 (Prot/0.1s)-116
. 
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4. NUMERJCAL CALCULATIONS AND RESULTS 

In order to advance our understanding of neutron star g-modes, we compute 

eigenvalues and eigenfunctions for the lowest few quadrupole g-modes of two model 

neutron stars. 

4 .1. Differential Equations and Boundary Conditions 

With the change of variables given in equations (40), equations (10) and (11) 

are rewritten as 

dryr ( gr) T/r ( w2r2) T/J. - =- 2-- - + l(l + 1)-- -
dr c2 r c2 r 

4 • 

( 4 7) 

and 

dryJ. = ( 1 _ N
2

) T/r _ ( 1 _ N
2r) T/J.. 

dr w 2 r g r 
(48) 

The origin is a singular point of these equations; as r ----+ 0 each of the four 

coefficients multiplying T/r and T/J. on the right-hand sides of these equations di­

verges as r-1 . The physically meaningful solutions are regular at r = 0 and have 

the form 

(49) 

as r ----+ 0. 

The pressure (but not necessarily the density) must vanish at the surface (r = 

R) of an unperturbed neutron star. Perturbations must satisfy the boundary 

condition that the Lagrangian pressure perturbation vanish, flp = 0. Written in 

terms of the variables T/r and T/J., this boundary condition becomes 

at r = R. (50) 
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In our numerical calculations, equations ( 4 7) and ( 48) are integrated, for two 

closely spaced trial values of w, from a point near to r = 0, where T/r = l7J.1. is 

imposed, out to r = R, where the left-hand side of equation (SO) is evaluated. 

Then, a new trial value for w is chosen by interpolation to reduce this value, and 

the procedure is iterated until an accurate eigenvalue is obtained. 

4.2. Stellar equilibrium models 

We compute g-modes for two neutron star models, both based on the Pand­

haripande ( 1971) equation of state that includes hyperonic matter (model B in the 

classification of Arnett and Bowers 1974), the same as used by Finn (1987). Since 

only a table containing the values of the density p and pressure p at a relatively 

small number of discrete points6 is available to us, we obtain the intermediate val­

ues necessary for the construction of the stellar model by approximating the equa­

tion of state in each interval between tabulated points by a polytrope, p = kp1+l/n, 

with the constants k and n determined by the values of p and p at the endpoints. 

This interpolation procedure allows us to calculate the important derivative 

2 - (8p) 
ceq= a 

p eq 

(51) 

without a numerical differentiation. 

The models are constructed by integrating the Newtonian equations of stellar 

structure outward from the center of the star, in this way determining p, p, c~q' and 

the local gravitational acceleration g as functions of the radial coordinate r . We 

use Newtonian equations for consistency with the equations for the modes, which 

are much more easily written and understood in their Newtonian form. At any 

rate, larger uncertainties are introduced in our calculation by the lack of knowledge 

about the correct equation of state and the composition of the star than by this 

simplification. 

6 The ratio between the densities at consecutive points in the important range 5 x 1Ql4 < p < 
2 x 1015g cm-3 fluctuates between 1.2 and 1.4. 
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Model I, with central density Pc = 0.8 x 1015g cm-3 , radius R = 10.98 km, and 

total mass M = 0.581M0 , is similar to Finn's "fiducial, model. Model II represents 

a more standard neutron star, and has central density Pc = 1.6 x 1015g cm-3 , radius 

R = 10.94 km, and total mass M = 1.405M0 . 

4.9. Models for the Brunt- Viiisiilii Frequency 

Unfortunately, currently available neutron star models do not provide enough 

information for us to extract the speed of sound, c., and the Brunt-Vaisala fre­

quency, N, directly from them. Our procedure is to estimate N taking into account 

the composition discontinuities in the crust (Finn 1987) and the continuous com­

position gradient in the core and then to evaluate c. from equation (12). 

In the upper crust (p less than neutron drip density), where the density discon­

tinuities occur, relativistically degenerate electrons dominate the pressure, and 

(52) 

where mN is the mass of a nucleon, and a is the number of nucleons per electron. 

In an adiabatic perturbation, a is constant, so 

:~ = ( ~;) awabatic 

3p 

4p' 

but, since the equilibrium value of a varies with pressure, 

1 
- -- 1+---(
8p) 3p ( 4 dln a) 
0p equilibriwn - 4p 3 d ln P . 

Thus, from equation (12), we obtain 

N 2 _ (~ dln a) g
2 

...... (~ dln a) t_ 
cru•t - 3 d ln p c~ ...... 3 d ln p c~q . 

In Finn's model, a(p) changes in D( = 11) discrete steps: 

(53) 

(54) 

(55) 
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dlna D ( p) 
~ = ?=A,S In-:- . 

p •=1 p, 
(56) 

Here, S( :z:) is the Dirac delta function, Pi is the pressure at which the i-th disconti­

nuity occurs, and A, is the difference between the values of ln a on opposite sides 

of the discontinuity, or equivalently, the fractional jump in the density as shown 

in Finn's Table 2. Since our numerical integrator cannot handle delta functions, 

we make a continuous approximation to equation (56)1: 

d ln a D A, [ 1 ( p ) 
2

] --:::::::: exp -- ln-
dlnp ~(27ra2)t 2a2 Pi 

(57) 

Our choice of a = 0.2 compromises the convenience of a smooth function against 

the need to accurately model the discontinuities . Also, we do not include Finn's 

outermost discontinuity; it is too close to the surface to be properly taken into 

account by our computer code, and it appears not to affect Finn's lowest order 

modes. 

The contribution to N 2 from the continuous chemical gradient m the core 

follows from equations (30) and (23): 

N 2 
:::::::: 3 x 10-3 (-p-) i_ 

~e 2 · 
Pnuc ceq 

(58) 

To account for the stratification in both regions, we write the Brunt-Vaisala fre-

quency as 

(59) 

7 This computation can be done more elegantly by imposing "jump" conditions at the discon­
tinuities (Finn 1987, McDermott 1990), but this is not convenient for us . 
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4.4. Damping Time due to Emission of Gravitational Radiation 

We evaluate the mode damping times due to gravitational radiation reaction 

numerically from8 

Tg = c21+1 (l- 1)[(21 + 1)!!]2 · foR por2 [17; + l(l + 1)77i]dr 
2 

( 60) 
21rGw2l l( l + 1 )( l + 2) (J

0
R porl+l [1lr + (l + 1 )1J.L]dr) 

(see, e. g., Balbinski and Schutz 1982). Substantial cancellation occurs m the 

denominator of this expression ( cf. equation [45]). The integral 

is smaller by a factor "" x than both I foR por1+11Jrdrj and (l + 1)1 foR por1+1 1].Ldrj. 

Thus, a naive order-of-magnitude estimate based on equation (60) underestimates 

the true damping time by at least a factor "" x 2 "" 10-4 . Furthermore, numerical 

evaluation of the damping time from equation (60) requires that the functions 17r(r) 

and 11.1. ( r) be known accurately enough to allow such a subtle cancellation. 

5. RESULTS 

5.1. The "fiducial" models 

For Model I with N = Ncru&t (see §4.3), the input physics and model parameters 

are similar to those used by Finn (1987)9
. As can be seen by comparing Fig . 1 

with Finn's Fig. 5, our g-modes are qualitatively very similar to his, giving us 

confidence that the smoothing of the discontinuities (see equation (57]) in our 

calculation of the Brunt-Vaisala frequency does not introduce substantial errors. 

The periods do not agree exactly, since our use of Newtonian rather than relativistic 

physics introduces errors of order GM / Re "" 8%. Taking this into account, the 

8This expression can be obtained by using the continuity equation, op = - V · (Al~), to 
integrate equation (42) by parts, and replacing the result and equation (41) in (39). 

9 Finn's model star has the parameters M = 0.522M0 , Pc = 1015gcm-3 , and R = 9.83km. 
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agreement is satisfactory (see Table 1). Our damping times are smaller than Finn's 

by factors "' 10. The Newtonian approximation and the strong dependence of r9 

on stellar radius and mode period (see the analytical estimates by Finn 1987) may 

account for part of this discrepancy. Similar discrepancies between relativistic 

and quasi-Newtonian estimates of the damping time of quadrupole /-modes due to 

gravitational radiation reaction forces have been reported by Balbinski and Schutz 

(1982). 

An additional simplification which changes our results compared to Finn's is our 

use of the Cowling approximation. The extent to which this approximation affects 

/-mode periods can be appreciated by considering a Newtonian, incompressible, 

uniform density, fluid star. For this simple model, analytical calculations give the 

ratio 

P(Cowling approximation) 

P( exact) 

3 t 
( 1 - -) ::::; 0.63 

2l + 1 
for l = 2. (61) 

Since neutron stars are centrally condensed, this ratio is closer to unity for them. 

The Cowling approximation is more accurate for the g-modes than it is for the 

/-mode, because radial nodes weaken the perturbations of the gravitational field. 

McDermott et al. (1988) used Newtonian equations of motion and the Cowling 

approximation to calculate periods of oscillation modes of a relativistic neutron star 

model very similar to Finn's (M = 0.503M0 , Pc = 9.44 x 1014gcm- 3 , R = 10.lkm) 

and obtained P = 0.398ms for the quadrupole /-mode, very close to our value. 

The periods of the crustal discontinuity modes change very little (by a few 

percent upward) as the stellar mass is increased by a factor"' 2.4 (see Table 1). 

The periods of the core g-modes (see Table 2) agree well with the estimate given 

in §3.1, and are similar to those of the crustal discontinuity modes. Comparing 

the results for Models I and II, one sees that these periods decrease strongly with 

increasing stellar mass. 
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The damping times of the core modes due to the erruss10n of gravitational 

radiation exceed the estimate of equation ( 45) by a large factor (....., 102 for gf and 

more than 103 for the higher-order modes in both models), showing that this is an 

extremely inefficient damping mechanism for g-modes. 

A comparison of Figs. 2 and 3 reveals that the oscillation energy of the core 

g-modes is distributed throughout the inner 90% in radius of the star, whereas 

discontinuity modes are concentrated in the outer crust, i.e. the outermost 10% 

in radius. 

When both contributions to the stratification are taken into account, the crust 

and core modes retain their separate identities, as Figs. 4 and 5 show. The core 

and crust act as a pair of weakly coupled resonant cavities, with modes in one 

cavity being little affected by the existence of the other cavity. Fractional period 

changes due to the presence of the second cavity are smaller than 10-3 for all 

modes listed. The gravitational radiation damping times of the core modes are 

also changed very little ('""' few percent) by the existence of stratification in the 

crust, but the damping times of some crustal modes are decreased significantly (up 

to factors ....., 102
) by the core stratification. This latter result follows because small 

motions in the core (whose density is several orders of magnitude higher than that 

of the outer crust) substantially increase the oscillations of the stellar quadrupole 

moment. 

5.2. Modifications and Further Discussion 

Possibly the most important source of errors in the present determination of the 

core g-modes is our neglect of the strong interactions among nucleons, which leads 

us to significantly underestimate the composition ratio, x. A fit to the results 

obtained by R. Smith (see Table I of Sauls et al., 1982), who took the strong 

interactions into account, gives 

(62) 
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instead of x ~ 0.006pj Pnuc from our equation (23). Substitution of equation 

(62) into equation (30) for the Brunt-Vaisala frequency yields periods for the four 

lowest-order, quadrupolar, core g-modes of Model I that are shorter than our pre­

vious results by a factor "' 2.5. These periods are listed in the column labeled 

"Model l-int" in Table 2. This procedure.is not completely consistent, since the 

strong interactions are neglected in the derivation of equation (30), but it gives an 

idea of the importance of the approximations made10. 

Throughout this paper, we have taken the neutron stars to be completely fluid. 

This assumption was also made by Finn (1987), but was criticized by McDermott 

(1990), who pointed out that the shear modulus of the crystalline stellar crust will 

significantly affect the discontinuity modes . Neutron star models that take into 

account the finite shear modulus of the crust (but not the stable stratification 

associated with composition gradients) were studied by McDermott, Hansen, Van 

Horn, and Buland (1985) and McDermott, Van Horn, and Hansen (1988). These 

authors find a sequence of shear ( s-) modes in the crust and two sequences of 

interfacial ( i-) modes, one trapped at the interface between the upper crust and 

the fluid ocean above, and the other at the boundary between the lower crust and 

the fluid core below. 

The solid crust with its finite shear modulus modifies both the crustal discon-

tinuity modes and the core g-modes. However, its effect on the core modes should 

be small. To verify this, we calculate the periods of the f-mode and the first four 

core g-modes of Model I (with N = Nccre) with the modified boundary condition 

'7r(rccb) = 0, where rccb = 7.81 km is the location of the crust-core boundary, taken 

to be where p = 2.4 x 1014g cm-3 . This is equivalent to setting both the shear 

modulus and the mass of the crust equal to infinity. However, the g-mode periods 

(listed in the column labeled "Model I-re" in Table 1) are longer by only 7 to 

10The difference between the real value and our results for non-interacting particles is probably 
somewhat less striking than this comparison would suggest, because the dependence of :z: on pis 
less strong in equation (62) than in equation (23). 
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15% than those of the "fiducial" Model I.U The ]-mode period is more strongly 

changed (and in the opposite direction). However, in a more realistic calculation 

with a crust of finite shear modulus, McDermott et al. (1988) find that the /-mode 

period is almost identical to its value for a completely fluid model. 

We have been assuming that the entire neutron star (except the outer crust) 

1s composed of neutrons, protons and electrons. However, additional species of 

particles (muons, kaons, hyperons, and others) undoubtedly appear at densities 

only slightly above nuclear density (see, e.g., Lattimer et al. 1991 for references), 

and these would contribute to the stable stratification of the neutron star core, 

decreasing the periods of the g-modes. Furthermore, the lower crust is stably 

stratified by the density dependent concentration of neutrons, which contribute an 

important share of the mass density without adding much to the pressure. 

6. CONCLUSIONS 

The present work shows that the core of a neutron star is stably stratified, and 

that it supports a set of core g-modes. These modes have periods ranging upward 

from a few milliseconds, similar to those of the discontinuity modes identified and 

investigated by Finn (1987), and considerably shorter than the thermal g-modes 

studied by McDermott et al. (1983). 

It is unfortunate that, to date, no convincing detections of neutron star oscil­

lations have been reported (see McDermott et al. 1988 for references and for a 

discussion of the possibilities). However, the stable stratification identified here 

may have other important consequences. For example, it restricts secular motions 

of matter inside neutron stars, because neutrons and charged particles cannot move 

together over large radial distances on timescales shorter than those over which 

weak interactions can maintain chemical equilibrium. How this might impact the 

11The counterintuitive effect of increaJing the period by decreaJing the size of the resonant 
cavity can be understood by a glance at the WKB dispersion relation for g-modes (equation 
[17]), which shows that the frequency decreaJeJ with increasing radial wavenumber. 
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evolution of neutron star magnetic fields will be discussed m a separate paper 

(Goldreich and Reisenegger, 1992). 
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Mode P [ms] 

(Finn 1987) 

f .528 

gf 5.13 

gg 10.5 

gg 14.2 

9t 15.3 
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Table 1 

Crustal Discontinuity Modes 

r 9 [s] P [ms] r 9 [s] 

(Finn 1987) (Model I) (Model I) 

6.49 -01 .397 1.03 -01 

1.09 +12 5.22 1.60 +11 

9.56 +15 10.8 7.84 +14 

1.93 +16 14.9 2.72 +15 

2.46 +17 16.5 1.84 +16 

P [ms] r 9 [s] 

(Model II) (Model II) 

.298 1.10 -02 

5.54 2.24 +12 

11.3 2.61 +15 

15.6 4.52 +15 

17.1 1.14 +16 

Periods (in ms) a.nd damping times due to emission of gravitational radiation 

(ins) for the quadrupole (l = 2) /-mode a.nd first four g-modes of model neutron 

stars whose crusts a.re stably stratified due to composition discontinuities. Shown 

a.re the results of Finn (1987) for a. relativistic 0.522M0 neutron sta.r model, a.nd 

our results for the Newtonian Models I (M = 0.581M0 ) a.nd II (M = 1.405M0 ) , in 

which we took the Brunt-Vaisala frequency to be N = Ncru 4 t (see equation [55]). 



Mode P [ms] r9 [s] 

(Model I) (Model I) 

f .397 1.03 -01 

91 10.8 3.34 +11 

9~ 15.0 3.47 +13 

9~ 18.8 2.22 +14 

94 24.3 2.04 +15 
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Table 2 

Core g-Modes 

P [ms] r9 [s] 

(Model II) (Model II) 

.298 1.10 -02 

4.66 7.30 +08 

7.25 7.15 +10 

10.1 1.47 +12 

12.4 5.33 +12 

P [ms] P [ms] 

(Model l-int) (Model I-re) 

.397 .247 

4.21 12.4 

6.39 16.0 

7.66 21.0 

9.22 26.8 

Periods (in ms) and damping times due to errlission of gravitational radiation 

(in s) for the quadrupole (l = 2) /-mode and first four 9-modes of neutron star 

models that are stably stratified due to a smooth composition gradient in the stellar 

core. The first four columns of numbers show results for our Newtonian Models I 

(M = 0.581M0 ) and II (M = 1.405M0 ) with Brunt-Vaisala frequency N = Ncore 

(see equation [58]), which are analyzed in §5.1. The last two columns contain 

results for modified versions of Model I, as discussed in §5.2. In the first case 

(labeled "Model l-int"), the density ratio x is taken to be as given by equation 

(62), in order to get an estimate of the effect of the strong interactions among 

nucleons, and in the second (labeled "Model I-re"), the crust is taken to be perfectly 

rigid, i . e. the boundary condition f.r = 0 is imposed at the crust-core boundary 

(r = rccb = 7.81km, where p(rccb) = 2.4 X 1014gcm- 3
) . 
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Fig. 1: The first four (quadrupole) g-modes of our neutron star Model I ( M = 

0.581M0 ), when only the stable stratification due to the discontinuities in the 

stellar crust is taken into account (N = Ncru•t) · The radial displacement is plotted 

as a function of log(1-r/ R), where R is the radius of the star, for easy comparison 

with Fig. 5 of Finn (1987). The modes are normalized by the condition TJr(R)/ R = 

1. 
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Fig. 2: Oscillation energy per unit radial distance, E = (1/2)w 2 p0 r 2 (77;+Z(l+1)77i), 

as a function of radius for the first two g-modes of our Model I with lf2 = N'!u.t· 

The modes are normalized by the condition 17r(R)/ R = 1. 
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Fig. 3: Oscillation energy per unit radial distance as a function of radius for the 

first two g-modes of our Model I with N 2 = N;or, . The normalization condition is 

TJr(R)/ R = 1. 
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Fig. 4: Oscillation energy per unit radial distance as a function of radius for the 

first two crustal g-modes of our Model I with N 2 = N!u.t + N;ore· Again, the 

modes are normalized by the condition TJr(R)/ R = 1. 
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Fig. 5: Oscillation energy per unit radial distance as a function of radius for 

the first two core g-modes of our Model I with N 2 = N!u.t + N;ore · Again, the 

normalization condition is "lr(R)/ R = 1. 
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Chapter 3 

MAGNETIC FIELD DECAY IN 

ISOLATED NEUTRON STARS 

(by Peter Goldreich and Andreas Reisenegger. Originally appeared 

in Astrophys. J., 395, 250-258.) 
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ABSTRACT 

We investigate three mechanisms that promote the loss of magnetic flux from 

an isolated neutron star. 

Ohmic decay produces a diffusion of the magnetic field with respect to the 

charged particles . It proceeds at a rate that is inversely proportional to the electric 

conductivity and independent of the magnetic field strength. Ohmic decay occurs 

in both the fluid core and solid crust of a neutron star, but it is too slow to directly 

affect magnetic fields of stellar scale. 

A mbipolar diffusion involves a drift of the magnetic field and charged particles 

relative to the neutrons. The drift speed is proportional to the second power of the 

magnetic field strength if the protons form a normal fluid. Variants of ambipolar 

diffusion include both the buoyant rise and the dragging by superfluid neutron 

vortices of magnetic flux tubes. Ambipolar diffusion operates in the outer part of 

the fluid core where the charged particle composition is homogeneous, protons and 

electrons being the only species . The charged particle flux associated with ambipo­

lar diffusion decomposes into a solenoidal and an irrotational component. Both 

components are opposed by frictional drag. The irrotational component perturbs 

the chemical equilibrium between neutrons, protons, and electrons, thus generating 

pressure gradients that effectively choke it . The solenoidal component is capable 

of transporting magnetic flux from the outer core to the crust on a short timescale. 

Magnetic flux that threads the inner core, where the charged particle composition 

is inhomogeneous, would be permanently trapped unless particle interactions could 

rapidly smooth departures from chemical equilibrium. 

Magnetic fields undergo a Hall drift related to the Hall component of the electric 

field. The drift speed is proportional to the magnetic field strength. Hall drift 

occurs throughout a neutron star. Unlike ohmic decay and ambipolar diffusion 

which are dissipative, Hall drift conserves magnetic energy. Thus, it cannot by 

itself be responsible for magnetic field decay. However , it can enhance the rate 
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of ohmic dissipation. In the solid crust, only the electrons are mobile and the 

tangent of the Hall angle is large. There, the evolution of the magnetic field 

resembles that of vorticity in an incompressible fluid at large Reynolds number. 

This leads us to speculate that the magnetic field undergoes a turbulent cascade 

terminated by ohmic dissipation at small scales. The small scale components of 

the magnetic field are also transported by Hall drift waves from the inner crust 

where ohmic dissipation is slow to the outer crust where it is rapid. The diffusion 

of magnetic flux through the crust takes about 5 x lOS j B 12 years, where B12 is the 

crustal magnetic field strength measured in units of 1012 G . 
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1. INTRODUCTION 

Young neutron stars are seen as ordinary radio pulsars and X-ray pulsars. Their 

surface magnetic field strengths are deduced to be of order 1012 
- 1013G. Older 

neutron stars are observed as recycled pulsars and low mass X-ray binaries. Their 

surface fields are weaker, ~ 1010G. The association of weaker fields with older ob­

jects suggests that the magnetic fields of neutron stars are subject to decay. Since 

the neutron stars found in recycled pulsars and low mass X-ray binaries have ac­

creted substantial amounts of matter, it is difficult to resolve whether the decay 

results from age or accretion (Bisnovatyi-Kogan and Kornberg 1975). Evidence 

favoring age comes from some statistical studies of ordinary, single, radio pulsars 

which conclude that the magnetic fields of these objects decay on timescales of 

order 107 years (Lyne, Manchester, and Taylor 1985, Narayan and Ostriker 1990). 

However, other studies reach the opposite conclusion (Bhattacharya, Wijers, Hart­

man, and Verbunt 1991). The detection in "(-ray burst spectra of what appear to 

be cyclotron lines formed in 1012 - 1013 G fields (Murakami et al. 1988) would 

provide evidence in favor of accretion should the bursts emanate from old neutron 

stars (Shibazaki, Murakami, Shaham, and Nomoto 1989). 

The purpose of this paper is to identify decay mechanisms for the magnetic field 

of an isolated neutron star and to estimate their timescales . We do not address 

questions related to the origin of the field . We merely assume that the initial field 

threads the interior of the star and inquire as to how it would evolve. To do so, we 

solve the equations of motion for charged particles in the presence of a magnetic 

field and a fixed background of neutrons while allowing for the creation and de­

struction of particles by weak interactions. Strictly speaking, these equations apply 

to normal neutrons and protons. However, we extend our interpretations of their 

solutions to cover cases of neutron superfluidity and proton superconductivity. 

The organization of the paper is set out below. We present continuity equations 

and equations of motion for the protons and electrons in §2. These equations 
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are manipulated to prove that, in the presence of a magnetic force, the charged 

particles can not be simultaneously in magnetostatic equilibrium and in chemical 

equilibrium with the neutrons. In §3, the equations are solved and two mechanisms 

for the decay of the magnetic energy are identified, ohmic dissipation and ambipolar 

diffusion. Speculations concerning turbulent field evolution by Hall drift are offered 

in §4. Finally, §5 contains a discussion of the application of our results to real 

neutron stars. 

Each of the three mechanisms we investigate, ohmic decay, ambipolar diffusion 

and Hall drift, has already received attention in relation to neutron star magnetic 

fields . Baym, Pethick, and Pines (1969b) were the first to properly calculate the 

ohmic decay time in the fluid core under the assumption that the neutrons and 

protons were normal (not superfluid and superconducting) . Ewart, Guyer, and 

Greenstein (1975) and Sang and Chanmugam (1987) estimated the ohmic decay of 

fields supported by currents in the solid crust. The ambipolar diffusion timescale 

for normal neutrons and protons was evaluated by Haensel, Urpin, and Yakovlev 

(1990), although these authors mistakenly attributed it to enhanced ohmic decay 

(Pethick 1991). Harrison (1991) properly appreciated the connection between am­

bipolar diffusion and the buoyant rise of flux tubes. Hall drift was part of the 

picture of the thermoelectric generation of magnetic fields detailed by Blandford, 

Applegate, and Hernquist (1983) . Jones (1988) proposed that Hall drift could 

transport magnetic flux across neutron star crusts. Relations between our results 

and those obtained in earlier papers are mentioned in §5. 

2. EQUATIONS OF MOTION FOR THE CHARGED PARTICLES 

We model the interior of a neutron star as a lightly ionized plasma consisting of 

neutrons, protons and electrons labeled by the indices n, p, and e. The equation of 

state for each particle species is taken to be that of an ideal, completely degenerate, 

gas. Modifications associated with the presence of other particle species and the 
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strong interactions are discussed in §3.5 and §5.2. We neglect thermal contributions 

to the Brunt-VaisaHi. frequency on the grounds that the thermal conductivity of 

neutron star interiors is so high that they are unimportant for the slow motions of 

interest here. 

We specify the local state of each spec1es by its internal chemical potential, 

fLi, which is equal to the Fermi energy including rest mass. The protons and 

electrons are described as two separate fluids coupled by electromagnetic forces . 

Drag forces due to elastic binary collisions impede the relative motions of the 

different particle species . Weak interactions tend to erase perturbations away from 

chemical equilibrium among the neutrons, protons and electrons. 

The neutrons are assumed to form a fixed background in diffusive equilibrium. 

This assumption, while not entirely realistic, simplifies the algebra and does not 

lead us astray. Its justification is that the combined fluid of neutrons, protons and 

electrons is stably stratified (Reisenegger and Goldreich 1992). The stratification 

is associated with the chemical composition gradient; the equilibrium ratio of the 

number densities of charged particles to neutrons increases with depth . The ratio 

of the magnetic field stress to the pressure of the charged particles is small. Thus , 

the magnetic field cannot force significant displacements of the combined fluid, 

at least not ones in which the composition is frozen . We show in §V that the 

interactions which smooth perturbations of chemical equilibrium are so slow that 

these are the only displacements of practical interest . The density profile of the 

neutrons , as determined by 

fLn + mn'l/J = constant, (1) 

gives rise to a Newtonian gravitational potential, 1/J; contributions to 1/J by protons 

and electrons are neglected, as are corrections due to general relativity. 

The charged particles satisfy the equations of motion: 
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and 

• 8v., •( ) ( V., ) m:v., m:(v.,- Vp) m.,-- + m., v.,·V v., = -VfJ-.,- e E + -xB - --- _::...:........:...._---=.:..:.. at c r= ~p 
(3) 

Here, m: = f.l-.,f c2 is the effective inertia. of the electrons, E and B are the electric 

and magnetic fields, vi is the mean velocity of the particles of species i, and Tij is the 

relaxation time for collisions of particles of species i against particles of species j. 

The average velocity of the neutrons is assumed to vanish, v n = 0. Conservation 

of momentum implies that mpfrp., = m:/rep· We ignore relativistic corrections 

to both the inertia. of the neutrons and protons and to the gravitational forces 

acting upon them. To be consistent, we also drop the gravitational force acting 

on the electrons and take the neutron and proton masses to be equal. Without 

the essential additions of the forces due to pressure and gravity, our equations 

of motion would yield an electrical conductivity tensor similar to that applied by 

Ha.ensel, Urpin, and Yakovlev (1990) . 

The processes under consideration involve small velocities that change over 

timesca.les much longer than any of the relaxation times. Thus, we neglect the 

acceleration terms on the left-hand sides of equations (2) and (3) . Then, combining 

equations (1), (2), and (3), we arrive a.t 

(4) 

where b.Jl- = f.l-p + f.l-e- f.l-n is the departure from chemical equilibrium, nc ~ np ~ n., 

is the number density of charged particles, fB is the magnetic force density, 

(5) 
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with the electric current, j, given by 

(6) 

Each of the terms in equation ( 4) admits a simple interpretation. Clearly, fB / nc 

is the magnetic force per proton-electron pair. From the thermodynamic identity 

(8J.Lf8p). = 1/n, it follows that -V(~J.L) is the net of the forces due to particle 

pressure plus gravity acting on a proton-electron pair. Equation ( 4) shows that 

magnetostatic equilibrium requires fB/nc to be the gradient of a potential. Only 

in this special circumstance can the gradient of the perturbed chemical potential 

balance the magnetic force density. If magnetostatic equilibrium does not apply, 

the forces drive the charged particles through the fixed background of neutrons at 

the ambipolar diffusion velocity, v, defined by the second equality in equation (4). 

Weak interactions tend to erase chemical potential differences between the 

charged particles and neutrons. The difference between the rates, per unit vol­

ume, at which the reactions p + e- ---+ n + Ve and n ---+ p + e- + iie occur is 

~r = r(p + e- ---+ n + ve)- r(n ---+ p + e- + De) = A~J.L, (7) 

where the coefficient >. is a temperature-dependent proportionality constant in the 

The protons and electrons each satisfy a continuity equation 

(8) 

Approximate charge neutrality implies np ~ ne = nc from which it follows that 

(9) 

where 
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w = Vp + v., = v _ (mp/Tpn- m:/ren) _j_. 
2 mp/Tpn + m:/ren 2nce 

(10) 

Since the Eulerian variations of nc are of order nc B 2 fp., ~ 1, where p., is the 

electron pressure, equation (9) simplifies to 

(11) 

3. OHMIC DISSIPATION AND AMBIPOLAR DIFFUSION 

In this section we study the dissipation of magnetic energy in a fluid mixture of 

neutrons, protons, and electrons that is close to both magnetostatic and chemical 

equilibrium. To avoid the proliferation of inessential terms, we neglect gravity and 

treat m:, Tpn, r.,n, and>. as constants throughout most of the section. Moreover, we 

assume that the magnetic field is spatially bounded and that the fluid medium is of 

infinite extent . In the final subsection, §3.5, we consider extensions and refinements 

of our results to inhomogeneous, gravitating media. 

3.1. Magnetic Field Evolution 

The evolution of the magnetic field is related to the electric field, E, by Fara­

day,s induction law, 

aB at = -cvxE. (12) 

The electric field, obtained from a suitable combination of equations (2) and (3) 

without the inertial terms, reads: 

where 



55 

(14) 

is the electrical conductivity in the absence of a magnetic field. 

Substituting equation (13) into equation (12), we obtain the governing equation 

for the magnetic field, 

8B 
- = -cvx at 

where j is related to B by Ampere's law, 

J= 
cvxB 

47r 

(15) 

(16) 

The terms on the right hand side of equation (15) describe, in order, the effects 

of ohmic decay, ambipolar diffusion, and Hall drift. Since j and v are linear and 

quadratic functionals of B, these terms scale as B, B 3 , and B 2 , respectively. 

3.2. Dissipation of Magnetic Energy 

The total magnetic energy is given by 

(17) 

We write its time derivative, with the aid of equation (12) and after an integration 

by parts, in the form 

(18) 

Neither the Hall term nor the potential term in the electric field contribute to 

dEB/ dt. The former is orthogonal to j and the latter is eliminated by the use of 

Ampere's law in the derivation of equation (18). Thus, 
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dEB (dEB) (dEB) 
dt = dt ohmic + dt arnbip 

(19) 

The contribution from ohmic dissipation reads 

(20) 

The ambipolar term is given by 

(dEB) 
dt ambip 

where we arrive at the second expression by using equation ( 4) to eliminate fB 

in favor of v and !:::.11-. Another integration by parts, together with equation (11 ), 

yields 

The first piece in the integrand arises from energy lost to frictional drag. The sec­

ond piece accounts for the energy carried away by the neutrinos and anti-neutrinos 

that are emitted during the inverse and direct beta decays that smooth departures 

from chemical equilibrium. 

As is evident from equations (20) and (22), ohmic dissipation and ambipolar 

diffusion always act to decrease the magnetic energy. 

3. 3. A mbipolar Drift Velocity 

To relate the chemical potential imbalance, f:::.J.L, and the drift velocity, v, to the 

magnetic force, fB, we start from equations (4) and (11) . It is convenient to resolve 

v and fB into solenoidal (divergence-free) and irrotational (curl-free) components, 
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v• and fJJ, and vir and fjJ .1 Because v( b.J.L) is irrotational, the solenoidal and 

irrotational components of equation ( 4) can be written as 

(23) 

and 

(24) 

Note that v~ is directly proportional to the local value of fJJ with a coefficient that is 

inversely proportional to the frictional coupling between the charged particles and 

neutrons. Because v'r perturbs the chemical equilibrium between the neutrons and 

charged particles, its response to fjJ is more complicated. The details are worked 

out below. 

Since the fractional variations of nc are of order B 2 /Pe «: 1, equation (11) 

simplifies further to 

(25) 

Taking the divergence of equation (24) and using equation (25) to eliminate V ·v'r, 

we obtain 

(26) 

where the length scale a satisfies 

(27) 

The solution of equation (26) is conveniently expressed in terms of the Green's 

function 
1This decomposition is unique since the fields are spatially bounded. 
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G(x _ x') = _ exp( -lx- x'lla) 
47rlx- x'l 

~J.L(x) = _!_ j d3 x' G(x- x') v'.fj;'(x'). 
nc 

(28) 

(29) 

Next, we relate vir to fj;' by substituting equation (29) into equation (24) and 

performing an integration by parts: 

. >.a2 ( . j [ . ] ) v'r(x) = n~ f8(x)- d3 x' G(x- x')v' v'.f8(x') . (30) 

Let us denote by L the characteristic length scale over which fj;' varies. The 

response of vir to fj;' depends upon the relative sizes of L and a. 

For L I a » 1 the second term in equation ( 30) is smaller than the first by a 

factor of order (aIL )2 ~ 1, and 

(31) 

In this limit chemical equilibrium is achieved so rapidly that only the frictional 

drag exerted by the neutrons on the charged particles is available to balance the 

magnetic force. 

In the opposite limit, Ll a ~ 1, the relation between vir and fj; is non-local, and 

therefore more complicated. It is best revealed in Fourier space, since the Fourier 

components of the irrotational parts of vector fields are parallel to k. Taking the 

Fourier transforms of equations (25) and (26) yields 

(32) 

for L = k-1 ~ a. For Lla ~ 1, fj; is balanced by the pressure gradient, leaving 

only f8 to be balanced by frictional drag. 



59 

3.4. Decay Timescales 

Here, we collect formulae giving the characteristic timescales over which ohmic 

decay and ambipolar diffusion dissipate magnetic energy. We reserve until §5 the 

numerical evaluation of these timescales under different hypotheses concerning the 

state of matter in neutron star interiors. 

The timescale for ohmic decay, which follows immediately from equations (15) 

and (16), has the familiar form 

(33) 

Ohmic decay involves a diffusion of the magnetic field lines with respect to the 

charged particles . Note that tohmic is proportional to L2 and independent of the 

field strength. 

There are two timescales for ambipolar diffusion, one for the solenoidal com­

ponent of the charged particle flux and the other for the irrotational component . 

Following equations (23) and (32), we find 

(34) 

and 

(35) 

Ambipolar diffusion involves the motion of the magnetic field lines together with 

the charged particles relative to the neutrons. Note that both expressions for tambip 

are inversely proportional to B 2 . Also, for L/a ~ 1, t~mbip;::::: (L/a)2t~bip· 

We show in §5.2 that t~bip is larger than the Hubble time. However, if it 

were not, we would be compelled to consider displacements of the combined fluid 

of neutrons and charged particles. This is because magnetic forces would drive 



60 

a. solenoidal flux of ba.ryons (neutrons plus protons) if particle interactions could 

ma.inta.in chemical equilibrium. This solenoidal motion of the combined fluid would 

not suffer the frictional retardation tha.t the solenoidal component of the charged 

particle fluid does. It would only ha.ve the milder effects of viscosity to contend 

with. 

9. 5. Extensions and Refinements 

It is ea.sy to extend most of the results obtained in this section so tha.t they 

a.pply to inhomogeneous media. in gra.vita.tiona.l fields . 

The expressions for the dissipation of magnetic energy by ohmic deca.y a.nd 

a.mbipola.r diffusion given by equations (20) a.nd (22) a.re unchanged in a.n inho­

mogeneous medium. However, the derivation of dEarnbip/ dt is complicated by the 

spa.tia.l va.ria.tions of m;, Tpn, Ten , a.nd >.. We lea.ve the proofs to the reader. 

The flow of charged particles in a. homogeneous medium tends to upset chemical 

equilibrium if V·(ncv) -:J 0. This generalizes in a.n inhomogeneous medium to 

V·(ncw) -:J 0 (cf. eqn. [9]). It is useful to resolve the charged particle flux new 

into its solenoidal a.nd irrota.tiona.l components . If beta. reactions do not era.se 

perturbations from chemical equilibrium, the irrotationa.l component is choked by 

pressure gradients. We note tha.t w differs from the a.mbipola.r diffusion velocity 

v by a. term proportional to the current density j . Since V.j = 0 a.s a. consequence 

of charge neutrality, 

(36) 

The difference between V·(ncw) a.nd V·(ncv) vanishes in either the limit mpTen ~ 

m;Tpn or the limit m;Tpn ~ mpTen · The first limit would be relevant if the protons 

were normal since tha.t would imply T.,n/Tpn ~ 1 because neutron-proton scat­

terings a.re mediated by the strong force, whereas neutron-electron scatterings a.re 

due to electromagnetic interactions involving the neutron1s magnetic moment. The 
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consequences of proton superconductivity are less clear. However, we shall assume 

that V·(ncw) ~ V·(ncv) wherever ambipolar diffusion might be important inside 

neutron stars. Thus, we write 

(37) 

from here on. 

Ambipolar diffusion in a homogeneous medium is driven by unbalanced mag­

netic stresses. In an inhomogeneous medium subject to a gravitational field buoy­

ancy forces also play a role (Parker 1979). To estimate the buoyancy forces, con­

sider a thin, circular, magnetic flux tube of outer radius r that surrounds the 

center of a spherical star. The pressure of the charged particles, Pc, mostly due to 

electrons, is lower inside the tube than outside by bpc ~ -B2 /(8n-). The density 

deficit inside the tube is 5pj p ~ -3B 2 /(327rpc)· Thus, the buoyancy force density 

is given by 

3B2 p 3B2 
A 

fbuoyancy ~ - 327r Pc g ~ 327r H r' (38) 

where r is the radial unit vector, and H is the pressure scale height of the charged 

particle fluid. It is easy to show that the magnitude of fbuoyancy exceeds that of 

the inward directed force density due to magnetic tension provided H < 3r /4. 

The buoyancy force density is to be compared to B 2 j(81r L ), the characteristic 

magnitude of the force density associated with a magnetic field of scale L. Since 

L ~ H in the fluid core of a neutron star, the addition of buoyancy forces does not 

alter the timescales for ambipolar diffusion given by equations (34) and (35). 

Our treatment of ambipolar diffusion is predicated on the assumption that the 

charged particle fluid is homogeneous; more specifically, that it is composed of equal 

number densities of protons and electrons. This crucial assumption insures that 

the charged particle fluid is neutrally stratified. The solenoidal component of the 

charged particle flux does not perturb the density and pressure of a homogeneous 
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fluid. However, it is likely that additional species of charged particles appear in 

the equilibrium composition at pressures below the central pressure of a neutron 

star. We refer to this region, where there is a gradient in the charged particle 

composition, as the inner core. Unfortunately, the size and composition of the 

inner core are uncertain. However, it is clear that the charged particle fluid in the 

inner core is stably stratified. This has serious implications for ambipolar diffusion. 

Displacements of the charged particle fluid at frozen composition would raise the 

potential energy. Unless particle interactions could rapidly erase perturbations 

from chemical equilibrium, ambipolar diffusion could not occur in the inner core. 

4. HALL DRIFT AND MAGNETIC TURBULENCE 

In this section we examine the third term in equation (15), the one that de­

scribes advection of the field by Hall drift . This term does not change the total 

magnetic energy. However, it cannot be ignored in neutron star interiors because, 

in places, its magnitude exceeds that of the terms which account for ambipolar 

diffusion and ohmic decay. We begin by describing Hall drift waves. Then, we go 

on to consider the possibility that the magnetic field in the crust evolves through 

a turbulent cascade. 

We simplify the induction equation (15) by taking the limit Tpn ---+ 0 and 

Ten ---+ oo . With the protons immobilized, the electrons carry all the current and 

ambipolar diffusion is eliminated. The medium resembles a metallic solid. Then, 

the reduced version of equation (15) reads 

8B c c2 
2 -

8 
= - --vx [(v x B) x B] + --\7 B. 

t 47rnce 47rO"o 
(39) 

Application of dimensional analysis to equation (39) yields a relation between the 

linear size, L, and characteristic evolution t imescale, t Hall, of field structures: 

(40) 
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Jones (1988) proposed that Hall drift could transport magnetic field from the 

inner crust where ohmic decay is slow to the outer crust where it proceeds rapidly. 

Here we show that there is a class of Hall drift waves that carry magnetic energy 

and whose dispersion relation is closely related to equation ( 40). To obtain the 

dispersion relation for linear waves in a uniform magnetic field B 0 , we substitute 

the elementary disturbance B 1 = B1 exp i(kx- wt) into equation (39). After a 

little algebra, we obtain 

cklk-Bol 
w=-.:....._-~ 

47rnce , 
(41) 

where k = lkl. The corresponding group velocity is 

ck [Bo + (k·Bo) k] 
v - ± _...:..__ _ ___:'----'----~ 
gp- 47rn e , 

c 

(42) 

where k = k/ k. 

There is reason to doubt whether these waves could transport magnetic energy 

from the inner to the outer crust. In particular, they might be reflected as they 

propagate upward toward lower density. To expose the problem, we interpret 

equation ( 41) as a WKBJ dispersion relation. Consider a plane parallel model for 

the crust with nc decreasing monotonically in the z direction. The validity of the 

WKBJ approximation requires kr.H ~ 1, where His the local scale height. Let us 

assume that a wavepacket which satisfies this inequality is launched upward from 

the lower crust. For the moment, we focus on the special case with B 0 constant 

and aligned along the x axis. As the wave packet propagates toward lower density, 

k must decrease in direct proportion to nc, since w remains constant . Because of 

the symmetry of the problem, the decrease of k comes entirely at the expense of 

kz . Since H also decreases with height, the inequality kr.H ~ 1 must eventually 

be violated. It is plausible that the wave packet would be reflected downward at 

about the level where kr.H "" 1. Although the details differ when B 0 is aligned 

along the z axis, the reflection of upward propagating wave packets still seems 
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likely. 

The above considerations suggest that only disturbances whose wavelengths in 

the inner crust are very much shorter than the local scale height could propagate to 

the outer crust. Below, we argue that Hall drift tends to produce short wavelength 

magnetic structures. This enhances the local rate of ohmic dissipation as well as 

the ability of Hall waves to transport magnetic energy upward. 

We proceed by rewriting equation (39) in dimensionless form as 

(43) 

Here, e = x j L, b = B/ Bo, and T = t / tHall, with Land Bo scale factors appropriate 

to the largest magnetic structures. The parameter 

Ra = aoB o = eBoTep 
n cec m:c 

(44) 

is the tangent of the Hall angle; 'Ra may be large inside neutron stars. Note that 

Ra has a couple of interpretations. It is equal to 27r times the ratio of the electron 

relaxation time to the electron cyclotron period, and it is also equal to tohrrllc/tHall· 

The dimensionless induction equation ( 43) resembles the vorticity equation for 

an incompressible fluid . In dimensionless form, the latter equation reads 

(45) 

where v and w = Ve x v are the dimensionless velocity and vorticity, and n is 

the Reynolds number. The analogy between equations ( 43) and ( 45) would be 

complete if v were the curl, rather than the inverse curl, of w . 2 

Turbulence is a generic property of homogeneous, incompressible flows under 

circumstances where the Reynolds number is large. It is easy to rationalize this 

lThe minus sign in front of the nonlinear term in equation ( 43) is not crucial. It arises because 
the current carriers have negative charge. 
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fact from equation ( 45) by noting that the nonlinear advection term is much larger 

than the linear diffusion term for n ~ 1. We speculate that, where nB ~ 1 in 

the solid crust, the generic magnetic field evolves through a turbulent cascade. In 

other words, nonlinear couplings transfer magnetic energy from larger to smaller 

scales where it is ultimately dissipated by ohmic decay. The similarity between 

equations ( 43) and ( 45) leads us to speculate that the generic magnetic field is 

turbulent for RB ~ 1. The material in the remainder of this section is based 

on that speculation. It is so intriguing that we present it in advance of serious 

investigation. 

Having guessed that magnetic fields are turbulent for nB ~ 1) it is natural 

to inquire about their spectra. We take a first cut at this problem by adapting a 

method devised by Kolmogoroff (1941) for fluid turbulence. We assume that the 

nonlinear interactions transfer magnetic energy from large to small scales where it 

is ultimately dissipated by ohmic diffusion. The outer, or energy bearing, scale has 

linear size L, magnetic field strength B 0 , and lifetime tHall · Smaller structures of 

size >. have magnetic field strengths B). and lifetimes t). . The inner scale, at which 

ohmic decay becomes important, is denoted by >... We assume that magnetic 

turbulence is space filling and that the nonlinear transfer of magnetic energy is 

local in wave number space. Then, the steady flow of energy toward smaller scales 

implies 

t). tHall 
(46) 

We determine t>. from the form of the nonlinear term in equation ( 43). A simple 

scaling argument suggests that 

(47) 

This is the choice made by Vainshtein (1973) and amounts to assuming that the 

turbulence is strong. However, the period of Hall waves of wavelength ). is shorter 
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than t>. by a factor "' B>./ Bo. Thus, Hall turbulence consists of weakly interacting 

waves (Kingsep, Chukbar, and Yan'kov 1990). The lowest order nonlinear inter­

actions are those that couple three resonant waves which satisfy, w = w1 + w2 and 

k = k 1 + k 2 • It is easily to verify that the dispersion relation (eqn. [41]) permits 

these conservation laws to be satisfied simultaneously. The characteristic timescale 

for the transfer of energy among resonant triplets is 

t>. ().) 
2 

( Bo) 2 

tHa11 "' L B>. ' 
(48) 

which is longer by the factor B 0 / B>. than t>. given in equation ( 4 7) . The larger 

value fort>. arises because the transfer of energy and mom entum among wave pack­

ets of unit fractional bandwidths in w and k takes place in steps of dimensionless 

size B>./ B 0 , each of duration"' 1/wk with >.k """ 1. Our derivation oft>. is a heuris­

tic one. However, the same result may also be derived by the rigorous methods 

described by Zakharov (1971 , 1983) . 

Together, equations ( 46) and ( 48) yield 

(49) 

and 

(50) 

The inner scale is set by t ohrnic "'t>, . From equations (33 ) and (50), we arrive at 

>.. 1 
(51) -"'-

L Ra 

The one-dimensional power spectrum of the magnetic field is determined by 
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2( ) B5 
B k "' Lk2 . (52) 

By way of comparison, the Kolmogoroff power spectrum of a turbulent velocity 

field v 2(k) ex k-513 • Just as most of the energy in a turbulent flow is contained 

in the largest eddies, most of the energy in a (Hall) turbulent magnetic field is 

contained in the largest magnetic structures. However, the small scales dominate 

the vorticity density in fluid turbulence and the current density in (Hall) magnetic 

turbulence. 

The turbulent cascade of magnetic energy leads to an enhanced ohmic decay 

of the magnetic field. The large scale components of the field weaken as magnetic 

energy is conservatively transported to smaller scales. 

Hall drift occurs in electrically conducting fluids as well as solids. However, its 

implications in fluid media are less clear. The reason is that Hall drift changes 

the magnetic force density, j X B /c. In a fluid, the magnetic force density drives 

motions at the Alfven speed, VA = B/(4trp)112
, which in cases of interest here is 

much greater than the speed of the Hall drift. The situation in a solid is simpler, 

because the magnetic force density is ultimately balanced by the divergence of the 

lattice stress tensor. 

5. APPLICATION TO NEUTRON STARS 

Our goal is to determine how magnetic fields in neutron stars decay. We discuss 

the possible roles played by ohmic dissipation, ambipolar diffusion, and Hall drift . 

Lack of knowledge concerning the states of matter inside neutron stars is a great 

hindrance. We adopt the following approach for dealing with this problem. 

We assess each decay mechanism as it would apply if the modified URCA 

reactions were the principal means for smoothing departures from chemical equi­

librium, if the neutrons and protons were normal, and if neutrons, protons, and 



68 

electrons were the only particles present in the fluid core. Then, we relax vari­

ous combinations of these assumptions and consider how our assessments must be 

modified. 

Many of the uncertainties regarding the properties of matter in neutron star 

interiors stem from our inadequate knowledge of particle interactions at above 

nuclear density. This impedes prediction of the equilibrium number densities of 

different species of particles. It also limits our ability to determine whether and 

where the neutrons form a superfluid and the protons form a superconductor. 

These unresolved issues impact the discussion of the decay of the magnetic field in 

many ways, a few of which are mentioned below. 

The relative number densities of protons and electrons to neutrons determines 

whether the regular URCA process can occur in neutron stars. Until recently, it 

was thought that only the much slower modified URCA reactions could operate 

(Chiu and Salpeter 1964). However, this issue seems less settled now (Lattimer, 

Pethick, Prakash, and Haensel 1991 ). If the regular URCA reactions function, 

both neutron star cooling and the smoothing of perturbations away from chemical 

equilibrium would proceed much faster than previously estimated. 

Neutron superfluidity would greatly reduce the collision rates between neutrons 

and charged particles . The energy gap would impede the reactions that restore 

chemical equilibrium. The effects of proton superconductivity would depend upon 

whether the superconductor was type I or II. The prevailing view is that the 

protons form a type II superconductor (Baym, Pethick, and Pines 1969a). If 

so, the arrangement of the magnetic field in quantized flux tubes would modify 

the magnetic stress (Easson and Pethick 1977). In particular, the components of 

the stress tensor would be proportional to the first power of the mean magnetic 

field strength. Thus, the timescales for ambipolar diffusion would be inversely 

proportional to B instead of B 2 • 

The presence of exotic species of particles would affect the static stability of 
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neutron star interiors as measured by the Brunt-VaisaHi. frequency. The dynamics 

of ambipolar diffusion would be complicated by the presence of additional species 

of charged particles. 

5.1. Ohmic Decay 

Shortly after the discovery of pulsars, Baym, Pethick, and Pines (1969b) cal­

culated the electrical conductivity, u 0 , of neutron star interiors under the assump­

tion that the neutrons, protons, and electrons are degenerate but normal (not­

superfl.uid), and that the magnetic field is weak. They found that u 0 is so high 

that the timescale for ohmic dissipation of neutron star magnetic fields exceeds 

the age of the universe. We take the electrical conductivity of the core fluid, as 

given by equation (14), to be u 0 = 4.2 x 1028T8-
2 (pj Pnuc)3 s-I, where T 8 denotes the 

temperature in units of 108 K, and Pnuc = 2.8 X 1014g/cm3 (Haensel, Urpin, and 

Yakovlev 1990). 3 This corresponds to an ohmic decay timescale ( cf. eqn. [33]) 

tohmic "' 2 X 1011 L~ (_!_) 3 

years, 
Ta Pnuc 

where L 5 = L/(105 em). 

(53) 

We can draw a rigorous, although qualified, conclusion from equation (53). It 

is that magnetic fields of stellar scale supported by currents in the fluid core of 

a neutron star would not suffer significant ohmic decay if the core matter were 

normal. This conclusion can be extended in several directions. Superconductivity 

of either type would certainly decrease the rate of ohmic decay, but might lead 

to the expulsion of magnetic fields by other means. If crustal currents support 

neutron star magnetic fields, ohmic decay would be faster. However, unless the 

currents are confined to the outer crust, ohmic decay would fall short of accounting 

for the magnitude of the decline in field strength estimated from observations of 

neutron stars (Ewart, Guyer, and Greenstein 1975, Sang and Chanmugam 1987). 

3 Electrons are the main current carriers and their important collisions are with protons. 
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Haensel, Urpin, and Yakovlev (1990) reopened the issue of the ohmic decay 

with the claim that the resistivity is enhanced in directions perpendicular to strong 

magnetic fields. 4 They proposed that ohmic decay could reduce arbitrary initial 

fields to strengths below B,...., 1012 G in about 107 years. However, as we show below, 

and as has also been recognized by Pethick (1991), the decay mode identified by 

Haensel, Urpin, and Yakovlev is ambipolar diffusion rather than ohmic dissipation. 

We conclude that large scale magnetic structures in neutron stars do not suffer 

significant ohmic decay. 

5.2. Ambipolar Diffusion 

Ambipolar diffusion involves a coupled motion of the magnetic field lines and 

the charged particles (protons and electrons) relative to the neutrons. The flux of 

charged particles associated with ambipolar diffusion, nc v, resolves into a solenoidal 

and an irrotational component. The solenoidal component does not disturb the 

chemical equilibrium between neutrons, protons and electrons. Therefore, it is 

only opposed by friction between the charged particles and the neutrons . How­

ever, the irrotational part of nc v is also retarded by pressure gradients that build 

up in response to the departures from chemical equilibrium that it causes. Since 

the weak interactions that restore chemical equilibrium are very sluggish at low 

temperatures, 5 the pressure gradients effectively choke nc vir. 

The square of the length scale ratio L /a provides a quantitative measure of 

the relative importance of frictional drag and pressure gradients in limiting the 

irrotational component of the charged particle flux. We find 

(54) 

where we use 

4Their work is based on the assumption that the neutrons and protons are normal. 
5 We are assuming that only the modified URCA reactions can operate inside neutron stars. 
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nc """' 5 X 10-2 __f._ ~ 8 X 1036 ~ cm-3 , 
mn Pnuc 

(55) 

and 

(56) 

from Yakovlev and Shalybkov (1990), and 

(57) 

due to the modified URCA reactions from Sawyer (1989) . 

Next, we evaluate the timescales for ambipolar diffusion at p = Pnuc from 

equations (34), (35), (54), (55), and (57), and arrive at 

and 

T2L2 

t:mbip """' 3 X 109 B8 
2 

5 years, 
12 

ir 5 X 10
15 

( -7T8L2) 
tambip """' T 6 B 2 1 + 5 X 10 8 5 years, 

8 12 

(58) 

(59) 

where B12 = B /(1012 G). The expression for t~bip is equal to the second term in 

t:,bip· They account for the retardation of the charged particle flux by frictional 

drag and approximately reproduce the timescale that Haensel, Urpin, and Yakovlev 

(1990) attribute to enhanced ohmic decay. The first term in t:,bip expresses the 

choking of the irrotational part of the charged particle flux by pressure gradients. It 

dominates under conditions expected to hold inside neutron stars . The minimum 

value of t:,bip as a function of T is of order 1011 L~12 B12
2 years and occurs for 

'T' ......, 7L-1/4 
.L8......, 5 . 

If the regular URCA reactions operate, >. would be larger by a factor of order 

5 X 107 T8-
2 than the value given in equation (57) (Lattimer et al., 1991). This 
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would not affect the value of t:mbip> but the appropriate expression for t~bip would 

become 

ir 108 ( 3 01 T.6L2) 
tambip "-J T,4 B 2 1 + X 1 8 5 years. 

8 12 

(60) 

The minimum value of t~bip would be reduced to about 109 L:/3 B;;/ years and 

occur at T8 ~ 0.6L~113 . This great reduction of t~bip at fixed T would be less 

significant than one might think because it would be accompanied by very rapid 

cooling. Thus, it is almost certain that the irrotational part of the charged particle 

flux would still be choked by pressure gradients. 

If the neutrons form a superfluid, the drag associated with ambipolar diffusion 

would be greatly reduced. This would increase the magnitude of the solenoidal 

part of the charged particle flux. However, the superfiuid energy gap would block 

the URCA reactions that are required to maintain the irrotational part of the 

flux. These considerations emphasize that the distinction between ohmic decay 

and ambipolar diffusion is more than semantic. For example, in their study of 

the electrical conductivity of magnetized neutron stars, Yakovlev and Shalybkov 

(1990) conclude that magnetically enhanced ohmic decay of cross field currents 

does not occur if the neutrons form a superfluid. However, realizing that ambipo­

lar diffusion and not ohmic dissipation is under investigation makes it clear that 

neutron superfluidity speeds up the dissipation of magnetic energy. 

There has been considerable discussion of the loss of magnetic flux from neutron 

star cores under the assumption that the neutrons are superfluid and the protons 

form a type II superconductor. The most popular ideas are that the quantized flux 

tubes rise due to magnetic buoyancy (Muslimov and Tsygan 1985, Jones 1987), or 

are pinned to and dragged by neutron vortices that migrate away from the rotation 

axis as the star is despun (Srinivasan, Bhattacharya, Muslimov, and Tsygan 1990). 

Although it was not recognized by the authors, these proposals are variants of am­

bipolar diffusion. Because the radii of curvature of the proton and electron orbits 



73 

are much larger than the spacing between flux tubes, the charged particle fluids 

satisfy macroscopic equations of motion. Any drift of magnetic flux tubes faster 

than that permitted by ohmic decay must be accompanied by a flux of charged par­

ticles (Harrison 1991 ). Of course, the relation between the average magnetic flux 

density and the magnetic stress is modified by proton superconductivity (Easson 

and Pethick 1977). Harrison (1991) appreciated the relation between the buoyant 

rise of flux tubes and ambipolar diffusion. However, he incorrectly surmised that 

pressure gradients would block the ambipolar drift. In so doing he, like Pethick 

(1991), overlooked the distinction between the solenoidal and irrotational parts of 

the charged particle flux. It would be worth reexamining the motion of the flux 

tubes with the added restriction that the charged particle flux is purely solenoidal. 

This could spell trouble for the hypothesis that flux tubes are pulled along by 

neutron vortices. 

We have been proceeding as though protons and electrons are the only species 

of charged particles in the fluid cores of neutron stars. Nevertheless, as discussed 

in §3.5, it is plausible that other charged particle species make an appearance not 

far above nuclear density. A composition gradient in the charged particle fraction 

of the core fluid would impede the solenoidal component of the charged particle 

flux. The severity of this effect would depend upon the rate at which interactions 

could act to smooth departures from chemical equilibrium. These rates could be 

very slow if weak interactions among highly degenerate particles were involved, or 

if superfluid energy gaps were present. A residual field would be trapped in the 

inner core if ambipolar diffusion were blocked there. The residual strength of the 

surface field would be related to that in the inner core by (Rd R)3
, where Ri is the 

radius of the inner core. 

We summarize our discussion of ambipolar diffusion as follows. Ambipolar 

diffusion is a viable mechanism for the dissipation of magnetic energy in regions 

where the charged particle fluid is chemically homogeneous . The charged particle 

flux associated with ambipolar diffusion is purely solenoidal, the irrotational part 
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being choked by pressure gradients. These qualitative conclusions are independent 

of whether or not the direct URCA reactions occur, the neutrons form a superfiuid, 

or the protons are superconducting. Charged particle composition gradients would 

inhibit the solenoidal component of the particle flux. 

5.9. Hall Drift 

The timescale for Hall drift is obtained from equation ( 40) using nc from equa­

tion (55) : 

8 L~ ( p ) tHall ~ 5 x 10 -B -- years. 
12 Pnuc 

(61) 

Unlike ohmic decay or ambipolar diffusion, Hall drift is insensitive to the state 

of matter in the neutron stars . It occurs in both the fluid core and solid crust, 

although its implications are less obvious in the former than in the latter. Since 

Hall drift conserves magnetic energy, it cannot be a direct cause of magnetic field 

decay. However, if the speculative picture of magnetic turbulence advanced in §4 

is valid, it could tangle the field, thus enhancing ohmic dissipation. We evaluate 

the tangent of the Hall angle, RB, by forming the ratio of tohmic given in equation 

(53) to tHa11 from equation (61) above: 

RB "'4 X 102 B122 (-p-) 2 

Ta Pnuc 
(62) 

What we are interested in is the Hall drift in the crust. For p = Pnuc, the 

numerical expressions for tHall and RB apply to the boundary between the core and 

crust. Higher in the crust, the low temperature electrical conductivity depends on 

the abundance of lattice impurities. It is likely that these are so rare that RB ~ 1, 

at least in the inner crust. Should RB ;:; 1, then ohmic dissipation would limit the 

lifetimes of crustal currents. 

Our estimate for tHall is robust and suggests that Hall drift might be an im­

portant process in the decay of a neutron star's magnetic field if the currents that 
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support the field are confined to the crust (Jones 1988). Should Hall drift be the 

limiting factor in the decay of a neutron star's magnetic field, the field strengths 

would decline approximately as t - 1 , at least while nB ~ 1. Note that, if the mag­

netic field as well as the currents that support it is confined to the crust, the surface 

field strength would be about an order of magnitude smaller than the crustal field 

strength. 
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Chapter 4 

THE SPIN-UP PROBLEM IN 

HELIUM II 

(by Andreas Reisenegger. To appear in the Journal of Low Tem­

perature Physics, 92(1/2), July 1993.) 
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ABSTRACT 

The laminar spin-up of helium II is studied by solving the linearized equations 

of motion for the normal and superfluid components and the quantized vortex 

lines in a simple case. The fluid is taken to be confined between two parallel 

planes whose angular velocity increases at a small, steady rate. The vortex lines 

are treated as a continuum. No direct interactions between the vortex lines and 

the walls are included. Two mechanisms are identified for the transfer of angular 

momentum from the container to the interior fluid. In the first place, classical 

Ekman pumping occurs in the normal fluid component . Secondly, mutual friction 

between the normal Ekman layer and the vortex lines produces an (Ekman-like) 

secondary flow in the superfluid component . In both mechanisms, mutual friction 

in the interior couples the normal and superfluid components together, so that 

both components spin up. Normal-fluid Ekman pumping is found to dominate 

at temperatures close to the >.-point (T>. = 2.17 K), while the second mechanism 

becomes progressively more important at lower temperatures. In the small-Ekman­

number limit, when the vertical container dimension 2a is much larger than the 

Ekman layer thickness, the spin-up time (i. e., the time lag between the container 

and the interior fluid) for both components is t~pin-up :::::::: f(T)aD.~1 12 , where D.0 is 

the angular velocity and f(T) is a decreasing function of temperature. Although 

some experimental spin-up times in He II have been reported in the literature, 

their analysis involves many uncertainties. Thus, new experiments to test this 

model should be highly desirable. 
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1. INTRODUCTION 

Two distinct motivations exist for the theoretical study of the hydrodynamics 

of superfiuid spin-up and spin-down. Firstly, a complete description of spin-up in 

superfiuid 4He (and 3He) could be checked in the laboratory, providing an impor­

tant test of our present understanding of quantum fluids (Campbell & Krasnov 

1982) and, especially, a basis for the study of related phenomena, like vortex pin­

ning and depinning, vortex nucleation, and the transition to superfiuid turbulence 

(Donnelly 1991 ). On the other hand, superfiuid spin-up processes are likely to 

be relevant to the interpretation of variations of the rotation rate of pulsars on 

several different time scales (Sauls 1989, Lamb 1991, Baym, Epstein, & Link 1992; 

see Lyne, Graham Smith, & Pritchard 1992 for intriguing new observations) . 

Greenspan and Howard (1963) solved the spin-up problem for a homogeneous, 

classical fluid in an axially symmetric container whose angular velocity 0 is im­

pulsively changed by a small fraction, the Rossby number (Greenspan 1968) e = 

6.0/0. They showed that in the generic case it occurs in three stages: 1) For­

mation of a viscous boundary layer in a time scale of the order of the rotation 

period, 2) spin-up of the interior fluid by a secondary flow that "returns" through 

the boundary layer, in an Ekman time (geometric mean of rotation period and 

viscous diffusion time), and 3) decay of the residual oscillations (inertial modes), 

in the usually much longer viscous time (see also Greenspan 1968, Chapter 2, for 

a complete discussion). The more general (non-linear) problem in which the angu­

lar velocity is changed by a fraction of order unity or greater (e. g., spin-up from 

rest) has also been studied by several authors (Benton & Clark 1974). Although 

it presents some new features, the main time scales are usually the same as in the 

linear limit, unless the fluid becomes turbulent (Wedemeyer 1964, Greenspan 1968, 

Benton & Clark 1974). 

Systematic measurements of the spin-up time in a superfiuid were performed 

by Tsakadze and Tsakadze (1973, 1975, 1980), who attempted to model a pulsar in 
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the laboratory a.s a. glass sphere containing He II (liquid 4He a.t temperatures below 

the lambda. point, T>. = 2.17 K). In particular, they measured the spin-up time 

a.s a. function of temperature, T, initial rotation rate, 0 0 , a.nd change in rotation 

rate, ~n, for moderate to large Rossby numbers, a.nd fitted their results by a.n 

a.na.lytica.l function partially justified by dimensional analysis. 

Alpa.r (1978) tried to explain their da.ta.1 by postulating that the spin-up process 

in a. superfluid might be similar in character to that occurring in a. classical fluid, 

but with the quantum of circulation, K = h/m, playing the role of a.n effective 

viscosity. (Here, h = 2n-1i is Planck's constant, a.nd m is the mass of the elementary 

boson, i. e. of one atom in superfluid 4 He, a.nd of a. Cooper pair in fermionic 

superfluids.) 

Theoretical models for superfluid spm-up were constructed by Campbell a.nd 

Kra.snov (1982) a.nd by Adams, Ciepla.k, a.nd Gla.berson (1985 ), mainly for the 

purpose of studying the interaction between the superfluid vortex lines a.nd the 

walls of the container. In both cases, the authors took the friction coefficient 

between the vortices a.nd the walls a.s a. free parameter, a.nd in the second case 

a. pinning force wa.s included in the same wa.y. Campbell a.nd Kra.snov compared 

their results with experimental data. for spin-up from rest (Reppy, Depa.tie, & Lane 

1960, Reppy & Lane 1961, 1965) a.nd found a. reasonable agreement for appropriate 

choices of their free parameter. Adams et a.l. performed low-Rossby-number spin­

up experiments in containers with smooth a.nd rough walls. Their results a.t 1.3 K 

agreed well with their model (setting the pinning force equal to zero in the smooth­

wall experiments, a.nd otherwise adjusting the parameters to fit the data.), but not 

those a.t 2.1 K . Neither model, however, allowed for a. poloida.l secondary flow, 

which plays such a. crucial role in classical spin-up. It wa.s to this fact that Adams 

et a.l. (1985) attributed the failure of their model a.t 2.1 K, where most of the 

1 Alpar (1978), Adams et al. (1985), and Donnelly (1991) state that the spin-up in He II is 
quicker than in He I, in contradiction with the graphs of Tsakadze and Tsakadze (1973, 1980), 
which show the opposite effect, consistent with the monotonically increasing kinematic viscosity 
(as a function of T) in the region around T>. . 
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fluid is normal. Furthermore, there is no explanation so far for the frictional force 

used in both models, although Adams et al. pointed out that its magnitude, as 

derived from the experimental data, is about what would be expected from the 

friction between the vortex lines and the normal fluid that is viscously coupled to 

the container in a classical Ekman layer. 

A study of superfluid spin-up from rest was also done by Poppe and Schmidt 

(1987), who solved the full equations of motion for the coupled superfluid and nor­

mal fluid numerically. The main features of their results were reproduced by ap­

proximate analytical calculations of Peradzynski, Filipkowski, and Fiszdon (1990), 

who included a poloidal secondary flow, but took the radial velocities of the su­

perfluid and the normal fluid to be equal to each other, and guessed their value by 

analogy with the classical spin-up problem. 

The purpose of this paper is a careful examination of the linear, laminar spin­

up problem in incompressible superfluids. In §2, the linearized equations of motion 

(Chandler & Baym 1986) for a superfluid/normal fluid mixture (such as He II), and 

the boundary conditions at the containing walls are presented and written in a form 

convenient for this problem, with suitable approximations made. In §3, the quasi­

steady-state motion of such a fluid confined between two infinite, parallel, smooth 

planes spinning up (or down) at a constant, slow, rate is found by solving these 

equations analytically. (The similar, but simplified, problem of a pure superfluid 

with vortex lines interacting via a frictional force with the boundaries is studied in 

the Appendix, with the purpose of clarifying the mechanism of superfluid spin-up .) 

In §4, the spin-up times and secondary flows are found as functions of the container 

dimension along the rotation axis, the rotation rate, and the temperature, and the 

physical content of the solution is discussed. The range of validity of the analysis of 

§3 is examined in §5. In §6, a very tentative comparison to the empirical expression 

of Tsakadze and Tsakadze (1975, 1980) for the spin-up time shows similar numbers 

and similar qualitative behavior, but no detailed quantitative agreement . However, 

several uncertainties involved in analyzing their results make this comparison not 
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very meaningful. Thus, new experiments of a similar kind, specially designed to 

test the model given here, should be crucial to probe our present understanding of 

the superfiuid spin-up process. 

2. ASSUMPTIONS AND EQUATIONS 

The equations of motion used in this paper are those derived by Chandler and 

Baym (1986; see also Baym & Chandler 1983). These equations treat the distribu­

tion of quantized vortices as a continuum, much in the same way as the classical 

theory of elasticity treats the ions in a crystal. The underlying assumption is, of 

course, that there are many vortices present in the system, and that all important 

(macroscopic) length scales are much larger than the separation between vortex 

lines . In 4 He rotating at an angular velocity 0 0 = 1 s-1 , the separation between 

vortex lines is b0 ;:::;:; 0.02 em, so this assumption is correct for most experiments. 

Except for including terms that take into account the finite compressibility and 

shear modulus of the vortex lattice in the plane perpendicular to the axis of rota­

tion, these equations are equivalent to the simpler and more popular HVBK (Hall­

Vinen-Bekarevich-Khalatnikov) equations (Hall 1963; see Donnelly 1991, §6.2.4, 

for the HVBK equations in a rotating reference frame). As is shown below, the 

additional terms do not play any role in the spin-up dynamics. 

It will also be assumed that the maximal differences in angular velocity between 

different fluid elements or between these and the container are small compared to 

the container's angular velocity, and that in some finite time interval all relevant 

variables change only by a small fraction. Thus, the problem to be solved reduces, 

for the same time interval, to one of small perturbations with respect to a state of 

solid-body rotation at a constant angular velocity no. It is therefore convenient 

to use a frame of reference rotating with angular velocity no = 0 0 z and linearize 

the equations of motion, as Greenspan and Howard (1963) did in their analysis 

of the classical spin-up problem, and Chandler and Baym (1986) in their study of 
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the oscillations of the superfluid vortex lattice. In this rotating reference frame, 

cylindrical coordinates, r, ¢, and z, and the corresponding unit basis vectors, r, ~, 
and z, are used. 

The superfluid and normal components can be described by densities p., Pn 

and velocities v •, v n · The equation of mass conservation reads 

8p . 0 
at+ V·J = ' (1) 

where p = p 6 + Pn is the total mass density, and j = p • v. + Pn v n is the mass current 

or momentum density. In the linear approximation, entropy is also conserved, and 

the equation of entropy conservation becomes 

8(ps) ( VT) at+ V · psvn- KthT = 0, (2) 

where s is the entropy per unit mass, Kth is the thermal conductivity, and T is 

the temperature. The two terms acted upon by the divergence operator represent 

the entropy transport by normal-fluid convection and by thermal diffusion. In 

typical experiments with He II, the convection overwhelms the diffusion by several 

orders of magnitude, so the thermal conductivity may be set equal to zero (Wilks 

1967). Furthermore, it is well known that spatial variations in the total density 

produce waves of first (usual) sound, and variations in the entropy density produce 

emission of second sound (Wilks 1967, Tilley & Tilley 1990). Since the velocities 

of interest in spin-up experiments are much smaller than the velocities of both 

first and second sound, and no external sources of heat or mass are present, the 

fluid can be assumed to be incompressible2 and isentropic, so that in the linear 

approximation the equations (1) and (2) simplify to 

~The density will not only be taken as constant in time, but also the equilibrium density will 
be assumed to be independent of position, although the pressure in the rotating fluid of course 
increases with radius. 
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V·v. = V·Vn = 0. (3) 

These equations are complemented by the conservation laws for superfluid vor­

ticity (or number of quantized vortex lines) and momentum, and by the force 

balance on the (virtually massless) vortex lines, given as eqs. (22) in Chandler and 

Baym (1986) . By using eq. (3), these can be written as 

OV. . 1 at+ 2noX€ = -Vp, (4) 

oj n . -o2 P' Ot + 2.ao X J - TJn v V n = - V - u, (5) 

and 

p.2n0 x(v.- €) = - u - D. (6) 

Here, € is the displacement of the vortex lines from the positions they would occupy 

if the superfluid were in solid-body rotation at angular velocity no ( € is taken to be 

perpendicular to n o), P' and Jl-1 are the reduced pressure and chemical potential 

per unit mass, defined in terms of the true pressure and chemical potential per 

unit mass asP'= P- ~p(n0 xr)2 and Jl-1 = J1-- Hn0 xr)2
, and TJn is the dynamic 

viscosity of the normal fluid component. The force due to elastic deformations of 

the vortex lattice is 

(7) 

where v .1. = v- zojoz. The "vortex line tension parameter" v. is given in terms 

of the vortex line separation b0 = ( K-/20.0 )
112 and the vortex core radius a0 as 

(8) 
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It has dimensions of kinematic viscosity (or circulation) and behaves, in a restricted 

way that will become clearer below, like an effective kinematic viscosity of the 

superfluid component ( cf. Alpar 1978). Finally, the mutual friction force is written 

as 

(9) 

where {30 and /3~ are dimensionless friction coefficients. 

From eqs. (4), (5), and (6), it is possible to derive an equation of motion for 

the normal component that closely resembles the classical Navier-Stokes equation 

in a rotating reference frame: 

8vn (P'- P&/1-') 2 D -
8 

+ 20a X Vn = -V +lin \1 Vn + -, 
t ~ ~ 

(10) 

where lin = TJn / Pn is the kinematic viscosity of the normal fluid . Finally, eq. ( 4) 

can be replaced by its time-integral: 

(11) 

with 8>.J8t = 11-' · 

If the container has axial symmetry, and its walls are thermally insulating, 3 

(12) 

where n is a unit vector normal to the wall. The boundary condition for the 

tangential component of the normal fluid velocity is simply the usual no-slip con­

dition; ifthe container rotates with a time-dependent angular velocity f2 1 (t)z (with 

respect to the rotating reference frame), this can be written as 

3 If there is heat flow through the walls, only the normal component of the total mass current 
j is zero, and the normal component of the normal-fluid velocity is given in terms of the heat 
flux q by n ·(q- psvn) = 0. 
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(13) 

Thermal counterflow experiments (Yarmchuk and Glaberson 1979, Hedge and 

Glaberson 1980) show that the studied container walls fall into two distinct groups, 

"rough" and "smooth," of which only tho"se of the first group seem to show any 

signs of vortex-surface interaction (pinning or friction). For simplicity, only walls of 

the second group will be considered here, so that the remaining boundary condition 

becomes 

(14) 

Of course, this condition applies only to those walls at which some vortex lines 

end, not to those which are parallel to the lines everywhere (like the sidewalls of a 

cylindrical container rotating around its axis of symmetry), for which the condition 

is ft · (z+fhjaz)lwall4 = 0. Furthermore, it has to be noted that the use of the 

linearized expression for u ( eq. [7]) requires that I Be/ azl « 1 everywhere. Applied 

to the walls satisfying eq. (14), this condition translates into ft ;::;;::: ±z, i. e., all walls 

at which vortex lines end must be nearly perpendicular to the axis of rotation. 

The equations of motion, eqs. (6), (10), and (11), together with the explicit 

expressions for u and D ( eqs. [7] and [9]) and the boundary conditions, (12), (13), 

and (14), give a complete description of the dynamics of the system. 

3. A MODEL PROBLEM 

The problem to be studied here consists of a normal fiuid/super:fluid mixture 

(such as He II) confined between two parallel, infinite, smooth, thermally insulating 

planes (at z = ±a) whose angular velocity varies synchronously as n( t) = no +at, 

where no and a are constants, and the ratio a/no is small enough for the linear 

theory presented in the previous section to apply. (Precisely how small it has to 
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be is examined in §5.) It is assumed that the planes have been spmnmg up (if 

a/D.o > 0) or down (if a/0.0 < 0) for a time long enough for all transients and 

residual oscillations (Greenspan & Howard 1963) to have died away, so that only 

a quasi-steady-state spin-up process is observed. The analogous problem for a 

classical fluid was solved by Bondi and Lyttleton (1948), who were interested in 

the secular retardation of the Earth's core. 

Clearly, the three vector fields, Vn, v., and € 1 will have both azimuthal symme­

try (their components in cylindrical coordinates are independent of the azimuthal 

angle <P) and reflection symmetry with respect to the plane z = 0. The solution 

to the classical spin-up problem (Greenspan & Howard 1963) suggests that the 

velocity fields have the "von Karman similarity" form (von Karman 1921) 

Vc = r[Uc(z, t)f + V,(z, t)ci>] - 2 foz Uc(z', t)dz'z, (15) 

where the subscript c = s, n labels the superfluid and normal components. This 

choice is consistent with the symmetry requirements (Uc and Yc have to be even 

functions of z) and with the boundary conditions, and automatically satisfies the 

incompressibility conditions, eqs . (3). Furthermore, in the quasi-steady-state sit­

uation described above, both the normal fluid and the superfluid spin up with 

angular acceleration a, i. e. 

Vc(z, t) = a[t- Tc(z)], (16) 

and the secondary flows are independent of time: 

Uc(z, t) = Uc(z). (17) 

From the z-component of eq. (11), it is clear that ). = R(r, t) + Z(z ), with 

dZ/dz = 21; U,dz, and R (so far) an arbitrary function. The other two compo­

nents yield 
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€= 2~0 (-a[t-T.(z)]r+ [u.(z)+~ 0~~,t)] ct>). {18) 

Therefore, from the radial component of eq. (6), one obtains 

where 

- (2)1/2 5.-
2f2o 

(20) 

is a constant with units of length. Since the left-hand side of eq. {19) depends only 

on r and t, and the right-hand side, only on z, their equality implies that both are 

constants, independent of r, z, and t . Imposing, furthermore, that the components 

of € scale with r (like the radial and azimuthal components of the velocities), it is 

possible to write4 

(21) 

where T0 is a constant to be determined from the boundary conditions. Thus, the 

vortex displacement vector becomes 

{22) 

From the azimuthal component of eq. (10), one obtains the differential equa-

tion 

(23) 

4 In principle, an arbitrary function oft could be added to this expression, without any effect 
on the dynamics. 
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and eliminating the gradient term from its other two components yields 

a (1 - {J~~) dT,. + f3o~ dU,. - ~5~ d3U,. = 0, 
p,. dz p,. dz 2 dz3 

(24) 

where 

(25) 

is the classical Ekman layer thickness for the normal fluid. Similarly, eq. (6) yields 

(26) 

and 

2 d
2 
U. a ( ) 1 ( a ) U - 5 -- = - -- a.Qo T. - T.o - Q U +- . 

• • dz2 2Do fJ " Po " 2Do 
(27) 

The boundary conditions, eqs. (12), (13), and (14), can be written in terms of 

T., T,., U., and U,. as 

[±a [±a dT dU 
lo U.(z)dz = lo U,.(z)dz = T,.(±a) = U,.(±a) = dz• (±a)= dz• (±a)= 0. 

(28) 

Elimination of U,. from the normal-fluid equations ([23] and [24]) gives the 

single equation 

[ (
1 - {J~~) 

2 

+ ({30 p.) 2] dT,. - 5~{30 p. ~T; + ~5! ds~,. = 0, (29) 
p,. p,. dz p,. dz 4 dz 

which has solutions of the forms T,. =constant and T,. ex exp(±kRz ± ik1z), with 

(k2 k2) c2 _ 2Q P• 
R- I 0 n. - po-, 

p,. 
(30) 
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and 

(31) 

or, solving for kR and k1, 

(32) 

and 

(33) 

By convention, kR is taken to be positive, and k1 to have the same sign a.s (1 -

f3bp.j Pn) · Clearly, it is always the case that kR 2: ikii· 

The most general solution for Tn( z) that respects the reflection symmetry with 

respect to the central plane is 

where Tno, A0 , and B0 are constants to be determined from the boundary con­

ditions. An analogous result can be obtained for Un(z) . Both Tn and Un decay 

exponentially to a. constant value over a. distance k[/ a.wa.y from the boundary. 

Typically, 

(35) 

for He II a.t T > 1.3 K, with a = 1 em and .00 = 1 s-1 . In most experimental 

situations, the boundary layer thickness will be significantly smaller than the di­

mensions of the container. In the interior of the container, the z-dependent terms 
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will be exponentially small. Thus, it is possible to treat one boundary layer at a 

time when applying the boundary conditions, and drop terms of order exp( -kRa). 

Although this is not really necessary, it substantially simplifies the algebra, allow­

ing more insight into the physics involved. 

It is useful to define, for each boundary layer, a coordinate ( that measures the 

distance from the wall into the fluid, i. e., 

(:=a-z (36) 

in the upper boundary layer (at z =a), and 

(37) 

in the lower boundary layer (at z = - a). The solution for Tn is of the "Ekman 

spiral" form (Greenspan 1968), 

(38) 

in both boundary layers . (Terms of O[exp( - kRa)] have already been dropped.) 

Imposing the boundary conditions (at ( = 0) on this and the corresponding 

expression for Un, one obtains 

(39) 

and 

(40) 

where 

T _ (1/2f2o) + bTo _ _ Uno 
nO - b + C - ac 1 (41) 
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b = f3op.j Pn 
- 1-{3bp./Pn

1 (42) 

and 

c = (kk + k1)a- kR · 
(43) 

In the limit of thin Ekman layers, kRa ~ 1 ( cf. eq. [35]), 

(44) 

where 

(45) 

is the normal-fluid Ekman number (Greenspan 1968). 

Solving the equations (26) and (27) and imposing the remaining boundary 

conditions, one obtains5 

and 

with the dimensionless constants 

A= ({3~ + f3oc)(l - f3op~v~/ Pnlln) - (f3o- f3~c)(1 - f3~p.j Pn)v~fvn ( 48 ) 
(1- f3op~v~/ Pnlln)2 + [(1 - f3bp.j Pn)v~/vnJ2 

5Terms of order exp( -afc,) and higher are also being neglected here, since ajc. ~ 40 for He 
II with a = 1 em and 0 0 = 1 s- 1

. 
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and 

iJ = (f3o- f3bc)(l- f3op.v./ Pnlln) + (f3b + f3oc)(l - f3bP•/ Pn)v./vn. ( 49) 
(1- f3op.v.j Pnlln)2 + ((1- f3bP•/ Pn)v./vn)2 

The remaining constants (which determine. the behavior of the interior :fluid) come 

out to be 

T - 1/ c ( 0) 
nO - [(Pn/ P) + (p.j P )9](2f2o) 1 5 

T -T +(1-9)[(PnfP)(l+f3b)-(p.jp)(f3b+f36+(f3b)2
)] ( 5l) 

"
0 

- nO f3o[(Pn/ P) + (p.j P )9](2f2o) 1 

1 a u 0- (53) 
n - - [(Pn/ P) + (p./ P )9] 2f2o 1 

and 

9 a 
U.o = - [(Pn/ P) + (p./ P )9]2Do' 

(54) 

where 

9 = ( kR __ 1 ) f3o _ /3~ . 
kr kra 

(55) 

4. RESULTS AND DISCUSSION 

In He II, the mutual friction force is strong (typically, /3 0 is not much smaller 

than unity) . In the usual small-Ekman-number limit (c ~ 1), it couples the normal 
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and superfluid components on time scales much shorter than the spin-up time: For 

temperatures in the range 1.3 K ~ T ~ T>., 

(56) 

Thus, a single spin-up time t.,nn-up = Tno ~ T.o can be used for both components. 

In the same limit, this time scale can be written as 

where the function 

a 
t.,nn- up ~ J(T)-l 1 

n~ 
0 

(57) 

(58) 

plotted in Fig. 1, depends only on temperature (through the viscosity, the density 

ratios, and the friction coefficients), and not on the container dimension a and the 

rotation rate 0 0 . The values of f(T) as a function of T are found by using the 

data in Table I of Barenghi, Donnelly, and Vinen (1983), and converting from the 

mutual friction parameters B , B' shown there6 to the parameters {30 , {3~ by the 

relations given in Chandler and Baym (1986). 

The presence of the two terms Pn/ p and gp8 j p in the denominator of the ex­

pressions for Tno, T.o, T0 , Uno, and U.o (eqs . [50] to [54]) suggests the combined 

6 The friction coefficients, usually measured by second-sound and thermal counterflow exper­
iments, depend on frequency in the first case, and on the relative velocity, Urel = lvn - €1 , 
in the second. (References and conversion formulae are given in Swanson, Wagner, Donnelly, 
& Barenghi 1987.) However, when the values of B (from second-sound experiments) given in 
Barenghi et al. (1983) are replaced by the values for zero frequency and Urel = 0.1cm from 
Table II in Swanson et al. (1987), which are probably the most appropriate ones for the present 
problem, f(T) does not change by more than~ 5% anywhere in the range 1.3K ~ T ~ 2.17K. 
The effect of the variations of B' should be even less significant. A detailed comparison with a 
particular experiment can, of course, be made with the values of B and B' appropriate for that 
experiment, calculated by the algorithm of Swanson et al. (1987) . 
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action of two spin-up mechanisms. The nature of these two mechanisms can be 

seen most clearly by considering two limiting cases: 

1) If f3op.j Pn and f3bp.j Pn are small ( ~ 1), then the spin-up time becomes 

t p . a 
~n-up ~ - ( n )1/2 · Pn ZlnHO 

(59) 

Except for the correction factor pj Pn, this is the classical Ekman time. The dom­

inant spin-up process is Ekman pumping in the normal fluid component. The 

superfluid is also being spun up because it is coupled to the normal fluid by the 

mutual friction force. (This is true even in the limit of vanishing mutual friction 

coefficients, since in the steady state the angular velocity difference will adjust to 

be exactly as large as needed to have both components spinning up with angular 

acceleration a.) The extra factor arises because both components are being spun 

up, while only the normal fluid is involved in the Ekman pumping process. 

2) If, on the other hand, f3op.j Pn » 11 - f3bp./ Pnl, the spin-up time can be 

written as 

(60) 

If one sets 'Y = {30k[/, this expression becomes the same (again, except for the 

density ratio) as that for the spin-up time in a pure superfluid with a frictional 

force between the walls and the ends of the vortex lines, which is studied in the 

Appendix. In the present case, the frictional force is the mutual friction between 

the superfluid vortex lines and the normal fluid that is viscously coupled to the 

container in the Ekman layer, as suggested by Adams et al. (1985), and thus 

it is proportional to the Ekman layer thickness, k[/ . This friction produces a 

secondary flow in the superfluid that transports the vortex lines inward. The 

factor pj p. accounts for the fact that, again, both components are being spun up, 

although only one (in this case the superfluid) is involved in the pumping process. 
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Which of the two spin-up mechanisms dominates is determined by the values 

of the variables f30 p./ p.,. and f3bp.j p.,., plotted in Fig. 2. At temperatures close 

to the >.-point, both are small, and normal-fluid Ekman pumping dominates . As 

the temperature decreases, the friction between the vortex lines and the normal­

fluid Ekman layer becomes increasingly important, thus qualitatively confirming 

the argument given by Adams et al. (1985) to explain the disagreement between 

their theory and experimental data at 2.1 K, as opposed to the agreement at 1.3 K. 

Unfortunately, their paper does not provide enough experimental data to make a 

quantitative comparison with the present model. 

Fig. 3 shows that, in disagreement with the assumption of Peradzynski et al. 

(1990), the radial inflow velocities of the normal and superfluid components are 

different from each other and from the radial velocity of the vortex lines, given by 

Er = - ra./ (2f20 ) . However, it is interesting to see that the average radial mass-flow 

velocity is the same as the radial velocity of the vortex lines, 

)ro r a.r . 
- = -(pnUno + p.U.o ) = -

2
1'"'1 = Er . 

p p ~Go 

(61) 

That this has to be the case can be seen by subtracting eq. ( 4 ), multiplied by 

p, from eq. ( 5), neglecting the viscous and vortex lattice stress terms, which are 

irrelevant in the interior, and using the fact that the accelerations (in the rotating 

frame) of the normal fluid and the superfluid are equal. One obtains 

2f20 x (j - pi:)= - VP' + pVJ.L1 = -psVT. (62) 

The azimuthal symmetry of this problem guarantees that no azimuthal tempera­

ture gradients will exist, and thus ir/ p = Erin the interior fluid. This average radial 

mass-flow velocity is the same as that obtained in the classical spin-up problem 

(Greenspan & Howard 1963, Wedemeyer 1964), which was used by Peradzynski et 

al. (1990) as a guess for the radial velocities of both components.7 

7This may be a better approximation in the highly nonlinear problem studied by these authors 
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It is also worth noticing that the interior flows are independent of the param­

eters characterizing the elasticity of the vortex lattice. This is to be expected in 

the limit where the normal-fluid Ekman process dominates, since in this case the 

vortex lines play only a passive role. That it is also true in the opposite limit, when 

the vortex tension is crucial for the spin-up process, is examined more carefully in 

the Appendix. 

5. RANGE OF VALIDITY 

The assumption underlying the linearization of the equations of motion is that 

all internal velocities of the :fluid are much smaller than the velocities due to the 

overall rotation of the system, i. e., 

(63) 

for all z and for both components, c = n, s. In the usually appropriate small­

Ekman-number limit, this can be reduced to the single (low-Rossby-number) con­

dition 

E: = laTnol ~ ..f!.__a_ia~ ~ 1. 
Do Pn kR5~ D0 

(64) 

This condition also makes sure that the vortex instability found by Glaberson, 

Johnson, and Ostermeier (1974; see also Ostermeier & Glaberson 1975) does not 

occur. 

It does not guarantee, however, that the vortex lines are nearly parallel to the 

rotation axis, j8E/8zj ~ 1, as is required for the linearized form of the force due 

to vortex lattice deformations to be valid. In the interior fluid, this derivative is 

very nearly zero, but in the boundary layers 

than in the linear problem studied here. 
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I!: I = 12~o (a~· r + dz· ~) I 
;S I ~~:o lkRr(;i_l + f32)i. (65) 

The normal-fluid Ekman layer can be characterized by a Reynolds number 

(66) 

in terms of which the condition IBE/ 8zl ~ 1 can be written as 

(67) 

The expression on the right-hand side depends only on temperature (not on the 

container dimensions, or 0 0 , or a), and is 2:: 20 for He II, except very close toT).. It 

is likely that the spin-up times derived do not change significantly if this condition 

is violated. In the limit in which the normal-fluid Ekman pumping dominates, the 

vortex lines play only a passive role, so this is certainly the case. In the opposite 

limit, the situation is not as clear-cut, but considering that the spin-up time in 

the simplified problem studied in the Appendix does not depend on whether this 

condition is true, and that the thickness of the Ekman layer does not depend on 

the bending of the vortex lines, one might not expect a large change either. 

Of course, a simple solution of the form given by eq. (15) will only represent the 

generic behavior of the fluid as long as the boundary layers remain laminar. In a 

classical fluid, the Ekman layer becomes unstable once its characteristic Reynolds 

number (defined as in eq. [66]) reaches a critical value of (Greenspan 1968) 

Rcrit ~ 56.3 + 58.4c. (68) 

Thus, it may be expected that the boundary layer in the problem studied here 

also becomes unstable at some critical Reynolds number. In other types of flow, 
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particularly flows through thin capillaries, He II is found to become turbulent when 

either component (the superfluid or the normal fluid) reaches a critical Reynolds 

number which is usually of the same order as (or even lower than) the critical 

Reynolds numbers for classical fluids (Staas, Taconis, & van Alphen 1961, Courts 

& Tough 1988, Oestereich & Xie 1991). However, the onset of turbulence in a 

superfluid is still a problem far from being well understood (Tough 1982, Schwarz 

1992). 

In summary, the solution derived in §3 should be applicable as long as eq. (64) 

1s satisfied, and the Ekman-layer Reynolds number defined in eq. (66) is much 

smaller than a critical value 'R0 ~ 20. 

6. COMPARISON TO EXPERIMENTAL DATA 

Of course, the spm-up time given in eq. (57) has been derived for a very 

idealized geometry, impossible to reproduce in an experiment. However, in the 

classical spin-up problem, the same time scale (the Ekman time tE = a/(v00 ) 112 

calculated by taking a to be some characteristic dimension of the container in the 

direction parallel to the rotation axis) is relevant for almost any simple, azimuthally 

symmetric, container geometry (as long as the dimension perpendicular to the axis 

is not so small as to make viscous diffusion effective in a shorter time), and for any 

time-dependence of the container's angular velocity (Greenspan & Howard 1963, 

Greenspan 1968), as long as it respects the low-Rossby-number constraint and the 

flow remains laminar. For the best-studied case of a sudden change .6.0 in the 

angular velocity of the container, the azimuthal velocity of the fluid (in a reference 

frame rotating with the initial angular velocity 0 0 ) varies as 

- - { [ (1 + /'2)1/4 + (1 + 9'2)1/4 -]} 
v<J>(r, f)= .6.0ar 1- exp - f t , +g 

(69) 

where the container walls are located at z = af(r) and z = -ag(r), with the 
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dimensionless distance from the rotation axis defined as f = r /a, and the dimen­

sionless time as i = t/tE. (!'and g' denote derivatives with respect to f.) 

Since the spin-up process studied in the present paper is very similar (partic­

ularly in its mathematical expression) to the classical spin-up process, one may 

expect a similar formula to hold in this case, if it were not for one generic feature 

of the superfluid spin-up problem in finite containers that does not show up in 

the model of §3: the necessity of creating new vortex lines at the walls (Campbell 

& Krasnov 1982, Peradzynski et al. 1990). The problem of vortex nucleation is 

not fully understood at present (Donnelly 1991), but it is to be expected that a 

finite velocity difference between the wall and the superfluid next to it is neces­

sary for new vortex lines to form. This could, in principle, slow down the spin-up 

process, but the magnitude of this effect is hard to estimate and may be small if 

a large number of vortex lines is present in the fluid. This uncertainty may be 

avoided in particular experiments by letting the container spin down ( a/D.o < 0, 

or 6.0./0.0 < 0) rather than up, and will be ignored in what follows . 

Thus, the present theory of superfluid spin-up can be tested experimentally by 

measuring the spin-up time for different values of the (vertical) container dimen­

sions, angular velocity, and temperature. Experiments of this kind have been done 

by Tsakadze and Tsakadze (1973, 1975, 1980), who studied the relaxation of He 

II (and He I) to sudden spin-up of a spherical container. After a spin-up, they 

measured the evolution of the angular velocity of the container. From this, they 

extracted a spin-up time t 0 , for which they assumed the functional form 

A ( n R2 ) f3 ( ) -a 
to= D.o nfm p; ln(1 + c'6.D.), (70) 

and found the best-fit parameters A= 1.0 ± 0.1, f3 = 0.40 ± 0.05, a= 0.25 ± 0.01, 

and d = (5.1 ± 0.2) s, by making measurements at various temperatures, rotation 

rates, and changes in the rotation rate (Tsakadze & Tsakadze 1975, 1980). 

Since only the motion of the container was observed, the dynamical variable 
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of interest for the fluid is its total angular momentum, which can conveniently be 

written as 

L(t) = L(l = 0) ( 1 + ~~ l(t)) . (71) 

The dimensionless function l( t) is equal to zero at l = 0 (the instant at which the 

container spins up) and tends to unity as l ---t oo. It can only be found numerically 

by integrating the appropriate form of eq. (69) (multiplied by r) over the interior 

volume of the spherical container. The result can be fit reasonably well as 

l(l) ~ 1- e-l/l., (72) 

where l. ~ 1/2 if the characteristic length scale used is the radius R of the spherical 

container. Both the exact and the approximate form of l( l) are plotted in Fig. 4. 

Unfortunately, several problems are encountered when trying to use the results 

of Tsakadze and Tsakadze (1975, 1980) to test the model presented here: 

1) The fact that the experimental results correspond to Ross by numbers t: = 

b.f2/f20 ranging from about 0.3 to 1 (rather than being ~ 1) makes the applicability 

of the linear theory at least questionable. Even if it could be extended to such high 

Rossby numbers, it is not clear which angular velocity in the range (00 , 0 0 + 6.0) 

has to be used, for example, in the expression for the spin-up time, leading to 

uncertainties of order t:. Furthermore, even in the experiments with the smallest 

Ross by numbers ("' 0.3), the Reynolds numbers characterizing the Ekman layers 

(see eq. [66]), are of order 30 to 90 if the radius of the container is 1.7 em, and twice 

these numbers if it is 3.4 em (see point 3 in this list). Thus, the assumption of small 

bending of the vortex lines is at best marginally satisfied, and it is possible that 

at least in some of these experiments the Ekman layers become unstable, making 

the model inapplicable. 

2) The precise definition of the spin-up time t 0 is not g1ven m their papers. 
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It is clearly not identical with the time constant for exponential relaxation since 

exponential fits (Alpar 1978) of their data yield time constants significantly shorter 

than the spin-up times shown in their graphs. For spin-up from rest to n = 4 s-1
, 

and from 3 s-1 to 4 s-1 (in both cases at T = 1.57 K), the time constants (Alpar 

1978) are 52 sand 4 7 s, whereas, from Fig. 9 of Tsakadze and Tsakadze (1980), one 

can read off the (approximate) values 280 s and 120 s . These particular numbers 

also suggest that the spin-up time variable measured by Tsakadze and Tsakadze 

may be much more dependent on .6-Q than the time constant for exponential 

relaxation. The logarithmic dependence of t 0 on .6-Q suggests that to may be the 

time it takes for the angular velocity difference between the container and the 

interior fluid to decrease below some specified, small value .6.Qc.8 Of course, in 

this case one would expect a dependence of the form 

(73) 

where te is the exponential relaxation time. This 1s slightly different from the 

form chosen by Tsakadze and Tsakadze, but by choosing appropriate values for 

.6-Qc ( ~ 0.136 s-1 ) and for the constant of proportionality, these two functions can 

be made to agree very well in the range of .6-Q spanned by their experiments, 

1 s-1 ::::; .6-Q ::::; 4 s-1 (see Fig. 5). 

3) The spherical container used for the experiments is first reported as having 

a radius (Tsakadze & Tsakadze 1973, 1975) of 3.4 em, then as having a diameter 

(Tsakadze & Tsakadze 1980) of 3.4 em, but the same plots are given for the re­

laxation time as a function of temperature (Fig. 3 of Tsakadze & Tsakadze 1973, 

Fig. 9 of Tsakadze & Tsakadze 1980). Of course, if Q0 , .6-Q, and Tare the same, 

the relaxation times can only be identical if the radius of the sphere is also the 

8 This particular definition of t 0 appears not to have been deliberately chosen by these authors, 
who define to as "the time interval from the start of the rotation to the assumption of uniform 
attenuation of the vessel" (Tsakadze & Tsakadze 1973), but it seems to be the only viable 
operational definition, since a perfectly uniform attenuation of the vessel (with the fluid rotating 
exactly as a solid body with the same angular velocity as the vessel) will not occur within a finite 
time interval. 
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same. Whether this is R = 3.4 em or R = 1. 7 em can be decided, e. g., by consid­

ering the data points above T>.., which correspond to a classical fluid. For these, 

the spin-up time (defined in the manner discussed in the previous paragraph) is 

expected to be t 0 ~ 0.5R(vn)-112 ln(.6.0/0.136s-1 ). At T = 2.2K, the kinematic 

viscosity is v = 1.84 x 10-4 cm2 s-1 (Wang, Howald, & Meyer 1990). Thus, for 

spin-up from n = 3 s-1 to 4.2 s-1 , one obtains 105 s ~ to ~ 124 s if R = 3.4 em, 

and 53 s ~ t0 :::; 62 s if R = 1. 7 em (the ranges reflect the uncertainty in the value 

Of n tO be USed in the formula), While for Spin-Up from n = 0 tO 4.2 S-1 
I One 

can only obtain the lower limits t 0 2: 166 s-1 for R = 3.4 em and t0 2: 83 s-1 for 

R = 1. 7 em (which should be reasonably good order-of-magnitude estimates for 

the correct values). The plotted values ( t 0 ~ 70s in the first case, t0 ~ 130 s in the 

second) are approximately consistent with R = 1.7cm, but not with R = 3.4cm. 

However, eq. (70) does not reproduce the plots mentioned above, unless the value 

R = 3.4 em is used. Thus, if R = 1. 7 em is adopted, the constant of proportionality 

in that equation should be changed to A= 1.0 X 22{3 = 1.74. 

4) Finally, the range of validity of eq. (70) with the given parameters is by 

no means clear. The formula itself was arrived at by a mixture of dimensional 

analysis, physical intuition, and guesswork, and the parameters were fitted by 

varying one of the three variables 0 0 , .6.0, and T while holding the other two fixed 

at particular values. This procedure does not check whether the spin-up time can 

really be written as a product of three functions, each of which depends only on 

one variable. This could have been checked by changing the values of the variables 

being held constant and repeat the determination of the unknown parameters. 

Ignoring the problems mentioned in point 1, and using the definition arrived 

at in point 2, one can write down a theoretical prediction for the spin-up time, 

(74) 

where f(T) is the function shown in eq. (58) and in Fig. 1. Like in eq. (70), it 
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is also the case here that t0 is a product of functions of R, no, .6-n, and T. The 

dependence on R and no corresponds to setting {3 = 0.5 in eq. (70), rather than 

the measured value {3 = 0.40 ± 0.05. The theoretical dependence on temperature, 

given by the function f(T), cannot be written simply as a power of Pn/ p. 

Fig. 6 shows t0 as a function of temperature for R = 1.7 em as predicted by 

eqs. (70) (with A=l.74) and (74), in the two cases no = 2 s-1
, .6-n = 4 s-1

, and 

no = 3.5 s-1 , .6-n = 1 s-1 . One sees that the empirical and theoretical curves do 

not agree in detail, although the qualitative dependence on temperature is similar, 

and the values at particular temperatures agree within a factor of 1.8.9 If the 

correct values are R = 3.4 em and A = 1.0, the empirical curves stay where they 

are, but the theoretical curves move up by a factor of 2, making the disagreement 

worse. (However, as pointed out already, this would also make the experimental 

spin-up times of He I different from the values expected from the well-tested Ekman 

circulation model.) 

In principle, the theoretical spin-up time should also include a correction for 

the relaxation of the container's angular velocity. If the fluid's relaxation occurred 

with a single, well-defined time constant, the effect of the container's relaxation 

would be to reduce this time constant by a factor (1 + It/ Ic)-1 ~ 0.8 - 0.85, 

where If and Ic are the moments of inertia of the fluid and the container, and the 

numerical values are those given by Tsakadze and Tsakadze (1973, 1975). However, 

this is clearly not the case for a spherical container, where the effect is much more 

complicated and will not be considered here. 

That the experimental curve is less temperature-dependent would be consistent 

with the Ekman layers in these experiments being turbulent. In this case, the 

angular momentum would be transported from the container to the Ekman layer 

by the turbulent Reynolds stress, which does not depend on temperature, rather 

9 Alpar (1978) claims that "the relaxation times observed [by Tsakadze and Tsakadze} turn 
out to be higher by a factor of 35 - 120 than the Ekman time," but this seems to be due to his 
omitting a factor 10-4 in the kinematic viscosity. 
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than by viscosity, which is temperature dependent (though not very strongly in 

this case). A clear signature of the formation of a turbulent Ekman layer would 

be a progressive reduction of the measured spin-up time relative to the theoretical 

prediction when the Reynolds number is increased beyond some critical value. 

7. CONCLUSIONS 

A consistent model for linear, laminar spin-up of He II (or a superfl.uid of sim­

ilar properties) without any free parameters has been presented. This model is 

found by solving generally accepted, coupled equations of motion for the quan­

tized vortex lines and the normal and superfiuid components . Two basic spin-up 

mechanisms are identified: 1) Classical, viscosity-induced, Ekman pumping of the 

normal component, and 2) Ekman-like circulation in the superfl.uid component, 

caused by friction exerted by the normal Ekman layer on the vortex lines. In both 

cases, the normal fluid and the superfl.uid are coupled by the Magnus and mutual 

friction forces acting between them and the vortex lines. 

The spin-up time scales with a/0~/2 (where 2a is the height of the container par­

allel to the rotation axis, and 0 0 is the rotation rate), and increases with decreasing 

temperature. Unfortunately, the interpretation of the available experimental re­

sults involves many uncertainties and the model is likely not to be applicable in 

the parameter region covered. Thus new experiments are highly desirable. These 

should preferably be performed in cylindrical containers with smooth walls being 

spun up or down at a constant, slow rate (in which case one should measure the 

difference between the rotation rates of the container and the interior fluid at a 

given instant), or suddenly by a small amount, as in the experiments discussed 

in this section. Such experiments could determine whether this relatively simple 

model gives a complete description of superfiuid spin-up, or whether additional 

elements (vortex nucleation, vortex-boundary friction, or vortex pinning) should 

be included. 
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Of course, the model presented here cannot be directly applied to spin-up and 

spin-down of neutron stars. The response of the interior of a neutron star is 

complicated by several factors, only a few of which will be mentioned here: 1) 

the plausible existence of superconducting protons threaded by a dense array of 

magnetic flux tubes that may interact strongly with the (also magnetized) neutron 

superfiuid vortices (Sauls 1989); 2) pinning of the neutron vortices to the nuclei 

inside the solid stellar crust (Baym et al. 1992), and 3) strong stratification of 

the fluid in the stellar interior (Reisenegger & Goldreich 1992). However, some 

features of this model may also be relevant to neutron star spin-up, in particular 

that vortex lines will generally move with the fluid, unless frictional forces are 

present locally, and that superfluid spin-up, like classical spin-up, usually occurs 

due to secondary flows that transport the vorticity. 
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APPENDIX. A SIMPLIFIED MODEL PROBLEM 

In this Appendix, a simplified model problem is examined, in order to clarify the 

physical mechanism for the spin-up of the superfluid component in the absence of 

viscosity. The physical situation studied here is, as in §3, a fluid confined between 

two parallel, infinite planes, whose rotation rate is D(t) = 0 0 +at. However, no 

normal (viscous) component is present in this case, only the superfluid component 
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threaded by its array of vortex lines. The container and the vortex lines are coupled 

by a frictional force like that used in Campbell and Krasnov (1982) and Adams et 

al. (1985). 

Using the same variables as in §3, one obtains a very simplified form of eqs. 

(26) and (27): 

and 

2 tPT. 
T.- s.-d- =To, 

z2 
(75) 

(76) 

The boundary condition fo±a U.(z)dz = 0, imposing that there is no flow into 

the wall, is kept, but the free-end conditions for the vortex lines are modified to 

include friction: 

[1(€- rat¢)± v. ;:] = 0. 
z=±a 

(77) 

The frictional force, parametrized by a friction coefficient 1 (with dimensions of 

length), is balanced by the horizontal component of the tension of the deformed 

vortex lines. Equivalently, 

dT. ( ) 1 
dz z =±a = ±2!1oS~, (78) 

and 

dU. ( z = ±a) = ± a1To . 
dz s~ 

(79) 

The (exact) solutions are 
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T.(z) = _1_ [~ + 1._ cosh(zjc.)] , 
20o , c.sinh(a/c.) 

(80) 

and 

U (z) = -~ [1 _ ~ cosh(zjc.)] 
• 20o c. sinh(a/c.) · 

(81) 

If c.~ a, the terms containing the factor cosh(zjc.)j sinh( a/c.) are negligible 

except in boundary layers of thickness ,...... c. at the walls of the container. In the 

interior (a- lzl ~ c .. ), both T. and U. are independent of z. The vortex line 

velocity, 

• [ 1 A ( a/') A] 
E = ar - 20o r + t - 20o cP ' (82) 

is independent of z everywhere, 10 and is the same as the fluid velocity far from the 

boundaries. 

In the interior, the fluid carries the vortex lines inward (assuming a/00 > 0), 

giving rise to spin-up. The fluid moves back outward in the boundary layers. The 

angular velocity of the interior fluid (together with the vortex lines) increases at the 

same rate as that of the container, but with a time lag (a/1)(200 ) - 1 . The boundary 

layer fluid lags behind the interior fluid by an additional time,...... (T/c.)(200 )-1 . 

The relative motion of the fluid and the vortex lines in the boundary layer produces 

a Magnus force that allows the vortex lines to bend, so that the fluid velocity is 

different near the boundaries and in the interior. 

This process has interesting similarities, but also important differences, with the 

spin-up mechanism for classical fluids. In both cases, there is a secondary flow that 

carries the vorticity inward in the interior of the container, and returns through the 

boundary layers, whose thickness is determined by the kinematic viscosity in the 

10If this were not the case, the vortex lines would be stretching indefinitely. 
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classical fluid and by the "effective viscosity" v. in the superfluid, in this respect 

confirming Alpar's (1978) speculation mentioned in §1. 

However, the superfluid spin-up time scale is independent of v .; there is no 

superfluid analog for the classical Ekman time. In both cases (classical fluid and 

superfluid), the torque exerted by the container has to be simply al f, where It 

is the moment of inertia of the fluid. In a classical fluid, this is set equal to the 

viscous stress across the boundary layer, determining the required angular velocity 

difference, and from it the Ekman time. In a superfluid, it can be set equal to 

the frictional torque due to the interior fluid (and thus the vortex lines) spinning 

slower than the container by .6.0 = -aT0 , and this immediately determines To = 
(a/-y)(2f20 )- 1, without involving v •. (This argument also shows that this result 

does not require the assumption that I8E/8zl ~ 1, although the more explicit 

derivation given previously depends on it.) Physically, this means that the vortex 

lines in the boundary layer region will be stretched as much as needed to transmit 

the frictional torque from the walls to the interior fluid. Of course, the amount by 

which they have to be stretched depends on v., but the effect on the interior fluid 

does not. For related reasons , the characteristic "Ekman spiral" of spinning-up 

classical fluids (Greenspan 1968) is also absent in a pure superfluid. 

Finally, the fluid close to the wall, whose velocity is equal to that of the con­

tainer (and therefore faster than that of the interior fluid) in a classical fluid, can 

have a velocity very different from that of the container (and always slower than 

that of the interior fluid, if a / 0 0 > 0) in the superfluid case. The reason for this 

last difference is that in the classical fluid the walls interact directly with the fluid, 

preventing it from "slipping," whereas in the superfluid the walls interact with 

the ends of the vortex lines , preventing them from moving quickly, and therefore 

maintaining the fluid velocity at the boundaries closer to its original value. 
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Fig. 1: The function f(T) that contains the temperature- dependence of the spin­

up time (see eqs. [57) and [58]) as predicted by the theoretical model discussed in 

this paper, using the data in Table I of Barenghi et al. (1983). It gives the spin-up 

time (in seconds) for the container dimension a = 1 em and the angular frequency 

no= 1 s. 
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Fig. 2: The mutual-friction variables, {30 p.j Pn (solid curve) and f3bp.j Pn (dashed 

curve), as functions of temperature. 
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Fig. 3: The variables -(2f20 /a.)Uno (solid line) and - (2f2o/a.)U.o (dashed line), 

giving a dimensionless measure of the secondary flow velocities of the normal fluid 

and the super:fluid. The corresponding variable for the vortex lines is equal to 1 

everywhere (dotted line) . 
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Fig. 4: The function l( l) (solid line), giving the time-evolution of the total angular 

momentum of the fluid enclosed in a sphere that is spun up impulsively at l = 0 

(see eq. [71]), and its analytical approximation (dashed line), given by eq. [72]. 
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Fig. 5: The functions giving the dependence of the spin-up time on the magnitude 

of the sudden change in the angular velocity of the container. The solid curve gives 

ln(1 + 5.1.6.11), the form used by Tsakadze and Tsakadze (1975, 1980); the dotted 

curve, (1.38 + 2.1.6.11)112 , is the alternative suggested by Alpar (1978), and the 

dashed curve, 0.905ln(.6.11/ .6.11c), with .6.11c = 0.136, is the form favored in the 

present paper. (In all formulae, cgs units have been used.) 
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Fig. 6: Comparison of the spin-up times t0 (T) given by the semi-empirical formula 

of Tsakadze and Tsakadze (1975, 1980) (eq. [70] with A = 1.74, a= 0.25, (3 = 0.4 , 

and c! = 5.1 s ; solid curves) and the formula derived from the theoretical model 

(eq. [74] with ~nc = 0.136s-1 ; dashed curves). The upper two curves correspond 

to the parameter values no = 2 s-1 and ~n = 4 s-1 ' and the lower two curves to 

the values no = 3.5s- 1 and ~n = ls- 1 . In all cases, R = 1.7cm. 
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