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Abstract 

We use global stable and unstable manifolds of invariant hyperbolic sets as templates 

for studying the dynamics within classes of homoclinic and heteroclinic chaotic tangles, 

focusing on transport, stretching, and mixing within these tangles. These templates are 

exploited in the context of lobes in phase space mapping within invariant lobe structures 

formed out of the intersecting global stable and unstable manifolds. Our interest lies 

in: (a) extending the templates and their applications to fundamentally larger classes of 

dynamical systems, (b) expanding the description of dynamics offered by the templates, 

and (c) applying the templates to the study of various nonlinear physical phenomena, 

such as stirring and mixing under chaotically advecting fluids and molecular dissociation 

under external electromagnetic forcing. These and other nonlinear physical phenomena 

are intimately connected to the underlying chaotic dynamics, and describing these pro

cesses encourages study of finite-time, or transient, phenomena as well as asymptotics , 

the former being much more virgin territory from a dynamical systems perspective. Un

der the rubric of themes (a)-( c) we offer five studies. 

(i) One of the canonical classes of dynamical systems in which these templates have 

been exploited is defined by 2D time-periodic vector fields, where the analysis reduces 

to a 2D Poincare map. In this instance, one is well-equipped with basic elements of 

dynamical systems theory associated with 2D maps, such as the Smale horseshoe map 

paradigm, KAM-tori, hyperbolic fixed points and their global stable and unstable man

ifolds that define the tangle boundaries, classical Melnikov theory, and so on. Our first 

study performs a systematic extension of the dynamical system constructs associated 

with 2D time-periodic vector fields to apply to 2D vector fields with more complicated 

time dependences. In particular, we focus on 2D vector fields with quasiperiodic, or 

multiple-frequency, time dependence. Any extension past the time-periodic case re

quires the fundamental generalization from 2D maps to sequences of 2D nonautonomous 

maps. To la rge extent the constructs associated with 2D Poincare maps are found to 

be robust under this generalization. For example , the Smale horseshoe map generalizes 

to a traveling horseshoe map sequence, hyperbolic fixed points generalize to points that 

live on invariant normally hyperbolic tori, and invariant 2D chaotic tangles generalize to 

sequences of 2D chaotic tangles derived from an invariant tangle embedded in a higher

dimensional phase space. It is within the setting of 2D lobes mapping within a sequence 

of 2D lobe structures that one has a template for systematic study of the dynamics 
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generated by multiple-frequency vector fields. Dynamical systems tools with which to 

study these systems include: (i) a generalized Melnikov theory that offers an approxi

mate analytical measure of stable and unstable manifold separation in the tangles, the 

basis for a variety of analytical studies, and (ii) a double phase slice sampling method 

that allows for numerical computation of precise 2D slices of the higher-dimensional in

variant chaotic tangles, the basis for numerical work. The Melnikov function defines 

relative scaling functions which give an analytical measure of the relative importance of 

each frequency on manifold separation. With the template and tools in hand, we study 

multiple-frequency dynamics and compare with single-frequency dynamics. We recast 

lobe dynamics under a hi-infinite sequence of nonautonomous maps in closed form by 

exploiting underlying periodicity properties of the vector field, and present numerical 

simulations of sequences of chaotic tangles and lobe dynamics within these tangles. In 

contrast to lobes of equal area mapping within a fixed 2D lobe structure found under 

single-frequency forcing, we find lobes of varying areas mapping within a sequence of 

lobe structures that are distorting and breathing from one time sample to the next, af

fording greater freedom in the nature of the dynamics. Our primary focus in this new 

setting is on phase space transport (we consider stretching and mixing in other contexts 

in later studies). The non-integrable motion in chaotic tangles allows for transport be

tween various regions of phase space, in particular, between regions corresponding to 

qualitatively different types of motion, such as bounded and unbounded motion. This 

transport is intimately connected to basic physical processes, such as the fluid mixing 

and molecular dissociation processes. Transport theory refers to the enterprise where 

one uses a combination of invariant manifold theory, Melnikov theory, numerical simu

lation and/or approximate models such as Markov models, to partition phase space into 

regions of qualitatively different behavior (such as bounded and unbounded motion), 

establish complete and partial barriers between the regions, identify the turnstile lobes 

that are the gateways for transport across partial barriers, and then study in the con

text of lobe dynamics such phase space transport issues as flux and escape rates from a 

particular region. The formal construction of a transport theory for multiple-frequency 

vector fields is more involved than in the single-frequency case, as a consequence of more 

complicated manifold geometry. This geometry is uncovered and explored, however, via 

theorems and numerical studies based on Melnikov theory. We then partition phase 

space and define turnstiles in the higher-dimensional autonomous setting, and from this 

obtain the sequence of partitions and turnstiles in the 2D nonautonomous setting. A 
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main new feature of transport is its manifestation in the context of a sequence of time

dependent regions, and we argue this is consistent with a Lagrangian viewpoint. We 

then perform a detailed study of such transport properties as flux, lobe geometry, and 

lobe content. In contrast to the single-frequency case, where a single flux suffices, in the 

multiple-frequency case a variety of fluxes are allowed, such as different types of instan

taneous, finite- time average, and infinite-time average flux. We find for certain classes 

of multiple-frequency forcing that infinite-time average flux is maximal in a particular 

single-frequency limit, but that the spatial variation of lobe areas found in multiple

frequency systems affords greater freedom to enhance or diminish finite-time transport 

quantities. We illustrate our study with a quasiperiodically oscillating vortical flow that 

gives rise to chaotic fluid trajectories and a quasiperiodically forced Duffing oscillator. 

We explain how the analysis generalizes to vector fields with more complicated time 

dependences than quasiperiodic. 

(ii) Besides the destruction of phase space barriers, allowing for phase space trans

port, other essential features of the dynamics in chaotic tangles include greatly enhanced 

stretching and mixing. Our second study returns to 2D time-periodic vector fields and 

uses invariant manifolds as templates for a global study of stretching and mixing in 

chaotic tangles. The analysis here thus complements the one of transport via invariant 

manifolds, and can essentially be viewed as a generalization of the horseshoe map con

struction to apply to entire material interfaces inside the tangles. Given the dominant 

role of the unstable manifold in chaotic tangles, we study the stretching of a material in

terface originating on a segment of the unstable manifold associated with a turnstile lobe. 

We construct a symbolic dynamics formalism that describes the evolution of the entire 

material curve, which is the basis for a global understanding of the stretch processes in 

chaotic tangles, such as the topology of stretching, the mechanisms for good stretching, 

and the statistics of stretching. A central interest will be in understanding the stretch 

profile of the materia l interface, which is the graph of finite-t ime stretch experienced as 

a function of location on the interface. In a near-integrable setting (meaning we add a 

perturbation to the vector field of an originally integrable system) we argue how the per

turbed stretch profile can be understood in terms of a corresponding unperturbed stretch 

profile approximately repeating itself on smaller and smaller scales, as described by the 

symbolic dynamics. The basic interest is in how the non-uniformity in the unperturbed 

stretch profile can approximately carry through to the non-uniformity in the perturbed 

stretch profile, and this non-uniformity can play a basic role in mixing properties and 
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stretch statistics. After the stretch analysis we then add to the deterministic flows a small 

stochastic component, corresponding for example to molecular diffusion (with small dif

fusion coefficient D) in a fluid flow, and study the diffusion of passive scalars across 

material interfaces inside the chaotic tangles. For sufficiently thin diffusion zones, the 

diffusion of passive scalars across interfaces can be treated as a one-dimensional process, 

and diffusion rates across interfaces are directly related to the stretch history of the in

terface. Our understanding of stretching thus directly translates into an understanding 

of mixing. However, a notable exception to the thin diffusion zone approximation occurs 

when an interface folds on top of itself so that neighboring diffusion zones overlap. We 

present an analysis which takes into account the overlap of neighboring diffusion zones, 

capturing a saturation effect in the diffusion process relevant to efficiency of mixing. We 

illustrate the stretching and mixing study in the context of two oscillating vortex pair 

flows, one corresponding to an open heteroclinic tangle, the other to a closed homoclinic 

tangle. Though we focus here on single-frequency systems, from the previous study the 

extensions to multiple-frequency systems should be clear. 

(iii) We then study stretching from a different perspective, focusing on rates of 

strain experienced by infinitesimal line elements as they evolve under near-integrable 

chaotic flows associated with 2D time-periodic velocity fields. We introduce the notion 

of irreversible rate of strain responsible for net stretch, study the role of hyperbolic fixed 

points as engines for good irreversible straining, and observe the role of turnstiles as 

mechanisms for enhancing straining efficiency via re-orientation of line elements and 

transport of line elements to regions of superior straining. 

(iv) The remaining two studies can be viewed as applications of the material devel

oped in the previous studies, although both applications develop new theory and/or new 

ideas as well. The first application studies the dynamics associated with a quasiperi

odically forced Morse oscillator as a classical model for molecular dissociation under 

external quasiperiodic electromagnetic forcing. The forcing entails destruction of phase 

space barriers, allowing escape from bounded to unbounded motion, and we study this 

transition in the context of our quasiperiodic theory, comparing with single-frequency 

forcing. New and interesting features of this application beyond the subject matter of 

the previous quasiperiodic study includes that the relevant fixed point of the unforced 

system is non-hyperbolic and at infinity, and the study of additional transport issues, 

such as escape (implying dissociation) from a particular level set of the unforced Hamil

tonian system corresponding to a quantum state. We find for example that though 
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infinite-time average flux can be maximal in a single-frequency limit, escape from a level 

set, or equivalently lobe penetration, can be maximal in the multiple-frequency case. 

( v) The second application studies statistical relaxation of distributions of finite

time Lyapunov exponents associated with interfaces evolving within the chaotic tangles 

of 2D time-periodic vector fields. Whereas recent studies claim or give evidence that 

distributions of finite-time Lyapunov exponents are essentially Gaussian, our previous 

analysis of stretching via the symbolic dynamics construction shows the wide variety 

of stretch processes and stretch scales involved in the tangle, motivating our further 

study of stretch statistics. In particular, we focus on the high-stretch tails of finite

time Lyapunov exponents, which have relevance in incompressible flows to the mixing 

properties and multifractal characteristics of passive scalars and vectors in the limit of 

small spatial scales. Previous studies of stretch distributions consider a fixed number of 

points, thus lacking adequate resolution to study these tails. Instead , we use a dynamic 

point insertion scheme to maintain adequate interfacial covering, entailing extremely 

good resolution at high-stretch tails. These tails show a great range in behavior, varying 

from essentially Gaussian to nearly exponential, and these non-Gaussian deviations can 

have a significant effect on interfacial stretching, one that persists asymptotically. These 

non-Gaussian deviations can be associated with very small probabilities, thus indicating 

the need for highly-resolved numerical studies of stretch statistics. We explain the nearly 

exponential tail in a particular limiting regime corresponding to highly non-uniform 

stretch profiles, and explore how the full statistics might be captured by elementary 

models for the stretch processes. 
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Introduction 
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Though linear theories have had great success in describing physical reality, 

a vast array of nonlinear phenomena pervade our world. These phenomena are 

difficult to characterize and analyze, and it is only in the last few decades, with 

the advent of sophisticated nonlinear mathematics and powerful supercomput

ers, that a hope to adequately address these phenomena has dawned. The scope 

of nonlinear phenomena is vast, and a single unified treatment impossible. A 

variety of disciplines offer a mixture of approaches, and this mixture is partic

ularly fruitful, allowing one to appreciate complicated physical processes from 

several vantages. 

A basic and fascinating aspect of nonlinear systems is that they can evolve 

m an irregular or chaotic fashion (a precise definition of this will be offered 

later). Though much of the initial study of chaotic phenomena has focused on 

chaos per se- its meaning and implications, its proper characterization, the cri

teria for its existence, and so on- there has been growing activity concentrating 

on the fundamental role played by chaotic phenomena in a wide spectrum of 

physical processes: transport and mixing in fluid flows, ionization and dissocia

tion in atomic and molecular systems, magnetic field amplification in kinemat ic 

dynamos, and so on. 

Dynamical systems analysis is a branch of mathematics that offers a theo

retical framework with which to study chaotic phenomena. Conventionally, the 

theory addresses systems of ordinary differential equations (ODE's} 

x = f(x), (1.1) 

and maps 

x---. f(x), (1.2) 

where M" is some n-dimensional phase space (for example, R"). Given the 

prescribed dynamical system vector field f( x ), the goal is to understand the 
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evolution of x in its n-dimensional phase space, i.e., to understand the dynamic.'! 

of x. Rather than concentrating on individual solutions of (1.1) and (1.2) 

corresponding to particular initial conditions, dynamical systems theory studies 

evolution in phase space from a global, geometrical perspective, a basic goal 

being to establish phase space .<Jtructure that offers a template with which to 

study the evolution of the system. What we mean by this should become 

apparent as we go along, and is best conveyed in the context of an elementary 

example, which we discuss here in some detail as a means for introducing in 

a concrete setting the language, means of description, and principal themes of 

our study. 

Consider the two-dimensional fluid flow induced by a pair of equal and 

opposite point vortices.1 In the frame comoving with the vortex pair the flow is 

steady, and the equations of motion for fluid particle trajectories can be written 

in the time-independent, or autonomou.<J, form 

. &7/;o ( x, y) 
x= 

&y 
. &7/;o(x, y) 
y=-

(1.3) 

&x 
where (x, y) denotes the spatial coordinates of the fluid and t/Jo(x, y) is the 

.<Jtream function of the steady flow (the precise form of .,P0 is given later in the 

text). Equation (1.3) is an example of a Hamiltonian .<Jy.<Jtem, which defines an 

area-preserving flow (or a volume-pre.'! erving flow in a higher-dimensional con

text), a major and extremely active subset of dynamical systems. In particular, 

equation (1.3) defines a one degree-of-freedom Hamiltonian system, where the 

stream function plays the role of the Hamiltonian and y the conjugate momen

tum, and this class of Hamiltonian systems is guaranteed to be integrable, since 

an integral of the motion is provided by the Hamiltonian. The level .<Jet.'! of the 

Hamiltonian .,P0 (x, y) =constant define .<Jtreamline.<J (see Figure 1.1), w hich are 

invariant manifolds- any point starting on a given manifold remains on it- and 
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these curves thus act as a template for studying the fluid motion. Though one 

could of course perform a variety of numerical experiments to study the evolu

tion of the fluid, the phase portrait offered by these invariant manifolds affords 

a basic understanding of the flow. Of particular note in the phase portrait are 

the hyperbolic fixed points, where the velocity field vanishes and the eigenvalues 

associated with the linearized flow about the fixed points have nonzero real com

ponents (these eigenvalues are of course real for our fluid example, and have 

opposite sign as a consequence of area preservation). These fixed points are 

connected by heteroclinic manifolds that define separatrices, two of which join 

to divide bounded from unbounded fluid motion (another important class of 

separatrices are formed out of homoclinic manifolds when the separatrix forms 

a closed loop originating and terminating at the same fixed point). Inside the 

separatrix fluid particles move along closed streamlines (1-tori), and outside the 

separatrix fluid particles translate from right to left along open streamlines. No 

particle can cross the separatrix, which thus acts as a complete barrier in phase 

space. Within the region of bounded motion one can transform via a generat

ing function to a new set of coordinates, referred to as action-angle coordinates, 

which reduces the motion to its most elementary representation: 

where T 1 denotes the 1-torus [0, 21r ), to give 

1 = 0 
(1.4) 

iJ = wo(I), 

with solutions 
I(t) = Io 

(1.5) 
B(t) = wo(Io)t + Bo. 

On each level set, then, particles move with constant action Io and steady ro-

tation of the angle B(t). Each torus is thus specified by (Io , wo(Io)), an action 
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and a rotation frequency, and wo ( Io) -t oo as the level set defined by J0 ap

proaches the separatrix. The evolution of integrable systems is well-understood 

and pretty mundane. For example, here there is no transport of fluid across the 

separatrix, or any streamline for that matter, stretching is generically asymptot

ically linear in time, and if we choose to add molecular diffusion to the problem 

(see Chapter 3), the resulting mixing is poor. 

Suppose we now add to the velocity field a time-dependent perturbing 

straining field of the form 

c'I/Jp(x, y, t) = cxysin(wt + 80 ), (1.6) 

where cis the perturbation amplitude, w is the perturbation frequency, and 8o is 

the initial phase of the perturbation. This straining field oscillates periodically 

in time, and can arise, for example, if one embeds the vortex pair in a wavy-

walled channel. The vortices respond to the external perturbation by oscillating 

periodically in time, and the net result is a time-periodic p erturbation to the 

original velocity field, so that the equations governing particle motion now have 

the form 
. o'l/Jo(x,y) o.(fi(x,y,wt + 8o; c ) 
x = !:) +c !:) 

uy uy 

. o'l/Jo(x,y) o.(fi(x,y,wt + 8o;c) 
y =- ox - c ox , 

(1.7) 

where .(fi(x, y,wt+8o; c) = .(fi(x, y, wt+80 +27r; c). This time-dependent or nonau-

tonomous two-dimensional system can be trivially recast as a three-dimensional 

autonomous system (or, equivalently, a one-and-a-half degree-of-freedom Hamil

tonian system) 

x= 
o'l/Jo(x, y) o.(fi(x, y, 8; c) 

oy +c oy 

. o'!jJ0 (x, y) o.(fi(x, y, 8; c) 
Y =- -c 

ox ox 

(1.8) 

() = w, 
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(where (} E T 1 
), thus taking on the form of equation (1.1) (the reason for such 

a reformulation will become apparent later if it seems opaque now). Another 

reformulation is to recast the ODE system (1.7) or (1.8) as a two-dimensional 

map P~ (referred to as a Poincare map) by strobing the fluid at the perturbation 

frequency, i.e., by sampling the particle trajectories periodically in time: 

27r 27r 
(x(t), y(t)) --. (x(t + -), y(t + -)), 

w w 

(1.9) 

where E denotes the two-dimensional Poincare section, representing the fluid at 

any one of the sample times, on which the Poincare map acts. Equation (1.9) 

has t he form of equation (1.2), and it is thus by periodic sampling that one 

reduces the analysis of the ODE system to one of a 2D map, which considerably 

simplifies the analysis, as we shall see. This simplification is unique to time

periodic vector fields , and it is precisely this reduction scheme that h as made 

periodically forced systems exceedingly popular, subject to vast amounts of 

literature, and one of the canonical classes of dynamical systems out of which 

many of the initial paradigms and constructs of the field have been built. 

This seemingly innocuous addition to the velocity field of a small time

periodic p erturbation entails drastic changes in the fluid motion, as portrayed 

in the Poincare section of Figure 1.2. In particular, the resulting one-and-a

half degree-of-freedom Hamiltonian system is not integrable. In some regions 

of phase space regular motion gives way to irregular or chaotic motion, as 

indicated by the "fuzzy" regions of the Poincare section. These chaotic zones 

come in two classes. 

( i) R esonance bands . When the forcing frequency w is commensurate with 

(rationally related to) a closed level set rotation frequency Wo ( lo) of the 

unperturbed flow, the level set breaks up under the perturbation into a 

resonance band. 
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( ii) H eteroclinic and homoclinic tangle.s. For any forcing frequency w the het

eroclinic and homoclinic manifolds will break up into a heteroclinic and 

homoclinic tangle, respectively (in this example there are only heteroclinic 

tangles). 

Figure 1.2 shows a substantial heteroclinic tangle associated with sep aratrix 

break-up, one that has in fact "eaten up" a significant amount of nearby reso

nance bands. At the resolut ion of the portrayal in Figure 1.2, resonance bands 

outside the heteroclinic tangle are too thin to decipher, although a more highly 

resolved study indeed shows their presence. The heteroclinic tangle is the over

whelmingly dominant chaotic region , and though both classes of chaotic zones 

are studied by similar techniques, we will be focusing our attention primar

ily on homoclinic/heteroclinic tangles. The "fuzzy" portrayal of these chaotic 

zones is generated by the orbit under successive iterates of the Poincare m ap of 

one or more init ial conditions inside the chaotic zone. In the chaotic domains 

of resonance bands a single orbit will, instead of being confined to a curve , 

map to su ccessive locations in a rather erratic fashion , filling up an available 

area. Orbits in the heteroclinic tangle exhibit similar behavior, except for the 

fact they will asymptote to x = - oo since this particular heteroclinic tangle is 

unbounded; hence, one initializes more th an one orbit to obtain a sufficiently 

dense portrayal of the "fuzz" (see the caption for further details on this point). 

These ch aotic zones correspond to radically different fluid motion from the 

integrable flow, accompanied by greatly enhanced transport, stretching, and 

mixing. For example , the destruction of the unperturbed separatrix entails 

that open flow fluid can be entrained into the bounded region, and closed flow 

fluid can be detrained from the bounded region. The entrained fluid is stretched 

and folded in a violent manner until it is eventually detrained, and the result is 

a .stirring process or (when we later add molecular diffusion) a mixing proce33 in 
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the heteroclinic tangle. This stirring process is inherently related to the chaotic 

advection of the fluid, as we shall discuss in great length through the course 

of the text. At the outset we make two observations about the appearance of 

chaotic regions under the presence of the perturbing straining field. 

( i) The appearance of chaos is immediate for an arbitrarily small perturbing 

straining field. No route to chaos consisting of progressively complicated 

motions as one increases some perturbation parameter is needed here, al

though this latter scenario seems to have been much more widely dissemi

nated among the general scientific community. 

( ii) The recognition that extremely simple, non-turbulent fluid velocity fields 

can evolve exceedingly complicated, indeed chaotic, fluid motion, a phe

nomenon commonly referred to as chaotic advection, has stirred much ex

citement and activity in the fluid mechanics community since the mid

eighties. Though such a phenomenon might at first glance seem paradoxi

cal to one accustomed to the study of complicated (i.e., turbulent) velocity 

fields, it is important to recognize that the whole point of dynamical sys

tems analysis since its inception has been that simple vector fields can 

evolve complicated dynamics. 

Between the chaotic zones lie regions of regular motion, as indicated by 

the persistence of invariant tori in the Poincare section of Figure 1.2. Though 

trajectories may wander freely throughout individual chaotic zones, they may 

not pass through one of these invariant curves, which thus act as complete 

barriers between distinct r egions of irregular motion. The entire phase por

trait is thus filled with interspersed regions of regular and irregular motion, 

and there is a well-developed theory describing the intertwining of these re

gions. Most notably, the response of tori to external forcing is described by 

KAM (Kolmogorov-Arnold-Moser) theory (see Berry2 for a nice introduction). 
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Loosely speaking, for the ratio between the perturbation frequency w and the 

unperturbed level set frequency w0 (I0 ) "sufficiently irrational" (a precise notion 

in the theory), the torus persists under sufficiently small forcing; otherwise the 

torus breaks up into a resonance band. The role of the frequency ratio arises 

in the attempt to express the per turbed system in integrable form by recasting 

in action-angle coordinates. Small divisors in the generating function cause 

difficulties in the transformation, and the vanishing of this divisor is directly 

related to the above frequen cy ratio. There has also been considerable numer

ical study portraying these intertwining regular and irregular regions, offering 

rich and int ricate pictures (for example, there is a rich set of islands of regular 

motion nested in the resonance bands). These numerical portrayals of chaos 

are extremely popular in the literature even to this day. A major limitation 

of such "fuzzy" portrayals of the chaotic zones, however , is that they basically 

offer for chaotic zones just a big mess. One gains little understanding of the 

dynamics inside regions of chaos, e.g., of the stirring or mixing process in the 

oscillating vortex pair flow. In a similar manner, some of the more celebrated 

early work in dyn amical systems h as concentrated on issues such as criteria 

for existence (or rather non-existence) of chaos, rather than a detailed under

standing of the motion within the chaotic regions. The principal interest of 

this study will be in the dynamics within the chaotic regions, in particular, in 

the idea that underlying the chaotic regions is a skeletal backbone of invariant 

manifolds which act as a t emplate with which to study the dynamics, as shown 

in Figure 1.3. These manifolds are the global stable and unstable manifolds of 

hyperbolic fixed points that exist in the perturbed setting, as will be explained 

in more detail in the rest of the text . These invariant manifolds criss-cross each 

other ad infinitum to form the boundary of a chaotic tangle and to form lobes 

in phase space (see Figures 1.4 and 1.5). Lobes m ap from one to another under 
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successive iterates of the Poincare map, and it is within this context of lobe 

dynamics within the invariant chaotic tangle that one has a template for study

ing fundamental aspects of the dynamics within the tangle, such as transport, 

stretching, and mixing (see Figures 1.5 and 1.6). Exploiting this idea of lobe 

dynamics in a variety of contexts will be a central theme of this study. Both 

resonance bands and homoclinic/heteroclinic tangles can in principal be stud

ied in this context, though the tangles in resonance bands can be geometrically 

more complex. Our attention will focus on homoclinic/heteroclinic tangles. We 

also note that the oscillating vortex pair example considers a heteroclinic tan

gle in a near-integrable setting, meaning we add a small perturbation to the 

vector field of an initially integrable system. The subject matter of the study 

will be described primarily in this setting, since it simplifies the description of 

the dynamics and allows for additional results, such as M elnikov theory (to be 

discussed later). We stress, however, the idea of a template formed out of invari

ant manifolds does not necessitate small perturbations or even a perturbative 

setting. 

Though we have introduced the setting for this study in the context of a 

fluid flow, we wish to stress the variety of physical applications in the above 

setting. For example, in a later chapter we will perform a classical study of 

dissociation of diatomic molecules under external electromagnetic forcing in 

the context of a forced Morse oscillator, described by the dynamical system 

equations: 
x =pfm 

(1.10) 
p = -2D0 a(e-ax- e-2 ax) + c:Edcos(wt + Bo), 

( x, p) E R 2 . One can think of x = r - r e as the separation, r, of a two-atom 

molecule minus an equilibrium separation, re, with p the relative momentum. 

The system then corresponds to a non-rotating pair of atoms interacting under 

a Morse potential and forced by an external electromagnetic field with ampli-
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tude c:E . The parameters a and Do correspond to the range parameter and 

unperturbed dissociation energy, respectively, of the Morse potential, and d is 

the effective charge, or dipole gradient. Figure 1. 7 shows the phase portrait 

associated with the unperturbed (c: = 0), or integrable, system. The note

worthy feature of this phase portrait is the separatrix which divides bounded 

molecular motion from unbounded molecular motion (there is a slight subtlety 

associated with the fact that the fixed point associated with this separatrix is 

non-hyperbolic and at infinity, but this is dealt with in a later chapter) . The ex

ternal forcing again entails destruction of integrability, in particular destruction 

of the separatrix, allowing for escape from bounded to unbounded motion, cor

responding to molecular dissociation. The template offered by the global stable 

and unstable manifolds in the perturbed setting will be the key to studying this 

dissociation process, as shall be described in detail later. 

We stress not only the variety of physical applications, but the fact that 

basic nonlinear physical processes, such as stirring, mixing, dissociation, mag

netic field amplification, etc., are inherently and fundamentally related to the 

underlying chaotic dynamics. We also emphasize that, though the dynamical 

systems community has given great attention to the study of asymptotics, i.e., 

the behavior in the infinite-time limit, many of the above physical processes 

are indeed finit e-time processes (e.g., for a mixing experiment one may be in

terested in 20 - 40 perturbation periods). Hence, asymptotics and long-time 

behavior may have little r elevance to the problem, and much of our study will 

be explicitly concerned with finite-time or transient phenomena, r elatively vir

gin territory from a dynamical systems perspective. 

The existence of these invariant stable and unstable manifolds in chaotic 

tangles dates all the way back to Poincare3 at the turn of the century; how

ever, using them as a template for systematic study of chaotic dynamics and 
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to study basic physical processes is a relatively recent pursuit, active primarily 

since the mid-eighties. Indeed it is rather unfortunate to note the Dark Age 

in nonlinear dynamics spanning several decades following the nonperturbative 

vision of Poincare, as a vast majority of physicists and mathematicians focused 

their attention on more pressing phenomena describable in a linear or pertur

bative framework. This Dark Age, however, is not so dark as some have the 

impression, for though Chaos burst on the scene with great hoopla in the seven

ties, becoming quite popular by the eighties, many of the rigorous foundations 

for nonlinear chaotic dynamics, such as the modern foundations of Hamiltonian 

dynamics, had been carefully laid prior without great fanfare by some impres

sive mathematical schools. It is also unfortunate to note the extent to which 

present-day physicists and engineers who study chaotic phenomena ignore the 

role of invariant manifolds. We hope to stress in this study, then, a r ole of 

a dynamical systems theorist as a painter of phase space structure via invari

ant manifolds, and the fundamental role these manifolds play in the study of 

dynamics. 

Our interest in nonlinear dynamics and chaos will lie somewhere in the 

middle of the two extremes of a wide range of approaches. At the one extreme, 

there is a substantial dynamical systems community primarily concerned with 

rigorous mathematical foundation, leaving physical applications to others (fair 

enough). At the other extreme, since dynamical systems and chaos is a pop

ular subject readily accessible to anyone with a personal computer, there is a 

community of some physicists and engineers who prefer to study chaotic phe

nomena unencumbered by any rigorous mathematical foundation. The study 

offered here will to large extent attempt to respect, and indeed sometimes ex

tend, rigorous mathematical foundation; however, emphasis will also be placed 

on physical applications, and the fundamental role chaos plays in a variety of 
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physical processes. Indeed, there is a uniquely fruitful partnership between 

dynamical systems analysis and chaotic physical phenomena, as we shall see. 

The global, geometrical framework of dynamical systems theory offers new ways 

with which to conceptualize and quantify nonlinear physical processes. Con

versely, the effort to understand physical processes motivates new features of 

dynamical systems analysis. There is also a fruitful partnership between ana

lytical and numerical study of chaotic dynamics. A role of a dynamical systems 

theorist being to establish invariant structure in phase space, computers are es

sential for visualizing and conceptualizing these structures, and using them to 

uncover practical physical information. The geometrical constructs offered by 

dynamical systems theory typically offer a setting with which to most effectively 

perform numerical computations. Conventional mathematics disciplines have 

been hesitant about the role of the computer in basic mathematics, but given 

a growing awareness of the limitations of analysis in nonlinear systems, there 

has been growing acceptance of the computer as a basic mathematical tool in 

conjunction with analytical work. The present study attempts to exploit this 

partnership between analytical and numerical work. 

We are now in position to introduce in fairly concrete manner the subject 

matter of this study, offering first the principal themes, followed by a chapter

by-chapter description of the subject matter. We use invariant manifolds as 

a template for studying the chaotic dynamics within classes of homoclinic and 

h eteroclinic tangles. Our principal interest lies in: 

(i) extending these templates and their applications to fundamentally larger 

classes of dynamical systems; 

(ii) expanding the descript ion of dynamics offered by these templates; and 

(iii) strengthening the interplay between dynamical systems concepts and the 

description of basic nonlinear physical phenomena. 
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We focus primarily on three basic features of the dynamics in chaotic tangles, 

which we introduce in the context of prior work, followed by motivations for 

the present study. 

(i) Transport. The destruction of integrability implies the destruction of phase 

space barriers, which allows transport between various regions of phase 

space, in particular between regions corresponding to qualitatively different 

types of motion, such as bounded and unbounded motion. For example, 

in the oscillating vortex pair flow the perturbing straining field destroys 

the separatrices that divide the open and closed flow, allowing for fluid 

to be transported into and out of (i.e., entrained into and detrained from) 

the core region, entailing a stirring process or (when we later add molecu

lar diffusion) a mixing process. Similarly, subjecting the molecular system 

modeled by the Morse oscillator to external forcing destroys the separatrix 

that divides bounded and unbounded molecular motion, allowing for en

sembles of molecules to be transported from inside to outside the bounded 

region, entailing a dissociation process. Phase space transport plays a fun

damental role in these physical processes. A phase space transport theory 

has been developed since the mid-eighties for dynamical systems defined by 

2D time-periodic vector fields, or equivalently 2D maps. One can divide 

this theory into three steps, as will be described in great detail in later 

chapters. 

(a) Use segments of invariant manifolds to partition phase space into re

gions of qualitatively different motion (e.g., bounded and unbounded 

motion). These partitions in the non-integrable case will not be com

plete barriers, but rather partial barriers, allowing for transport across 

the partitioning. 
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(b) Identify the mechanism for transport across the partial barriers. One 

finds that a special set of lobes in the tangles, referred to as turnstile 

lobes, are solely responsible for this transport.4 •5 

(c) Having identified the partitions and turnstiles, perform a systematic 

study of various features of transport across the partitions. There are 

all sorts of features one might be interested in investigating. An im

mediate example is the flux from one region to another, determined 

by the turnstile lobe area. This area is computable from a numerical 

determination of lobe boundaries in phase space, or, more elegantly, 

from analytical expressions obtained by M elnikov theory (for an in

troductory account of this theory, see Guckenheimer and Holmes6 ). 

Loosely speaking, this theory provides an 0( c:) expression of the sep

aration of the chaotic tangle's stable and unstable manifolds (where c: 

is the perturbation amplitude), and is thus a basic analytical tool for 

studying several features of the tangles , including lobe area and flux. 

A more detailed study of transport considers also the species content 

of turnstile lobes. For example, suppose in the oscillating vortical flow 

we wish to determine the amount of fluid initially in the core that 

h as been detrained after a given time interval. Similarly, suppose in 

the Morse oscillator we wish to determine the percentage of initially 

bounded molecules that have been dissociated after a given time in

terval. Turnstile lobe area will not suffice to address these questions, 

since at a given time a portion of the turnstile lobe associated with 

detrainment or dissociation may contain points that were not initially 

in the bounded region, but started outside and were entrained or cap

tured later. Conceptually, to study such a transport problem one 

could initialize phase space with a distribution of particles of different 
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specses according to the region from which they originate. The goal 

then is to determine the species content of the turnstile lobes at any 

given time. An approximate solution for lobe content can be obtained 

using a Markov method approach; 4
•
7 

•8 however this approximation ne

cessitates a rather artificial assumption and can give poor results. A 

framework for exact solution of turnstile lobe content is offered by 

addressing the geometry of how lobes in the chaotic tangle intersect 

with one another, 1 •9 or more simply how the lobes intersect with the 

partitioned regions. 

A formal construction of transport theory for a non-integrable system 

is a major success, and the basic question that remains is then: how robust 

is this theory? In particular: 

(a) Can one construct a transport theory under more complicated classes 

of vector fields, for example, with higher dimensions and more com

plicated time dependences? The theory has been extended to certain 

classes of higher-dimensional Hamiltonian systems, 10 and a primary 

aim of this study will be to extend transport theory to more compli

cated vector field time dependences. 

(b) Given a class of vector fields, can one extend present transport the

ory to address other aspects of transport? For example, the above

mentioned features of transport are concerned with ensembles of points 

distributed uniformly throughout phase space, but one might be inter

ested in a transport theory corresponding to other ensemble distribu

tions, such as one originating on a level set of the unforced Hamilto

nian, as is relevant to the problem of dissociation from a particular 

quantum state. 
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(ii) Stretching. Chaotic systems exhibit good (i.e., exponential) stretching on 

a nontrivial subset of phase space, entailing sensitive dependence on initial 

conditions and deterministic randomness: given an arbitrarily small but 

finite uncertainty in the initial conditions, one will not be able to predict 

the behavior of the deterministic system after a finite time interval. This 

observation has profound impact on the understanding of the evolution of 

deterministic systems. A basic dynamical system measure of stretching 

is offered by the Lyapunov exponent associated with an infinitesimal line 

element initially at x(O) E Mn with orientation m(O)- bx(O)/IIt.Sx(O)II, 

>.(x(O),m(O)) = lim 11 ('lbx(t)ll) 
ll.s:~~o t n llbx(O)I I ' 

(1.11) 

and a positive Lyapunov exponent entails exponential stretching. Loosely 

speaking, then, chaotic dynamics is indicated by the presence of positive 

Lyapunov exponents on some nontrivial subset of phase space. We note 

that such a subset can even be of measure zero, as is the case for the Cantor 

set constructed from the Smale horseshoe map (discussed momentarily). 

One possible study of stretching under a flow is of course a numerical 

computation of Lyapunov exponents as a function of initial condition, but 

numencs can sometimes be deceptive and rather unilluminating in this 

instance. For sufficiently simple vector fields one has certain paradigms 

and constructs with which to obtain a profound and detailed understand

ing of stretching, sensitive dependence on initial conditions, and chaos. 

For example, 2D time-periodic vector fields have as a paradigm the Smale 

horseshoe map, described later in the text. The dynamics generated by 

this map acting on an appropriately constructed Cantor set is topologically 

conjugate to a shift map acting on a bi-infinite sequence of two-symbols 

(we defer the description of this to later chapters). In this context, one can 

recast the evolution on the Cantor set in a symbolic dynamics formalism, 
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which portrays the chaotic dynamics in its most basic and elementary form, 

indeed affords a precise definition of chaos, and renders proofs for various 

theorems involving the dynamics quite plain. The existence of the Smale 

horseshoe map has been established for the chaotic tangles generated by 

2D time-periodic vector fields or 2D maps (see, e.g., ref. 6 for a discussion). 

Though the Smale horseshoe map paradigm is extremely insightful, it JS 

also extremely limited in scope since: 

(a) it applies to a limited class of vector fields (2D time-periodic or 2D 

maps), and 

(b) it describes the dynamics on only a rather artificial subset of phase 

space that consists of a Cantor set, i.e., a set of measure zero. 

Given an appreciation of the existence of chaotic dynamics in a limited 

class of homoclinic/heteroclinic tangles, one would like to obtain a much 

more robust understanding of the stretch processes inside chaotic tangles. 

In particular one would like to know: 

(a) What, if any, paradigms apply to more complicated classes of vector 

fields? How is one to understand chaos in more general circumstances? 

(b) Is there a way to obtain a global appreciation of stretching throughout 

the chaotic tangle, rather than on a Cantor set of measure zero? Such 

an appreciation might include an understanding of the global topology 

of stretching, the mechanisms for good stretching, the statistics of 

stretching, and so on, of which the horseshoe map gives either no or 

partial means for appreciation. 

(iii) Mixing. This is a vast subject, and we have here a specific interest. Equa

tions (1.1) and (1.2) consider deterministic evolution under a prescribed 

vector field. It is interesting to add to the vector fields in (1.1) and (1.2) a 
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stochastic term in order to study the effects of such stochastic phenomena 

as molecular diffusion or heat transfer. We refer to the stochastic evolution 

of passive scalars or vectors simply as mixing. A common approach is to 

explicitly add the stochastic term to vector field and perform a numerical 

study: 

x = f(x, t) + C:TJ(t), (1.12) 

where ry(t) is some random function of time with a Gaussian probability 

distribution. A principal goal is to study the interplay between stochastic 

effects (mixing properties) and characteristics of the underlying determin

istic flows (e.g., stretching properties). If possible, one would like to go 

beyond numerical studies of (1.12), and pursue analytical studies explor

ing this interplay, even if in a limited context. 

We now proceed to outline the chapter-by-chapter contents of this study. 

As remarked earlier, 2D time-periodic vector fields, or equivalently 2D maps, 

define one of the canonical classes of dynamical systems, out of which many of 

the constructs and paradigms of the field have been built. Chapter 2 studies 

the chaotic dynamics evolved by 2D vector fields with more complicated time 

dependences than periodic. In particular, we consider the dynamics evolved 

by 2D quasiperiodic or multiple-frequency vector fields (with great emphasis on 

two-frequency systems). The motivation for such an extension is three-fold. 

(i) From a mathematical perspective, any extension past the time-periodic 

case requires a fundamental generalization, since one cannot in general 

r educe the analysis to iterates of a 2D map. Hence all the dynamical 

system constructs and paradigms that apply to 2D maps, such as the Smale 

horseshoe map, KAM tori , hyperbolic fixed points and their lD stable and 

unstable manifolds which define the boundaries of chaotic tangles, classical 

Melnikov theory, and so on, are no longer applicable. 
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(ii) From a physical perspective, one would obviously like to employ dynamical 

systems theory to study vector fields with more complicated time depen

dences. For example, though there has been considerable recent literature 

on chaotically advecting fluids under time-periodic velocity fields, the fluid 

mechanics community is primarily interested in turbulent velocity fields. 

Hence, there is strong motivation to take any steps one can in bridging the 

wide gap between these disparate classes of velocity fields, and studying 

multiple-frequency velocity fields is a small step in this direction. For es

sentially any other physical system, the motivation to relax the constraint 

of time-periodicity in the vector field is obvious. For example, when in a 

later chapter we study molecular dissociation under external electromag

netic forcing in the context of a forced Morse oscillator, being able to 

address multiple-frequency perturbations allows one to study forcing by 

several lasers and compare with forcing by one. 

(iii) Underlying both the mathematical and physical interests is a basic ques

tion regarding the interplay between the dynamical system vector field 

and the resulting dynamics. We know t hat complicated vector fields can 

evolve complicated dynamics, and also that simple vector fields can . As 

one increases t he complexity of the vector field (in this instance temporal 

complexity) , how does this affect the complexity of the dynamics? 

Consider for sake of introdu ction a dynamical system defined by the two

frequency vector field: 

. oH(x,y) 
x= oy + c:gi (x ,y,wit+0Io ,w2t + 02oi t: ) 

. oH(x, y) 
y = - ox + c:g2(x,y,wlt + olo, w2t + 02oiC:), 

(1.13) 

where gi , i = 1, 2, is 21r-periodic in wit+ Oj0 , j = 1, 2, and may or may not be 

Hamiltonian. For any sort of discrete-time sampling, e.g., sampling at the sec

ond forcing frequency, t he system redu ces to a sequen ce of 2D nonautonomous 
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maps: 

( 2~ 2~ ) (x , y)-.cfJ -(n+l),-n,x,y, 
W2 W2 

(1.14) 

where ¢(t, to, xo, Yo) E R 2 denotes the solution to (1.13) satisfying the initial 

condition ¢(to, to, xo, Yo)= (xo, Yo), and T~( ·; n) is the 2D map which evolves 

the system from timet= 2~njw2 to timet= 2~(n + 1)/w2 , n E Z. 

The goal for this class of vector fields is to establish phase space structure 

that acts as a template for studying the evolution of the system. In direct 

analogy with the single-frequency case, we search for phase space structure by 

recasting the system in a higher-dimensional autonomous form 

. &H(x, y) 
X= Oy + cg1 (x, y , (}1 1 (}2j c ) 

. &H(x, y) ( 
Y =- ox + cg2 x,y,01,B2;c) (1.15) 

01 = Wt 

where ( 81 , 82) E T 2, the two-torus. The autonomous system phase space is four

dimensional, and periodic sampling of phase space trajectories at the second 

frequency w2 defines a three-dimensional Poincare section. We will establish 

phase space structure and invariant chaotic tangles in this three-dimensional 

setting, and then relate the constructs back to our original two-dimensional 

physical system (such as our two-dimensional fluid): the sequence of nonau

tonomous 2D maps in equation (1.14) is understood in terms of the 3D Poincare 

map acting on a sequence of two-dimensional slices of the 9D Po.incare section. 

Hence one derives from invariant 3D tangles ( ( n + 1 )-dimensional tangles for 

an n-frequency problem) a sequence of time-dependent 2D tangles, and it is 

within this framework that one has a template for studying chaotic dynamics 

under multiple-frequency vector fields, and can systematically generalize the 
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canonical dynamical systems constructs associated with the single-frequency 

case. One finds the single-frequency constructs to be essentially robust un

der generalization. For example, the Smale horseshoe map generalizes to what 

we call a traveling horseshoe map sequence, hyperbolic fixed points generalize 

to points which lie on invariant normally hyperbolic tori, invariant lD stable 

and unstable manifolds and the tangle boundaries they define generalize to 

sequences of lD stable and unstable manifolds and sequences of tangle bound

aries. The template for dynamics in the multiple-frequency case is described in 

terms of two-dimensional lobes mapping withing a sequence of 2D lobe struc

tures. Given this new template, we then discuss the dynamical systems tools 

available with which to study multiple-frequency systems. A generalized Mel

nikov theory11 offers in the multiple-frequency case an analytical 0( c:) measure 

of stable and unstable manifold separation in the tangles that is the basis for a 

variety of analytical studies, and a double phase slice sampling method allows for 

numerical computation of precise 2D slices of the invariant higher-dimensional 

chaotic tangles, and is thus the basis for all numerical work. We define from 

the Melnikov function a relative scaling function which gives an analytical 0( c:) 

m easure of the relative importance of each frequency on manifold separation. 

With the template and tools in hand, we study multiple-frequency dynamics 

and compare with single-frequency dynamics. We show how lobe dynamics un

der a hi-infinite sequence of maps can be specified in closed form by exploiting 

underlying periodicity properties of the vector field, and offer several illustra

tions . We then present numerical simulations of sequences of chaotic tangles 

and lobe dynamics within these sequences, and make some qualitative obser

vations and comparisons with single-frequency forcing. In contrast to lobes 

of equal area mapping within a fixed 2D lobe structure found under conven

tional single-frequency forcing, we find lobes of varying areas mapping within 



-23-

a sequence of lobe structures that are distorting and breathing from one time 

sample to the next, affording greater freedom in the nature of the dynamics. 

Our primary focus in this new setting is on tran3port (we consider 3tretching and 

mixing in other contexts in later chapters). The formal construction of a trans

port theory is more involved than in the single-frequency case, as a consequence 

of the more complicated invariant manifold geometry in the higher-dimensional 

setting. This geometry is uncovered and explored, however, via theorems and 

numerical studies based on Melnikov theory. We then partition phase space and 

define turnstiles in the autonomous setting, and from this obtain the sequence 

of partitions and turnstiles in the non-autonomous setting. A main new feature 

of transport is its manifestation in the context of a sequence of time-dependent 

regions, and we argue this is consistent with a Lagrangian viewpoint. We then 

perform a detailed study of such transport properties as flux, lobe geometry, 

and lobe content. In contrast to the single-frequency case, where a single flux 

suffices, in the multiple-frequency case a variety of fluxes are allowed, such as 

different types of instantaneous, finite-time average, and infinite-time average 

flux. We find for certain classes of multiple-frequency forcing that infinite-time 

average flux is maximal in a 3ingle-frequency limit, but that the spatial varia

tion of lobe areas found in multiple-frequency systems affords greater freedom 

to enhance or diminish finite-time transport quantities. We illustrate our study 

with a quasiperiodically oscillating vortical flow and a quasiperiodically forced 

Duffing oscillator. Though much discussion in this chapter is in terms of the 

two-frequency case, all results are formally developed in the context of the gen

eral n -frequency problem, and we explain how the analysis generalizes to vector 

fields with more complicated time dependences than quasiperiodic. 

Whereas Chapter 2 extends templates and their applications to larger 

classes of systems, Chapter 3 expands the description of dynamics offered by 
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these templates. We in fact return to 2D time-periodic vector fields and use 

invariant manifolds as templates for a global study of stretching and mixing 

in chaotic tangles. The analysis in the chapter thus complements the one of 

transport via invariant manifolds, and can essentially be viewed as a general

ization of the horseshoe map construction to apply to entire material interfaces 

inside the tangles. Given the dominant role of the unstable m anifold in chaotic 

tangles, we study the stretching of a material interface originating on a segment 

of the unstable manifold associated with a turnstile lobe. Since the dynamics 

within chaotic t angles is describable in terms of lobes mapping from one to 

another within an invariant lobe structure, studying the stretching of a single 

lobe boundary provides the basis for what is, though not an exhaustive study of 

stretching in chaotic tangles, certainly a much more global study than afforded 

by the horseshoe map paradigm (for example, we are considering a subset of 

phase space that is a one-dimensional curve rather than a set of measure zero). 

We construct a symbolic dynamics formalism that describes the evolution of the 

entire material curve, which is the basis for a global understanding of the stretch 

processes in chaotic tangles, such as the topology of stretching, the mechanisms 

for good stretching, and, as we shall address in a later chapter, the statistics 

of stretching. Stable and unstable manifold geometry plays a fundamental role 

in this symbolic dynamics: for example, the intersection points between the 

stable and unstable manifolds are shown to have particular relevance to the 

stretch processes. A central interest will be in understanding the stretch profile 

of the material interface, which is the graph of finite-time stretch experienced 

as a function of location on the interface. We argue how the perturbed stretch 

profile can be understood in terms of a corresponding unperturbed stretch pro

file approximately repeating itself on smaller and smaller scales, as described 

by the symbolic dynamics. The basic interest is how the non-uniformity in 
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the unperturbed stretch profile can approximately carry through to the non

uniformity in the perturbed stretch profile, and this non-uniformity will play 

a basic role in mixing properties and stretch statistics, as we shall see later in 

the chapter, and in Chapter 6, respectively. After the stretch analysis we then 

add to the deterministic flows a small stochastic component, corresponding for 

example to molecular diffusion (with small diffusion coefficient D) in a fluid 

flow, and study the diffusion of p assive scalars across material interfaces inside 

the chaotic tangles. For sufficiently thin diffusion zones, the diffusion of pas

sive scalars across interfaces can be treated as a one-dimensional process, and 

diffusion rates across interfaces are directly related to the stretch history of the 

interface. Our understanding of interfacial stretching thus directly translates 

into an understanding of mixing. However, a notable exception to the thin 

diffusion zone approximation occurs when an interface folds on top of itself so 

that neighboring diffusion zones overlap. We present an analysis which takes 

into account the overlap of neighboring diffusion zones, capturing a saturation 

effect in the diffusion process relevant to efficiency of mixing. We illustrate the 

results in the context of two oscillating vortex pair flows, one corresponding to 

an open heteroclinic tangle, the other to a closed homoclinic tangle. Though 

this chapter focuses on single-frequency systems, from the previous chapter the 

extensions to multiple-frequency systems should b e clear. 

Chapter 4 studies stretching from a different perspective than Chapter 3, 

focusing on rates of strain experienced by individual infinitesimal line elements 

as they evolve under the chaotic flow, a pursuit more closely related to conven

tional fluid studies. We again consider 2D time-periodic vector fields (indeed 

the same two oscillating vortical flows as in Chapter 3) in a near-integrable set

ting. We introduce the notion of irreversible rate of strain responsible for net 

stretch, study the role of hyperbolic fixed points as engines for good irreversible 
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straining, and observe the role of turnstiles as mechanisms for enhancing strain

ing efficiency via re-orientation of line elements and transport of line elements to 

regions of superior straining. Turnstiles have been shown to play a fundamental 

role in phase space transport, and we argue here they play a fundamental role 

in phase space stretching. 

Chapters 5 and 6 can be viewed as applications of the material developed 

in the previous chapters, although they both develop new theory and/or ideas 

as well. Chapter 5 studies the dynamics associated with a quasiperiodically 

forced Morse oscillator as a classical model for molecular dissociation under 

external quasiperiodic electromagnetic forcing. The forcing entails destruction 

of phase space barriers, allowing escape from bounded to unbounded motion, 

and we study this transition via the theory developed in Chapter 2, comparing 

with single-frequency forcing. We stress here how this transport theory allows 

for a rigorous and precise construction of a transition theory for non-integrable 

classical systems between bounded and unbounded motion. New and interesting 

features of this study beyond the subject matter of Chapter 2 include: 

(i) The relevant fixed point of the unforced system is non-hyperbolic and at 

infinity, rendering the conventional theorems associated with hyperbolic 

fixed points inadequate. The fixed point is of saddle-type stability, how

ever , and we show how the same tangle construction goes through. For 

example, conventional Melnikov theory is shown to apply, and stable and 

unstable manifold separation determined by Melnikov theory and by ex

plicit numerical calculation are in extremely good agreement up to sizable 

perturbations. 

(ii) Besides the transport issues of Chapter 2, we additionally study transport 

in the context of escape from a particular level set of the unforced Hamil

tonian system (corresponding to a quantum state). Such a study requires 
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different considerations of lobe geometry, in particular lobe penetration into 

the action or energy coordinate, and is an example of the effort to extend 

the scope of transport theory and the description of dynamics offered by 

the template of invariant manifolds. We find that even though infinite-time 

average flux can be maximal in a single-frequency limit, escape rates from 

a level set can be maximal in the multiple-frequency case. 

(iii) We address the approximate treatment of transport via Markov models, in

cluding its extension to the multiple-frequency case, and a brief comparison 

with exact transport theory via lobe intersection geometry. 

(iv) Unlike the vertical flows , one can solve analytically the Melnikov amplitude 

integrals rather than having to resort to numerical integration. 

( v) We study and interpret the interesting behavior of the Morse oscillator in 

the limit as forcing frequency goes to zero. 

Chapter 6 returns to stretching under 2D time-periodic vector fields, this 

time focusing on the statistics associated with interfacial stretching in chaotic 

tangles. More precisely, we study distributions of finite-time Lyapunov expo-

nents .A(t) 

.A( ) = ]:_1 ( ds(t)) 
t t n ds(O) ' (1.16) 

where ds(t) denotes the length of an infinitesimal line element along the inter

face. These exponents are thus finite-time versions of conventional Lyapunov 

exponents. Though interest in asymptotics has led to considerable study of con-

ventional Lyapunov exponents, there h as been in recent years growing interest 

in the finite-time analogues, since many basic physical processes depending on 

stretching, such as fluid mixing experiments, are very much finite-time ven

tures. Whereas recent studies12 •13 claim or give evidence that distributions of 

finite-time Lyapunov exponents are essentially Gaussian, the analysis of Chap

ter 3 shows the wide variety of stretch processes and stretch scales involved in 
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the tangles, motivating our further study of stretch statistics. In particular, 

we focus on high-stretch tails of finite-time Lyapunov exponent distributions. 

Previous studies of these distributions consider a fixed number of points, thus 

lacking the resolution to study these tails. Instead, we use a point insertion 

scheme to maintain adequate interfacial covering, entailing extremely good res

olution at high-stretch tails. We thus explore the statistics with truly 1D probe, 

and want to stress the difference from a probe of measure zero (a collection of 

points lacking adequate resolution). The high-stretch tails show great range in 

behavior, varying from essentially Gaussian to nearly exponential, and these 

non-Gaussian deviations can have a significant effect on interfacial stretching, 

one that persists asymptotically. We explain the nearly exponential tail in a 

particular limiting regime corresponding to highly non-uniform stretch profiles 

(refer back to Chapter 3), and explore how the full statistics might be captured 

by elementary models for the stretch processes. 

Chapter 7 offers a few brief concluding remarks. As a final introductory 

remark we should warn that the subsequent chapters are essentially a compila

tion of different publications and preprints. As a result, the tone and approach 

can vary from one chapter to the next depending on the intended journal au

dience, and the chapters do not follow one another as smoothly as if the study 

were written as one coherent work. We apologize for the somewhat disjointed 

presentation. 
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Figure 1.1 The streamlines of the unperturbed vortex pair flow in the frame comoving 

with the vortex pair (the vortices are situated at (x, y) = (0, ±1)). 
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Figure 1.2 The two-dimensional Poincare section associated with the oscillating vor

tex pair flow exhibits regions of regular and irregular (i.e., chaotic) motion (system 

parameters are given later in the text). A substantial chaotic zone is associated with 

separatrix break-up. The "fuzzy" portrayal of this zone is the result of evolution for

wards and backwards in time of a set of fifty points initialized in a particular subset 

of the zone . This subset is the entraining turnstile lobe of the chaotic tangle, whose 

meaning will become quite clear in later chapters. 
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Figure 1.3 Underlying the "fuzzy" portrayal of the chaotic zones is a skeletal backbone 

formed out of intersecting global stable (dashed lines) and unstable (solid lines) man

ifolds of persisting hyperbolic fixed points. These invariant manifolds offer a template 

with which to study the chaotic motion. We are of course showing only finite segments 

of these manifolds. 
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Figure 1.4 The skeletal backbone without the "fuzz". The two solid dots denote 

hyperbolic fixed points of the Poincare map which persist under the perturbation, the 

solid lines d enote invariant global unstable manifolds of the right fixed point, and the 

dashed lines denote invariant global stable manifolds of the left fixed point. These 

manifolds criss-cross each other ad-infinitum to form the boundary of an invariant 

heteroclinic tangle. 
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Figure 1.5 The stable and unstable manifolds criss-cross each other ad infinitum to 

form an invariant lobe structure. A finite number of lobes of the upper heteroclinic 

tangle are portrayed here. The lobes are la belled according to t he dynamics they 

undergo, as will be explained in detail in the body of the thesis: the shaded lobes are 

those associated with entrainment, the white lobes with detrainment, and under the 

Poincare map they evolve according to E(i)-----+ E(i- 1) and D(i)-----+ D(i - 1). 
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(a) 

(b) 

(c) 

Figure 1.6 A lobe (shown in black) mapping within the invariant lobe structure. The 

lobe is portrayed at (a) t = 0, (b) t = 2
;, and (c) t = 2 2

;. 
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Figure 1. 7 The phase portrait associated with the unforced Morse oscillator. The 

separatrix (boldface) divides bounded from unbounded molecular motion. The dimen

sionless coordinates for this portrait are explained in Chapter 5. 
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Chapter 2 

The dynamics associated with the chaotic tangles of 

quasiperiodically forced two-dimensional 

dynamical systems: theory and applications 

Based upon articles that appear in: 

Nonlinearity 4, 775-819 (1991) 

and 

Nonlinear Phenomena in Atmospheric and Oceanic Sciences 

(IMA Volumes in Mathematics and its Applications- Volume 40} 

Editors G.F. Carnevale and R.T. Pierrehumbert 

(Springer-Verlag: New York, Berlin, Heidelberg, 1992) 47-138. 
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Abstract 

We generalize notions of transport in phase space associated with the clas

sical Poincare map reduction of a periodically forced two-dimensional system 

to apply to a sequence of nonautonomous maps derived from a quasiperiod

ically forced two-dimensional system. We obtain a global picture of the dy

namics in homoclinic and heteroclinic tangle regions using a sequence of time

dependent two-dimensional lobe structures derived from the invariant global 

stable and unstable manifolds of one or more normally hyperbolic invariant 

sets in a Poincare section of an associated autonomous system phase space. 

We discuss transport in the context of a few example systems, with emphasis 

on advection in fluids. Transport is specified in terms of two-dimensional lobes 

mapping from one to another within the sequence of lobe structures, and wear

gue that these lobe structures, and the inva riant manifolds from which they are 

derived, are the dominant structure by which to understand chaotic transport 

in the tangle regions. We present computer simulations of lobes mapping from 

one to another within the sequence of lobe structures and discuss qualitatively 

the essential features of the dynamics in the tangle region: entrainment and 

detrainment with respect to a sequence of time-dependent cores with bound

aries formed by segments of stable and unstable manifolds (for concreteness we 

focus mainly on the prototypical situation of a single core sequence and hence 

borrow the fluid mechanical terminology of entrainment and detrainment to 

make the discussion of transport more apparent), and repeated stretching and 

folding to give chaotic dynamics. These features are studied in a more exact 

fashion via the lobe structures. Instantaneous and average flux are quanti

fied analytically in the near-integrable case through the use of a generalized 

Melnikov function, and the computational prescription for determining flux in 

systems that are not near-integrable is provided; the time average of the flux 

is proportional to an average of areas over appropriate regions of the Poincare 

section of the autonomous system phase space. We explain how answering 

basic questions about transport in phase space (both in the near-integrable 

and general case) necessitates a consideration of issues such as the geometry 

of intersections of lobes with each other, with the core, and with level sets of 
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the unperturbed Hamiltonian, and the variation of lobe areas. We compare 

transport rates in the single-frequency and multiple-frequency cases. Though 

the comparisons depend on choices of normalization, for some reasonable nor

malizations the average flux of a class of multiple-frequency systems is found 

to be maximal in a certain single-frequency limit. The variation of lobe ar

eas in multiple-frequency systems, however, gives one the freedom to enhance 

or diminish aspects of transport. The chaotic nature of the dynamics is un

derstood in the framework of a traveling horseshoe map sequence. A search 

through parameter space to determine when a quasiperiodically forced sys

tem is chaotic can uncover simple, practical results: for example, a relative 

phase shift in the forcing can lead to suppression of chaos in a certain class 

of systems. We explain the extension of the analysis to more general time 

dependences. 
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2.1 Introduction 

Some dynamical systems that exhibit chaotic behavior evolve according to suf

ficiently simple vector fields that one can obtain a fundamental and detailed global 

picture of the chaotic dynamics. A canonical example is a periodically forced two

dimensional system, which can be reduced by time-periodic sampling of trajectories 

to a two-dimensional Poincare map (for a detailed account see Guckenheimer and 

Holmes [1983]). Consider the often studied case where the Poincare map of the 

unforced system contains a hyperbolic fixed point connected to itself by a homo

clinic orbit, or a pair of hyperbolic fixed points connected to each other by hetero

clinic orbits (see Figure 2.1.1(i)). Periodic forcing drastically alters the dynamics 

near the unperturbed homoclinic/heteroclinic orbits (also called separatrices). For 

small enough perturbations the Poincare map's fixed points survive, and, if their 

global stable and unstable manifolds intersect once, they will intersect infinitely 

many times to produce the boundary of a complicated two-dimensional lobe struc

ture (the so-called homoclinicjheteroclinic tangle region) that is invariant under the 

Poincare map (see Figure 2.l.l(ii)). Lobes map from one to another within the in

variant lobe structure with each application of the Poincare map, and this provides 

a global picture of the dynamics, i.e., of transport in phase space. A variety of phys

ical phenomena can be studied in this context, a most notable example in recent 

years being advection in fluids, where the dynamical system phase space is phys

ical space. The idea that relatively innocuous velocity fields can produce chaotic 

advection has made quite a stir among the fluid mechanics community in the last 

few years (see for example Ottino [1990]), even though the observation that simple 

vector fields can evolve complicated dynamics has been at the heart of dynamical 

systems analysis since its inception. Another noteworthy example involves mul

tiphoton ionization of excited atoms and dissociation of diatomic and polyatomic 

molecules (see Chapter 5). On the one hand, the fairly detailed understanding that 

one can obtain (as we shall see) of homoclinic and heteroclinic tangle regions is 
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quite impressive, given the complicated nature of the dynamics. This understand

ing prevents the need to resort to statistical theories, and provides a framework 

for computing exact quantities, such as transport in and out of a defined set of 

regions in phase space (which has relevance for quantifying a number of physical 

phenomena, such as roll-to-roll transport in a Rayleigh-Benard flow (see Camassa 

and Wiggins [1991]) and dissociation rates of diatomic molecules in the presence of 

an electromagnetic field (see Chapter 5)). However, for periodically forced systems 

the vector field that evolves the system is quite simple, and one is studying transport 

under iterates of a map. One would like to extend the results to vector fields with 

as complicated time dependences as possible, while still retaining a fairly complete 

global picture of the dynamics; this will entail extending the study of maps to a 

study of sequences of maps. Our goal is to generalize some notions of transport in 

phase space associated with iterates of a Poincare map derived from a time-periodic 

two-dimensional vector field to apply to a hi-infinite sequence of nonautonomous 

maps derived from a two-dimensional quasiperiodic vector field (i.e. , a vector field 

whose time dependence involves f frequencies, f :2: 2). As we shall see, the concepts 

involved in the generalization are robust and apply to vector fields with more gen

eral time dependences. We thus wish to introduce these concep ts in the context of 

a familiar and appealing class of systems. 

Let us first introduce some of the features of the dynamics in the time-periodic 

case. These features are highlighted by a simulation of a typical system with a 

heteroclinic tangle region, an oscillating vortex pair (OVP) flow (studied by Rom 

Kedar et al. [1990]) that is defined along with its quasiperiodic generalization in 

Appendix 2.Al. The unperturbed system is a pair of equal and opposite point 

vortices whose streamlines in the comoving frame are shown in Figure 2.1.2. Open 

flow passes above and below an inner core of rotating fluid bounded by two hetero

clinic orbits. The perturbed system consists of the vortices oscillating periodically 

in response to a time-periodic external strain-rate field. Figure 2.1.3 shows, for 

seven perturbation periods, snapshots of a material curve initially on the upper 
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unperturbed heteroclinic orbit (the perturbed situation is symmetric about y = 0). 

With each snapshot a n ew lobe of fluid is entrained into the core region. The lobe 

stretches as it winds around the core, and then it folds across another entrained 

lobe, part of it escaping to be advected steadily to the left, part of it remaining in the 

core to repeat the stretching and folding process. This process continues ad infini

tum to give chaotic advection. The material curve is being essentially "attracted" 

to the upper unstable manifold of the Poincare m ap's right fixed point. Since the 

dynamical system is Hamiltonian (the fluid is incompressible), the unstable man

ifold is of course not an attractor; however, the strong stretching and contraction 

of the fluid lobes implies that, though area elements do not shrink to zero, they 

t end to be stretched in one direction and contracted in another such that the un-

stable manifold dominates the evolution of material curves in the tangle region (see 

Figure 2.1.4 for a heuristic portrayal). The stable and unstable manifolds of the 

Poincare map 's fixed points are thus understood to be the dominant structure by 

which the dynamics in the tangle regions should be studied. Recent comparisons of 

fluid mixing in experiments with numerical simulations of the associated unstable 

m anifold show this to b e t he case (see Rom-Kedar et al. [1990) for a discussion of 

these examples). 

Our simulation shows the essential features of the dynamics in the tangle region: 

(i) en t r ainment and detrainment, i. e., the back and forth motion across boundaries 

in phase space that were barriers to transport in the unperturbed case, and (ii) 

repeated stretching and folding to give chaotic dynamics. These features can be ex

amined via the dynamical system 's associated Poincare map acting on the invariant 

lobe structure. Computer simulation of a finite number of the lobes, coupled with a 

knowledge of how lobes map from one to another, provides a direct portrayal of the 

tran sport. Further, one can establish that there are regions in phase space on which 

a sufficiently large number of iterates of the Poincare map acts as a horseshoe map 

(this is essentially a consequence of the stretching and folding of lobes as shown 

in the simulation). One can then use the standard horseshoe map construction 
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to state in a precise way what is meant by chaotic dynamics in the tangle region. 

Though establishing chaos, this construction provides only a limited understanding 

of the topology of stretching in chaotic tangles; however, a study of lobe behavior 

allows one to obtain a global understanding of the stretch properties in chaotic 

tangles (see Chapter 3). In addition, segments of stable and unstable manifolds of 

the Poincare map's fixed points can be used to define the boundary of a homoclinic 

or heteroclinic core region (approximately equal to the unperturbed core), and the 

mapping of lobes from one to another with each application of the Poincare map 

can be used to define and quantify notions of entrainment and detrainment with 

respect to this core. The issue of transport in phase space, under iterates of a map, 

across boundaries formed by segments of stable and unstable manifolds of invari

ant hyperbolic sets has been studied by various investigators (see MacKay et al. 

[1984] and Bensimon and Kadanoff [1984]). Rom-Kedar and Wiggins [1990] pro

vide a more detailed study of transport under iterates of a two-dimensional map, 

one which considers the global geometry of the invariant lobe structures that govern 

the transport, and Wiggins [1990] generalizes this study to a class of k degree-of

freedom Hamiltonian systems (2 :::; k < oo) with hyperbolicity in two dimensions. 

We should stress that much of the analysis of transport across boundaries formed 

by segments of stable and unstable manifolds applies to more general circumstances 

than to a single core of a near-integrable map. Indeed, it can apply to an arbitrary 

number of simply connected regions bounded by segments of stable and unstable 

manifolds of an arbitrary number of invariant hyperbolic sets of maps that need not 

be near-integrable. 

Let us now address the extension of the transport features in the time-periodic 

case to multiple-frequency vector fields . The addition of even one more frequency 

to the vector field's time dependence requires a fundamental departure from the 

time-periodic analysis: the evolution of trajectories from one time sample to the 

next (for whatever choice of sampling) must now in general be described by a dif

ferent map for each time sample. One can thus no longer construct an invariant 
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two-dimensional lobe structure upon which to study phase space transport, or in

voke the standard horseshoe map construction to establish that there is chaotic 

motion. How then does one obtain a detailed global picture of the dynamics? 

To study the dynamics of a nonautonomous system that evolves according to a 

two-dimensional, £-frequency vector field, we consider in Section 2.2 an associated 

(f + 2)-dimensional autonomous system in order to construct an invariant (f + !)

dimensional lobe structure in a Poincare section of the enlarged phase space (the 

lobe boundaries being formed out of intersecting global stable and unstable mani

folds of normally hyperbolic invariant ( f - 1 )-tori in the defined Poincare section). 

We derive from this invariant lobe structure a sequence of two-dimensional time

dependent lobe structures in the nonautonomous system phase space that will be 

used to analyze transport under a sequence of nonautonomous maps. The invariant 

lobe structure will prove instrumental throughout our analysis in understanding 

transport relative to the sequence of two-dimensional time-dependent lobe struc

tures, and we will see how the transport properties of the nonautonomous system 

are related to transport properties of the associated autonomous system. For con

creteness, we will focus on quasiperiodically forced systems whose unforced solution 

contains in the Poincare section of the associated autonomous system a single nor

mally hyperbolic invariant (f- 1)-torus connected to itself by a homoclinic orbit, 

or a pair of such tori connected by two or more heteroclinic orbits. Appendix 2.A1 

discusses two such systems (the OVP flow mentioned earlier and a Duffi.ng oscilla

tor) that will be used throughout the chapter to illustrate our discussion. Though 

it will be clear as we proceed how many of the arguments extend to the case of 

an arbitrary number of normally hyperbolic invariant ( f - 1 )-tori of a map that 

is not necessarily near-integrable, we will be able to give a more complete global 

picture of transport in the two prototypical situations we have introduced. For 

example, a generalized Melnikov function will repeatedly help us understand in the 

near-integrable case the nature of the invariant ( f + 1 )-dimensional lobe structure, 

which has more complicated geometrical considerations than in the single-frequency 
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case. In particular, in Section 2.2 we study the zero sets of the Melnikov function 

to determine the geometry of intersections of stable and unstable manifolds, and 

hence the geometry of the invariant lobes. Section 2.3 describes how the lobes of 

one time sample of the nonautonomous system map to the lobes of the next time 

sample; we define a sequence of time-dependent cores and turnstile lobes, explain 

the procedure for determining the number of turnstile lobes for each time sample, 

and illustrate this procedure with some two-frequency examples. The turnstile lobes 

are the mechanism for entrainment and detrainment relative to the core sequence 

(since for simplicity we are dealing with a single core sequence, we borrow the fluid 

mechanical terminology of entrainment and detrainment to make the discussion of 

transport in and out of the core sequence, respectively, more apparent). The main 

extension from the previously mentioned studies of transport across boundaries is 

the notion of a sequence of time-dependent cores, and we discuss how such a notion 

is reasonable, and how the stable and unstable manifolds in the Poincare section 

of the autonomous system phase space provide the natural definition of a sequence 

of time-dependent cores. Indeed, we discuss how for near-integrable systems whose 

unperturbed separatrix divides bounded and unbounded motion, it is segments of 

stable and unstable manifolds of the perturbed problem, and not the unperturbed 

separatrix, which form the "last frontier" between bounded and unbounded mo

tion in the perturbed problem. We conclude Section 2.3 by presenting computer 

simulations of some sequences of lobe structures and of lobes mapping from one to 

another within these sequences, and discussing qualitatively the essential features 

of transport in the time-dependent tangle region. The sampling method used for 

the simulations, which we refer to as a double phase slice method, contrasts with 

a previous suggestion by Moon and Holmes [1985] for sampling quasiperiodically 

forced systems to find underlying structure, and is explained in Appendix 2.A4. The 

next three sections examine more closely the features discussed qualitatively in Sec

tion 2.3. Section 2.4 focuses on entrainment and detrainment relative to a sequence 

of two-dimensional time-dependent cores in the nonautonomous system phase space. 
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We calculate analytically instantaneous and average flux with respect to the core 

sequence in near-integrable systems, and present the computational prescription for 

calculating these quantities when the system is not near-integrable. We compare 

average flux in the single-frequency and multiple-frequency cases; though the com

parisons depend on the normalization of perturbation am · litudes, we shall see how, 

for reasonable normalizations , the average flux for a class of multiple-frequency sys

tems is maximal in a particular single-frequency limit. e explain how answering 

basic questions about transport in phase space (both in the n ear-integrable and 

general case) necessitates a consideration of more than just flux, and then study 

such issues as the geometry of intersections of lobes with each other, with the core, 

and with level sets of the unperturbed Hamiltonian. For example, we will see that 

even though average flux may decrease in quasiperiodic systems, other factors can 

outweigh this effect to make it easier for inner level sets of the unperturbed Hamil

tonian to escape the core. More generally, the variation of lobe area3 give3 one 

added freedom to enhance or dimini3h tran3port propertie3 over finite time scale3 

for a fixed average flux. Section 2.5 deals with the description of chaos associated 

with the stretching and folding of lobes in t he framework of a traveling horseshoe 

map sequence. The chaotic dynamics of the nonautonomous system is understood 

relative to a time-dependent Cantor set of points. Other studies, with different 

m ethods, of the chaotic nature of the dynamics under perturbations with time de

pendences more complicated than periodic, or, equivalently, under a sequence of 

nonautonomous maps, are given by Scheurle [1986], Stoffer [1988a], [1988b], and 

Meyer and Sell [1989]. We will see here how the notion of a traveling horseshoe 

map sequence and of chaotic dynamics relative to a time-dependent Cantor set of 

points follows quite naturally from previous work by Wiggins (see Wiggins [1987] 

and [1988]). The generalized Melnikov function allows one to search in parameter 

space of the quasiperiodic problem to determine when one can and cannot have 

chaos. Such a search can h ave simple, practical consequences: for example, we shall 

see how a relative phase shift in the forcing can lead to suppression of chaos in a class 
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of multiple-frequency vector fields. Section 2.6 returns to a transport problem dis

cussed in Section 2.4 and treats the problem in a more general way with a formalism 

that focuses on lobe intersections (for simplicity we consider in Section 2.4 transport 

between only two regions, but the framework easily extends to an arbitrary number 

of regions (such as found in the previously mentioned Rayleigh-Benard flow), and 

this extension is part of what is considered in Section 2.6) . We conclude in Sec

tion 2. 7 with an explanation of how the analysis extends to vector fields with more 

general time dependences than quasiperiodic. We will emphasize throughout the 

chapter the two-frequency case as a workable and illuminating example of transport 

in phase space under a hi-infinite sequence of nonrep eating maps. 

2.2 Defining the chaotic tangle and studying its 
geometry 

We consider two-dimensional nonautonomous systems of the form 

:i; = JDH(x) + t:g(x,t ;p ,t: ), (2.2.1) 

where X E R 2
' H : X I-t lR1 is cr+l(r 2:: 2) on some open set X c R 2

, g : 

X X R 1 X v X R 1 
I-t R 2 is cr(r 2:: 2) with parameter space v c R!' an open set, 

t: E R 1
, and 

J = ( 0 1) 
- 10 

( g~ ) 
DH(x) = aH . 

a x2 

Equation (2.2.1) represents a class of perturbed single degree-of-freedom Hamilto-

nian system s (note that the perturbation t:g(x , t ; J.l, t: ) may or may not be H amil

tonian). We restrict our interest to per turbations periodic or quasiperiodic in time 

for fixed x EX, J.l E V, t: E R 1 , and hence we can rewrite the governing equation as 

:i; = JDH(x) + t:g(x, 61(t) ,6z(t) , .. . , lh(t); p,t:), (2.2.2) 
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where lJi(t) = Wit+lJio fori= 1 to .e (some positive integer~ 1), and g is 21r periodic 

in each of lJi(t). Though we focus on quasiperiodic systems (f ~ 2), it should be 

clear as we proceed how our .e ~ 2 analysis applies to the familiar time-periodic 

( .e = 1) case, and we will refer from time to time to the single-frequency case. 

Let x(t) = ¢>(t, to, x 0 ) denote the solution to (2.2.2) which satisfies the initial 

condition ¢>(to,to,xo) = xo. We shall also refer to ¢>(t,t0 ,x0 ) as the trajectory of 

(2.2.2) through Xo at time to. To study the dynamics of (2.2.2), it will be advanta

geous to sample the trajectories at discrete time intervals, the interval being one of 

the perturbation periods, say 27r /wt. . For time-periodic vector fields , it is well under

stood that periodic sampling filters out redundant dynamical information to obtain 

a simpler underlying structure with which to study the dynamics; for quasiperiodic 

vector fields, periodic sampling will in a similar way simplify the underlying struc

ture with which the dynamics is studied. The evolution of system (2.2.2) from time 

t =to+ ::n (n E Z) to timet= t0 +::en+ 1) defines a map on X: 

27r 27r 
x t-+ ¢>(-(n + 1), -n, x), 

Wt. Wf. 

where for simplicity we have set to = 0, which is not restrictive since the 6;0 are 

arbitrary. Our goal then is to study the dynamics in X under the hi-infinite sequence 

of nonautonomous maps {Te( ·; n); n E Z}. To do this, we employ a standard 

technique for the study of nonautonomous systems (see Guckenheimer and Holmes 

[1983] or Wiggins [1988]) , that is to examine an associated autonomous system in 

order to construct invariant manifolds that are fixed in the enlarged phase space. 

These manifolds form barriers which constrain the motion in the autonomous system 

phase space and hence provide a global picture of the dynamics. Having obtained 

these manifolds, we will use them to define for each timet= 2
1f n a set of curves in 

Wt 

X that will be used in later sections to study the dynamics in X under the hi-infinite 

sequence of maps {T~( ·; n); n E Z}. 
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2.2.1 Constructing an invariant tangle and study
ing its geometry 

We rewrite equation (2.2.2) in the autonomous form 

x = J DH(x) + c:g(x, 81, 82 , ... , 8t; p, c:) 

01 =WI 

(2.2.3) 

The autonomous system phase space is R? x Tt (where Tt is the e-torus). The 

expressiOn 

(X ( t) ' B 1 ( t)' 82 ( t)' . . . ' 8t ( t)) = ( <P ( t ' t 0 = 0' X 0 ) ' w 1 t + 81 0 ' W2 t + 82 0 ' • • • ' w l t + 8t 0 ) 

(2.2.4) 

solves equation (2.2.3). Let us denote this solution by ci>(t, to = 0, xo , 81 0 ,820 , • •• , Bt0 ) . 

We shall also refer to this as the trajectory o/(2.2.3) through (xo , 81 0 , 820 , ••• ,8t0 ) 

at time t = 0. From equation (2.2.4), the trajectory of (2.2.2) through xo at time 

t = 0 is the x component of the trajectory of (2.2.3) through (xo,81 0 ,B20 , • •• ,Bt0 ) 

at time t = 0, and hence the study of trajectories of the nonautonomous system is 

related to the study of the appropriate trajectories of the autonomous system. 

We study cases in which the unperturbed system has in X: 

(a) a hyperbolic fixed point xh which is connected to itself by a homoclinic trajec

tory xh(t) (i.e., t_!!~= xh(t) = x h), or 

(b) a pair of hyperbolic fixed points xh,, xt connected to each other by hete

roclinic trajectories x~(t) (i labels different trajectories); for each i either 

{ lim i ( ) a d lim i (t) _ b } { lim i (t) _ b d lim i (t) _ t-+-= xh t = xh an t-+= xh - xh or t--=xh - xh an t-=xh -

xh}. 
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From these basic structures, the results will generalize to an arbitrary number of 

hyperbolic fixed points, each connected to itself and/or other fixed points by ho

moclinic/heteroclinic trajectories. In the unperturbed homoclinic case, the au

tonomous system phase space thus contains a normally hyperbolic £-torus of the 

form 

To= {(x, B1, B2, ... , Bt)lx = xh}, 

whose (f + I)-dimensional stable and unstable manifolds, denoted W"(T0 ) and 

Wu(To), coincide along the(£+ I)-dimensional homoclinic manifold given by 

Note that "normal hyperbolicity" refers to the fact that expansion and contraction 

rates normal to To dominate those tangent to it, as to be expected since the Bi 

motion is only linear in time (see Wiggins [I988] for further discussion of normal 

hyperbolicity). The unperturbed heteroclinic case has two normally hyperbolic £

tori of the same form as the homoclinic case, with the ( f + I )-dimensional stable 

manifold of one torus and the ( f + 1 )-dimensional unstable manifold of the other 

torus coinciding along an ( f + 1 )-dimensional heteroclinic manifold 

Figure 2.2.I shows the manifolds in X x Tl (in the forthcoming diagrams, we will 

not keep presenting both the homoclinic and heteroclinic case, but rather show one 

or the other interchangeably). The parameters specifies the location in X along the 

invariant unperturbed homoclinic or heteroclinic manifold: it represents the time it 

takes for the point x( -s) on the unperturbed manifold in X to move according to 

the flow (2.2.3) to the point x(s = 0) (which we define to be the spatial midpoint 

of the unperturbed manifold). 
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We define a global cross section of the autonomous system phase space 

and the associated Poincare map generated by the flow of (2.2.3) is given by 

w 21T 27T w 
(x, Bo + 21r-n) t-t (</>(-(n + 1), -n, x), Bo + 21r-(n + 1)), 

Wt Wf_ Wt Wt 
(2.2.5) 

where Bo- (Blol B2ol ... 'B(l-l)o) and w = (wt,W2, ... ,Wt-d· Note that the map is 

independent of n since it is derived from an autonomous system. Studying the flow 

of (2.2.3) via this Poincare map is equivalent to sampling the trajectories of (2.2.3) 

at time intervals equal to 27r /we. The Poincare map of the unperturbed homoclinic 

system has a normally hyperbolic invariant(£- 1)-torus of the form 

with an £-dimensional homoclinic manifold 

= {(x, B1, B2, ... , Bt)lx = xh(t), Be= Bt0 , t E R}. 

The heteroclinic case is understood similarly. See Figure 2.2.2 for a portrayal of 

homoclinic manifolds in the full phase space and in the Poincare section :E82o for the 

two-frequency case (which will be studied in particular examples in later sections). 

Note how, in the second portrayal of W 8 (r0 ) n wu(ro) in Figure 2.2.2(b), the B2 

specifier is dropped. In the diagrams and notation of the geometrical constructs 

that clearly lie in the Poincare section :E8to, we will leave out the cumbersome Bt0 

specifier; one should remember, however, that these constructs are in X x Te and 

correspond to Be= Bt0 • 
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To establish for the perturbed system the existence of a lobe structure in }:9to, 

we invoke the following persistence result for small perturbations. 

Propo3ition 2.2.1. If P£=O contains a normally hyperbolic invariant ( .e- 1 )-torus To, 

then for c sufficiently small, p£ possesses a cr normally hyperbolic invariant ( .e- 1 )

torus, T£, whose local £-dimensional cr stable and unstable manifolds, Wl~c( T£) and 

w,~c(T£), are cr c-close to w,~c(To) and w,~c(To), respectively. 

Proof: This is an immediate consequence of the persistence theory for normally 

hyperbolic invariant manifolds. See Fenichel [1971], Hirsch et al. [1977], or Wiggins 

[1988]. 

In the usual way we can define global stable and unstable manifolds, W"( T£) and 

wu( T£), from the local ones: 

wu(T£)= u p£n(w,~c(T£)) , 
n2::0 

and these manifolds will soon be seen to provide an invariant lobe structure. 

At this point we introduce a generalized Melnikov function (Wiggins [1988]), 

which provides a criterion for existence of the lobe structure and a tool for studying 

the geometry of the lobe structure in the near-integrable case: 

00 

M (s, 81, 82, ... , 8t; v) = j DH (xh(t)) · g(xh(t),w1t + (wt s + 81 ), 
-oo 

w2t + (w2s + 82 ), ... , Wti + (wts + 8t ); /-l, c = O)dt, 
(2.2.6) 

where ( s, 81 ,82 , ... , 8t) specify a point on W"(Tg) n wu(TJ) (and are thus constant 

in the integral expression), and v _ (!-l, w 1 , w2 , ••• , wt)· Note that we leave out the i 

superscript on xh(t); in the heteroclinic case, it is understood that Xh(t) represents 

one orbit out of a set of possible heteroclinic orbits. Further, whenever we write 

Tg and Tg, or To and Tg, it is understood that in the homoclinic case a = b. 
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Wiggins [1988] gives a full discussion of this function; further, it is explained there 

how redundancy due to uniqueness of solutions allows one to eliminate one of the 

parameters when studying global bifurcations, and the s = 0 case is thus examined. 

Here we choose to let the s parameter vary, but set Oe = Oe0 • In the Poincare section 

:E 9
(o, the first order in € approximation to the signed distance between the global 

stable and unstable manifolds is 

(2.2.7) 

(see Wiggins (1988]). More specifically, dis the signed distance, measured along the 

normal to the unperturbed homoclinic or heteroclinic orbit, between the "first" 

intersection of wuc rn with the normal and the "first" intersection of W 8
( r:) 

with the normal (see Figure 2.2.3). "First" is understood relative to moving along 

Wu( r!) normally away from r: and along W 8
( r:) normally away from r:. Note 

that II DH(xh( - s)) 11--+ 0 ass--+ ±oo, so the distance function blows up with JsJ, 

making the first order in e; approximation in (2.2.7) a poor one for sufficiently large 

lsJ. The approximation will be valid however over a limited domain: the manifolds 

W 8
( r: ), wu( r:) can be approximated uniformly on semi-infinite time intervals (see 

Guckenheimer and Holmes [1983] and Wiggins [1988]), and on these time intervals 

the manifolds move only an 0( €) amount from the unperturbed manifolds . Hence 

for sufficiently small perturbations the manifold separations will be well approxi

mated by the 0( €) term over a finite domain. The approximation will prove quite 

useful in later sections, even though it is valid over a limited domain. 

For illustration purposes we consider systems with perturbations of the form 

f. 

g( x, t; J.l, €) = Fo( x; J.l) + F( x; J.l) L F;(J.L, Wi) sin( Wit + 0;0 ) + 0 ( € ), (2.2.8) 
i=l 

where F;, 1 ~ i ~ 1!, is scalar. It will be important to keep in mind that the 0;0 

specify the initial phases of the perturbation. The generalized Melnikov function 
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associated with these perturbations has the form 

l-1 

M( s, 81, ... , Ot-1, 8t0 ; ll) =Ao (J.L) + L Ai(J.L, wi)sin(wis + (}i) 
i=1 

l-1 

+ At(J.L, we)sin(wes + 8e0 ) + L Bi(J.L, w,)cos(wis + 8,) 
i=1 

(2.2.9) 

In particular, Appendix 2.Al gives the equations of motion for the two-frequency 

OVP flow mentioned in the introduction and a two-frequency Duffing oscillator, 

and derives their generalized Melnikov functions. In both these examples, as is 

often the case, the unperturbed homoclinic/heteroclinic orbits have a symmetry, 

and hence only some of the amplitudes in equation (2.2.9) are non-zero. (Due to 

the symmetry in the unperturbed Duffing oscillator, the perturbation is written in 

terms of cosines, which of course satisfies (2.2.8) with the proper phase shift.) We 

shall refer to the ratio of the Melnikov function amplitude, Ai(J.L,Wi) or Bi(J.L,Wi) , 

to the corresponding relative perturbation amplitude, Fi(J.L, wi), as a relative scaling 

factor: 

As seen in the examples in Appendix 2.Al, the relative scaling factors are in gen

er al frequency dependent, which will be relevant to the study of how transport rates 

depend on single-frequency and multiple-frequency forcing. As illustrated in Ap

pendix 2.Al, all scaling factors are determined by two relative scaling functions 

(one for the A's, one for the B's) which are derived from the generalized Melnikov 

function (in fact all the B's vanish for the examples in Appendix 2.Al, so there 

is only a single scaling function for these examples). We should point out that if 

the perturbation amplitudes in (2.2.8) each had a different spatial dependence, the 

corresponding Melnikov function would still be expressed in the form (2.2.9), since 

the spatial dependences are integrated out. We choose for concreteness, however, to 
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refer to the class of perturbations (2.2.8) for illustration (whose attractive features 

include being able to define relative scaling factors). 

To define and study an invariant lobe structure necessitates a consideration of 

the geometry of intersection manifolds of ws(r:) and wucr:), and the following 

theorem allows one to use the Melnikov function for this consideration. 

Theorem 2.2.2. Suppose there exists a point (s, 81 , ••• , Bu-1)) for some v such that 

1) M(s, 81, ... , 8(l-1)' Oeo; v) = 0, 

2) D(s,Bt.···,o(l-l))M(s, B1, ... , 8((-1), Ot0 ; i/) is of rank one. 

Then for c sufficiently small ws(r:) and wu(r:) intersect transversely near (within 

0( c)) this point, and this intersection can be continued to an (f. - 1 )-dimensional 

manifold in E 8to . 

Proof- This is a straightforward consequence of the implicit function theorem (see 

Wiggins [1988]). 

Hence within O(c) of the zero sets of the Melnikov function which satisfy the 

above derivative criterion are intersection manifolds of W 8
( r:) and wu( r:). Note 

that, though theM= 0 sets can imply nearby intersection sets, not all intersection 

manifolds need b e near the M = 0 sets, as we will describe later. Further note 

that we are making no assumptions on the geometry of the (f. - 1 )-dimensional 

intersection manifolds; in particular, unlike Wiggins [1988] and Ide and Wiggins 

[1989], we do not assume them to be (f.- 1)-tori . We approximately portray (i.e., 

to 0( c)) some intersection manifolds by plotting the zero sets of a two-frequency 

Melnikov function of the form 

(The systems described in Appendix 2.A1 have Melnikov functions of this form.) 

To do so, we first flatten out the (s, OI) coordinates onto a plane, as shown in Fig

ure 2.2.4. Figures 2.2.5 (a) to (g) show the zero sets nears = 0 for a range of Al/A2 

values and Ao = 0, w2 /w1 = g - 1
, where g is the golden mean (( V5- 1)/2). For 
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Ad A2 < 1 the intersection manifolds are non-intersecting 1-tori, for Ad A2 > 1 

they are non-intersecting spirals, and for A1 I A2 = 1 they are intersecting spirals 

(or equivalently intersecting 1-tori). For other ratios of w2/w1 (both commensurate 

and incommensurate), the geometry of the intersection manifolds as AdA2 is var

ied (keeping Ao = 0) is qualitatively similar, as will become more apparent with 

some additional figures in Section 2.3. There is a slightly technical point about 

the non-generic case of A1 I A2 = 1: that the zero sets cross does not necessar

ily imply that the intersection manifolds cross; however, we have shown that for 

each crossing of the M = 0 sets the intersection manifolds cross within O(c) , and 

for the systems defined in Appendix 2.A1 each such crossing occurs for the same 

value AdA2 = 1 + O(c) (see Appendix 2.A2). Figure 2.2.5(h) shows a case with 

Ao = ±1.5, A1 = A2 = ±1, and w2lw1 = 2: the intersection manifolds exist in 

a subset of [0 , 271" ). As will be proven in an upcoming theorem, the geometry of 

intersection manifolds for A 0 =/:. 0 may be qualitatively different for commensurate 

and incommensurate frequencies, since it is in the commensurate frequen cy case 

alone that for certain parameter values the intersection manifolds exist on a sub

set of [0, 271" ). We remark parenthetically that the study of zero sets of generalized 

Melnikov functions is proving to be useful to a number of problems involving trans

port within chaotic tangle regions. For example, in k degree-of-freedom systems 

(2 ~ k < oo) with hyperbolicity in two dimensions (see Wiggins [1990]), the defini

tion of the so-called turnstile lobes is a somewhat delicate issue, and necessitates a 

consideration of the geometry of the zero sets of the Melnikov function. 

With these simple plots as illustration, we define primary intersection mam

folds, study their geometry, and then define lobes. The definitions will be sufficiently 

general to allow arbitrary geometries of intersection manifolds found in systems 

that satisfy the conditions of Proposition 2.2.1 and Theorem 2.2.2. Suppose that 

the point (s,01 , ••. ,8e-d of Theorem 2.2.2 satisfies 8
8";(s,Bt , ... ,Be-t,8e0 ;il) =/:. 0. 

Then by the implicit function theorem there exists a cr function s( 81 , . .. , Bt- l; 8eo) 
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on some domain 

where Bi E (ai,f3i) C [0,2n-), i = 1, 2, ... , R-1, such that 

(for simplicity of future discussion the dependence of the above function s on the 

parameters il is not explicitly included in the notation). We denote the closure of 

z by 
-- f-l Z=[ai,f3dx··· X [at-I,f3t- I] E T , 

and if f3i = 27r for some i = 1, ... ,R- 1 then we define [ai , f3i] = [ai, 27r). 

Definition 2.2.1 Let si(01 , ..• , Bt-l; Bto) with domain zi , i = 1, . . . , p, be functions 

as defined above with zi n zi = 0 and zi n zi = zii Vi,j i =/:- j . Then from 

Theorem 2.2.2 the set 

parametrizes an (R - !)-dimensional surface contained in W 8
( r:) n wu( r:). In order 

for this surface to be a single-valued graph over Z 1 X . .. X ZP we further sp ecify 

(provided zii =/:- 0). We refer to this surface as a primary intersection manifold 

(PIM), which we denote by T. 

This definition allows several geometrical possibilities, and we list some fundamental 

ones below. 

(i) p = 1 and Z 1 = Tt- l. In this case T is either an (.e- 1)-torus or an (.e- I)

dimensional segment of a spiral manifold. See Figures 2.2.5( a ),(b),( c) for tori, 

and Figure 2.2.5(g) for spirals . Note that one could define spiral PIM's in 
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Figure 2.2.5(f) as well, but we will use this figure to illustrate another type of 

definition of PIM's. 

(ii) p > 1, Z1 X··· X ZP =Tt-l, and si(B~, ... , Bt-l i Bt0 ) = si(Bl, · . . ,Bt-liBt0 ) on 

zii, i =/= j. In this case Tis again either an (f-1)-torus or an (f-1)-dimensional 

segment of a spiral manifold. What typically happens in this situation is that 

si(B1, . .. , Bt-l; Bt0 ) and si(Bl, . . . , Bt-l; Bt0 ) undergo a bifurcation on zii and T 

is formed by piecing together the functions si( B1, ... , Bt-l; Bt0 ), i = 1, ... , p, at 

the surfaces where they bifurcate (note that the dimension of zij is generically 

(f- 2), and it is necessary for D(s,B1 , ••• ,Bt-t)M(s, B1 , ... , Bt-b Bt0 ; v) to have 

rank zero on these surfaces). See Figure 2.2.5(d) for an example. 

(iii) p > 1, Z1 X··· X ZP = Tt-l, and si(Bl, .. . , Bt-liBt0 ) =/= si(Bl, .. . ,Bt-l;Bt0 ) 

on zij' i =I= j. In this case T is discontinuous on the zij; however' T is a 

single-valued graph over Tt- l from our previous condition on the definition of 

PIM's. See Figures 2.2.5(e) and (f) for examples. At present, there may seem 

to be no motivation for such a choice of PIM's in Figure 2.2.5(f); however, what 

may seem geometrically unappealing in E8to will turn out to be geometrically 

appealing in the nonautonomous system phase space. 

(iv) p > 1 and zii = 0. Unlike the previous cases, Z 1 X ... X ZP c Tl-l and T 

contains gaps. We define a PIM on a subset of T i -l when intersection manifolds 

do not cover Tl-l, as in Figure 2.2.5(h). 

These four cases are not exhaustive: for example, one may h ave combinations of 

(ii),(iii), and (iv) . Namely, T may be nondifferentiable and/or discontinuous and/or 

possess gaps on zii. 

As for time-periodic vector fields, general properties of W 8 (T:) n wucT:) can 

be inferred from the Melnikov function, so that we can understand the geometry 

associated with different types of p erturbations. We can describe some of these 

properties after a definition and two lemmas. 
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Definition 2.2.2 For iJ E Tl-l, we refer to the plane x(ii) 

pha3e 3lice of the Poincare section L;8to. 

{(x, 8)18 = ii} as a 

Lemma 2. 2 .3 If there exists an ( s, ii1 , ... , iJ t - 1 ) for some iJ such that 

aM _ _ 
as (s,81, ... ,8t-1,8toi v) =/= 0 

then there exists in the phase slice x(iJ) a countable infinity of transversal intersec

tion points of ws(r:) and wucr:). 

Proof: See Appendix 2.A3. 

Note how, as illustrated by the cross points in Figure 2.2.5( d), there can be, in addi

tion to the countable infinity of transversal intersection points in a phase slice, one or 

more non-transversal intersection points in that phase slice. For the study of trans

port it does not matter whether the intersections are transversal or nontransversal, 

so we henceforth refer to intersection points without distinguishing between what 

type they are. 

Lemma 2.2.4 (a)If the frequencies are all mutually incommensurate then a count

able infinity of intersection points of Ws(r:) and Wu(r:) in one phase slice of L;8to 

implies a countable infinity of such intersection points in all phase slices of :E8to; 

(b) if one or more pairs of frequencies are commensurate then a countable infinity 

of intersection points of ws( r:) and wu( r:) in one phase slice of :E 8to implies a 

countable infinity of such intersection points in phase slices defined either over all 

of Tl- 1 or some subset of Tt- l . 

Proof: See Appendix 2.A3. 

These lemmas imply the following theorem. 
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Theorem 2.2.5 Suppose there exists a point (s, B1 , ... , Be-1) for some D such that 

1) M(.S, Bt, ... ,B(e-l),(Je0 ; D)= 0, 
8M - - - -2) a;-(s,Ot, ... ,O(e-l) ,Oe0 ;v) =/:- 0. 

If the frequencies are all mutually incommensurate, then W"( r:) intersects wu( r:) 

in a countable infinity of ( .e - 1 )-dimensional surfaces that can be represented as 

graphs over Tt-l. If one or more pairs of frequencies are commensurate, then 

W"( r:) intersects wu( r%) in a countable infinity of ( .e - 1 )-dimensional surfaces 

that can be represented as graphs over all Te-l or some subset of Te- 1 . 

Proof: See Appendix 2.A3. 

With a definition of PIM's, and an understanding of their geometry, we can now 

define and study the invariant lobe structure. To deal with the arbitrary geometries 

of W"(r: ) and wu(r:> , it will prove convenient to define a lobe as an appropriate 

union over phase slices of a simply connected two-dimensional region in each phase 

slice . The first two of the following definitions thus pertain to phase slices. 

Definition 2.2.3 For if E Z1 X ... X ZP' the intersection of the PIM T with the 

p h ase slice x(B) = {(x, 8) 18 = B} defines a unique point. We refer to this point 

p(B) = T n x(B) as a primary intersection point (PIP). 

Definition 2.2.4 Let Pl(if) and p2(if) denote two PIP's in the phase slice x(if). 

Then let S[p1 (B) ,p2(if)] and U(p1(if),p2(B)) denote the segments of W"(r:) n x(B) 

and wu(r:> n x(if), respectively, from p 1(B) to p2(if). We say the two PIP's are 

adjacent if S(p1(if),p2(if)] and U(p1(0),P2(0)} contain no other PIP's than PI(O) and 

P2(0). 

Definition 2.2.5 For all if E Z 1 X ... X Z P, let Pl (if), P2( B) denote adjacent PIP's 

in the phase slice x(if). A lobe£ is an (f. + 1)-dimensional region in ~9to such that: 

(a) for all 0 E Z1 X· . ·xZP, £ nx(iJ) is the region in x(if) bounded by S(pl(iJ),P2(if)]u 

U[pl(O),p2(0)}, and 



-61 -

(b) the sign of M(s,IJl,···,IJt-I,(}toiV) in the interval s(IJ) E [st (li),s2 (1J)], where 

si(IJ) is the s value associated with Pi(IJ) , fori = 1, 2, is independent of 1J E Z 1 x 

• .. X ZP. 

The motivation for condition (b) should be clear from the familiar two-dimen

sional lobes associated with time-periodic vector fields: there are two classes of 

lobes, as distinguished by the sign of the Melnikov function associated with the 

lobe. When we form the union of regions over different phase slices, we want to 

choose regions from the same class. 

This general definition of a lobe, as with the definition of a PIM, allows sev

eral geometrical possibilities; however, our understanding of the geometry of PIM's 

translates into an understanding of the geometry of lobes. Indeed, for the examples 

in Figure 2.2.5, let us choose, for all IJl E Z 1 X ... X ZP' PI ( IJl) = TI n x( lit) and 

P2(iJt) = r2 n x(IJt). From the PIM's in Figure 2 .2.5 one can visualize a lobe by 

remembering that its "thickness", i.e., the separation of W 8
( r:) and wu( r:) nor

mal to W 8 (r0) n wu(r8), comes out of the page (see Figure 2.2.6). For the toral 

PIM's of Figures 2.2.5(a),(b),(c), the three-dimensional lobe is a simply connected 

region whose boundary divides I:02o into an inside and outside; for the spiral PIM's 

of Figure 2.2.5(g), the lobe has a discontinuity at 01 = 0; for the bifurcating PIM's 

of Figure 2.2.5( d) the lobe has no discontinuity but "pinches ofP' to zero volume 

at an isolated 61 value; for the PIM's of Figures 2.2.5(e) and (f) with one or more 

discontinuities in [0, 21r ), the lobe has discontinuities in [0, 27r ); for the PIM's of 

Figure 2.2.5(h) which contain gaps in T 1 , the lobes contain gaps in T 1 • 

From the definition of lobes and Theorem 2.2.5, when the system satisfies 

the conditions of Theorem 2.2.5 then W 8 (r:) and W"(r:) form the boundaries of a 

countable infinity of (I!+ 1 )-dimensional lobes in ~0to , and hence we refer to W 8 
( r:) 

and wu ( r:) as the boundary of an invariant lobe structure in ~0to (see Figure 2.2. 7), 

or of a homoclinic/heteroclinic tangle in I:0to. 
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2.2.2 Deriving a sequence of two-dimensional time
dependent tangles from the invariant (£ + I)-dimen
sional tangle 

2.2.2a The autonomous system 

Our eventual goal is to study the dynamics of the nonautonomous system 

(2.2.2) under the sequence of maps {T~( ·; n); n E Z}. From expression (2.2.4), and 

the comments that followed, the study of trajectories of (2.2.2) through xo at time 

t = 0 for all xo is equivalent to the study of the x component of the trajectories of 

the autonomous system (2.2.3) through (x 0 ,910 , ••• ,9t0 ) at timet= 0 for all xo. 

The coordinates of the solution ci>(t, to= O,xo,910 , ... , 9t0 ) at timet= :,~n (n E Z) 

for all xo lie in the plane 

We shall refer to this plane as then th time slice of the phase space of the autonomous 

system, which is of course identical to a phase slice. To study the dynamics of 

(2.2.2), we are interested in the sequence of time slices of the autonomous system 

phase space, and the intersection of the invariant lobe structure with these time 

slices defines a sequence of two-dimensional time-dependent lobe structures. For 

the single-frequency case, each time slice is identical to the plane defined by the 

Poincare section ~81 o. Hence a two-dimensional lobe structure in this plane is 

immediately provided by the invariant lobe boundaries W 8
( r:) U Wu( r~) in ~81o 

(here the r's refer to points). For the two-frequency case, the nth time slice is a 

plane in the three-dimensional Poincare section ~82o defined by 

(see Figure 2.2.8). For 910 + 27r~n E Z1 X · · · x ZP the intersection of this plane 

with the invariant lobe boundaries W 8 (r:) u wu(r~) in :E82o defines the boundary 
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of a two-dimensional lobe structure: 

(we henceforth assume that 81o E Z 1 X ... X ZP, i. e., that the initial time slice con

tains a lobe structure, and hence, by in variance under P~ , all time slices have a lobe 

structure). The intersection of the set of PIM's with the plane x( 810 + 27r ~n) de

fines a countable infinity of PIP's, and a countable infinity of two-dimensional lobes 

is defined by regions in x( 81 0 + 27r ~n) bounded by segments of stable and unstable 
W2 

manifolds in that plane that connect adjacent PIP's. The geometry of the two

dimensional lobe structure in each t ime slice is thus the same as the familiar invari-

ant lobe structure of the time-periodic case. The two-frequency case easily extends 

to the f-frequency case by replacing 81, w1, and 81 0 with 8 = (81,82, . .. ,8(1-I)), 

w = (w1,w2, ... , w(l-1)), and 8o = (8I 0 ,820 , ••• ,8(l-I)o), respectively. Hence the 

two-dimensional lobe structure in L:8to for the f-frequency problem is defined for 

time t = :,: n by the boundary 

where 
w w 

x(8o + 21r-n) = {(x, 8)18 = 8o + 21r-n}. 
Wf. Wf. 

We will frequently refer to the expression 8o +27r~n, so it will be useful to remember 
Wt 

that it specifies, along with 8e0 , the phases of the perturbation at the nth time slice. 

2.2.2b The nonautonomous system 

The sequence of two-dimensional lobe structures defined in the autonomous 

system phase space will suffice to study the trajectories of (2.2.2) . Indeed some 

might prefer to remain in the autonomous system phase space since, after all, the 

invariant manifolds that constrain the motion are in this space. However, when we 

study the motion of a two-dimensional nonautonomous physical system of the form 
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(2.2.2), there is conceptual appeal in returning to the physical space, X, rather 

than dealing with time slices of an ( e + 2)-dimensional phase space. This is a 

simple matter of projecting the coordinates of the autonomous solution <l>(t, t0 = 

0, Xo, 81 0 , 820 , ••• , Bto) onto X, since the x component of this solution solves the 

nonautonomous system (2.2.2). Let X denote the projection operator onto X: 

( x , 81 , Bz, ... , B 1.) ~----+ x. 

Then the boundaries of the two-dimensional lobe structure in X at time t = 2 "" n 
Wl 

are given by 

~ w 
-y(n) = X(r(80 + 21r-n)), 

Wf. 

as shown in Figure 2.2.9. We 3tre33 at the out3et that for the 3ake of 3imple nota

tion, when de3cribing the projected quantitie3 here and el3ewhere, the dependence on 

initial pha3e3 ( Bo, Bt0 ) and frequencie3 ( w, Wf.) i3 to be under3tood implicitly. Some 

PIP's and two-dimensional lobes are shown explicitly in Figure 2.2.10. Earlier (fol

lowing Theorem 2.2.2) we stated that not all intersection sets need be continued 

from the M = 0 sets, and in Figure 2.2.10 we explicitly see the two types of in

tersection sets: PIP's, marked by crosses, which are continued from , and hence 

within O(c:) of, the zero sets of the Melnikov function , and SIP's (secondary inter

section points), marked by solid dots, which need not be within 0( c:) of the zero sets. 

Similarly, in :E8lo one has, in addition to PIM's, secondary intersection manifolds 

(SIM's). We refer to the time-dependent lobe structure in X as a homoclinic or 

heteroclinic tangle region. We proceed to study the dynamics in this region by using 

the invariance under P~; of the higher-dimensional lobe structure in :E8
lo. Note that, 

since in the single-frequency case the time slices and hence the lobe boundaries in 

each slice are the same for all values of n, the projected lobe structure on X recovers 

the familiar invariant lobe structure of the time-periodic case. 
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2.3 Describing phase space transport in the tangle 
• regions 

We proceed to describe the global dynamics within the homoclinic and hete

roclinic tangle regions of (2.2.2). The global stable and unstable manifolds in ~8lo 

are by definition invariant under Pe. Hence, by (2.2.5): 

Pe( {Ws (r:) U wu (r:)} n x(Bo + 21r_::'_n)) = 
Wt 

{W" (r:) U wu (r:)} n x(Bo + 21r _::'_(n + 1)), 
Wt 

(2.3.1) 

where Bo = (Bt 0 ,B2 0 , • •• ,B(f-I)o) and w- (w1,w2, ... ,Wt-d (henceforth , when we 

use (), w , or Bo they are understood to represent ( /!- 1 )-dimensional vectors as defined 

here). The nth time slice lobe boundaries are thus mapped under Pe to the ( n + 1 )th 

time slice lobe boundaries: 

(2 .3.2) 

Projecting (2.3.2) onto X and using that 

(2.3.3) 

gives 

(2.3.4) 

So the lobe boundaries in X at time t = ~; n map under Te( · ; n) to the lobe 

boundaries in X at timet= ~;(n + 1). By the invariance of W"(r,:) and wu(r:) 

under Pe, if an intersection point in the nth time slice satisfies the criterion for a 

PIP, its image will satisfy the criterion. Hence the nth time slice PIP's map to 

the (n + 1)th time slice PIP's. Further, the nth time slice segments of the stable 

and unstable manifolds that connect adjacent PIP's map to the ( n + 1 )th time slice 

segments of stable and unstable manifolds connecting adjacent PIP's. Thus, each 

lobe in the nth time slice maps under Pe to a lobe in the (n + lYh time slice. 
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Equivalently, projecting onto X and using (2.3.3), each lobe in X at timet= ~: n 

maps under Te ( · ; n) to a lobe in X at time t = ~: ( n + 1) (see Figure 2.3.1 ). The 

mapping of one lobe to another under successive time samples provides a global 

picture of the dynamics, i.e., of transport in phase space, in the tangle region (see 

Figure 2.3.2). We concentrate in this section on describing transport in terms of 

two-dimensional lobes mapping from one to another. We facilitate this discussion 

with the following definition. 

Definition 2.3.1 We refer to the adjacent PIP's that are used to define a two

dimensional lobe in a phase slice as the bounding PIP 's of that lobe. Further, we 

say a lobe is between two arbitrary PIP's in a phase slice if its bounding PIP's lie 

on or between these two PIP's (relative to the curve defined by either the stable or 

unstable manifold in that phase slice). 

2.3.1 Transport in the time-periodic case 

Before discussing transport in the .e ~ 2 case, let us summarize the results of 

the single-frequency case, illustrated by the OVP flow mentioned in the introduction 

and described more fully in Appendix 2.Al. Figure 2.3.3 shows t he invariant two

dimensional lobe structure in the x 2 ~ 0 region of L:lho=0 . An upper core boundary, 

shown by the dashed-dotted line, is defined by 

where Pc denotes the PIP at x 1 = 0 and x 1 [q;, q:] denotes the segment along the 

x 1 axis from the left fixed point q; to the right fixed point q: (the m eaning of 

U[q:,Pc] and S[pc, q;] should be clear from Section 2.2). One can formally choose 

any PIP to play the role of Pc in defining the core; however, Pc is chosen here to 

give a core that best approximates the unperturbed core. Regions in :E81o=
0 are 

entrained into/ detrained from the core if they are mapped from outside/inside the 

core to inside /outside the core. The lobes between pe-m(Pc) and Pe- (m+l)(Pc) are 
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mapped under P~ to the lobes between P~-(m-l)(Pc) and p~-m(Pc) such that they 

preserve orientation and relative ordering (this preservation is a consequence of the 

fact that the Poincare map is obtained by discrete time sampling of trajectories of 

ODE's, as discussed in Wiggins [1988]). By the definition of the core boundary, the 

lobes between Pc and p~-1 (Pc) reverse their orientation relative to the core boundary 

under application of P~; all other lobes preserve under P~ their orientation relative 

to the core boundary. Borrowing the terminology from MacKay et al. [1984}, we 

refer to the lobes between Pc and p~- 1 (pc) as turnstile lobes. We assume that each 

turnstile lobe and its image is entirely inside or entirely outside the core (which is 

usually the case), with the understanding that if any one of the lobes has pieces 

both inside and outside the core, one can redefine the lobes to be the pieces of the 

old lobes contained in the appropriate region (inside or outside the core). Each 

turnstile lobe is either entrained into or detrained from the core under P~; these 

lobes are the only mechanism for transport inside and outside the core under P~. 

This motivates the following definition of sets of lobes: form E Z, m > 0, E(m) 

and D(m), respectively, denote the set of lobes that are entrained into/detrained 

from the core upon the mth iterate of P~; for m :::; 0 they denote the set of lobes 

that are detrained from/entrained into the core upon the (lml + 1)th iterate of p~- 1 . 

We refer to E( m) and D( m) as sets of entraining and detraining lobes, respectively. 

From previous remarks, E(m) U D(m) is the set of lobes between Pg-(m-l)(Pc) and 

p~-m(Pc)· For the single-frequency OVP flow studied by Rom-Kedar et al. [1990], 

E( m) and D( m) each contain one lobe for all m E Z. For single-frequency forcing 

the number of lobes is (generically) independent of m and of whether the lobes are 

entraining or detraining. In near-integrable systems, the Melnikov function can be 

used to determine the number of lobes in each set E( m) and D( m ); otherwise one 

can numerically compute the lobe structure. We will discuss these procedures in the 

multiple-frequency case, which will also cover the single-frequency case. By their 
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definition the sets of lobes map under PE according to 

PE(E(m)) = E(m- 1) 

PE(D(m)) = D(m- 1) 
VmEZ. (2.3.5) 

Since the sets of lobes in this case are identical to individual lobes, equation 

(2.3.5) specifies the dynamics of individual lobes. In our discussion of the multiple

frequency case we will explain the more complicated scenario when the sets contain 

more than one lobe. Since the Poincare section is two-dimensional, it is a trivial 

matter to project onto the "physical" space X , so we will not bother to do it here. 

2.3.2 Transport in the quasiperiodic case 

We describe transport in a manner that is step by step analogous to the ap

proach in the time-periodic case. We illustrate our discussion with two-frequency 

near-integrable systems with a Melnikov function of the form 

M(s, 81,820 = 0; v) = A1 (11-, WI) sin(w1s + 81) + A2(11-, w2) sin(w2s) (2.3.6) 

(refer to Section 2.2 and Appendix 2.A1). We stress, though, that the descrip

tion of transport does not rely on near-integrability. To illustrate transport using 

a three-dimensional portrayal of the lobe structure in E 82o=0 would certainly be 

cumbersome; we thus suppress the dimension normal to the unperturbed homo

clinic/heteroclinic manifold, as done when we plotted the zero sets of the Melnikov 

function in the previous section. As described in that section, the set of M = 0 

curves portray to 0( t:) the set of PIM's, and hence portray the dividing lines be

tween invariant three-dimensional lobes, whose thickness comes out of the page 

(refer back to Figure 2.2.6) . Of course, the M = 0 curves give no information 

on the thickness of the lobes normal to the unperturbed manifolds , and they only 

approximate the PIM's location, but they are ideally suited for our purposes in 

this section, that is, to illustrate globally (i.e., for all 8!) how lobes map from one 

time slice to the next by allowing one to visualize how the PIM's map from one to 
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another with each iterate of P€. Consider some simple choices of Ai and Wi shown 

in Figures 2.3.4(a)-(g). The shading and labeling of these plots will be explained as 

our notation is developed. We include commensurate frequencies along with incom

mensurate ones: even though the commensurate cases are really periodic, they are 

still illuminating for our two-frequency prescription. Indeed, for many commensu

rate frequency cases, the common period of the two frequencies is much longer than 

the individual p eriods, so there is motivation to sample at one of the two periods 

and h ence use the two-frequency formalism. 

We first define an invariant core in :E8(o, which necessitates the definition of a 

manifold that plays the role that Pc does in the time-periodic case. Let Tc be an 

( .e - 1 )-dimensional PIM. 

Definition 2.3.2 A homoclinic core boundary C in :E8(o is the £-dimensional sur

face {U[p€(B),pc(B)] u S[pc(O),p€(0)]10 E Z 1 X ... X ZP ~ Tt-l}, where P€(0) 

r€ n x(B) and Pc(O) = Tc n x(O). 

The heteroclinic core boundary involves two heteroclinic orbits, and hence has more 

than one possible form. We will worry about only one of the heteroclinic orbits and 

hence make the following definition. 

Definition 2.3.3 A heteroclinic core boundary C in :E8(o is the £-dimensional 

surface {U[p~(O),Pc(O)]US[pc(O),p~(O)]UO[p~(O),p~(O)] IO E Z1 x .. ·xZP ~Tt-l}, 

where O[p~(O),p~(B)) denotes the segment of the core boundary in the phase slice 

x( 0) due to the other heteroclinic orbit, which m ay be the same as the unperturbed 

orbit (as in the OVP flow), or may involve another heteroclinic tangle. 

As done in the time-periodic case with Pc, we specialize our concern to a specific 

choice of rc, and hence of the core: 

-1 - l 1 
Tc = {(x, 8)ix = ((8), 8 E Z X··· X ZP ~ T - }, 

where (( 8 = 0) is the X value of the PIP in the phase slice x( B) such that c n x( 0) 

be3t approximates the unperturbed core in the phase 3lice x(B). For example, the 
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unperturbed heteroclinic and homoclinic orbits m X of the OVP flow and the 

Duffing equation are symmetric about their spatial midpoint (s = 0), and a natural 

choice for Tc is for ((9 = iJ) to be the x value of the PIP in the x(iJ) plane whose s 

value is closest to zero. Figure 2.3.4 shows this choice of Tc for the two-frequency 

examples: for (c),(d), and (g), Tc is a 1-torus, while in (a),(b),(e) and (f) it is 

a piecewise continuous set of segments of spirals. Note that , for visual clarity, 

the piecewise continuous sets are joined by vertical dashed lines at the points of 

discontinuity; it should be understood that Tc is really single-valued everywhere. 

The invariant core for this choice of Tc immediately defines a two-dimensional core 

in any phase slice, x( iJ), jj E Z 1 X . . . X ZP ~ Tl-l' and equivalently in X for any 

time sample: 

C(iJ) = c n x(iJ) 

~ w 
c(n) = X(C(9o + 21r- n)) . 

we 
(2.3.7) 

We stress two fundamenta l points regarding the invariant core and the resulting 

sequence of cores. First, since the invariant core boundary in general may be p iece

wise continuous in 9, it does not necessarily divide the Poincare section E 9to into an 

inside and outside. This would present a problem for m ore general systems, such as 

the k degree-of-freedom systems discussed in Wiggins (1990]. However, due to the 

trivial nature of the dynamics in(} (everything maps from phase slice to phase slice), 

all that is needed of the invariant core boundary is that it divides each phase slice 

into an inside and an outside, which our piecewise continuous core boundary indeed 

does. By their definitions, for each n, C( flo + 21r ~ n) divides its two-dimensional 

time slice into an inside and an outside, and c( n) divides X into an inside and out

side. Second, though Tc and h ence the invariant core boundary may in certain cases 

seem complicated and geometrically unappealing, by its very definition it en sures 

that for each n the core c( n) most closely resembles the unperturbed core boundary. 

The aim then in the definition of Tc is geometric appeal in each phase slice. 
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We now define entrainment and detrainment with respect to the core sequence. 

Definition 2.3.4 The regions in the nth time slice x(80 + 271" ~ n) of E8to that 

are entrained into/detrained from the core under P~ are the regions in that slice 

that are outside/inside C(Bo + 271" ~ n) and are mapped to inside/outside C(80 + 
271" ~ (n + 1)) in the (n + 1)th time slice. Equivalently, the regions in X that are 

entrained into/detrained from the core under T~( ·; n) are the regions in X that are 

outside/inside c(n) and are mapped to inside/outside c(n + 1). 

We have defined entrainment and detrainment with respect to a core that 

changes shape and area from one time sample to the next, which is markedly differ

ent from the time-p eriodic case, where the core corresponds to a fixed spatial region. 

Thus, before continuing we should motivate such a definition. Imagine for example a 

two-dimensional material blob that pulsates in some quasiperiodic fashion, as shown 

in the sequence of snapshots in Figure 2.3.5(a). We do not want to say there is any 

entrainment or detrainment here. Though we could define a fixed spatial core and 

monitor the back and forth motion across this core due to the pulsation, we prefer to 

define a time-dependent core boundary as the material blob boundary, and say that 

there is no entrainment/detrainment with respect to this pulsating core. Now con

sider a material blob which , on top of a net pulsation, shows lobe formations that one 

would like to associate with entrainment/detrainment, as shown in Figure 2.3.5(b ). 

Again, here our preferred way to monitor entrainment/detrainment is with respect 

to a pulsating core boundary, as shown by the dashed line in Figure 2.3.5(b ), since 

this prevents us from counting net pulsation as entrainment/detrainment. The ob

vious complication is: how do we distinguish between "overall pulsation" and "lobe 

formation"? When a material blob deforms from one time sample to the next , to 

distinguish between the "reversible" pulsation deformations and the "irreversible" 

lobe-like deformations, we need to know the long-time behavior of the material (see 

Figure 2.3.6(a)). An essential feature of our lobe structure comes into play here: the 

in variance under Pe of W" ( r:) and wu ( r;) implies that these manifolds cont ain 
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the long term information needed to provide a natural way of distinguishing be

tween net pulsation and lobe formation for system (2.2.2). For example, returning 

to the OVP flow, in the region in X at time t = :,: ( n + 1) where Te ( c( n ); n) shows 

lobe-like deformations, the curve X(Ws(rea) n x(010 + 21r~(n + 1))) provides the 

natural dividing line between "inside" and "outside" since by definition the points 

on Ws(r:) asymptote tor: (see Figure 2.3.6(b)); fluid particles immediately to 

the left of the highlighted X(Ws(r:) n x(010 + 21r~(n + 1))) segment are destined 

to move further and further in the -xi direction (their x 1 component eventually 

going to -oo ), while fluid particles immediately to the right are destined to move 

further and further in the +x1 direction until they are rotated around the core to 

be either detrained or rotated around the core again, and so on. The invariant man

ifolds ws( r: ), wu( r:) thus provide a natural way to define a time-dependent core 

in X with which to monitor entrainment/detrainment for the sequence of nonau

tonomous maps {Te( ·; n); n E Z}. Though for concreteness we have phrased our 

motivation in the context of a fluid, we do not wish the reader to lose sight of 

the significance of a time-dependent core in relation to the fundamental notion of 

bounded and unbounded motion in non-integrable systems . Indeed points within 

the core may escape, and hence their motion may not b e bounded; however, we shall 

soon see that they can escape only via the detraining turnstile lobes, and hence, 

when detrainment leads to unbounded motion (as is the case in the OVP flow, but 

not in the Duffing oscillator), it is meaningful to regard the time-dependent core 

boundary as the la:Jt frontier between bounded and unbounded motion and to view 

the points within the core as bounded until they escape via the detraining turnstile 

lobes to unbounded motion. 

With a motivated definition of a core sequence, we address the global dynamics 

associated with lobes mapping from one time slice to the next . The two-dimensional 

lobes in x(ii), iJ E Z 1 X •.. X ZP, between pe-m(rc)nx(ii) and Pe-(m+l)(rc)nx(iJ) are 

mapped under Pe to the lobes in x(iJ + 21r ~)between Pe- (m-l)(rc) n x(iJ + 27r ~) 

and pe-m(rc) n x(iJ + 27r ~)such that they preserve their orientation and relative 
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ordering (this preservation is again a consequence of the fact that P~ is obtained 

by discrete time sampling of the trajectories of ODE's). By the definition of the 

invariant core boundary, the lobes in x(O) between Tc n x(O) and p~-1 (rc) n x(O) 

reverse their orientation relative to the core boundary under the application of P~; 

all other lobes in that phase slice preserve under P~ their orientation relative to 

the core boundary. Hence we refer to the lobes in x( 0) between Tc n x( 0) and 

p~-1 (rc) n x(O) as the turnstile lobes of that phase slice. Again we assume that 

each two-dimensional turnstile lobe and its image is entirely inside or outside the 

core, with the understanding that we can redefine the lobes as in the time-periodic 

case if the need arises. Hence the turnstile lobes of each phase slice are either 

entrained into or detrained from the core under P~; again we stress these lobes 

are the only mechanism for entrainment and detrainment relative to the sequence 

of cores. Previous investigators have studied escape from bounded to unbounded 

motion in low-dimensional chaotic systems by focusing on such notions as overlap 

of neighboring resonance zones (see for example Goggin and Milonni [1988a] and 

[1988b]) and cantori as partial barriers to transport (see MacKay and Meiss [1988]). 

These methods provide only an approximate framework for escape to unbotinded 

motion, in contrast to a theory dealing with the lobes of the homoclinic/ heteroclinic 

tangles, which provides a framework for exact computation of escape from the core, 

and which, as we shall see, can offer simple explanations of t ransport phenomena 

that heretofore have had insufficient explanation. The behavior of the turnstile 

lobes motivates the following definition of sets of two-dimensional lobes in a given 

phase slice, and hence invariant ( l + 1 )-dimensional lobes in E 9
to • 

Definition 2.3.5 For 8 E Z 1 X .. . X Z P ~ Tl-l' m E z' m > 0, E( m, 0) and D( m, 0) 

denote, respectively, the set of lobes in x( 0) that are entrained into/ detrained from 

the core upon the mth iterate of P~; for m < 0 they denote the set of lobes in x(O) 

that are detrained from/ entrained into the core upon the (lml + 1)th iterate of 

p~- 1 . We refer to E( m, 0) and D( m, 0) as sets of entraining and detraining lobes, 
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respectively. Invariant ( f + 1 )-dimensional lobes in 'E 9Lo are defined by: 

E(m) = {E(m, B) I BE Z 1 X ... X ZP <; Tl- l} 

D(m) = {D(m , B) JB E Z 1 X ... X ZP ~ Tl- 1 } . 

From previous remarks, E( m, B) U D( m, B) denotes the set of lobes in x( B) between 

Pe-(m-
1
)( Tc) n x(B) and pe-m( Tc) n x(B). In the multiple-frequency case the number 

of lobes in E( m, B) and D( m, B), denoted N E( m, B) and N v( m, B), respectively, in 

general depend on m, B, and whether the set is entraining or detraining. At times 

we will want to refer to individual lobes , which we denote by E(m, B; i), D(m, B; i). 

Hence for all mE Z, BE Z 1 x ... x ZP ~ Tl- 1 : 

E(m, B)= E(m, B; 1) u · · · u E(m, B;NE(m, B)) 

D(m, B)= D(m,B; 1) u · · · u D(m,B;Nv(m,B)). 

From previous comments on the dynamics: 

- - w 
NE(m, B) = NE(1, B + 2n-(m- 1)) 

Wt 
- - w 

Nv(m, B) = Nv(1, B + 2n - (m- 1)). 
Wt 

(2.3.8) 

Hence, determining the number of turnstile lobes in each phase slice determines the 

number of lobes in each set of lobes for each phase slice; furt her it tells us how 

many lobes in each phase slice are entrained into/detrained from the core under 

Pe. This number can be determined visually in each phase slice for the examples in 

Figure 2.3.4 by the portrayals of Tc and P_,-1(rc) ; however, one need not determine 

these quantities from plots of PIM's. In the near-integrable case, t he Melnikov 

function provides a computational tool for determining these quantities. If N( B) is 

the number of zeros of the Melnikov function in x( B) between (and not counting) 

Tc and pe-l ( Tc), then 

NE(B) +Nv(B) = N(B) + 1, 
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where for simplicity of notation we have written NE(1, iJ) _ NE(iJ) and Nv(1, iJ) = 
Nv(ii). If N(iJ) + 1 is even then NE(iJ) = Nv(iJ) = (N(iJ) + 1)/2. If N(iJ) + 1 

is odd then one of NE(iJ), Nv(iJ) equals N(iJ)/2, the other N(iJ)/2 + 1; which 

one equals which can be determined by the sign of the Melnikov function between 

the zeros. If Sc(ii) denotes the s value of 'Tc n x(iJ), then (sc(iJ + 271" ~) + ~;) is 

the s value of p€-1(rc) n x(iJ), and hence one determines N(iJ) by computing the 

number of zeros of M(s, iJ1, . .. , iit-1, Ot0 ; v) between sc(ii) and (sc(iJ + 27r ~) + ~;). 
When systems are not near-integrable, one can resort to explicit simulation of two

dimensional lobe structures in a sequence of time slices. We discuss and present 

computer simulations of lobe structures in Section (2.3.3) and explain the sampling 

methods for simulation in Appendix 2.A4. Once one chooses a PIPE Tc for the nth 

time slice, rcnx(Oo +27r ~ n), one easily determines the PIPE p€-1 (rc) by applying 

p~- 1 to the PIP E rc in the (n + 1)th time slice, rc n x(Oo + 21r ~ (n + 1)). 

The sets of lobes map according to 

- - w 
P~(E(m, 0)) = E(m- 1, 0 + 21r-) 

Wt 
- - w 

P€(D(m, 0)) = D(m- 1, 0 + 21r- ). 
Wf 

(2.3.9) 

The action of P~ on m follows by the definition of the lobes, and is hence not very 

informative; this is because we have chosen a lobe labeling that incorporates the 

dynamics, which will facilitate later discussions of transport. Note though that 

a determination of the number of turnstile lobes in each phase slice in principle 

specifies the number of lobes in each set of lobes, and thus along with equation 

(2.3.9) specifies how individual lobes map from one to another; in particular, it 

specifies how many lobes are entrained and detrained with each itera te of P~. For 

all useful transport expressions, however, we will be interested in how sets of lobes 

map from one to another. 

Projecting onto X immediately labels individual lobes and sets of lobes in X 

for any time sample: 

~ w 
e(m, n; i) = X(E(m, 00 + 21r-n; i)) 

Wf 
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- w 
d(m, n; i) = X(D(m, 00 + 21r-n; i)) 

W(. 

e(m, n) = e(m, n; 1) U · · · U e(m, n;.Ne(m, n)) 

d(m,n) = d(m,n; 1) U · · · U d(m,n;.Nd(m,n)), 

(2.3.10), 

where .Ne(m,n) = .NE(m,Oo + 21r ~n), .Nd(m,n) = .Nv(m,Oo + 21r ~n) (see Fig

ure 2.3. 7). The projection further specifies how sets of lobes map from one to 

another under the sequence of maps {Te( ·; n) InEZ}: 

Te(e(m,n);n) = e(m -1,n + 1) 

Te(d(m, n); n) = d(m- 1, n + 1). 
(2.3.11) 

Note that, for a general hi-infinite sequence of nonrepeating maps, to specify the 

number of turnstile lobes at each time sample necessitates determining a countable 

infinity of numbers. However, multiple-frequency perturbations offer a fundamen

tal simplification due to the compactness of rt-I: if one determines the number of 

turnstile lobes in each phase slice x( 0) for all e E ,ZI X . . . X ZP ~ rt- 1 ' then by 

(2.3.10) this determines the number of turnstile lobes for each map in the nonre

peating sequence. 

Figure 2.3.4 illustrates our description of transport. The defined Tc and a few 

iterates of pe±I on Tc are portrayed; the number of turnstile lobes for each phase 

slice is immediately deduced by looking at the number of PIP's between T c and 

pe-1 (rc) in that phase slice. The WI = w2 = w (AI = A2 = 1 until otherwise stated) 

case in Figure 2.3.4(a) shows a single pair of entraining/detraining turnstile lobes 

for all 01 E [0, 21r) (except for the isolated value ()I = 1r ), and the sets of lobes map 

according to 

Pe (E(m, OI)) = E(m- 1, 81 + 21r) = E(m- 1, OI) 

Pe(D(m,01 )) = D(m - 1,81 + 21r) = D(m -1,01) 

One can easily visualize the lobes mapping under Pe in Figure 2.3.4(a) by recog

nizing that pe-1(rc) maps to rc; the mapping is portrayed in all of Figures 2.3.4 (a) 
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to (g) by showing successive images of a single two-dimensional lobe, represented 

in the (s,61) plane by a dot between the lobe's two bounding PIP's (everything in 

the ( s, 61) plane moves rigidly with this dot). The two-dimensional lobes of Figure 

2.3.4(a) remain in the same phase slice and thus map within an invariant two

dimensional lobe structure. Hence for 610 = 0 we recover the time-periodic result 

given earlier for the OVP flow. Exact cancellation of two sine functions out of phase 

by 7r gives the vertical zero set at 61 = 7r, and, as we shall see in Section 2.4, lobe 

areas vary smoothly and monotonically from zero at 61 = 7r to maxima at 61 = 0 

and 271". 

The Wt = 2w2 - 2w case of Figure 2.3.4(b) has two pairs of entraining/ detrain

ing turnstile lobes for all 61 (since we are sampling at the slower frequency), except 

for the isolated values where the PIM's intersect at 61 = 1r /2, 37r /2 (we henceforth 

do not keep pointing out the isolated values). The sets of lobes map according to: 

P~(E(m,Ot)) = E(m-1,6t +271" ·2) = E(m -1,6t) 

P~(D(m, Ot)) = D(m- 1, 61 + 21r · 2) = D(m- 1, Ot) 
V 61 E (0, 271" ). 

As in the previous figure, P~ acts on the in dice m, but leaves ( 61, 62) unchanged, so 

that the two-dimensional lobes remain in the same phase slice. This is an example 

of a general property of the commensurate frequency case: if wtfw2 = ifj, i E Z, 

j E Z, then there exists an N E Z (for example N = i · j) such that Pf" leaves ( 61, 62) 

unchanged. This operator p~N thus acts on the two-dimensional lobes the same way 

as does the familiar Poincare map derived from time-periodic vector fields. The price 

of this correspondence is that the time between iterates of Pf", L':!.t = N21r /w2, can 

be extremely long. The 2w1 = w 2 = 2w case of Figure 2.3.4( c) is the same problem 

as Figure 2.3.4(b) sampled at the faster frequency (we purposely consider both 

samplings for comparison). Now there is only one pair of entraining/ detraining 

turnstile lobes for all 61 E [0 , 27r) , and the transport equations are given by 

P~(E(m,Ot)) = E(m - 1,61 + 1r) 

P~(D(m, 6t)) = D(m- 1, 61 + 1r) 
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The lobes now map back and forth between two phase slices separated by fl.(}I = 1r. 

In general for an arbitrary sampling of a commensurate frequency case, the lobes 

will visit a finite number of (}I values in [0, 21r ). 

Figure 2.3.4( d) shows an incommensurate frequency case WI = gw2 _ w, where 

g is the golden mean, so the sequence of nonautonomous maps is now truly nonre

peating. The PIM's appear qualitatively quite similar to the previous commensurate 

example. In fact , for all (}I values there is one pair of entraining and detraining turn

stile lobes; hence a nonrepeating map sequence can have underlying PIM's with such 

simple geometry that the lobes map from one to another in a very simple manner. 

The lobe sets map according to 

Pe(E(m,9t)) = E(m -1,9I + 27rg) 
V (}I E [0, 27r ). 

The essential difference in transport compared with the previous example is t hat 

the time slices will now visit (}I E [0, 21r) densely, as will always be the case with 

incommensurate frequencies. Figure 2.3.4(e) shows the case gw i = w2 - w, where 

the number of turnstile lobes depends on (}I: 

2 (}I E [ 0, 1r(I:g)) 

Ne(fJt) = 1 (} E [ 1r(I+g) 7r(5-3g)) 
I 2 ' 2 

2 (}IE [7r CS-;39
) '271") 

2 81 E [o, 71"<3
2
- g) ) 

Nv(fJI) = 1 (} E [ 7r(3-g) 11"(7 - sg)) 
I 2 ' 2 

2 (}1 E [7T C-;59
) '271"). 

The lobe sets map according to 

Pe(E(m,fJI)) = E(m -1,81 + 21rjg) 
VfJ1 E [0, 27r ) . 

Pe(D(m,9t)) = D(m-1,91 +21Tjg) 

The last two examples deal with simpler and yet generic examples of unequal Mel-

nikov function amplitudes, and hence PIM's that are non-intersecting tori or spirals. 
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Figure 2.3.4(f) shows a large amplitude, slow frequency term modulated by a small 

amplitude, fast frequency term (At= (211A2) = 1,w1 = ~- w). The lobe struc

ture is essentially determined by the large amplitude component, and we sample 

here at the faster frequency, so only a small set of 01 values actually have turnstile 

lobes. Here we have 

{ 0

1 
.NE(Ot) = 

Bt E [0.5, 1.5) 

otherwise 

Bt E [211 - 2.5, 211 - 1.5) 

otherwise. 

The lobe sets map according to 

Pe(E(m,OI)) = E(m -1,0t + 1) 

VOt E [0, 211 ). 

Pe(D(m,Ot)) = D(m -1,01 + 1) 

Figure 2.3.4(g) is the previous system sampled at the slower frequency (i.e. , (211 A1) = 
A2 = 1, ~ = w2 = w ). Now the PIM's are 1-tori, rather than segments of spirals, 

and there is again a single pair of entraining/ detraining turnstile lobes for all 

01 E [0, 211 ). The lobe sets map according to: 

P!:(E(m,Ot)) = E(m -l,Ot + (211)2) 

Pe(D(m,Ot)) = D(m -l,Ot + (211?) 

For all the examples .NE(iJ1 ), .Nn(li1 ) are determined for allli1 E [0, 211), and this di

rectly determines .N E (010 + 211~n), .N D (olo + 211~n), and hence .Ne(n), .Nd(n), 

for all n E Z. Hence the number of entraining and detraining turnstile lobes is de

termined for all time samples, due to the compactness of Z 1 X ... X ZP ~ Tl-l. 

In summary then, the transport in the tangle region of the nonautonomous 

system (2.2.2) is understood in terms of the two-dimensional lobes of the nth time 
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slice of E 9to mapping under P~ to the lobes of the ( n + 1 )th time slice, and we now 

know how to describe such a map. 

2.3.3 Computer simulation of lobe boundaries and 
qualitative discussion of lobe transport 

As in the time-periodic case, there is for quasiperiodic vector fields a generic 

picture of transport associated with lobes in phase space mapping from one to 

another in the manner just described. Some essential features of the picture can be 

described in a precise way, and in the next three sections we will address some of 

these features. A good prelude to such a study is the computer simulation of the 

lobe structure. This provides a direct portrayal of transport in the tangle region, 

and it will make obvious some features of transport that will be studied in later 

sections. Our sampling method used for computer simulation, which we refer to 

as a double phase slice method, contrasts with a previous suggestion by Moon and 

Holmes [1985] for analyzing the dynamics under quasiperiodic vector fields, a double 

Poincare map method which essentially attempts to treat the system as periodic. 

We defer a discussion of this procedure to Appendix 2.A4. We present simulations 

of two cases of the two-frequency OVP flow, one with a 1:2 frequency ratio in the 

forcing term (the oscillating strain-rate field), 

'lj;forcing = 0.12x1x2{2 · 0.4sin(2t) + 4 ·1.05sin(4t)}, (2.3.12) 

and one with a 1:g- 1 frequency ratio, 

'lj;forcing = 0.12xtx2{2 · 0.4sin(2t + Bt 0 ) + 2g-1 
· 0.95sin(2g-1 t)}, (2.3.13) 

where 810 = 21r[8g- 4] ~ 5.933 ('lj;Jorcing is the streamfunction of the forcing term 

for the nondimensional equations 2.Al.1 in Appendix 2.A1). For each forcing term, 

the arguments of the first and second sine functions will be referred to as Bt and 82, 

with frequencies w1 and w2, r espectively. We focus on the heteroclinic example here 
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because it has a larger core region with which to portray lobes. Further, we include 

a commensurate frequency example with a simple ratio because it contains many 

of the essential features found in the case of incommensurate frequencies, and its 

simplicity highlights these features. For comparison with the two-frequency case, 

Figure 2.3.8 shows some lobes of two single-frequency cases: (a) shows the lobes in 

X at t = mr for the case '1/JJorcing = 0.12x1xz{2 · 0.4sin(2t)}, and (b) shows the 

lobes in X at t = nf for the case '1/Jtorcing = 0.12x1x2 { 4 ·1.05 sin( 4t)}. Figure 2.3.9 

shows for the perturbation (2.3.12) lobes in two phase slices of :E92o =O' x( 91 = 0) 

and x( 81 = 7r ). The stable and unstable manifold separations in the phase slice 

x( 81 = 0) are seen to be essentially a superposition of the manifold separations 

of the two lobe structures in Figure 2.3.8, as predicted by the linear Melnikov 

approximation of manifold separation in equation (2.2. 7), valid for sufficiently small 

perturbations. Figures 2.3.10 and 2.3.11 show for the perturbations in equations 

(2.3.12) and (2.3.13), respectively, sequences offour time samples and how the lobes 

of fluid map within these sequences. 

The time-dependent lobe structure in X for any time t = 2
11' n has many simi-

w2 

larities with the invariant two-dimensional lobe structure of the time-periodic case. 

There is a reasonable looking core region and a hi-infinite sequence of lobes that 

extend from the inside and outside of the core boundary, each of which gets thin

ner and longer as its base (i.e., where it extends from the core) gets closer to the 

points that lie on the normally hyperbolic invariant 1-tori. The thinner and longer 

the entraining/ detraining lobes that extend from inside the core boundary are, the 

more they wind about the core and wrap around other entraining/ detraining lobes 

and intersect other detraining/entraining lobes (this happens since W .. (T:), wu(T:) 

cannot intersect themselves, but can intersect each other). That the time-dependent 

lobe structure in X has the same geometrical constraints as the invariant lobe struc

ture of the time-periodic case will prove instrumental in easily extending some lobe 

intersection analysis to be discussed in Sections 2.4 and 2.6. A notable difference 

from the single-frequency OVP flow, however, is the variation of lobe areas, and, as 
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we shall see, this variation can have a significant effect on transport, for it gives one 

the freedom to enhance or diminish features of transport over finite time scales. 

A sequence of snapshots of the lobe structure in X shows notable differences 

from the time-periodic case. Of course, the lobe structure now varies with each 

sample time t = :,: n. The core region varies in shape and area with each sample, 

as do lobe areas relative to their ordering with respect to the PIP E Tc (which does 

not contradict that lobes of fluid conserve area as they map from one lobe structure 

to the next). In the 1:2 frequency ratio case (sampled at the faster frequency), the 

lobe structure oscillates with successive time samples between two forms: a "tall, 

skinny" one (81 = 0) and a "short, fat" one (01 = 1r). In the 1:g-1 frequency ratio 

case (sampled at the faster frequency) the lobe structure varies in a nonrepeating 

fashion with successive time samples. As should be clear from the previous sections, 

the key to understanding the time-dependent structure is to recognize that it is 

the intersection of a time slice with an invariant structure in a higher-dimensional 

Poincare section; for example, we stress how there are no fixed points in the two

dimensional structure, but rather points on a normally hyperbolic invariant 1-torus 

in E82o. 

As lobes of fluid map in X from one lobe structure to the next, their behavior is 

qualitatively similar to that found in the time-periodic case. They stretch in one di

rection and contract in another to produce the two essential features of lobe dynam

ics found in the time-periodic case: entrainment and detrainment (back and forth 

motion across boundaries that were barriers to transport in the unperturbed case) 

and repeated stretching and folding to produce chaotic advection. In Figure 2.3.12 

we explicitly show the entrainment and detrainment process for the time-dependent 

core associated with the system described by equation (2.3.12). These features need 

to be understood in the framework of the sequence of nonautonomous maps on X, 

which will be the focus of the next three sections. An essential aspect of the dy

namics to recognize right away, however, is that, because the repeated stretching 

and folding of lobes carries over to the quasiperiodic case (see Section 2.5), material 
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curves in the tangle region tend to get "attracted" to wu( r: ), just like in the time

periodic case (refer back to Section 2.1). Since X(Wu(r:)nx(010 +27r~n)) varies 

with n , the "attracting" structure in X is t ime-dependent . The time-dependent 

lobe structure is thus the dominant structure by which to understand motion in the 

tangle region, and it will allow us to embrace rather than avoid the time-dependent 

nature of the more complicated transport issues under quasiperiodic perturbations. 

We wish to stress the notion of a t ime-dependent attractor. Often a physical system 

is a point in an autonomous system phase space, and so there is little motivation to 

conceptualize anything but the invariant attractor in the autonomous system phase 

space. In chaotic advection, however , where physical space at sample times is a 

time slice of the autonomous system phase sp ace, the time-dependent "attractor" 

associated with each time slice does have physical meaning. 

2.4 Entrainment and detrainment 

2.4.1 Instantaneous and average flux 

Several features of entrainment and detrainment can b e studied via the lobe 

structures. We start with lobe areas, which provide a measure of flux across the 

core boundaries. For simplicity of discussion, let us first consider Hamiltonian 

p erturbat ions, i. e., sequences of area-preserving maps on X . 

Definition 2.4 .1(a) The inJtantaneous flux associated with P~ acting on the phase 

slice x( 8), denoted by 4> E( B) and 4> v( 8) for entrainment and detrainment, resp ec

tively, is t he area of the regions in the phase slice that are entrained into/detrained 

from the core under P~ , divided by the sampling period. 

Hence expressions for instantaneous flux associated with P~ acting on the nth time 
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slice are given by 

W Wf W 
</YE(Bo + 21r-n) = - J.L(E(l, 80 + 21r-n)) 

Wt 27r Wt 

(2.4.1) 
W Wf W 

<Pv(Bo + 21r-n) = -
2 

J.L(D(l, 80 + 21r-n)), 
Wf 7r Wf 

where J.L( · ) denotes the area of the set of lobes within the parentheses. Recall that 

Section 2.3 explained how to identify the turnstile lobes in each time slice. 

Definition 2.4.l(b) The instantaneous flux associated with Te( · ; n) acting on X, 

denoted by <Pe(n) and </Yd(n) for entrainment and detrainment , respectively, is the 

area of the regions in X that are entrained into/detrained from the core under 

Te( · ; n ), divided by the sampling period. 

Hence the expressions for instantaneous flux associated with Te( · ; n) acting on X 

are given by 
Wf 

<Pe(n) = 
2
7rJ.L(e(l,n)) 

</Yd(n) = Wt J.L(d(l,n)). 
27r 

(2.4.2) 

Since e(i,n) = X(E(i,Bo +27r~n)) and d(i,n) = X(D(i,Bo +27r~n)), <Pe(n) 

<P E( Bo + 27r ~ n) and </Yd( n) = ¢ v( Bo + 27r ~ n ), so for the remainder of this section we 

deal just with slices of the autonomous system phase space, with the understanding 

of how the flux results apply directly to the nonautonomous system. Note that, in 

contrast to the single-frequency case , instantaneous flux will in general vary from 

one time slice to the next , and will be different for entrainment and detrainment. 

In addition, we will also b e concerned with average flux. 

Definition 2.4.2 The average flux associated with Pe acting on the hi-infinite se

quence oftime slices, or equivalently with the hi-infinite sequence of maps {Te( ·; n) I 
n E Z} acting on X, is the average of the instantaneous flux over all visited time 

slices. 
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Since P~ preserves area as it acts on a time slice, the average flux is identical for 

entrainment and detrainment, and is thus denoted by a single symbol <I>: 

w w 
<I>(Oo) = { < ¢>E(Oo + 21r-n) >n + < ¢>v(Oo + 27r-n) > n}/2, 

Wf. Wf. 
(2.4.3) 

where < >n denotes the average over n E Z (when one or more frequencies are 

mutually commensurate this average will depend on 00 , and when the frequencies 

are all mutually incommensurate it will be independent of 00 ). 

For sufficiently small perturbations, the Melnikov approximation of manifold 

separation in equation (2.2.7) provides, for any phase slice x(8) of 'E8to' 8 E Z 1 X 

· · · x ZP, a first order in c: approximation of areas of the individual turnstile lobes. 

From the comments in Section 2.2 on uniform approximation of W"( r%") and wu( r:) 

on semi-infinite time intervals, for sufficiently small perturbations the boundaries 

of the turnstile lobes are 0( c:) close to the unperturbed manifold. The area element 

of one of these lobes, as shown in Figure 2.4.1, h as an area 

where d.A is an element of arc length , cen tered at Xh( - s ), along the unperturbed 

homoclinic or heteroclinic manifold in x ( 8). Using that 

gives 

d.A 
d.A = - ds = IIDH(xh ( -s)) II ds 

ds 

1
-' b(B) 

J.l ( individual turnstile lobe (B)) = c IM( s, 81, . .. , 8t-1, Oto; v) Ids + 0 ( c2 
), 

5o (B) 
(2.4.4) 

where sa(8) and s6(8) are the s values of the bounding PIP's of the individual turn

stile lobe in x(B). Equations (2.4.1) and (2.4.4) provide an analytical prescript ion 
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for determining instantaneous flux, and we do so shortly for the examples given in 

Section 2 .3. 

If all the frequencies are mutually commensurate, then B( t = ~; n ) = (}0 + 
27r ~ n will visit a finite number of values, N, in Tl-l, and the average flux is given 

by 

Wf c 
<P(Bo) =--

271" 2N 

where 
w w 

so(Bo + 27r-n) = s value of Tc n x(Bo + 27r-n) 
~ ~ 

S-t(Bo + 27r~n) = s value of pe-1(rc) n x(Bo + 27r~n). 
Wf Wf 

(2.4.5) 

G iven a choice of sampling phase Bt0 , the average flux is in general a function of 

the initial phases Bo . If all the frequencies are mutually incommensurate, then 

B(t = 2 11'n) = Bo + 271"..!::!.... n will visit Tl-l densely and uniformly, and hence the 
Wt Wt 

average flux is given by 

(2.4.6) 

where we have left out the 80 argument in <P since the average is now independent of 

the initial phases. The invariant lobe structure in L; 6to is thus seen to provide direct 

long term information about the nonautonomous system (2.2.2), since average flux 

is proportional to volumes of the invariant turnstile lobes in L:6
to. 

For the two-frequency case there is only one frequency ratio, either commen

surate or incommensurate, and so expressions (2.4.5) and (2.4.6) exhaust all possi

bilities. Figures 2.4.2(a) to (i) show, for the two-frequency examples of Section 2.3, 

plots of individual turnstile lobe areas and of total areas of entrainment and de

trainment for all phase slices (often the total areas are just individual lobe areas), as 

well as the averages of these areas over the visited time slices. These plots specify 

(by dividing the area in the appropriate time slices by the sampling p eriod ) the 

j 

i 
\_I 
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instantaneous flux for all time slices and the average flux. We should remark that 

in addition to the average of flux over infinite time, another relevant characteristic 

is how long a system takes for its average over finite time to converge to the aver

age over infinite time. This depends on how quickly Bn+t = Bn + 27r ~ "spreads 

out" across Tl-t, as well as how the turnstile lobe areas vary along Tt-l. For 

example, in the two-frequency case, one can choose an incommensurate frequency 

ratio arbitrarily close to 1:1, so that, though the average over infinite time would be 

the average over 81 of the plot in Figure 2.4.2(a) , it takes an arbitrarily long time 

for the finite-time average to converge to this mean. In contrast, the case where 

the frequency ratio equals 1 : g-1 spreads out quite quickly along the unit circle, 

and hence the finite-time average converges quickly to the infinite-time average (see 

Figure 2.4.3). 

For more than two frequencies some of the frequency ratios may be commen

surate, some incommensurate, so in general the expressions for flux will be "in be

tween" (2.4.5) and (2.4.6), involving a combination of sums and integrals. Since the 

Melnikov approximation of manifold separation is valid only over a limited domain 

of s, one might think that we will have to content ourselves with summing and/or 

integrating over B to find average flux , which would be cumbersome. However, using 

that by its definition the Melnikov function satisfies for all mE Z 

and employing a simple change of variables, one can rewrite the sum and/or integral 

over B as an integral over s in a constant phase slice. When all frequencies are 

mutually commensurate one obtains (see Appendix 2.A5): 

Wt E; 1s-N(8o) 2 
ci>(Bo) = --- IM(s , Bt 0 , ••• , B(t-1)

0
, Bt0 ; v)lds + O(c ), 

27r 2N so(8o) 
(2.4.8) 

where S-N(Bo) is the s value of pe-N ( rc)nx(Bo) and N is a positive integer such that 

80 + 21r ~ N = 80 • Recall from Section 2.3.2 that Pf" maps the two-dimensional lobes 
Wt 

j 
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within the same phase slice, and hence acts on these lobes the same way as does the 

familiar Poincare map derived from time-periodic vector fields. Hence the integral 

runs from a chosen PIP Po(Bo) (with s value s 0 (80 )) to (Pj")-1 (p0 (80 )); it should 

t~lls be_ ~ppa:ent that the commensurate frequency expression (2.4.8) recovers the 

standard result for time-periodic vector fields. A more elegant expression is obtained 

by letting N--+ oo: ~ )~ > \ 

lim c 1T 2 ---~ 
<P(Bo) = T--+ 

00 2T 
0 

JM(s, Bt 0 , ••• , B(l-l)o, Bt0 ; v)Jds + O(c ). 
be >-t 

(2.4.9) 

) 
) 

(That the lower limit is 0 and not so ( Bo) introduces an error that goes to zero as 
--- ) ~-' / 

T--+ oo ). The case of one or more incommensurate frequencies transforms'to (2.4.9) ;o-c 

using the same method as with commensurate frequencies (equation (2.4.7) and a 

simple change of variables as described in Appendix 2.A5). We should stress that 

the transformations do not depen_d--on-t~e choice of Tc, so (2.4.9) gives the unique 

value of average flux for any ch~i~e of Tc. Yve also point out that for the heteroclinic 
~ 

core there can of course be multiple set-s of turnstiles (potentially one set associated 

with each unperturbed heteroclinic orbit) and the above flux expressions apply to 

only one set of turnstiles. 

With this more convenient expression, one can use the generalized Melnikov 

function to p erform a detailed study of average flux as a function of system param

eters, especially to compare single- and multiple-frequency forcing. There are three 

ingredients to understanding such a comparison: 

1) the relative scaling factors are frequency dependent; 

2) a sum of sinusoidal functions interfere; 

3) one must choose a normalization of perturbation amplitudes in order to com

pare single- and multiple-frequency systems. 

Let us compare single-frequency and two-frequency forcing in the following way 

(from our two-frequency comparisons, the extension to £-frequency comparisons 

should be clear). Consider the perturba tion in equation (2.2.8) with Fo(x; J.t) = 0 
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(which the systems defined in Appendix 2.A1 satisfy with Fi(J.L,wi ) = wdi for the 

OVP flow and Fi(J.L) = fi for the nondissipative Duffing oscillator). For any fre

quency pair (w1,w2), study the dependence of 4> on F1, with F2 chosen by some 

normalization condition. For example, suppose F 1 + F 2 = 1. For equal relative 

scaling factors , both single-frequency cases (F1 = 0 and F1 = 1) will correspond to 

absolute maxima, due to interference effects (see the solid line in Figure 2.4.4( a)). 

For unequal relative scaling factors (say A1 / H > A 2 / F 2 without loss of gener

ality), the single-frequency case associated with the larger relative scaling factor 

(the case F1 = 1) will correspond to an absolute maximum of average flux (see 

the dashed line in Figure 2.4.4(a)). This holds for arbitrary relative scaling factors 

(see Appendix 2.A6). The interpretation for this normalization is then this: for a 

two-frequency perturbation, in general one of the frequencies has a great er relative 

scaling factor and hence a larger contribution to manifold separation and lobe area 

for a given forcing amplitude; to include the other frequency in the perturbation 

only detracts from average flux - the best one can do is the single-frequency case 

with the larger relative scaling factor. Of course, the comparisons depend on the 

choice of normalization, and it is possible to choose a normalization such that the 

perturbation amplitudes are large enough at mid-range values of F1 E [0, 1] that 

the effects due to interference and different relative scaling factors are outweighed, 

and then the multiple-frequency case has maximal rates. Preferably the dynamical 

system equations describe a physical situation which motivates a normalization. 

For example, as shown in Rom-Kedar et al. [1990], the OVP flow can b e thought 

of as a vortex pair moving in a wavy-wall channel. Suppose we choose to keep the 

root-mean-square wall amplitude constant for all h E [0, 1] for any given (w1,w2). 

For the long wavelength limit of the wall amplitude oscillations, the wall amplitudes 

are simply related to the perturbation amplitudes, and the normalization becomes 

( FI/ w1 )2 + ( F2 / w 2 )
2 = Jl + Ji = 1. Figure 2.4.4(b) shows plots of average flux for 

two choices of (w1 ,w2 ). The profiles are similar to those in Figure 2.4.4(a), except 

that the interference dips are not quite so pronounced as with the previous normal-
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ization (F1 + F2 = 1). Here too then average flux is maximal in a single-frequency 

limit. Note that for perturbations (2.2.8) the single-frequency (wi) flux is propor

tional to Ai, and hence to F{RS:F(wi), where RS:F(wi) denotes the relative scaling 

factor. Thus, whereas for the first normalization the maximal single-frequency limit 

corresponds to the frequency Wi with greater value of RS:F(wi), for the second nor

malization it corresponds to the frequency Wi with greater value of wi'RS:F(wi)· 

Perhaps more important than making a comparison between the single-frequency 

and multiple-frequency case, however, is the ability to search through the parameter 

space of the multiple-frequency problem. Hence, ju8t a8 one can U8e the generalized 

Melnikov function to 3tudy where in parameter 8pace chao8 can occur (8ee Ide and 

Wiggin8 [1989}, and Section 2.5), one can in addition 8earch the8e chaotic region3 

to 3tudy the magnitude of the average flux. As should be clear after Section 2.5, the 

amount of material in phase space that is repeatedly stretched and folded is related 

to the average flux (i.e., to average lobe areas), and so this magnitude can be viewed 

as a basic measure of how "chaotic" a system is. One could of course produce end

less plots like those in Figure 2.4.4 to sweep through parameter space, but it is not 

our goal here to do a detailed numerical study. Before one performs such a study, 

however, we cannot overemphasize the usefulness of the relative scaling function. A 

plot of thi8 function, along with a cho8en normalization , immediately indicate8 the 

effectivene88 of each frequency at producing manifold 8eparation8, which allow3 one 

to deduce 3uch practical re8ult8 a8 which frequencie8 have the greate8t contribution 

to average flux, and when one frequency component will overwhelm the other, 80 

that the two-frequency forcing i8 e88entially 8ingle-frequency forcing. For example, 

in the Duffing oscillator (refer to Appendix 2.Al, specifically to Figure 2.A1.4), the 

relative scaling function indicates that if one of the frequencies is of order one, then 

an additional forcing term with the same amplitude and w > 5 is negligible. 

We emphasize that the analytical expressions we have provided are 0( c:) ap

proximations and hence are good approximations only in the near-integrable case. 

An exact determination of lobe areas, and hence flux, necessitates straightforward, 
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yet laborious, computation/ 6ne needs to determine the turnstile lobe boundaries in 

each time slice, and this can be done by the procedure described in Appendix 2.A4. 

Then it is a simple rna~~~ of computing the areas b etween boundaries in a plane. 

Other investigators (for example MacKay and Meiss [1988]) point out in the con

text of time-periodic perturbations that the Melnikov function provides an exact 

expression for flux through the unperturbed separatrix. However, as c; grows, the 

core boundary formed by segments of stable and unstable manifolds can move fur

ther away from the unperturbed separatrix, and hence the difference between the 

flux associated with the unperturbed separatrix and the flux associated with the 

core sequence can grow (the former becoming smaller and smaller compared to the 

latter). The larger flux associated with the core sequence would be a truer mea

sure of the magnitude of the back and forth motion in the tangle region; further, 

from previous comments in Section 2.3 it is the perturbed manifolds which should 

provide the criterion for entrainment and detrainment and act as a "last frontier" 

between bounded and unbounded motion. 

For~n-HamiU:~ia~ perturbations there is the additional complication that 

the two-di~sional turnsl ile lobes do not conserve area as they are entrained into 

or detrained from the core under P~. The definitions and analysis for flux extend 

to non-Hamiltonian perturbations if we r eplace everywhere the area of the turnstile 

lobes by the area of the images of the turnstile lobes. This replacement introduces 

· ,no changes to the near-integrable 0( c:) approximations for flux (see Remark 2 of 
'--...._ 

Appendix 2.A5). When the system is not near-integrable, one needs to resort to 

numerical simulation of the b oundaries of the images of the turnstile lobes. 

2.4.2 Lobe geometry 

The average flux provides a measure of the back and forth motion across a rea

sonable boundary in the tangle region. However, to answer basic questions about 

transport in phase space necessitates a consideration of lobe geometry and the vari

ation of lobe areas. For example, in the case of a forced system whose unperturbed 
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separatrix divides phase space into bounded and unbounded motion, a fundamental 

concern (with a variety of physical applications) is the probability of escape from 

the core after n time samples. This necessitates a consideration of lobe content, 

rather than just lobe areas, which can be determined by addressing the intersection 

of lobes with each other and with the core. An additional concern (motivated for 

example by the classical treatment of molecular dissociation) is the probability of 

escape for points that lie on a particular level set of the unperturbed Hamiltonian. 

This necessitates a consideration of the intersection of lobes with the level sets of 

the unperturbed Hamiltonian. Both these transport problems are affected not only 

by the average of lobe areas, but by the variation of lobe areas. 

Let us consider these transport problems. As mentioned in Section 2.3.3, en

training and detraining lobes can intersect each other; from these intersections we 

obtain a more detailed knowledge of transport in the t angle region. For example, 

the t = 0 sample of Figure 2.3.11 , which we present again here in Figure 2.4.5 with 

labels on some lobes, shows lobe d(3, 0) intersecting with lobe e(l, 0); the fluid in 

d(3, 0) n e(l, 0) will not only be entrained into the core in the next time sample, it 

will then be detrained from the core between the n = 2 and n = 3 time sample. 

Similarly e( -2, 0) intersects d(l, 0): the fluid in e( -2, 0) n d(l, 0) will be detrained 

from the core in the next time sample and was entrained into the core between the 

n = - 3 and n = - 2 time sample. These concerns relate to the content of those 

lobes about to be entrained/ detrained in the next time sample: examining the inter

sections of these lobes with other lobes provides an understanding of the history of 

the fluid particles, i.e., when they might h ave been previously entrained/detrained 

or in the future when they may be entrained/ detrained. An example of such a con

cern is our first question about escape from the core. We begin by examining this 

question in the context of the multiple-frequency OVP flow , i.e., an area-preserving 

system whose unperturbed solution contains a pair of heteroclinic orbits that di

vide bounded and unbounded motion (since the system is symmetric about x2 = 0, 

again we consider just the x 2 > 0 half). We can phrase the transport problem in 
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the following way: suppose at t = 0 fluid of one type (A) is in the core, and fluid of 

another type (B) is outside the core, then at any time t = :,~ n how much of fluid 

A and B is inside and outside the core, i.e., how much of fluid A and B have been 

transported out of and into the core, respectively? For the OVP system, the e( m , n) 

lobes for m ~ 1 and the d( m, n) lobes for m :::; 0 are contained entirely outside 

the core. The remaining lobes will in general lie both inside and outside the core, 

except for the lobes e(O, n) and d(l, n) by our previous turnstile assumption (see 

Figure 2.4.6). The particle content of a lobe of fluid is of course determined by its 

intersection with the core at time t = 0. If !-LA( · ), fLB( ·) denote the areas of the 

pieces of the lobe in the parentheses containing fluid A and fluid B, respectively, 

then 
fLA(e(m,O)) =p(e(m,O)nc(O)) 

fLB(e(m ,O)) =p(e(m,O)) -p(e(m, O) nc(O)) 

1-LA(d(m,O)) = p(d(m,O) n c(O)) 

fLB(d(m,O)) = p(d(m,O))- p(d(m,O) n c(O)) . 

(2.4.10) 

These expressions can be rewritten in terms of lobe intersections alone. Form ~ 1: 

fLA(e(m,O)) = 0 

fLB(e(m, O)) =p(e(m,O)) 
m-1 

1-LA(d(m,O)) = p(d(m,O))- L p(d(m,O) n e(i,O)) (2.4.11) 
i=l 

m-1 

fLB(d(m , O)) = L p(d(m,O) n e(i,O)), 
i=l 

where for m = 1 we replace the two sums by zero. The last two equations follow 

from the fact that the stable manifold cannot intersect itself, so the only way for 

d(m, 0) (m ~ 1) to be outside the core is for it to be in the e(i, 0) lobes fori~ 1 (see 

Figure 2.4.6). The i ~ m intersections are disallowed because of our assumption 

that the detraining turnstile lobes are completely inside the core (which is valid for 

the OVP flow up to quite large perturbations). 
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Now we wish to specify the change of core content between any two time 

samples. If .6.Acore( n) and .6.Bcore( n) are the area changes under T~(. ; n) of fluid 

type A and B, respectively, in the core, then 

6Acore(n) = /lA(e(1,n)) -llA(d(1,n)) 

6Bcore(n) = /lB(e(1,n)) -llB(d(1,n)). 

From previous comments, for all positive i E Z and all n E Z 

llA(e(i,n)) = 0 

llB(e(i,n)) = ll(e(i,n)). 

(2.4.12) 

(2.4.13) 

To deal with d( i, n ), recall that Te:( ·; n) is area-preserving for all n E Z, so that 

ll A(- ) = ll A ( Te: (- ; n)) 

llB(-) = llB(Te:(- ;n)). 
(2.4.14) 

Using (2.4.14) and (2.4.10) gives expressions for the d(i, n) lobes which, when 

plugged into (2.4.12) along with (2.4.13), give 

.6.Acore( n) = - 11 ( d(1 + n, 0) n c(O)) 

.6.Bcore(n) = ll(e(1, n)) -11(d(1, n)) + ll(d(1 + n, 0) n c(O)) . 
(2.4.15) 

This specifies the area changes in terms of areas of lobes and of intersections of lobes 

with the core. Alternatively, one could use (2.4.11) instead of (2.4.10) to obtain 

n-1 

.6.Acore(n) = -ll(d(1 ,n)) + L ll(d(1,n) n e(- j , n)) 
j=O 

(2.4.16) 
n-1 

6Bcore(n) = ll(e(1,n))- L ll(d(1,n) n e(- j,n)) 
j = O 

(for n = 0 replace the sums over j by zero) . This specifies the area changes in terms 

of areas of turnstile lobes and of intersections of turnstile lobes with other lobes. 

Th e right hand side of (2.4 .16) has the same form as in the time-periodic case with 

the second lobe argument 'n' simply going along for the ride. This is due to the fac t 
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that, a.'J mentioned in Section 2.3, the geometrical constraint.'J of the time-dependent 

lobe .'Jtructure.'J in X for the quasiperiodic ca.'Je are the .'Jame a.'J tho.'Je of the invariant 

lobe structure of the time-periodic ca.'Je. Summing the first expression of (2.4.15) or 

(2.4.16) over the first N time samples and dividing by the initial core area gives the 

percentage of material initially in the core that escapes after N time samples. 

It is particularly easy to discuss lobe content in the OVP example since there is 

no re-entrainment (once fluid escapes the core, it never re-enters) and the sequence 

of maps is area-preserving. For Hamiltonian systems which involve re-entrainment, 

such as the non-dissipative Duffing oscillator, to specify area changes in terms of 

intersections of lobes with other lobes is more difficult. However, to specify area 

changes in terms of intersections of lobes with the core is no more difficult: one 

still maps lobes back to the t = 0 sample and sees how much of the lobe is inside 

and outside the t = 0 core. Since the lobes are no more fundamental an entity 

than the core, to specify area changes in terms of intersections of lobes with the 

core is no less fundamental than specification in terms of intersections of lobes 

with other lobes. Further, if one wishes to compute a lobe's content, it 1s easter 

to deal with a single intersection of the lobe mapped back to t = 0 with the core 

at t = 0 than with expressions involving a sum of intersections of the lobe with 

other lobes. Nevertheless, there is still interest in understanding the geometry of 

intersections of lobes, and we will discuss this point further in Section 2.6. The 

additional complexity of non-Hamiltonian perturbations is of course that the two

dimensional lobes do not preserve area as they map from one time sample to the 

next, and we also defer this point to Section 2.6. 

The main difference between single-frequency and multiple-frequency systems 

m regard to this transport problem is the variation of lobe areas: given a fixed 

average flux, the variation of lobe area.'J gives one the freedom to enhance or dimini.'Jh 

tran.'Jport in a given direction over a finite time. For example, if one wishes to 

enhance immediate detrainment over the first few time samples, one can choose 

a perturbation time dependence such that the first few detraining lobes are large 
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(relative to the mean) and the first few entraining lobes are small (which forces the 

first few detraining lobes to start off mainly in the core and hence take more of the 

initial core material with it). Of course the fact that average flux is typically worse 

in multiple-frequency systems than in a corresponding single-frequency system (as 

explained earlier) tends to diminish the transport in both directions, but over a 

finite time interval this can be outweighed by the above effect due to variation of 

lobe areas. 

The second transport problem we introduced in this section deals with the 

probability of escape for points that lie on a particular level set of the unperturbed 

Hamiltonian. For example, Noid and Stine [1979] and Goggin and Milonni [1988a) 

and [1988b] study dissociation of diatomic molecules due to forcing with one and 

two lasers, as modelled by the Morse oscillator; a classical approach to this problem 

is concerned with the probability that an ensemble of points at a particular level set 

of the unperturbed Hamiltonian (for example the one corresponding to the quan

tum mechanical ground state) escape from bounded to unbounded motion. They 

find in their numerical investigations that the two laser system tends to enhance 

dissociation (i.e., escape from a particular level set to unbounded motion). This 

contrasts with our earlier result that two-frequency systems tend to diminish the 

average flux, which one might think would hinder dissociation. However, average 

flux is only one of many factors in this transport problem; one must also consider 

the geometry of lobes and the variation of lobe areas. For example, though the 

absolute value of the two-frequency Melnikov function may have a lower average 

over s than in a corresponding single-frequency case, for some normalizations it 

can have a larger maximum, and hence the lobes may better penetrate inner level 

sets of the unperturbed Hamiltonian. Further, as mentioned briefly in Noid and 

Stine [1979] and elaborated upon by Goggin and Milonni [1988b], additional forcing 

frequencies entail additional resonance bands within the core. Though no mention 

is made of the homoclinic tangle, it is clear that more efficient destruction of KAM 

tori within the core can allow the lobes of the homoclinic tangle to better penetrate 
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inner level sets. Additionally, for penetration of a fixed unperturbed level set, the 

previously discussed pulsation and "breathing" of the lobe structure can be signif

icant. We see then that though average flux may decrease, there are other factors 

that can affect the ability of the lobes to penetrate a particular inner level set in 

a multiple-frequency problem. As a simple example, consider Figure 2.4. 7, which 

shows again in (a) some lobes for the n = 2 time slice of the system portrayed 

in Figure 2.3.11, and in (b) some lobes of a corresponding single-frequency system 

(ff + fi is the same for both systems). Though the two-frequency system has a 

smaller average lobe area, its first detraining lobe is large relative to the mean and 

intersects with more inner level sets than does the first detraining lobe of the single

frequency case. Of course, this does not imply that the first N detraining lobes of 

this two-frequency system intersect with more of the level set shown than do the 

lobes of the single-frequency system; we are focusing for visual simplicity on the first 

detraining lobe. We should point out that the studies of Noid and Stine [1979] and 

Goggin and Milonni [1988b] consider a fairly specific situation: they focus on the 

threshold intensity needed for the ground state level set to achieve any dissociation 

in the long time limit. Escape over all time scales (including small and medium 

time scales) for a forcing amplitude that does not happen to be right at threshold 

for the concerned level set is a more complicated problem for which conclusions are 

less easily drawn and a study in terms of lobe dynamics is motivated. In particular, 

one would expect the variation of lobe areas to affect any studies on finite time 

scales. 

The framewor k in terms of lobe dynamics is easily written down. One can write 

for the OVP flow (or equivalently the Morse oscillator, or any system with similar 

geometry) an expression for probability of escape for this second transport problem 

that is quite similar to the first expression of equation (2.4.15). If Co denotes 

the level set of interest of the unperturbed Hamiltonian, and b.Co(n) denotes the 

number of points initially on the level set that escape under Te( · ; n ), where the 
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points are initialized on the level set according to some density, then 

~.Co(n) = Ji.(d(1 + n, 0) n .Co), (2.4.17) 

where J.L( ·) denotes the number of points on the curve within the parentheses. 

Summing ~.Co(n) over the first N time samples and dividing by J.L(£0 ) gives the 

percentage of points on the level set that have escaped after )./ time samples. Equa

tions (2.4.15) to (2.4.17) thus provide a framework for computing answers to the two 

transport problems. Once one recognizes the mechanism for, and topology of, trans

port, there are rich possibilities for determining answers to transport questions by 

explicit simulation of a finite number of lobes in the homoclinic/heteroclinic tangle. 

We conclude this section by remarking that a more detailed study of this second 

transport problem is given in Chapter 5. 

2.5 Chaos 

2.5.1 The periodic case 

The chaotic nature of the dynamics in homoclinic and heteroclinic tangle re

gions under iterates of a two-dimensional Poincare map derived from a time-periodic 

vector field is well established (see Guckenheimer and Holmes [1983] or Wiggins 

[1988]). Recall the snapshot sequence, shown in Figure 2.1.3, of the time-periodic 

OVP flow. As mentioned in the introduction, with each time sample a new lobe of 

fluid is entrained into the core; the lobe stretches as it winds around the core, and 

at the fifth time sample the first entrained lobe wraps around the fifth entrained 

lobe. The wrapping of lobes around one another in the invariant lobe structure in 

the two-dimensional Poincare section for time-periodic vector fields entails horse

shoe maps, as shown heuristically in Figure 2.5.1, where P;(D) intersects D in 

the shape of a horseshoe. Using techniques such as those found in Wiggins [1988], 

one can rigorously establish the existence of horseshoe maps in the tangle region of 

time-periodic vector fields (one does this by considering a region sufficiently close 
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to, or containing, the hyberbolic fixed point). One can associate with this map 

the usual symbolic dynamics formalism and establish the existence of a Cantor set 

A E :E61o on which P: (for large enough k) is topologically conjugate to a full shift 

on the hi-infinite sequence of two symbols, as shown in the commuting diagram 

A A 

where u is the shift map acting on the set of hi-infinite sequences of two symbols 

:E, and</> is a homeomorphism that takes each point in A to a sequence in :E. This 

directly entails some standard features of chaotic dynamics: 

1) a countable infinity of periodic points of all possible periods; 

2) an uncountable infinity of nonperiodic points; 

3) a dense orbit. 

2.5.2 The quasiperiodic case 

For quasiperiodic systems (2.2.2), the map of X from time t = :; n to time 

t = :;en+ 1), T~( ·; n), depends on n. So we of course cannot develop the usual 

two-dimensional horseshoe map construction. So in what sense is the dynamics in 

X chaotic? Again we use the autonomous system (2.2.3) to construct an invariant 

structure with which to understand the dynamics, and then we project the sequence 

of time slices onto X to obtain a sequence of time-dependent structures from the 

invariant one. As a preview of what is to come, one can imagine, rather than 

a single horseshoe map, a hi-infinite sequence SH of different "horseshoe maps" 

H(·;i)=x ~ x, 

SH = { ... , H( ·; -j) , ... , H( ·; - 1), H( ·; 0), H( ·; 1), ... , H( · ;j), . . . }, 

and a hi-infinite sequence S D of different domains D(j) E X, 
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Sv = { ... , D( -j), ... , D( -1), D(O), D(1), ... , D(j), .. . }, 

such that H(D(j);j) intersects D(j + 1) in the shape of a horseshoe (see Fig

ure 2.5.2). There is thus a sequence of formed horseshoes landing on different 

regions of X; each time the horseshoe happens to land on the region that will next 

form a horseshoe, and land in such a way that the stretched direction "aligns" with 

the direction about to be stretched. We refer to this as a traveling horseshoe map 

sequence. It is clear that this sequence of maps retains the essential ingredient of 

chaos - repeated stretching and folding, and hence sensitive dependence on ini

tial conditions. Though our discussion here is heuristic, Figure 2.5.2 should make 

apparent what we mean. 

A rigorous construction of a traveling horseshoe map sequence can be made for 

systems of the form (2.2.2) which possess an invariant lobe structure. For simplicity 

of discussion, let us consider the two-frequency homoclinic case. In Section 2.3.3 we 

discussed how the two-dimensional lobes in any phase slice of ~82o fold and wrap 

violently around one another just as in the invariant lobe structure of the time

periodic case. These lobes exist in all phase slices x( OI)' 01 E Z 1 X ... X ZP' to give 

in ~82o a three-dimensional lobe structure that folds and wraps violently around 

itself in the direction "normal" to Te. The Poincare section ~82o thus contains 

a three-dimensional region R whose image under P;(R) (for k sufficiently large) 

intersects R such that, for any 01 E Z 1 X ... X ZP, P:(n)nx(OI) intersects Rnx(Ot) 

in the shape of a horseshoe (see Figure 2.5.3). Using techniques such as those found 

in Wiggins (1988], one can rigorously establish the existence of such a region R (in 

a manner similar to the periodic case, one needs to consider a region sufficiently 

close to or containing the normally hyperbolic invariant 1-torus ). The geometry 

of R n P;(R), and of the resulting Cantor set, is determined by the geometry of 

the PIM's (just as was the geometry of the lobes in Section 2.2). When the PIM's 

are non-intersecting 1-tori (this case is dealt with rigorously in Wiggins [1988]) , 

nnpEk(n) is a Simply COnnected region WhOSe boundarieS divide ~820 intO an inside 
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and outside, and there is a Cantor set of 1-tori, A, on which p€k is topologically 

conjugate to a full shift on the hi-infinite sequence of two symbols: 

(2.5.1) 

:E, 

where <I> is a homeomorphism that takes each torus in A to a sequence in :E. Note 

how by a "Cantor set of 1-tori" we mean a set of 1-tori whose intersection with x( 91 ) 

for any 91 E Z 1 x · · · x ZP defines a Cantor set of points. The role of points in the 

time-periodic case thus applies to 1-tori in the two-frequency case (see Figure 2.5.4), 

and the dynamics on the Cantor set of 1-tori is thus understood to be chaotic, with: 

1) a countable infinity of periodic 1-tori of all possible periods; 

2) an uncountable infinity of nonperiodic 1-tori; 

3) a 1-torus whose orbit under P; is dense in A. 

Heuristically, then, points which lie on this set of 1-tori move chaotically normal 

to T€ as they move in a regular manner "along" Te (i.e. , in the 81 direction). Just 

as one can establish chaos for time-periodic vector fields in which W 8
( r:) and 

wu( r!) intersect non-transversally (see Guckenheimer and Holmes (1983]), one can 

construct an invariant Cantor set in :E82o when the toral PIM's meet at isolated 

points to give non-transversal intersections at that point. When the PIM's are 

segments of spirals (either intersecting or non-intersecting), then p€k(n) n n will in 

general consist of piecewise continuous segments of "spiral" volumes. Figure 2.5.3 

shows the case where n is a segment of a "spiral" volume from 0 to 27r j hence n 
is discontinuous at 81 = 0. Applying P: to n sends this discontinuity to a new 

81 value, and the intersection of P;(n) with n creates another discontinuity at 

81 = 0. Explicit construction of a Cantor set by repeated application of P: and 

pe-k introduces a new discontinuity in 81 with each application, so that the resulting 

Cantor set A in :E82o will consist of a countable infinity of piecewise continuous 
- - -1 -

segments of spirals that intersect each phase slice, x( 81 ), 81 E Z x · · · x ZP, 
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m a Cantor set of points. Note that for those perturbations for which the lobe 

structure exists on only a subset of T 1 , the Cantor set will exist on a subset of T 1 

(further note that this occurs only in the commensurate frequency case, which from 

previous discussion can be described by the time-periodic formalism, and hence by 

the standard horseshoe map construction). For example, in Figure 2.3.4(a), where 

the lobe structure vanishes in the plane x( 01 = 1r ), we have to exclude from our 

consideration a finite but arbitrarily small window in 81 around 81 = 1r to obtain a 

finite k in P;. More significantly, in Figure 2.2.5(h) there are gaps in 81 for which 

there are no intersection manifolds and hence no lobe structures, and there are thus 

gaps in the resulting Cantor set . 

Regardless of the geometry of R n P:(n) in the Poincare section :E82o, the 

derivation of a traveling horseshoe map sequence is straightforward. From the 

three-dimensional region R we can define a two-dimensional region in any phase 

slice x(Bt), 91 E Z1 X . . . X ZP, by R(Bt) = n n x(Ot). That P:(n) intersects n 

in any of the above phase slices in the shape of a horseshoe directly implies that 

p~k(R(Bt)) intersects R (81 + 21r ~ k) in the shape of a horseshoe. Projecting onto 

X, 

r(n) = X(R(8t 0 + 27r Wt n)), 
W2 

and using (2.3.3) gives that T~( · ; n + k- 1) o ... o T~( · ; n + 1) o T~ ( r( n ); n) intersects 

r(n + k) in the shape of a horseshoe (see Figure 2.5.5). We thus have our defined 

sequence of traveling horseshoe maps, with 

D(j) = r(j · k) 

H (- ; j) = T~ (- ; (j + 1 )k - 1) o · · · o T~ ( · ; j · k + 1) o T~ ( · ; j · k). 

Of course nothing magical is happening here: it is just a matter of images of two-

dimensional lobes still folding and wrapping around one another ad infinitum even 

though the entire lobe structure is varying from one time sample to the next. In 

fact , if one thinks of, say, a mixing fluid, the case where fluid lobes always wrap 

around each other with each time sample in the exact same way seems more of an 

anomaly than the case we have here. 
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We can also use the invariant Cantor set in 'E82o to define for each time slice a 

Cantor set of points (when the lobe structure and hence the Cantor set has gaps, 

recall that we assume we start in a time slice with a lobe structure). We define the 

Cantor set of points in the phase slice x(Ol) to be A(OI) = An x(Ot). From the 

commutating diagram (2.5.1), we directly obtain 

where 

and 

pic 
• --+ A(01 + 21r ~ k) 

1~ 

fT ( { • · · 8-n · · • 8-1 · 8081 • · · 8n • · ·} = 8, 01) = 
( { .•. 8-n . .. S -1 So • 81 · · · Sn · · ·} , 01 + 27r Wt k) 

W2 

(2.5.2) 

(see Guckenheimer and Holmes (1983] or Wiggins [1988] for a discussion of the 

standard notation for the symbolic dynamics; further note how the s variable in 

this context is of course different from the parameter for the unperturbed h omo

clinic/heteroclinic manifold seen elsewhere). The operator If is similar to the "ex

tended shift map" of Stoffer [1988a,b]. Projecting (2.5.2) onto X, we have: 

where 

>.(j) 
T.( · ;(j+l)k- 1)o· ··oT.( · ;j·k) 

--+ 

1<~><. ;j) 

'E 

.\(j+1) 

1<~><. ;j+1) 

'E, 

A Wt ) .\(j) =X (A(01 o + 27r- (j · k)) 
W2 

(2.5.3) 
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Some may feel more comfortable with topological conjugacy to an "extended shift 

map", shown in (2.5.2) , than with the diagram (2.5.3), but both relations say the 

same thing: the dynamics in X from one time sample to the next can b e described 

by a shift map relative to a time-dependent Cantor set of points. Properties such 

as periodic points of all periods or dense orbits are thus to be understood relative 

to this time-dependent set, rather than fixed spatial coordinates. Note how, though 

for simplicity we have discussed the two-frequency case throughout this section, the 

results hold as well for the general t'-frequency problem, where the Cantor set in r; 8to 

consists of (f -1 )-dimensional objects (for example (t' -1 )-tori or (t' -1 )-dimensional 

segments of spirals). 

Having discussed chaos, we reiterate our previous comments on searching pa

rameter space to determine when one can and cannot have chaos. From previous 

remarks, such a search is equivalent to a search in parameter space to determine 

whether a lobe structure exists, which in the near-integrable case is equivalent to 

determining whether zero sets of the Melnikov function exist. We stress that such 

a search can have simple, practical consequences. For example, in commensurate 

two-frequency systems the lobe structures, and h ence Cantor sets, can have gaps 

in 01 (refer back to Figure 2.2.5(h)): hence the choice of 81 0 affects whether the 

system has chaotic dynamics (if 010 lies in a gap there will be no chaos). Thus a 

shift in the relative initial phase 81 0 - 82 0 can suppress chaos. 

2.6 Specifying transport via lobe intersections 

In the last part of Section 2.4, we addressed the question for the two-frequency 

OVP flow: if at time t = 0 there is fluid of type A in the core and type B outside 

the core then how much of A and B is inside and outside the core at any later 
' 

timet= 2 rrn? We answered this question two ways: in terms of (i) intersections 
W2 

of lobes with the core, and (ii) intersections of lobes with each other. As was 

mentioned, the first approach is easily extended to more complicated systems such 
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as the Duffing oscillator, where re-entrainment can occur. There is still interest, 

however, in understanding the geometry of lobe intersections with other lobes, and 

how this applies to transport questions such as the one above. Rom-Kedar and 

Wiggins (1990] give a detailed study of transport under two-dimensional maps by 

focusing on intersections of lobes with other lobes. The classical Poincare map 

reduction of periodically forced systems can thus be described by this analysis. The 

analysis applies to an arbitrary number of regions of phase space bounded by pieces 

of stable and unstable manifolds of hyperbolic fixed points, and does not require 

the map to be area preserving or near-integrable. The generalization to a sequence 

of maps derived from a quasiperiodic vector field is fairly easy, as we explain in 

this section. Our goal here is certainly not to go through the same detailed and 

laborious analysis given for the time-periodic case; we wish to merely summarize 

some main results of Rom-Kedar and Wiggins [1990] and explain how the formulas 

extend to the quasiperiodic case with little change. 

2.6.1 The periodic case 

Consider a cr, r ~ 1, orientation preserving map T : X ~---+ X. Let Pi, i = 

1, 2, .. . , N, denote N hyperbolic fixed points ofT, with stable and unstable mani

folds denoted by W 8 (Pi) and wu(Pi), respectively. As done when we defined in X 

the core region of the single-frequency OVP flow, we can divide X into regions, i.e., 

simply connected domains of phase space with boundaries consisting of boundaries 

of phase space and segments of stable and unstable manifolds starting at hyper

bolic fixed points and ending at either PIP's or at the boundary of phase space 

(which can be infinity). Suppose one divides X into NR disjoint regions, denoted 

Ri, i = 1, 2, . . . 'N R, and that initially particles of species si are uniformly dis

tributed throughout region Ri, i = 1, 2, .. . , N R· Then the goal is to compute the 

area occupied by species Si in region Rj (for any i and j) after an arbitrary num

ber of iterations of the map. As has been explained, the turnstile lobes are the 

only mechanism for transport across the boundaries; one can identify these lobes 
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and from lobe intersection analysis specify the particle content of these lobes. For 

mE Z and m ~ 1, let Lk,j(m) denote the set of lobes that will leave Rk and enter 

Rj upon the mth iterate ofT; for m ~ 0 let Lk,j(m) denote the set of lobes that 

leave Rj and enter Rk upon the (lml + l)th iterate of T- 1 • Further, let L~,1(m) de

note the portion of these lobes that contain species Si (i.e., at t = 0, Lk,i(m) n Ri)· 

(Note how, as described briefly in Section 2.3 and more fully in Rom-Kedar and 

Wiggins [1990], typically the turnstile lobes Lk,j(1) are contained entirely in Rk; we 

assume this to be the case, being aware that for cases where Lk,j(1) is contained 

in regions other than Rk we can redefine the lobes to be the pieces of Lk,j(1) that 

are in Rk.) Then for area-preserving maps (we mention later the case where area is 

not preserved), the area occupied by species Si in region Rj immediately after the 

nth iterate ofT (n ~ 1) is given by 

Nn n 

Ti,j(n) = 8ijJJ-(Rj) + L L [P (Li,1(m))- p (L~,k(m))], (2.6.1) 
k= I m=l 

where 8;j is the Kronecker delta and 

Nn m Nn m - 1 

p (L~,j(m)) = L L p (Lk,j(m) n L;,s(P))- L L p (Lk,j(m) n Ls,i(P)) . 
s = lp= l s = l p =l 

(2.6.2) 

Note how (2.6.2) is purely a geometrical result. The area of the portion of a given 

lobe that contains particle species Si is simply the area of the intersection of region 

Ri with the lobe m apped back to time t = 0. This is rewritten in terms of inter

sections of lobes with other lobes based on the geometrical constraints of the lobe 

structure: for example, that the stable and unstable manifold can never intersect 

themselves, but can intersect each other, and that Lk,j(m) (by our assumption) will 

after ( m- 1) iterations of T be contained entirely in region Rk (this determines the 

truncation of the sum in (2.6.2)). Using that Tq(Lk,j(m)) = Lk,j(m- q) and that 

Tis area preserving, (2.6.2) can be rewritten as 
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Nn m-1 Nn m-1 

p (Lti(m)) = L L p, (Lk,j(1) n Li,~(1- p))- L L p, (Lk,j(1) n L~,i(1- p)). 
~=1 p=O 

(2.6.3) 

This rewrites areas in terms of intersections of the turnstile lobes with other lobes. 

We conclude the discussion of the periodic case by noting that, though not 

explicitly stated in Rom-Kedar and Wiggins [1990], these transport equations in 

general apply to a division of phase space such that there is at most a single set of 

turnstiles between each pair of regions; one can of course relax this restriction by 

considering at the end of the transport calculation some particle species types to 

be identical, which is equivalent to grouping together previously distinct regions to 

form more complicated regions that allow multiple sets of turnstiles between pairs 

of regions. 

2.6.2 The quasiperiodic case 

Let Pe now haveN normally hyperbolic invariant(£ -1)-tori in "E8to, denoted 

by r;, i = 1, 2, · · ·, N, with stable and unstable manifolds denoted by W 8
( r;) and 

wu( r;), respectively. Further we relax the condition that Pe be derived from a near

integrable system (though we retain the same notation). As done when we defined 

the core in Section 2.3, we can divide each phase slice x(B), 8 E Z1 X .•• X ZP, 
of :E8to into N R two-dimensional disjoint regions, denoted Ri(B), i = 1, 2, ... , N R, 

that are simply connected domains of the phase slice with boundaries consisting of 

boundaries of phase space and segments of stable and unstable manifolds in that 

phase slice starting at normally hyberbolic invariant ( £-1 )-tori and ending at either 

PIM's or at the boundaries of phase space. Invariant ( £ + 1 )-dimensional regions in 

r;Bto are then defined by 
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Projecting the nth time slice onto X, we have regions in X for the nonautonomous 

system (2.2.2) at time t = 2
11" n defined by 

Wl 

(assuming that the initial time slice is a phase slice with a set of lobe structures). 

Note how in the single core case we defined a core region in E 9lo (by choosing a 

specific rc) that was fairly easy to deal with and, we argued, that was a mean

ingful region with which to monitor transport. By our above general definition 

of a region one can of course construct invariant regions in E 9
lo whose piecewise 

continuous variation in () behaves wildly or whose shape in the phase slice x( lJ) is 

quite contorted, so that, though one could still monitor what goes in and out of 

these regions, the analysis would be cumbersome and the results not very useful. 

The goal of course is to use the definition to construct reasonable regions in the 

spirit of Section 2.3. Form E Z, m ~ 1, we denote by Lk,j(m, if) the set of two

dimensional lobes in x( lJ) that leave Rk( lJ + 21r ~ ( m- 1)) and enter Rj( lJ + 27r ~ m) 

(or, equivalently, leave Rk and enter Rj) upon the mth iterate of P~; for m s; 0, 

Lk,j(m, if) denotes the set of lobes in x(lJ) that leave Rj(lJ- 27r ~ lm l) and enter 

Rk(lJ- 27r~(lml + 1)) upon the (lml + 1)th iterate of p~-1 . Projecting onto X, we 
Wl 

obtain for the nth time sample of the nonautonomous system (2.2.2) a labeling of 

lobes fk,j(m, n): 

As in the periodic case, the area of the portion of a given lobe that contains particles 

of species Si is the area of the intersection of the region ri(O) with the lobe mapped 

back tot = 0. The geometrical constraints of the lobes in X for any time sample are 

identical to those of the time-periodic case: the two-dimensional lobes are bounded 

by stable and unstable manifolds which cannot intersect themselves, but which 

intersect each other, with the added assumption of the turnstile lobes f k,j (1,n) 
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being contained totally in rk(n). So the same arguments that g1ve (2.6.1) and 

(2.6.2) for the time-periodic case give for the quasiperiodic case 

Nn n 

T;,j(n) = t5;jp(rj(O)) + L L [JL (f~,/m,O))- p (t;,k(m,O))], (2.6.4) 
k=1 m=1 

where T;,j(n) is the area occupied by species S; in region ri(n) at the nth time 

sample, and 

Nn m Nn m-1 

f.l (f~,j(m, 0)) = L L f.l (fk,j(m, 0) n fi,s(P, 0))- L L f.l (fk,j(m, 0) n fs,;(p, 0)). 
s=1 p=1 s=1 p=1 

(2.6.5) 

Applying T~( ·; m- 2) o · · · o T~( ·; 0) to the right hand side of (2.6.5) and using that 

TE( · ; n) is area-preserving for all n (we are still considering the area-preserving 

case), we obtain 

Nn m-1 

f.l (4,jcm, o)) = 2::: 2::: f.l uk,j(1, m- 1) n t;,s(1- p , m- 1)) 
s=1 p=O 

(2.6.6) 
Nn m-1 

- 2:: 2:: f.l (fk,j(1, m- 1) n £.,,;(1- p, m- 1)). 
s = l p=l 

This rewrites areas in terms of intersections of the turnstile lobes in the ( m - 1 )th 

time sample with the other lobes in the (m- 1)th time sample. Equation {2.6.6} 

is identical in form to equation {2. 6. 3 ), with the ( m - 1) indice going along for the 

ride. 

The non-Hamiltonian case is extended from time-periodic to quasiperiodic vec

tor fields in a similar manner, but we will not go through the formulas here: we 

refer the reader to Rom-Kedar and Wiggins [1990] for the time-periodic case (the 

additional complexity is that one must now of course keep track of the variation of 

a lobe's area as it maps from one time slice to the next). 
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2. 7 Conclusions and explanation of extending the 
analysis to more general time dependences 

On the one hand, as is the case with turbulent fluid flows, the behavior of 

nonlinear physical systems is often so complex that one can obtain only a very 

qualitative or partial understanding of the motion. On the other hand, there do 

exist nonlinear systems which display complicated dynamics, and yet with which one 

can obtain a fundamental and detailed global picture of the dynamics. At present, 

there is a wide gap between these two types of systems, and one would of course like 

to bridge this gap by extending some of the initial paradigms of low-dimensional 

dynamical systems analysis to more complicated scenarios. It is in this spirit that 

we have extended some notions of transport in phase space associated with the 

classical Poincare map reduction of two-dimensional periodically forced systems to 

apply to a hi-infinite sequence of nonautonomous maps derived from a quasiperiodic 

two-dimensional vector field. In a certain sense, this is a mild extension, since it 

still deals with a highly limited class of perturbation time dependences. We have 

deliberately focused on a simple extension (especially the two-frequency case) since 

any nontrivial advance past the ubiquitous time-periodic case immediately entails a 

fundamental departure in the analysis (going from maps to sequences of maps) and 

the new concepts in the simple two-frequency extension are for the most part robust 

(as we shall describe momentarily), applicable to more general time dependences. 

Our goal then has been to discuss these new concepts in the context of a simple 

class of systems. 

Suppose we wish to consider more complicated perturbation time dependences 

and r emove the restriction that g( x, t; J.L, c) takes on the form in (2 .2.2) . We can 

still always introduce the associated autonomous system: 

x = J DH(x) + cg(x, 8; J.L, c) 

8 = L 
(2.7.1) 

The phase space is now X x R (the(} phase space is no longer compact) , and we 
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write 8 = t + 8o. An unperturbed homoclinic orbit in the autonomous system phase 

space is now as shown in Figure 2.7.1(a). If one can establish for one's perturbation, 

as done in Section 2.2 for quasiperiodic perturbations, persistence of one or more 

invariant normally hyperbolic sets, and the existence of infinitely many intersections 

of global stable and unstable manifolds in a given time slice x(O) = {(x, 0)10 = 0} 

(and hence trivially in all time slices), then one has an invariant lobe structure upon 

which to define transport (see Figure 2.7.l(b)). One can define an invariant core 

boundary and label the lobes in X X R just as done in the quasiperiodic case (things 

will thus be piecewise continuous in 0). A sequence of monotonically increasing real 

numbers defines a sequence of sample times, and the evolution under (2.7.1) from 

one time slice to the next defines a sequence of maps. For any given time slice 

a two-dimensional lobe structure, a core boundary, and lobe labeling is defined 

by the intersection of the time slice with the invariant objects in X x R. Using 

the invariance of the lobe structure in the autonomous system phase space, one 

can monitor how the lobes map from one time slice to the next , identify turnstile 

lobes, and from this define and quantify entrainment and detrainment with respect 

to the time-dependent core, and so forth. One can simulate the lobe structure in 

any time slice using a method just like the double phase slice method described in 

Appendix 2 .A4 (more appropriately called a double time slice method h ere). 

Meyer and Sell [1989] establish persistence of invariant normally hyperbolic 

manifolds for all perturbations that are bounded and uniformly continuous in time, 

and then construct a Melnikov functional. Stoffer [1988a], [1988b] defines a Melnikov 

function for nonautonomous maps and shows that the sequence of maps admits a 

hyperbolic set (which is equivalent to the presence of an invariant lobe structure) 

if the Melnikov function has infinitely many simple zeros with derivatives bounded 

away from zero. Their Melnikov analysis applying to (2.7.1) can be thought of as 

providing the following function: 
00 

M (s, 8; J.L) = J DH (xh(t)) · g(xh(t), t + s + 8; J.L, c: = O)dt (2.7.2) 

- oo 
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(see Figure 2. 7.1(a) for sand 8). The same arguments that lead to the expression for 

average flux (2.4.9) with the quasiperiodic Melnikov function (2.2.6) gives expression 

(2.4.9) with the Melnikov function (2.7.2) substituted: 

lim e [T 
<P = T-+ 

00 2T Jo IM(s, 8; J.L)ids + O(e
2

) 

lim e 1T 2 
= T-+ 002T 

0 
IM(s,8;1-l)id8+0(e ), 

(2.7.3) 

(instead of using equation (2.4. 7), one uses M( s, 8; 1-l) = M( s - r, 8 + r; J.l ), r E 

R, and then again employs a simple change of variables). Thus the expression 

for average flux extends trivially. Note that, from equation (2.7.2), the first and 

second expressions of equation (2.7.3) will be independent of 8 and s, respectively. 

In addition, the geometrical constraints of the two-dimensional lobes in any time 

slice are identical to those of the time-periodic case (refer back to Section 2.6), so 

the transport equations of Sections 2.4 and 2.6 are identical under more general 

time dependences. As we see, then, the ideas for quasiperiodic perturbations are 

robust and extend easily to more general time dependences. For the more general 

perturbations, however, the global picture of the dynamics may be less apparent 

than in the quasiperiodic case, especially the two-frequency case, since the 8 variable 

is no longer compact. For instance, to find the turnstile lobes in each time slice one 

will truly have to deal with an infinite domain 8 E R, and one will not be able to 

give a global portrayal of the choice of T c and the invariant core boundary. Thus, 

because of their simplicity and geometric appeal, we wish to stress two-frequency 

systems as workable and illuminating examples of chaotic transport under a hi

infinite sequence of nonrepeating maps. 
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Appendices 

2.Al A quasiperiodically oscillating vortex pair 
flow and a quasiperiodiclly forced Duffing oscilla
tor 

We define two dynamical systems that are referred to throughout the chapter, 

and derive their generalized Melnikov functions and relative scaling functions. 

2.Al.l An oscillating vortex pair (OVP) flow 

Consider the quasiperiodic generalization of the oscillating vortex pair flow 

studied by Rom-Kedar et al. [1990). As mentioned in the introduction, this two

dimensional fluid flow consists of a pair of point vortices of equal and opposite 

strength ±r in the presence of an oscillating strain-rate field which p erturbs the 

vortex motion and which shall be referred to as the forcing term (even though it is 

understood that the net perturbation of the fluid flow is a sum of this forcing term 

and the effects of the vortex response). The streamfunction of the quasiperiodic 

forcing case is, in the comoving frame, 

-r [(x1 - xf(t ))2 + (x2 - x2'(t))2 ] 
t/J(x 1 ,x2 , t) = 47r ln (x1 - x}(t))2 + (x2 + x2'(t))2 

- V.xz + ox , xz (t w;!; sin(w;! + 8;,)) , 
where (xi'(t), ±x2(t)) are the vortex positions, Vv is the average velocity of the 

vortex pair in the lab frame, and ewdi is the strain rate amplitude associated 

with the ith frequency (eli is non-dimensional). For c = 0, (xi', xi) = (0, d) and 

Vv = r I 47rd. Let us specialize to the two-frequency case and u se the dimensionless 

variables X}/d-+ Xt, x2/d-+ X2, rtj21rd2 -+ t , Vv21rdjr-+ Vv, 21rWid
2 ; r-+ Wi (i = 
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1, 2). The flow is then specified by 

. __ [ x2 - xi(t) x2 + x2(t) ] 
XI - (xi - x}(t))2 + (x2- x2(t))2 - (xi - x}(t))2 + (x2 + x2(t))2 

X2 = XI - X t - -:----.......,....,..,-,,------.,---. ( v( )) [ 1 1 ] 
I (xi - xl(t))2 + (x2- x2(t))2 (x1 - xj(t))2 + (x2 + x2'(t))2 

(2.A1.1) 

where 
xHt) = e-~(ft cos(wtt+Ot 0 )+h cos(w2 t+020 )-!) 

. J (~ _ Vvet:(ft cos(wtt+8t0 )+h cos(w2t+020 )-J)) dt 

xHt) = et:(ft cos(wtt+Bt0 )+h cos( w2t+820)-1) 
1 

and Vv is chosen so that 

The vortex solutions (xj(t), ±x2(t)) are found using that each vortex is ad

vected by the flow due to the other vortex and the oscillat ing strain-rate field, so 

the vortices satisfy 

ddxj = -
2

1 
- Vv + EX~ {wift sin (wtt + BI 0 ) + w2h sin (w2t + 820 )} 

t x2 

d;ti = - c:xHwtft sin(wtt + Bt 0 ) +w2h sin(w2t + 020 )}. 

Rom-Kedar et al. [1990] choose, for the single-frequency analysis with Bto = 0, the 

initial conditions (x}(O) , xHO)) = (0 , 1), which guarantees a vortex response sym

metric about x1 = 0 to first order in c. A simple quasiperiodic generalization will 
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need to keep this symmetry, which is done by choosing the constant of integration 

in the xr expression to be zero. The X~ behavior is determined uniquely by the 

choice off: a choice off =!I cos lh 0 + h cos 820 or f = !I + h follows the spirit 

of Rom-Kedar et al. [1990]; alternatively, one could choose f = 0 to obtain a per

turbation of mean zero in the x 2 direction (not necessary, as is the case for XI, but 

nevertheless appealing). We choose f = fi + h for our simulations. The periodic 

forcing simulation shown in the introduction corresponds to equations (2.A1.1) with 

h = 0, c;fi = 0.1, WI = 2.5, 81 0 = 0, E:j = 0.1. 

The equations for x 1 and x 2 in (2.Al.1) define a two-dimensional nonau

tonomous dynamical system, and the motion of ( x 1 , x2) for a given c;, !I, h, w1, w2, 

81 0 ,820 and choice of initial vortex conditions is the fluid flow whose transport we 

address. The net perturbation is a sum of the forcing term, linear in c;, and the 

vortex response, nonlinear inc:; by Taylor expanding the vortex term about c; = 0, 

the governing equations in the single-frequency case can be put in the autonomous 

form 

(2.A1.2) 

(see Rom-Kedar et al. [1990]), and in the two-frequency case they will have the 

form 

(2.Al.3) 

where x = (x1 , x 2 ). The quasiperiodic forcing term, and thus the first order expan

sion term in the vortex response, is a superposition of two periodic forcing terms. 

Hence 
~~~~t.l ) 

gqP(x, 81, 82; fi, h, WI ,w2) = !Ir~P~O~; wt} + f2gper(x, 82; w2). (2.A1.4) 

Figure 2.Al.1(a) shows some level sets in E 02o of the unperturbed (c; = 0) au

tonomous system (2.Al.3). 
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The Melnikov function for the single-frequency case (2.A1.2), 

is, for xh(t) equal to the upper unperturbed heteroclinic orbit in X, 

(2.A1.6) 

where F(w}1
) is shown in Figure 2.A1.2 (see Rom-Kedar et al. [1990]). From 

Section 2.2, the two-frequency Melnikov function is 

MqP(s, 81, 82; !I , h , w1, w2) 

= i: DH(xh(t)) · gqp (xh(t), w1t + WtS + 81,w2t + w2s + 82; !I, h , w 1 , w2) dt, 

which by (2.A1.4) and (2.A1.5) satisfies for the same xh(t) as above 

Hence by (2.A1.6) 

(2.Al.7) 

From Section 2.2 we refer to the ratio of each Melnikov function amplitude fiwiF(wi 1) 

to the corresponding relative p erturbation amplitude wdi as the relative scaling fac 

tor associated with frequency Wi. The fact that the relative scaling factors F(wi 1
) 

are frequency dependent is pertinent to the study of transport rates, in particu

lar to a comparison of average flux between single- and multiple-frequency forcing. 

Note how all scaling factors are determined by the single relative scaling func 

tion F(w-1 ). Mqp is easily seen to have zero sets in all phase slices of E 92o, and 

hence the upper and lower stable and unstable manifolds in E 92o of the perturbed 

flow form the boundary of the defined three-dimensional heteroclinic lobe struc

ture (see Figure 2.Al.l(b )) and intersect each phase slice to give the boundary of 

a two-dimensional lobe structure. The physical situation can b e pictured as the 
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two-dimensional fluid mapping from one time slice to the next in E 92o with each 

successive time sample. The lobe structure in E 92o thus constrains the motion of 

the fluid in the tangle region, as described in Section 2.3. 

2.A1.2 The Duffing oscillator 

In contrast to the OVP flow, consider the quasi periodically forced Duffing os

cillator: 

X}= X2 

x, =fix, - x: + e [t, f; cos(w;t + 8;0 )- ')'X2 ] . (2.AL8) 

Consider again the two-frequency case f. = 2. The physical system is now a point 

in X , rather than all of X (as in the fluid example). However, the chaotic nature 

of the oscillator's homoclinic tangle r egion (see Section 2.5) encourages that we 

still develop a global picture of the dynamics in X. Though the previous example 

involved an incompressible fluid and hence a Hamiltonian ( i.e., area-preserving) 

perturbation, there is now a dissipative term ( -c:1x2 ) in the perturbing vector field. 

The lobe structure of Section 2.2 did not assume Hamiltonian perturbations, so we 

can have a lobe structure upon which to discuss transport even in non-Hamiltonian 

systems. 

The two-frequency autonomous system (with f3 = 1) is 

:i:2 = x1 (1- xD + c:[ft cos 8I + h cos 82 - /X2] 

01 =WI 

02 = W2. 

The generalized Melnikov function is 

M ( s, 81 , 82; !I, h, WI , w2, 1) = l: DH(xh(t)) · gqp (xh(t), w1 t + (wl s + 81 ),w2t + (w2s + 82); ft , /2, i) dt, 
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where 

and 

Figure 2.Al.3(a) shows in E 92o some level sets of the unperturbed system. Using 

that the x component of the unperturbed homoclinic orbits is 

Xh(t) = (xh (t), x2h (t)) = ± v'2 sech(t)(l,- tanh(t)), 

the Melnikov function is 

Figure 2.Al.4 shows a plot of the relative scaling function v'21rwsech( 1rw / 2) versus 

w. Zero sets of the Melnikov function are not guaranteed here for c > 0 because 

of the presence of the dissipative term; Ide and Wiggins [1989] study where in 

parameter space the zero sets do occur. For 1 = 0 (the Hamiltonian case), zero sets 

are guaranteed for all phase slices in E 82o and hence the homoclinic lobe structure 

exists in this case in each phase slice (see Figure 2.Al.3(b)). 

The OVP fluid and the nondissipative Duffing oscillator both have Melnikov 

functions in E 82o= 0 of the form 

(2.Al.10) 

where A 1 (J..L,w1 ), A2 (j..t,w2 ) are independent amplitudes. Since the Poincare maps 

defined for any two cross sections E 92o, E 9;o are topologically conjugate to one 

another, we choose for simplicity to set 820 = 0 in our transport examples. 
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2.A2 The persistence of zero set crossings in para
metrized families 

Let 

d( f) · A ) = M(s,81 , 820 =O;A1,w1,w2) O() 
s, I, I ,£ IIDH(xh(-s))ll + £' 

where 

and the denominator is defined in Section 2.2. The conditions for the zero sets of 

the Melnikov function crossing at (s, 01; AI) are 

d(s,91;A1,o) = o 
ad _ _ 
as(s,81;A1 ,0) = 0 (2.A2.1) 

ad - _ 
aB

1 
(s, 81; A1, 0) = 0. 

Since det{D(~ ,o1 ,Al)f(s, 01; A1, 0)} # 0, where f denotes the three component vector 

that is the left hand side of equat ion (2.A2.1 ), the implicit function theorem implies 

that equations (2.A2.1) can be continued to non-zero £ . Hence the intersection 

manifolds cross within O(c) of (s, 81) for some A1 = A1 + O(c). 

Further, with the systems defined in Appendix 2.Al, for each crossing of the 

M = 0 sets, the intersection manifolds will cross for the same value of A1. Using 

the symmetries of the full equations, one can easily establish that if the intersection 

manifolds cross within 0( £) of ( s, 01) at some value of A1, they will a lso cross within 

O(c) of ( -s, - 01) at t he same value of A 1 • Applying p£±n to these cross points 

implies that for each crossing of the M = 0 sets, the intersection manifolds will 

cross for the same value of AI . 
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2.A3 Proofs for Section 2.2 

Lemma 2.2.3 

Suppose there exists an (.S, B1 , •.. , Bt-l) for some iJ such that 

M(s,B1, . .. ,Bt-I,Btoi v) = 0 
aM _ _ 
as ( .S, B1, . . . , Bt- l, Bto; v) # 0. 

(2.A3.1) 

Theorem 2.2.2 implies that there exists a ~B E Tt-l such that defined on the 

interval (B- ~B, B+ ~B) there is a cr function s(B1, ... , Bt-l; Bto) that parametrizes 

a segment of an (£- I )-dimensional PIM. From the definition of the generalized 

Melnikov function (2.2.6) it immediately follows that 

_ 27r - WI - Wt-l _ 
M(s + -n,Bl- 21r-n, . . . ,Bt-l- 2?r--n,Bt0 ; v) = 0 

Wt Wt Wt 
aM _ 27r - WI - Wt-l _ -a ( s + -n, B1 - 21r-n, . . . , Bt-l - 2?r--n, Bt0 ; v) -:j; 0 

S Wt Wt Wt 

Vn E Z. (2.A3.2) 

When all the frequencies are mutually commensurate, B- 21r~n, n E Z, visits B 
Wt 

identically a countable infinity of times, and hence by (2.A3.2) there are an infinity 

of s values among {.s+ ~;n; n E Z} that satisfy (2.A3.1). Hence, by Theorem 2.2.2 

there exists a countable infinity of transversal intersection points of W s ( rl!:a) and 

wu(r!) in the phase slice x(B). When one or more pairs of frequencies are incom

mensurate, it is still true that for ~B' E Tt- l arbitrarily small there are a countable 

infinity ofn E Z such that B+27r~n E (B-~B',B+~B']. By (2.A3.2) and the com-
wt 

ments that precede it, for each such n there exists a cr function sn( B1 , .. . , Bt-l; Bt0 ) 

defined on the interval [B+27r~n-~B, 0+27r~n+~B] that parametrizes a segment 
W( W( 

of an ( .e - 1 )-dimensional PIM. As long as we choose ~B' < ~B (by this we mean 

each component of ~B' is smaller than the corresponding component of ~B), the 

interval [B + 21r~n- ~B, B + 21r~n + ~B] contains B, and hence x(B) contains a 
W( W( 

countable infinity of transversal intersection points of W-'(r:) and wu(r!) in the 

phase slice x( B). 
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Lemma 2.2.4 

This follows immediately from the in variance of W" ( T~a) and wu ( r;) under 

P~. An intersection of W"( r:) and wu( r;) remains an intersection under p~±I. 

Hence, if there exists a countable infinity of intersection points in the phase slice 

x( 0), there will be a countable infinity of intersection points in the phase slice 

x( 0 + 27r ~ n) for all n E Z. If all frequencies are mutually incommensurate, then 

{0+27r ~ n; n E Z} is dense in Tl-l, which implies that there is a countable infinity 

of intersection points in all phase slices of I;8to. If one or more pairs of frequencies 

are commensurate then 0- 27r~n does not in general visit Tl-I densely, and hence 
Wt 

we can only conclude that there exists a countable infinity of intersection points in 

all phase slices defined either over all of Tl-I or some subset of Tl- l . 

Theorem 2.2.5 follows immediately from the lemmas. 

2.A4 Computing lobe structures using a double 
phase slice sampling method 

Suppose we wish to portray lobe boundaries in X at timet = ~: n, or, equiva

lently, the invariant lobe boundaries in the time slice x(80 +27r ~ n). For simplicity 

of discussion, le t us consider the two-frequency homoclinic case. Evolving the curve 

forward in time according to (2.2.3) for i sample periods (where i is some positive 

integer) gives a curve which extends from 

along a finite length of 
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(the greater i is, of course, the greater the length will be). Similarly, evolving the 

curve 

backwards in time according to (2.2.3) for i sample periods g1ves a curve which 

extends from 

along a finite length of 

(see Figure 2.A4.1). The resulting two curves form the boundary of a finite number 

of lobes of the two-dimensional lobe structure in the time slice x ( fh
0 

+ 271" ~ n). 

We still need to be able to find wl~cC T~) and wl~c( T~) in the appropriate slices. 

The procedure for doing this is a straightforward generalization of the standard 

trial and error procedure used in the time-periodic case, so our discussion here will 

only be heuristic. Suppose for some arbitrary phase slice x( iJ1 ) of E 92o we wish to 

find T~ n x(iJI) and one or both of wl~c(r~) n x(iJI) and wl~c(r~) n x(iJI)· Let C± 

be a closed curve in the phase slice x ( iJ1 ± 271" ~ j) that contains the point T~ n 

X ( jjl ± 271" ~ j) and is pierced by wl~c( Te) and wl~c( Te ), where j is some positive 

integer (see Figure 2.A4.2). Due to the normal hyperbolicity ofT~, Pj ( c_) will be 

stretched along wuc Te)nx(iJI) and p~- j ( C+) will be stretched along W 8
( T~ )n x(iJI). 

The region in x( iJI) bounded by Pj ( C_) will intersect with the region in x( iJI) 

bounded by p~-j ( C+) in one or more disjoint regions, one of which, Q(iJ1 ), will 

contain r~ n x(iJ1 ) and shrink to zero area as j -t oo (again see Figure 2.A4.2). 

Thus, the trial and error procedure, similar in spirit to the time-periodic case, is 

to make reasonable tries at C± and evolve them to x(iJI) as described above to 

pinpoint T~ n x( iJ1) and its local stable and unstable manifolds by watching how the 

two curves stretch and intersect. By choosing C± sufficiently small, we can obtain 

an arbitrarily good approximation of W1~c(r~) n x(iJI) and W1~c(r~) n x(iJI). When 

the system is near-integrable, one can make a good initial estimate of C± due to the 
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knowledge of the location of the fixed point of the unperturbed system; otherwise 

one must employ a more arduous trial-and-error effort, which would be the case 

under time-periodic vector fields as well. 

The procedure for simulating global stable and unstable manifolds in the nth 

time slice of the autonomous system phase space is thus quite similar to the pro

cedure for simulating the invariant lobe structure in the time-periodic case, except 

that one has to take into account that curves are, with each application of Pe, 

mapped around T 1 in an enlarged phase space. Hence one finds the intersection of 

w,~c( Te) and w,:cC Te) with an appropriate pair of phase slices, which in turn are 

used to simulate a finite length of wu(re) and W 8 (re) in the desired phase slice. 

From our discussion of the two-frequency homoclinic case, the procedure for more 

frequencies and for the heteroclinic case should be clear. Note how the described 

procedure contrasts with a previous suggestion by Moon and Holmes (1985] for 

analyzing the dynamics under quasiperiodic vector fields, a double Poincare map 

method which essentially attempts to treat the system as periodic. Samples of an 

equation like (2.2.2) are taken only when both 82 = iJ2 and 81 E [iJ1 - /3, iJ1 + /3] (for 

some choice of 01, iJ2 and f3 ~ 21r ), and the results are summed. The time between 

samples can be much longer with this approach, and there is a "fuzziness" of the 

resulting structure due to the finite width of the sampling window, 2/3. In con

trast to this method, we shall refer to our approach as a double phase slice method, 

since to simulate the lobe structure in any phase slice one evolves two curves, each 

originating in a different phase slice. 
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2.A5 Derivation of equation (2.4.8) from equa
tions (2.4.5) and (2.4. 7) 

From equation (2.4.5): 

where 

From equation (2.4.7) 

Letting s' = s + n 2 11", 
Wt 

which gives 

where 

N-1 

Wt € ""' 2 <I>(Bo) = -- L; In + O(c ) 
21r 2N 

n=O 

Substituting (2.A5.2) into (2.A5.1) gives (2.4.8). 

(2.A5.1) 

(2.A5.2) 

Remark 1: The proof of equation (2.4.9) for one or more incommensurate frequency 

ratios is the same as the above proof with N ----+ oo. 

Remark 2: Note that (2.A5.2) with n = -1 implies that for non-Hamiltonian per

turbations the turnstile lobes and their images have the same area through 0( c) . 
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2.A6 Maximal average flux in a single-frequency 
limit 

~~ ')1 / ,, 
Consider the perturbation in (2.2.8) with Fo(x; J.t) = 0, F 1 + F 2 = 1, and the 

larger relative scaling factor at F 1 = 1. The average flux is given by 

(2.A6.1) 
/v'l, 
--~ 

where a1 and a2 denote the relative scaling factors associated with w1 and w2, , 'vi, 
\.... ~ .. -

respectively, and < > s denotes the average over s. We rewrite this as !-:.+-

(2.A6.2) 

where 
a= c:(a1F1 + a2F2) 

a.- aiFi 
pz- fori= 1,2. 

a1F1 + a2F2 

The new amplitudes f3i satisfy fJ1 + fJ2 = 1 and ((31(F1 = 0),(32(F1 = 0)) = (0, 1), 

(f31(F1 = 1),(32(F1 = 1)) = (1,0); hence the expression< I· I >sin (2.A6.2) has the 

profile of the equal relative scaling factor case, but skewed in F1; it will thus still 

have absolute maxima at F 1 = 0 and 1. The term a is monotonic increasing in F1, 

hence <I>(lh
0

) will have an absolute maximum at F1 = 1. Thus the single-frequency 

case with the larger relative scaling factor corresponds to an absolute maximum of 

average flux for the above class of systems. 
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Figure 2.1.1 (i) (a) An unperturbed homoclinic orbit, and (b) a pair of unperturbed 

heteroclinic orbits. (ii) The tangle region of the perturbed system for (a) the homo

clinic case, and (b) the heteroclinic case. T he dashed and solid lines are stable and 

unstable manifolds, respectively, of the surviving hyperbolic fixed points. 
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Figure 2.1.2 Streamlines in the comoving frame of the unperturbed OVP flow. The 

hyperbolic fixed points are marked by xh, x~; the heteroclinic orbits are marked by 

\If Ul \If Ol \If l• 
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Figure 2.1.3 Evolution, according to the single-frequency OVP flow, of a material 

curve that initially lies on W u. The system parameters are given in Appendix 2.Al. 
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Figure 2.1.3 Continued. 
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x~,£ 
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Figure 2 .1.4 Three successive t ime samples showing a material curve being "at

tracted" to the unstable manifold. The dashed-dotted line is the stable manifold , 

the dashed line is the unstable manifold , and the solid line is the material curve. 

Section 2.2 will make clear the notation involving c . A similar portrayal appears in 

Rom-Kedar et al. [1990]. 
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Figure 2.2.1 (a) A homoclinic manifold and (b) two heteroclinic manifolds in the 

autonomous system phase space of the £-frequency case. 
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(b) 

Figure 2.2.2 The i = 2 homoclinic manifold in (a) the full phase space and (b) the 

Poincare section 'E82o (the second portrayal shows a cut-away view). 
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Figure 2 .2.3 The signed dist ance function between the stable and unstable manifolds 

in ~82o for the perturbed two-frequency homoclinic system. 
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-s 

0 

Figure 2.2.4 Flattening the coordinates of an unperturbed homoclinic orbit onto a 

plane. 
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Figure 2.2.5 Some zero sets of the Melnikov function in equation (2.2.10), for a. range 

of parameter values (w1 = gw2 = w, except for (h) where Wt = wz/2 = w) . The dashed 

and dashed-dotted lines represent two choices of PIM's according to Definition 2.2.1. 
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Figure 2.2.5 Continued. 
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Figure 2.2.6 Visualizing lobes by showing the suppressed dimension . 
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Figure 2.2. 7 The boundaries of a three-dimensional invariant lobe structure in :E 8~o 

for a two-frequency heteroclinic case. 
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Figure 2.2 .8 The nth and (n + l)th t ime slice of 'E 92o. 
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Figure 2 .2.9 Projecting onto X to obtain the time-dependent two-dimensional lobe 

structures in the nonautonomous system phase space. 
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Figure 2.2.10 Showing explicitly some intersection points and two-dimensional lobes 

in X for a given time sample. The PIP 's are marked by crosses, and the SIP 's are 

marked by dots. Each lobe is filled in differently. 



1 

- 145 -

r---------------~~~~2 PE ~2 __________________ ___ 
nth 

X at t = 21t (n+1) 
(1}2 

X at t = 27t n 
(1}2 

Figure 2.3.1 A lobe mapping between successive time slices of :E92o, or, equivalently, 

between successive time samples of X. 
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Figure 2 .3.2 A lobe mapping within the sequence of lobe structures in X for an 

£-frequency homoclinic case. 
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Figure 2.3.3 T he invariant lobe structure in L:81o = 0 for the time-periodic OVP flow. 
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Figure 2 .3.4 Portrayal and labeling, in ( s , 81 ) space, of the invariant three-dimensional 

lobes, P IM's, Tc and P!1 ( Tc) for systems with Melnikov funct ion of the form (2 .3.6) . 
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Figure 2 .3.4 Continued. 
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Figure 2 .3.4 Continued. 
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Figure 2 .3.4 Continued. 
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Figure 2.3.5 (a) A pulsating material blob and (b) a pulsating and lobe-forming 

material blob. A defined core boundary is shown by the dashed Hne. 
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(a) 

(b) 

? • 

xhb (n+ 1) 
,E 

Figure 2.3.6 (a) A material blob deforms; the dashed lines show possible dividing 

lines between "inside" and "outside". (b) The stable manifold (the dashed line) 

provides a natural dividing line where the lobes form between "inside" and "ou tside". 
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Figure 2.3 .7 Portraying the core and labeling the sets of lobes in X for the nth time 

sample of the two-frequency OVP flow (xc(n) = X(rc n x(Olo + 211"~n)), xh,l!:(n) = 
X(r; n x(Oto + 27r~n)) for i = a,b, and T"'-l(.; n) maps from t = (n + 1)~: to 

t = n 2 .,.). 
W2 
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Figure 2.3.8 Some lobes from the OVP lobe structure in X at times (a) t = n1r 

for tPJorcing = 0.12x1x2{2 · 0.4sin(2t)} and (b) t = nf for tPJorcing = 0.12XtX2{4 · 

1.05 sin( 4t)}. The entraining lobes are shaded. 
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Figure 2.3.0 Some lobes from the OVP lobe structure in the phase slices x(Dt = 0) 

and x( 01 = 1r) of :E82o =o for .,P forcing given by equation (2.3.12). The entraining lobes 

are shaded. 
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Figure 2.3.10 A sequence of four time samples of the OVP flow forced according to 

equation (2.3.12). Four material lobes (entraining lobes) are shaded so that we can 

monitor their transport . The core boundaries are marked by dashed lines. 
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Figure 2.3.11 A sequence of four time samples of the OVP flow forced according to 

equation (2.3.13). Three material lobes (detraining lobes) are shaded so that we can 

monitor their transport. The core boundaries are marked by dashed lines. 
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Figure 2.3.12 Showing explicitly entrainment and detrainment between the t = 
211" jw2 sample and the t = 2 · 211" /w2 sample of the OVP :flow with forcing given by 

equation (2.3.12). The dashed line is c(1) in the t = 21rjw2 sample and T(c(1) ; 1) in 

the t = 2 · 211" Jw2 sample. The dashed-dotted line is c(2). 
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Fig ure 2 .4 .1 An area element of a two-dimensional turnstile lobe in a given phase 

slice for an £-frequency homoclinic tangle . 
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1 1 

(a) 

Figure 2.4.2 Turnstile lobe areas for t he examples of Section 2.3 (the vertical scale 

is per unit c and < >n denotes the average over all n ). For the labeling of individual 

lobes , E(m,01 ;i) and D(m, 01;i), we choose ito increase in the same direction as 

m. Note that the labeling applies to types of lines; for example, in (b) JL(E(O , lh ; 1)) 

applies to the solid line, which is discontinuous. 
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Figure 2.4.2 Continued. 
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Fig ure 2.4.3 Finite-t ime average areas for the fourth example of Section 2.3 (llt 0 = 
0). The average over the first N time samples is denoted by<> .N· Again the vertical 

scale is per unit £ . 
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Figure 2.4.4 (a) Average flux as a function of F1 for F1 + F2 = 1, with (wbw2) = 
(1.48, 0.78), (Ad Ft, Ad F2) = (1.80, 1.80) for the solid line and with (w1,w2) = 
(1.48, 0.66), (Ad F1, A2/ F2) = (1.80, 1.00) for the dashed-dotted line (A;/ Fi is taken 

from the OVP flow: see Appendix 2.A1). (b) Average flux for the OVP flow as 

a function of f1 for fi + fi = 1, with (wi> w2) = (1.00 , 1.94), (Ad !I, Ad h) = 

(2.22, 2.22) for the solid line and ( w1, w2) = ( 1.00, 0. 75 ), (Ad h, Ad h) = (2.22, 1.22) 

for the dashed-dotted line. In both plots the vertical scale is per unit c and 810 = 
820 = 0. 



- 169 -

-2 -1 0 2 

Figure 2.4.5 The lobe structure of the t = 0 sample of Figure 2.3.11, shown again 

with the necessary labeling. 
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/ .6 

X at t=O 

Figure 2.4.6 Schematic diagram of some lobes of the OVP flow in the t = 0 sample. 

The d(3, 0) lobe is contained partially inside and partially outside the t = 0 core. 

The portion of the lobe with type A particles is white, and the portion with type B 

particles is shaded. 
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Figure 2.4. 7 Some lobes in the n = 2 time sample of (a) the system portrayed in 

Figure 2 .3.11 and (b ) a corresponding single-frequency system (w = 2). 
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q~ 

(b) 
q~ 

F igure 2.5.1 A horseshoe map in t he heteroclinic t angle region of :E81o = O in the 

t ime-periodic case. 
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0(1) 

Figure 2 .5 .2 A traveling horseshoe map sequence. 

' H(H(D(1);1);2) 
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21t 
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Q'-________________ ._ ________ ~ 

21t 

(b) 

Figure 2.5.3 P;(R) intersects R in a horseshoe fashion. Note how the initial dis

continuity of R at 01 = 0 is mapped to another 81 value. 
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Figure 2.5.4 (a) A period two point in X for the time-periodic case; (b) a period two 

1-torus in ~112o for t he two-frequency case; (c) motion in X under { T.:( · ; n); n E Z} 

of a point that initially lies on the period two 1-torus of (b). 
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Figure 2.5.5 Obtaining a t raveling horseshoe map sequence from R n pEk(R). 
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Figure 2.7.1 (a) An unperturbed homoclinic manifold in X X lR; (b) an invariant 

lobe structure in X x lR for the perturbed case. 
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Figure 2.Al.l (a) Some level sets in 'E92o of the unperturbed OVP flow. (b) The 

lobe structure in 'E 92o of the perturbed OVP flow. 
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Figure 2.A1.2 The plot of F(w}1 ) in equation (2.Al.6). Taken from Rom-Kedar et 

al. [1990]. 
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Figure 2.A1.3 (a) Some level sets in L: 92o of the unperturbed Duffing oscillator. (b) 

The lobe structure in E 92o of t he perturbed nondissipative Duffing oscillator. 
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Figure 2.A1.4 T he relative scaling function for the Duffing oscillator. 
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Figure 2.A4.1 Simulating a finite length of (a) wu(r~) and (b) W3(r~) in the nth 

time slice for a two-frequency homoclinic case . 
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Figure 2.A4.2 Evolving C± to the phase slice x(01 ) in "E62
o to obtain T E and its 

local stable and unstable manifolds in that plane. 
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Chapter 3 

A global study of enhanced 

stretching and mixing in chaotic tangles 

Based upon an article that appears in: 

Physics of Fluids A 3, 1039-1050 (1991). 
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Abstract 

We present results of a global, finite-time study of stretching and diffusion 

in a class of chaotic tangles associated with fluids described by periodically 

forced two-dimensional dynamical systems. Invariant lobe structures formed 

by intersecting global stable and unstable manifolds of persisting invariant 

hyperbolic sets provide the geometrical framework for studying stretching of 

interfaces and diffusion of passive scalars across these interfaces. In particu

lar, we focus on the material curve that initially lies on the unstable mani

fold segment of the boundary of the entraining turnstile lobe. A knowledge 

of the stretch profile of a corresponding curve that evolves according to the 

unperturbed flow, coupled with an appreciation of a symbolic dynamics that 

applies to the entire original material curve in the perturbed flow, provides the 

framework for understanding the mechanism for, and topology of, enhanced 

stretching in chaotic tangles. Secondary intersection points (SIP's) of the sta

ble and unstable manifolds are particularly relevant to the topology, and the 

perturbed stretch profile is understood in terms of the unperturbed stretch 

profile approximately repeating itself on smaller and smaller scales. For suf

ficiently thin diffusion zones, diffusion of passive scalars across interfaces can 

be treated as a one-dimensional process, and diffusion rates across interfaces 

are directly related to the stretch history of the interface. An understanding 

of interface stretching thus directly translates to an understanding of diffusion 

across interfaces. However , a notable exception to the thin diffusion zone ap

proximation occurs when an interface folds on top of itself so that neighboring 

diffusion zones overlap. We present an analysis which takes into account the 

overlap of nearest neighbor diffusion zones, which is sufficient to capture new 

phenomena relevant to efficiency of mixing. The analysis adds to the con

centration profile a saturation term which depends on the distance between 

neighboring segments of the interface. Efficiency of diffusion thus depends not 

only on efficiency of stretching along the interface, but on how this stretching 

is distributed relative to the distance between neighboring segments of the 

interface. 
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3.1 Introduction 

The study of fluid mixing under chaotic advection encourages a global, 

finite-time analysis of dynamics. Such analysis requires recasting some standard 

methods of investigation. For example: 

(i) Much of dynamical systems analysis, in fact the definition of chaos and 

many of the tools for measurement, such as Lyapunov exponents, involve 

infinite-time concepts; however, infinite-time measures may have little rel

evance to fluid mixing on finite time scales. 

(ii) Typically one establishes analytically the presence of chaos in two-dimen

sional flows via the horseshoe map construction. The chaotic motion, and 

the symbolic dynamics used to describe the motion, thus applies to an 

invariant Cantor set in phase space. To study fluid mixing, however, one is 

less interested in the dynamics of a Cantor set of points than in the motion 

of entire interfaces or material blobs. 

(iii) Some common measures of mixing, such as efficiency of stretching (see 

Ottino1 •2 ), are local in nature. The study of enhanced stretching is greatly 

facilitated by a consideration of the global geometry underlying the chaotic 

zones. 

We present results of a global, finite-time study of stretching and diffusion 

in a class of chaotic flows: two-dimensional fluids that evolve according to 

time-periodic velocity fields. We specialize to near-integrable systems whose 

unperturbed solution contains a hyperbolic fixed point connected to itself by 

one or more homoclinic orbits, or a pair of hyperbolic fixed points connected 

to each other by two or more heteroclinic orbits. In particular, we consider two 

fluid flows induced by oscillating vortex pairs as prototypes of fluid mixing in 

open and closed flows. Though we consider a highly specialized class of velocity 

fields, we wish to emphasize the robustness of the analysis. For example, the 
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framework for studying global dynamics within chaotic tangles via invariant 

manifolds extends to velocity fields with more complicated time dependences3 

(as discussed in Chapter 2), to certain classes of higher-dimensional flows ,4 

and to cases with an arbitrary number of invariant hyperbolic sets of flows 

that need not be near-integrable5 (simple examples of these extensions include 

two-frequency quasiperiodic velocity fields, and three-dimensional fluids with 

normally hyperbolic invariant 1-tori rather than hyperbolic fixed points). For 

concreteness, however, we focus on a simple class of velocity fields. 

Consider the two-dimensional fluid flows induced by (i ) a pair of equal 

and opposite point vortices and (ii) a pair of identical point vortices oscillating 

periodically in response to a time-periodic strain-rate field. We refer to these 

two flows as the open and closed flow, respectively, whose stream functions , in 

the comoving and corotating frames , respectively, can be written as 

'1/Jo =-:: (ln((x- xv)2 + (y- Yv?] -ln((x- xv? + (y + Yv? ]) 

+ exysin(27rt) - vy 

for the open flow and 

'1/J c = - :: ( ln [ (X - X v ) 2 + ( Y - Yv) 2 ] + ln [ (X + X v? + ( Y + Yv?] ) 

+ cxysin(27rt) + ~ (x2 + y2
) 

(3.1a) 

(3.1b) 

for the closed flow , where (xv, Yv) represents the sp atial coordinates of one of 

the vortices in the pair (whose evolution is easily determined from the ab ove 

streamfunction s with the self-contribution term ignored - refer back to Ap

p endix 2.A1 for the open flow, which should make the closed flow apparent) , 

r is the magnitude of circula tion a ssociated with each vortex, 6 is the strain 

rate amplitude, v is the m ean vortex pair velocity in the open flow lab frame, 

and w is the mean vortex pair rotation frequency in the closed flow lab fram e. 

The streamlines of the unperturbed system s in these time-independent frames 

are shown in Figure 3.1(a). Periodic for cing drastically a lters the dynamics 
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near the unperturbed separatrices, and it is convenient to study the dynam

ics by sampling trajectories periodically in time (with period equal to that 

of the strain-rate field, !:l.t = 1 ), which defines a Poincare map, denoted by 

P~ for the perturbed system. For small enough perturbations the hyperbolic 

fixed points of the map persist, and if their global stable and unstable mani

folds intersect once they intersect in a countable infinity of points to produce 

the boundary of a complicated two-dimensional lobe structure (the so-called 

heteroclinic/homoclinic tangle) that is invariant under the Poincare map (see 

Figure 3.1(b)). With each application of P~ (i.e., from one time sample to 

the next), lobes map from one to another within the invariant lobe structure 

in an orientation preserving manner, and this provides a global picture of the 

dynamics, i.e., of transport in phase space (which is identical to transport in 

physical space in the case of chaotic advection). There is a wealth of features 

of chaotic dynamics that can be studied within this framework; we concentrate 

here on the stretching of interfaces and the diffusion of passive scalars across 

these interfaces. 

3.2 Interface dynamics 

3.2.1 Lobe dynamics 

We first provide a more detailed description of the global dynamics in 

chaotic tangles with the help of Figure 3.2. An invariant core boundary, ap

proximately equal to the unperturbed core boundary formed by the separatri

ces, is defined by segments of the st able and unstable manifolds, as shown by 

the dashed lines. The stable and unstable manifolds int ersect in two classes 

of points: primary intersection points (PIP's) (marked by dots) and secondary 

intersection points (SIP's) (marked by crosses). The n ature of these two types 

of intersection points should be clear from the figure (see Wiggins 7 for a discus

sion of intersection points); both the PIP's and SIP's will be seen to be relevant 
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to understanding the topology of enhanced stretching. There are two types of 

lobes, which we distinguish as entraining and detraining: the rn th ( rn 2: 1) en

training lobe, E(m), is entrained into the core (mapped from outside to inside 

the core) upon the mth iterate of P€; the mth (m 2: 1) detraining lobe, D(m), is 

detrained from the core (mapped from inside to outside) upon the mth iterate of 

P€ (in a similar manner one defines the lobes form :::; 0, as should be clear from 

Figure 3.2). One pictures transport in phase space in Figure 3.2 by recognizing 

that the lobes map according to: 

P€(E(m)) = E(m- 1) 

P€(D(m)) = D(m- 1) 

(these transport equations follow from the in variance of the manifolds, the 

orientation-preserving nature of the Poincare map, and the choice of sampling, 

as explained in Rom-Kedar et a1. 6
). We refer to E(1) and D(1) as turnstile 

lobes, and these lobes are the only mechanism for transport in and out of the 

core under P€. The segments of the lobe boundaries formed by the stable man

ifold behave asymptotically in a simple manner: they asymptote to the left 

hyperbolic fixed point and contract asymptotically exponentially in time. The 

segments of the lobe boundaries formed by the unstable manifold behave in a 

complicated manner, and it is these interfaces whose dynamics we wish to study. 

Indeed, an understanding of the stretch properties of these interfaces provides a 

good understanding of stretching throughout the tangle region, since the unsta

ble manifold acts somewhat like an attractor.3
•
6 Of course, since the dynamical 

system describing the fluid motion is Hamiltonian (the fluid is incompressible), 

the unstable manifold is not truly an attractor; however, the strong stretching 

and contraction of the fluid lobes implies that, though area elements do not 

shrink, they tend to be stretched in one direction and contracted in another 

such that the unstable manifold dominates the evolution of material curves in 

the tangle region. 
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3.2.2 Stretch profiles and a symbolic dynamics 
for the entire interface 

From the way the lobes map from one to another, it suffices to consider the 

segment of the unstable manifold along the boundary of the turnstile lobes; for 

simplicity we consider the material curve that starts off (t = 0) on the segment 

of the unstable manifold that bounds the entraining turnstile lobe, which we 

denote by ro(t) (the endpoints of this line segment at t = 0 are the PIP's p1 

and p2, as marked in Figure 3.2). The behavior of r 0 is best understood by 

first making a comparison with an unperturbed case; for example, consider the 

evolution according to the unperturbed flow of a material curve f 0 (t) which at 

t = 1 lies on the segment of the perturbed unstable manifold that is essentially 

Pe(ro(t = 0)), except that its endpoints jH, f52 are the points which asymp

tote to the unperturbed fixed point rather than the perturbed fixed point (see 

Figure 3.3). This material curve winds around the core ad infinitum, never 

intersecting the unperturbed core boundary, except at f51 and j52. Since the 

endpoints asymptote to a hyperbolic fixed point, the infinitesimal line elements 

of fo associated with the endpoints stretch asymptotically exponentially in time; 

however, overall f 0 stretches only asymptotically linearly in time. Hence as time 

progresses, the stretch profiles in Figure 3.3 will be peaked more and more to

wards the endpoints, with an overall dip in the middle corresponding to poor 

stretching. In the perturbed case, r 0 is entrained into the core at t = 1, and 

then for near-integrable flows starts to wind around the core not much unlike 

fo in the unperturbed case, except that an arbitrarily small time-periodic mod

ulation of the velocity field suffices to cause ro to intersect the stable manifold 

segment of the perturbed core boundary (these intersection points are SIP's), 

as shown heuristically in Figure 3.2 for the open flow (numerical simulations 

are shown presently). The SIP's h ave a two-fold significance: first, like the 

PIP's they asymptote to a hyperbolic fixed point and thus the infinitesimal line 
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elements of ro associated with the SIP's stretch asymptotically exponentially in 

time; second, they are the dividing points between segments of r 0 that behave 

in a qualitatively different fashion, as shown in Figure 3.2: 

(i) A "returned" part ror3, at t = 3 between SIP's a, b and e, J, and which 

at t = 3 is close to ro(t = 0), and hence will evolve from time t = 3 

approximately the way r 0 does from timet = 0 (the SIP's playing the role 

that the PIP's did originally for r0 }. The subscript on the second r specifies 

the number of time samples it takes for ror3(t = 0) to "return" to ro(t = 0) 

(the subscript on future symbols should be clear from this comment). 

(ii) A detrained part rod3, at t = 3 between SIP's b, c and d, e, which will 

remain outside the core and stretch asymptotically linearly in time. 

(iii) A tail, rot3 , at t = 3 between SIP's c, d, which will wind around the core as 

its SIP's asymptote to the left fixed point, but in a way that is qualitatively 

different from ro. (Though a general scheme needs to include a tail, for 

some system parameters there will be no tail, as can occur for example if 

in Figure 3.2 the tip of E( - 2) lies in D(O).) 

(iv) The remainder of r 0 , to which we add no further labels for t h e moment. 

In this manner we build up a symbolic dynamics, so to speak, that applies to 

the entire material curve, as shown h euristically in Figure 3.4. To understand 

how this is built up, one needs to recognize: 

(i) With each additional application of Pe, a portion of the remainder of ro 

will be "returned" and another portion detrained. Hence, there will b e an 

r0 r4 and an r 0 d4 after the fourth iterate of Pe, then an rors and an rods 

after the fifth iterate of Pe, and so on. Referring to Figure 3.2, it is clear 

from the lobe dynamics that at t = 3 rorn, n ~ 3, is a portion of t h e 

boundary of E( -2) between D(n- 3) and D(n- 2), and rodn is a portion 

of the boundary of E(-2) inside D(n-3). Hence the rorn's and rodn 's join 
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contiguously to cover ro, as shown by the upper line in Figure 3.4. These 

pairs of symbols on the upper line pertain to the first revolution around 

the core of successive pieces of r 0 • 

(ii) The tail and returned parts will further subdivide qualitatively the same 

way as does ro starting at t = 0; the detrained parts do not keep subdivid

ing. When we say that further subdivisions are qualitatively similar, we 

should note that successive revolutions around the core may take a differ

ent number of iterates of Pe: for the first return to occur, and that these 

numbers may in fact differ (by at most one) on either side of the tail (when 

this occurs we split the tail in two and have the t subscript on each side 

agree with that of the adjacent detrained part). Also, for large enough 

perturbations, though the tail subdivisions will for large enough n settle 

down to the alternating sequence of ro . .. tmrn, ro .. . tmdn, ro . .. tmrn+l• 

ro .. . tm dn+ 1, etc., for small n the ordering may be a bit erratic, due to 

the possibly complicated behavior of the tail. These minor complications 

do not detract from the overall usefulness of the symbolic dynamics in 

understanding the topology of enhanced stretching. 

The result is a dense labeling of the interface, consisting of a string of symbols 

that terminate if a 'd' is r eached. For example, the string ror1r2ods denotes 

the segment of r 0 which takes 7 time samples to wind around the core and 

"return" to r 0 , then another 20 time samples wind around the core once more 

and "return", and then 5 time samples to wind around the core one last time 

to be detrained. The dynamics is thus described by a string of symbols, with 

three types of entries: r, d, and t. The differences from conventional symbolic 

dynamics are that the strings may be finite (if they contain a d), and that there 

is a subscript on each entry which specifies the time interval between successive 

entries. These differences in time scales, as we shall later discuss, are highly 

relevant to understanding the dynamics within the tangle regions. One can 
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construct a similar symbolic dynamics for the closed flow, with two differences: 

(i) Detrained segments can be re-entrained, so detrained segments will further 

subdivide, and the string of symbols will not terminate at a d. 

(ii) The segment ro can pass through both the upper and lower core, which can 

be kept track of by using, say, small letters for the upper core and capital 

letters for the lower core. 

The symbolic dynamics, coupled with a knowledge of the unperturbed stretch 

profile, provides a framework for studying the mechanism for, and topology of, 

enhanced stretching in chaotic tangles. As described earlier, the "returned" 

segments evolve approximately like r 0 (t = 0), so one understands the enhance

ment of the stretch profile in terms of the unperturbed profile approximately 

repeating itself on smaller and smaller scales, the topology of this repetition 

understood via the symbolic dynamics (refer back to Figure 3.4, and see Fig

ure 3.5 for a heuristic portrayal). For the open flow, the detrained segments 

stretch asymptotically linearly in time, so the stretch profile will contain gaps 

of poor stretching, the ordering of which is again understood by the symbolic 

dynamics. 

We present in Figure 3.6 plots of ro and its associated stretch profile with 

symbolic dynamics labeling for selected time samples of a short-time simulation 

of the open and closed flow. Figures 3. 7 and 3.8 show each time sample of the 

simulation, w ithout detailed labeling, to help convey the nature of the interfacial 

stretching. The closed flow clearly shows the highly non-uniform unperturbed 

stretch profile approximately repeating itself on smaller and smaller scales. The 

SIP's entering the region local to the hyperbolic fixed point play the role of 

the endpoints in the unperturbed case, and with increasing time there appear 

sharp peaks of extremely good stretching around these SIP's. One even sees 

the small dip in the unperturbed profile n ear the endpoints appear near the 

SIP's in the perturbed profile. Since the open flow unperturbed profile is more 
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uniform, it is more difficult to decipher the perturbed stretch profile without a 

somewhat belabored discussion, but with the help of SIP portrayal and symbolic 

dynamics labeling in Figure 3.6 one can make some basic observations. The 

detrained segments clearly begin to form pockets of poor stretching, and the 

returned segments do show evidence of approximate self-similar behavior. An 

obvious example of this latter behavior is the sharp dip of poor stretching 

associated with the "tip" of the lobe formed by ro(t) appearing in the returned 

segments when they perform another revolution around the h eteroclinic core. 

More specifically, note in Figure 3.6 the open flow stretch profile of ro(t = 3) 

approximately repeating itself on smaller scale in the stretch profile of ror3(t = 

6): both show four significant peaks separated by significant dips, the middle dip 

b eing quite pronounced. Of course the repetition is indeed only approximate. 

For example, the middle dip of ror3(t = 6) associated with the "tip" is much 

wider than the corresponding dip of r 0 (t = 3), since the tail of the former is 

much larger as a consequence of r 0 r 3 (t = 3) lying further inside the heteroclinic 

core than ro(t = 0). Additionally, since the stretch profile of ror3(t = 3) has a 

mild non-uniformity, this non-uniformity carries through to give an additional 

mild non-uniformity in r 0 r 3 (t = 6) not found in ro(t = 3). 

It is with these qualifying comments that we hope the spirit of our notion 

of approximate self-similar repetition is understood. Within this setting, we 

make a number of observations about the stretching. 

(i) Notice the relationship between the non-uniformity of the unperturbed 

stretch profile and the non-uniformity of the perturbed profile. For ex

ample, the unperturbed closed flow profile, for the parameters chosen, has 

good stretching highly localized around the endpoints, with a large dip 

of poor stretching b etween the endpoints; hence the p erturbed profile has 

good stretching highly localized around the SIP's, with significant dips of 

poor stretching between SIP's. In contrast, the unperturbed open flow 
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profile is more even (due in part to the presence of the other hyperbolic 

fixed point); hence the perturbed profile has a more even distribution of 

good stretching. We see then that the unperturbed stretch profile provides 

qualitative and yet basic information about the non-uniformity of the per

turbed profile, which is highly relevant to efficiency of mixing in the context 

of diffusion across interfaces, as we will describe in the next section, and to 

the statistics of stretching, as we will study in Chapter 6. Primarily in this 

context is our interest in approximate repetition on smaller and smaller 

scales. 

(ii) The mechanism for enhanced stretching can be understood partially in a 

variety of ways, and the different flows highlight these different ways. For 

example, consider residence time near the hyperbolic fixed points. The cre

ation of SIP's by external forcing entails a creation of a countable infinity 

of points along the interface that eventually reside near the fixed point for 

all time, and hence entails an overall increase in the interface's residence 

time near the hyperbolic fixed points. This mechanism is dominant in the 

closed flow, where the stretching is highly localized around SIP's. Con

sider also the repeated stretch, fold and return mechanism, which need not 

be tied to residence near the hyperbolic fixed point. For example, referring 

back to Figure 3.2, after three perturbation periods r 0 has been stretched 

and folded. The portion r 0r 3 will repeat the stretch and fold process, as 

will then r 0 r 3 r 3 , and so on. As long as the concerned segment stretches by 

a factor greater than one with each fold and return, it will be undergoing 

exponential stretching. Here, then, exponential stretching is not neces

sarily due to good local stretching near a hyperbolic fixed point, but to 

the repeated stretch and fold mechanism. This mechanism is highlighted 

by the open flow, where stretching is more evenly distributed between the 

SIP's. Note that the stretch profile of ror3(t = 3) need not be uniformly 
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greater than one, so that one will have to compute the profile (and then 

further profiles) to determine which portions of r 0 are candidates for expo

nential stretching. In such a manner one determines "where the horseshoe 

maps are", so to speak. A third explanation is that turnstile lobes act 

in a certain sense as reorientation lobes. As segments of ro wind around 

the core, their stretch efficiency decays not much unlike the unperturbed 

case; however, when they reach the turnstile lobes they are then mapped 

by P~ in such a way as to reorient many of the line elements to increase 

stretch efficiency (as described in Chapter 4). All of the above mentioned 

mechanisms for stretch enhancement are really part of the same overall 

mechanism we previously mentioned, that is the approximate self-similar 

behavior of ro as it evolves. 

(iii) Notice the great variation of stretch histories (the vertical scale of the pro

files in Figures 3.6-3.8 is logarithmic) and the spatial complexity of the 

interface produced in a very short time by a very simple velocity field. A s 

we shall discuss, mixing in the context of diffusion of passive scalars across 

an interface depends on the stret ch histories of the interface, and, as the 

simulations in Figures 3.6-3.8 suggest, there may be little obvious connec

tion between a velocity field's prop erties and the corresponding a dvection 

properties. In particular , simple velocity fields can of course produce com

plicated advection, and more generally the scaling properties of turbulent 

velocity fields may have little to say about the mixing properties. In addi

tion, the presence of hyperbolicity in the chaotic t angles implies substan

tial temporal variation of the strain experienced by an infinitesimal line 

element, as well as great spatial variation of strain history along a ma

terial curve. In studies of turbulent mixing, sometimes an assumption of 

constant strain is made at some point (see for example Batchelor8 for one 

of the early well-known works using this assumption); such an assump-
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tion certainly would not apply in chaotic tangles, and we see no particular 

reason for it to be valid for turbulent flows. 

(iv) Though previous investigators have commonly referred to chaotic zones as 

regions of "enhanced" stretching, notice how in both the open and closed 

flows there are gaps of poor stretching on finite time scales. As previously 

mentioned, these gaps in the open flow are partially explained by detrain

ment. For both flows, however, the additional explanation is offered by the 

previously described dip in the unperturbed stretch profile, which carries 

through to the perturbed profile by the previously described approximate 

self-similar enhancement of the stretch profile. Note how the regions of 

poor stretching typically correspond to "bulbous" parts of the lobe, and 

turning points such as the "tip" of the interface. These bulbous parts can 

rotate throughout the chaotic zones with ineffectual stretching on finite 

time scales, not coming close to the fixed point, and not undergoing the 

repeated stretch and fold mechanism. We should stress here a basic differ

ence between the open and closed flow: in the closed flow the chaotic zone 

associated with the homoclinic tangle is finite, re-entrainment occurs, and 

poor stretching eventually gives way to enhanced stretching; in the open 

flow the chaotic zone associated with the heteroclinic tangle is infinite, and 

detrainment leads to advection out to x = -oo in an asymptotically linear 

manner , so that poor stretching can remain so for all time. 

(v) Note the variety of stretch scales, spatial scales, and temporal scales in

volved in the interface stretching. Basically ro is undergoing a repeated 

stretch and fold process, with the magnitude of stretching depending on 

the location relative to the fixed point, and this stretch, fold , and return 

process takes place on all time scales (above some minimum time), as moni

tored by the symbolic dynamics: for example, rorn(t = 0), n > nmin, takes 

n time samples for the first stretch, fold, and return. Hence horseshoe maps 
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occur on all time scales above some minimum time. The variety of stretch 

scales and spatial scales is indicated by the non-uniformity of the stretch 

profiles. For each revolution around the homoclinic/heteroclinic core, one 

can have anything from contraction on sizable spatial scales to extremely 

good stretching on very small spatial scales. This range of scales will be 

relevant to the statistical analysis of stretching given in Chapter 6. 

(vi) Consider the total length of the interfaces, as shown in Figure 3.9. Up until 

the first "returned" portion of r 0 wraps around E(O) (i.e., a portion of r 0 

begins its second wind around the core), the total length of r 0 does not 

differ significantly from that of f 0 in the unperturbed problem; however, 

thereafter (after t ~ 4 for the open flow and t ~ 3 for the closed flow) 

the length of r 0 quickly converges to mild oscillation about exponential 

stretching. In this context, great regularity underlies the approximate self

similar behavior of ro. 

The above observations highlight some of the relevant features of stretch

ing as understood in the geometrical setting of invariant manifolds. With these 

observations as a backdrop, we wish to convey the utility of the geometri

cal framework offered by the invariant manifolds. Heretofore, the horseshoe 

map construction and its associated symbolic dynamics have been the central 

paradigm for enhanced stretching in the chaotic tangles of two-dimensional 

maps. Though establishing exponential stretching on a non-trivial subset of 

phase space, this construction offers little global understanding of stretching, 

and the study of global stable and unstable manifolds provides an extension of 

this analysis. The conventional horseshoe map analysis applied to chaotic tan

gles considers the repetition of an essentially uniform stretch and fold process 

in a domain that is a small subset of phase space near a hyperbolic fixed point, 

and ignores all pieces of the domain which map outside the domain; the analy

sis based on invariant manifolds considers the approximate repetition of highly 
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non-uniform stretching and folding of turnstile lobe boundaries throughout the 

chaotic zone, and monitors the entire material curve. For near-integrable sys

tems, it is the unperturbed stretch profile that is approximately repeated on 

smaller and smaller scales, and the topology of this repetition is understood 

by the symbolic dynamics. The utility of both the conventional horseshoe map 

analysis and the invariant manifold analysis is primarily conceptual, but the 

latter offers a framework for more detailed quantitative analysis. Applications 

to realistic flows can in practice be difficult, which motivates first a study of 

model systems. Past models for the stretch processes under chaotic flows have 

typically been fairly elementary. For example, in their study of the kinematic 

dynamo problem under chaotic advection, Ott and Antonsen9 assume simple 

enough models for the stretch processes, such as a baker's map, that stretch 

distributions are described by standard multifractals from a binomial multi

plicative process. The invariant manifold analysis of this chapter provides a 

framework for much more realistic models, in which the topology of, and multi

ple scales involved in, fluid flows are respected. For example, one could choose 

a reasonable analytical model for the unperturbed stretch profile, one whose 

non-uniformity can be adjusted by a parameter, and have the profile repeat on 

smaller and smaller scales according to the symbolic dynamics (with the SIP 

locations chosen by some reasonable model). The result is a multifractal with a 

much richer construction, one that is truer to what one would expect in realistic 

flows. In Chapter 6 we will consider some elementary models in the context of 

a study of distributions of finite-time Lyapunov exponents in chaotic tangles. 

To study realistic flows rather than models can involve intensive computation; 

however, the invariant manifolds provide a framework for such computation. 

The goal of course, as done in Figures 3.6-3.8, is to identify the hyperbolic fixed 

points and local stable and unstable manifolds (for near-integrable systems 

there is a standard and easily implemented procedure for doing this); one then 

computes the global stable and unstable manifolds by evolving the local sta-
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ble and unstable manifolds backwards and forwards in time, respectively, from 

which one can determine the turnstile lobes and hence r 0 (t = 0) and f 0 (t = 0). 

Simulations of fo illustrate the stretch profile that is approximately repeated on 

smaller and smaller scales in the perturbed case, and one can study and alter 

this profile (by changing system parameters) before going on to the perturbed 

simulations. Of course, to determine the topology for any given perturbed flow, 

such as finding the SIP's and calculating stretch profiles, one must resort to 

explicit numerical simulation. Such computations can become arduous for long 

time scales, but it is nevertheless crucial to appreciate that an underlying ge

ometrical framework does exist in the chaotic tangles. At present , the studies 

of chaotic advection rarely, if ever, acknowledge the presence of an underlying 

topology in chaotic zones: typically a blob or set of points are initialized in a 

fairly random fashion , and the fact that finite-time stretching can vary greatly 

within the chaotic zones is not addressed. A main goal of this chapter then is 

to encourage future studies to address the underlying geometries within chaotic 

tangles and the great variation of the dynamics on finite time scales. There are 

a number of examples where such a consideration would be helpful. For exam

ple, in their study of separation under flow reversal, Aref and Jones10 present a 

computational example illustrating that separation of a material blob is better 

in chaotic zones than in regular zones, and argue that this enhancement is due 

to the enhanced stretching in chaotic zones. A consideration of the topology of 

stretching on finite time scales would be useful in maximizing this effect. 

We should point out that, though long-time computations can be arduous, 

they are not so difficult as one might first think. For example , suppose one 

wished to determine J..l(rori ... rjdk(t = n)) for all possible combinations of 

i + ... + j + k = n, where f.l() denotes the total stretch from t = 0. As 

n ---+ oo, both the value each indice can take on and the number of possible 

r entries in the string go to infinity. However, it is reasonable to expect that 

J.L(rori+l (t = i+ 1 ))/ J.L(r0 r;(t = i)) asymptotes to a simple relation as i ---+ oo and 
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that for sufficiently small perturbations one can find upper and lower bounds 

on how the first revolution around the core (i.e., J.L(rori(t = i))) describes later 

revolutions (due to the approximate self-similar behavior of r 0 ). With these 

two properties, a finite set of quantities (p.(rori(t = i)) for a finite number of 

i's) provides a reasonable characterization of the stretching. We should stress 

however that, as with the conventional horseshoe map construction and other 

paradigms of dynamical systems theory, the goal of our stretch analysis is not to 

provide a large amount of data, but rather to provide a conceptual framework 

with which to understand the order that underlies the chaotic dynamics. 

We end this section by stressing that for classes of three-dimensional flows 

and flows with more general velocity field time dependences one can define from 

invariant manifolds sets of lobes which map from one to another and obtain 

from this a global picture of enhanced stretching. To do so requires recent and 

fairly technical developments in dynamical systems theory, involves much more 

complicated geometries, and is beyond the scope of this chapter. We will briefly 

discuss, however, the two simple cases mentioned in the introduction. For a 

two-frequency velocity field,3 one needs to generalize from maps to sequences of 

maps (refer back to Chapter 2) . Transport in phase space is described in terms 

of lobes mapping within a sequence of lobe structures that are derived from 

invariant manifolds embedded in a higher-dimensional Poincare section. For a 

three-dimensional system with normally hyperbolic invariant 1-tori4 (i.e., the 

hyperbolicity is in a plane "normal" to the 1-torus, and there is no exponential 

stretching "along" the torus), the extension from two dimensions is fairly robust, 

with three-dimensional lobes stretching and folding in two dimensions, and 

negligible stretching in the third dimension. 
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3.3 Diffusion across interfaces 

Let us now consider mixing in the context of diffusion of passive scalars 

across an interface (the analysis extends to passive vectors, which will be the 

subject of fut ure work) . For example, a natural problem starts off with fluid A 

outside the perturbed core and fluid B inside the perturbed core; we consider 

a simpler scenario that starts off with fluid A in the entraining turnstile lobe 

and fluid B everywhere else (this allows u s to concentrate on a single lobe, and 

from the lobe dynamics it should be clear how the latter problem relates to 

the former ). As these fluids advect according to the open or closed flow, let 

them diffuse, according to the standard diffusion equation, across the interface 

defined by the material curve that initially lies on the entraining turnstile lobe 

boundary. This curve thus consists of r 0 and a segment of the stable manifold; 

the stable m anifold p art of the curve, as seen in Figures 3.6-3.8, quickly shrinks 

to negligible length relative to r 0 , and so with negligible error we ignore the 

diffusion across the stable manifold segment and focus only on ro. For thin 

enough diffusion zones and sufficiently steep concentration gradients across the 

interface, which is valid for a given diffusion coefficient for small enough times, 

the diffusion process is essentially normal to the interface, and can be treated as 

one-dimensional. The amount diffused across the interface can then be related 

to the stretch history of the interface. 1 •2 •11 - 13 The concentration of fluid A 

(and similarly fluid B) spreads with increasing time like an error function (see 

Figure 3 .10(a)): 

1{ [ S(p , t )y ]} <I> A(P, y, t) = -
2 

1 + erf 1 , 

(4Dr(p, t))2 
(3.2) 

where p specifies a point on the interface, y is a relative coordinate normal 

to the interface at p and pointing into the lobe, D is the diffusion coefficient, 

S(p, t) = 8s(p, t)/8s(p, t = 0) is the interface stretch at p , and 

r (p , t) = 1t S 2 (p, l)dt. (3.3) 
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The diffusion rate per unit initial arclength across the interface at p, C(p, t), 

is given by 

(3.4) 

The amount of fluid A diffused across the interface at p per unit initial arc 

length is then 

( - - [Dr] t A(p, t) = Jo C(p, t)dt = --;- . (3.5) 

Hence, the local time-dependent diffusion rate and the amount diffused across 

the interface is completely determined by the local stretch history of the inter

face. The total amount of fluid diffused out of the lobe is found by integrating 

equation (3.5) over all p. Enhanced interface stretching corresponds to en

hanced diffusion across the interface, and a global understanding of stretching 

directly translates into an understanding of diffusion. However, this analysis is 

valid only for sufficiently thin diffusion zones, and a notable exception to this 

case occurs when the interface folds back onto itself so that the diffusion zones 

overlap.13 As should be clear from the plots in Figures 3.6-3.8, in chaotic zones 

interfaces quickly fold and wrap around themselves in a violent manner, and 

one would thus like to employ an analysis that addresses overlap of neighboring 

diffusion zones. A full analysis that takes into account the overlap of all neigh

boring diffusion zones would be quite laborious. Instead we employ an analysis 

that takes into account the overlap of a neareJt neighbor diffusion zone, which is 

sufficient to capture additional phenomena relevant to the not ion of effici ency 

of mixing. The key to such an analysis is to notice, as seen in Figures 3 .6-3.8, 

that much of the neighboring sections of the interface are essentially parallel to 

one another and have small curvature (typically these port ions of the interface 

have good stretching); in addition, the parts of high curvature tend to be bul

bous and hence have less of a tendency for overlap of diffusion zones (typically 

these portions have poor stretching). Under the assumption that overlap of 

neighboring diffusion zones is not significant until the neighboring segments of 
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the interface are essentially parallel, which is valid for a small enough diffusion 

coefficient, the diffusion process can still be treated as one-dimensional. We 

address overlap of diffusion zones when it is due to the lobe being sufficiently 

thin; we do not worry about overlap due to the lobe folding on top of itself. 

When there is overlap at p, equation (3.2) is replaced by a superposition of two 

error functions 

1 { [ Sy ] [ Sd(Y - d)] } 
IJ>A(p,y,t) = 2 erf (4Dr)1/2 -erf (4Drd)l/2 ' (3.6) 

where d = d(p, t) is the normal distance at p between the two neighboring 

segments of the interface whose diffusion zones overlap, and Sis understood to 

represent S(p, t), while sd = S(p + dfj, t) (and similarly for T and Td)· Note 

that in the limit d -t oo (with y fixed) the second error function goes to -1, 

and hence equation (3.5) recovers equation (3.2). The concentration spreads 

with increasing time like a sum of two error functions, one associated with each 

interface (see Figure 3.10(b )). By a calculation similar to that in equation (3.4), 

except that one has to now take into account the presence of the other interface, 

the diffusion rate out of the lobe per unit initial length of neighboring segments 

of the lobe boundary is 

1[D]t{S
2

( [-(Sd)
2
]) Sl( [-(Sdd)

2
])} C(p,t) = 2 -; r! 1-exp 4Dr + Tdt 1 -exp 4Drd . (3.7) 

The presence of a neighboring interface thus adds to the diffusion process a 

saturation term of the form (1 - exp [ -~~:)
2

] ), so that the separation distance 

d is a factor in the diffusion process. To find the total amount of fluid diffused 

out of the lobe, a convenient trick, with physical meaning, is to separate the two 

terms in equation (3.7) and then integrate over all p in the interface, rather 

than integrate (3.7) over half the p of neighboring segments of the interface 

whose diffusion zones overlap. Hence for all p we write 

(3.8) 
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where it is understood that when there is negligible overlap at p we send d - oo. 

The amount of fluid A diffused across the interface at p per unit initial arc 

length, A(p, t), is then given by integrating C(p, t) in time as done in equation 

(3.5), and then the total amount of fluid A that leaks out of the lobe is given by 

integrating A(p, t) over all p. Note that, to determine A(p, t) at a particular 

time, one can of course also deal with a spatial integral of the concentration 

~ A(P, y, t) rather than a time integral of C(p, t); the advantage of the former 

approach is that one need calculate d(p, t) only at that given time. 

We present in Figure 3.11 some plots of A(p, t) when r 0 advects under the 

same velocity fields as considered in the examples of Figures 3.6-3.8. Figure 3.12 

shows the total amounts of fluid A that diffuse out of the lobe. The saturation 

term is clearly relevant to the efficiency of the diffusion process. For example, 

in the closed flow simulation, though the interface stretches more than in the 

open flow, this stretching is highly localized in a few regions where the lobe 

is extremely thin, and the diffusion process quickly saturates since there is 

little fluid available to diffuse out of these parts of the lobe. Hence, we see 

from t = 4 to t = 5 there is little enhancement of diffusion since, though 

there is a great amount of stretching going on, it is localized in regions where 

the diffusion process has saturated (note that as more SIP's asymptote to the 

hyperbolic fixed point, the diffusion process will again be enhanced, so that 

the overall enhancement is staggered in time). This is in contrast to the open 

flow example, where the stretching is more evenly distributed, and saturation 

is less of a factor. One sees then that, in the context of diffusion, the efficiency 

of mixing depends not only on the efficiency of stretching along the interface, 

but on how this stretching is distributed relative to the separation of neighboring 

segments of the interface. This is highlighted in Figure 3.12, where we see that , 

even though ro stretches more in the closed flow, the open flow has a greater 

amount of diffusion on the time scale shown (the greater saturation in the closed 

flow is due in part to the smaller turnstile lobe area, but more importantly to 
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the greater non-uniformity of the stretch distribution). On longer time scales 

the differences between a finite and infinite mixing region (the tangle) of the 

closed and open flow, respectively, will become more apparent. As mentioned 

earlier, regions of poor stretching in the closed flow, due to re-entrainment, 

eventually give way to enhanced stretching, which is not necessarily the case in 

the open flow. However, the finiteness of the closed flow mixing region implies 

that diffusion zone overlap, and hence saturation, will become more of a factor 

than in the open flow (especially when one considers more than just nearest 

neighbor overlap). Also, in the original problem of fluid B in the core and 

fluid A outside the core, with successive time samples the open flow entraining 

turnstile lobe will always contain only fluid A, except for the amount diffused 

out, while the closed flow entraining turnstile lobe will contain less and less of 

fluid A due to more and more re-entrainment of fluid B via this lobe. In this 

context, open flow mixing involves more fluid and lasts longer. 

With Figures 3.11 and 3.12 in hand, we emphasize the spirit of our inves

tigation. Certainly the approach to studying diffusion is an approximate one, 

with several sources of error: we consider only nearest n eighbor overlap, we 

ignore diffusion across the stable m anifold boundary, and the assumption of 

parallel neighboring segments of the interface and a one-dimensional diffusion 

process break down at sharp turning points of the interface, such as the tip of 

the lobe. However, the errors regarding the stable manifold and sharp turning 

points involve a truly negligible amount of fluid, and nearest neighbor overlap 

is sufficient to approximately capture the effect of saturation. Our main goal 

is not to focus on a computational prescription for exact numerical results, but 

rather to take a first step past the non-overlapping thin diffusion zone theory, 

and to show how the efficiency of diffusion is affected by this extension. Until 

now our discussion of "efficiency" has been informal; though there is more than 

one candidate for a formal definition of efficiency of diffusion in this context, 

none seem adequate for a global definition. For example, it seems natural to 
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address the non-uniformity of stretching and interface separation, and hence 

to compare the amount of fluid diffused out of the lobe with an idealized case 

that has the same lobe area and lobe boundary length, but spatially uniform 

stretching and manifold separation. Dividing the non-uniform result by the 

uniform result could define an "efficiency" of diffusion, except that the result is 

not guaranteed to be less than one: though ~Ao(t)/ ~Ano(t) can be decreased 

by nonuniformity, where ~A0 , ~Ano denote the total amount of A diffused out 

of the lobe in the overlapping and nonoverlapping theory, respectively, ~Ano(t) 

can be increased by nonuniformity, so that the above "efficiency" can be greater 

than one or less than one (indeed for Figure 3.12 that above "efficiency" is found 

to be greater than one for the open flow and less than one for the closed flow 

for t ~ 3). For a global consideration of diffusion, it is not clear that there is a 

"best case" on which to base a definition of efficiency. Rather than focusing on 

a formal definition, and exact quantification, of efficiency, however , we would 

rather highlight the qualitative, practical aspects of the problem. For example, 

it is clear that the efficiency of diffusion across an interface is affected by the 

non-uniformity of stretching in the perturbed case, which, as discussed before, 

is related to the unperturbed stretch profile, which in turn is affected by the 

geometry of the unperturbed phase portrait (for example, the presence of an 

additional hyperbolic fixed point in the open flow tended to make the stretch 

distribution more even), and by the unperturbed system parameters (such as 

the strength of the vorticity). Thus one can alter the efficiency of the diffusion 

process by changing the geometry of the unperturbed phase portrait or the sys

tem parameters . In addition, we see from Figures 3.6 and 3.11 that the local 

stretch and diffusion rates vary greatly with initial conditions, and by straight

forward calculations one can identify the regions of good stretching and mixing; 

for example, in the closed flow simulation good stretching and mixing is isolated 

near the SIP's, so identifying these points locates in phase space the "seeds" of 

good stretching and mixing in chaotic tangles . Though exact results can only 
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come from explicit numerical simulation, we feel that a knowledge of the unper

turbed stretch profile, coupled with an appreciation of the symbolic dynamics 

that applies to material interfaces, provides the framework for studying many 

aspects of stretching and mixing in chaotic tangles. Indeed Chapter 6 offers an 

example in the context of distributions of finite-time Lyapunov exponents. 
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F igure 3 .1 (a) The streamlines of the unperturbed (i) open and (ii) closed flows with 

the vortices at (0, ±1). T he fixed points are marked by dots and the separatrices a re 

shown in boldface. (b) The (i) het eroclinic and (ii ) upper homoclinic tangles of the 

pertu rbed flow. The persisting hyperbolic fixed points are marked by dots , and their 

stable a nd unstable manifolds are marked by dashed and solid lines, respectively; 

other invariant curves are marked by solid lines . T he closed flow has several tangles, 

and we fo cus on the homoclinic tangle associated with the innermost separatrix. See 

Figure 3.6 for the perturbed flow parameters. 
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Figure 3.2 The upper (y ~ 0) invariant lobe structure of the perturbed open flow 

(the system is symmetric about y = 0). 
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Figure 3.3 Evolution, according to the unperturbed (a) open and (b) closed flows, 

of the material curve r0 (t). The material curves are shown in (i) (the dashed line 

represents the unperturbed separatrix), and the associated stretch profiles are shown 

in (ii) (s denotes arclength along the material curve and log denotes the common 

logarithm). The magnitude of the circulation associated with each vortex is r = 

0.4(2nY. For the stretch profiles, note that ro(t = 0) = p"'-1 (ro(t = 1)), i.e. we 

evolve r0 (t) from t = 0 tot = 1 according to the perturbed flow (see Figure 3.6 for the 

parameters) and from then on according to the unperturbed flow. For the perturbed 

flows, the vortices are at (0, ±1) at t = 0 (following the convention of Rom-Kedar 

et al.9 ); for the unperturbed flows the vortices are set at the time average of the 

perturbed vortex coordinates, i.e. at (0, ±0.92183) for the open flow and (0, ±0.98039) 

for the closed flow. 
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Figure 3.4 T he symbolic dynamics that applies to To in the open flow. The upper 

line corresponds to To, and the lower lines to enlargements of pieces of ro . 
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Figure 3 .5 The unperturbed stretch profile approximately repeating itself on smaller 

and smaller scales . This diagram gives only an extremely cartoon-like portrayal of the 

phenomenon: the unperturbed profile is represented simply by a well-shaped curve 

(spa tial oscillat ions and sharp dips are ignored) and we are indicating a sequence of 

events by a single diagram. 
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Figure 3.6 P lots of (i) r 0 an d (ii ) associated stretch profiles for (a) the open flow at 

t = 0 , 3, (b) the open flow at t = 6, (c) the closed flow at t = 0, 2, and (d) the closed 

flow a t t = 5, with symbolic dynamics labeling. In (i) t he stable manifolds are shown 

by dashed lines, and the unstable manifolds by dashed-dotted lines; in ( ii) t he dashed 

lines indicate SIP's. In plots (b) and (d) we do not explicitly label all the su bdivisions 

of r 0 , since t he labeling would become much too crowded on the scale shown (plot (b) 

does indicate additional SIP 's by crosses, and points which are "almost SIP's" (i.e., 

almost intersect t he stable manifold segment of t he core) by open dots). (Caption 

continued on next page.) 
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Figure 3 .6 (Caption continued from previous page.) The flows are specified by the 

parameters r = 0.4(27r )2 and ( a,b) c: = 0.085 · 21r, ( c,d) c: = 0.02 · 21r, with the vortices 

at (0, ±1) at t = n E Z . For these and all other simulations, interfaces are represented 

by a weighted distribution of passive marker particles. The weighting is determined 

by applying dynamic point insertion to an initially uniform distribution (starting the 

simulation over with the weighted distribution then eliminates any point insertion 

error). Particle t rajectories are found by integrating the governing ODE system with 

a fourth order Runge-Kutta scheme. 
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Figure 3. 7 Plots of r0 and the associated stretch profile for each time sample of the 

perturbed open flow simulation, without detailed labeling. 
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Figure 3.8 Plots of r0 and the associated stretch profile for each time sample of the 

perturbed closed flow simulation, without detailed labeling. 
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Figure 3.9 Total length l(t) of ro in the perturbed case and of fo in the unperturbed 

case for (a) the open flow and (b) t he closed flow. 



t>O 

t>O 

- 224-

<f>A(p,y,t) 

---
"" "" _ ........ 

y=O 

(a) 

y=O 

(b) 

D=O 
\ 

---

y=d 

y 

y 

Figure 3.10 The concentration profile of fluid A near the interface at p for (a) 

the non-overlapping thin diffusion zone approximation and (b) the overlapping thin 

diffusion zone approximation . 
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Figure 3.11 A(p, t) when r 0 advects under the same velocity fields as considered 

in the examples of Figures 3.6-3.8 (D = 2rr · 10- 6 for both flows). The dashed line 

corresponds to the non-overlapping thin diffusion zone theory and the solid line to 

the overlapping thin diffusion zone theory. 
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Chapter 4 

Strain rates under 

near-integrable chaotic flows 
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Abstract 

We study rates of strain experienced by infinitesimal line elements evolv

ing under near-integrable chaotic flows, revisiting for sake of illustration the 

two oscillating vortical flows considered in Chapter 3. We introduce the no

tion of irreversible rate of strain responsible for n et stretch, study the role 

of hyperbolic fixed points as engines for good irreversible straining, and ob

serve the role of turnstiles as mechanisms for enhancing straining efficiency via 

re-orientation of line elements and transport of line elements to regions of su

perior straining. Continous-time irreversible strain rate plots associated with 

infinitesimal line elements exhibit for integrable flows isolated peaks with each 

pass by a hyperbolic fixed, whose amplitudes decay in time as a consequence 

of progressive orientation of line elements along the streamlines. For near

integrable flows the irreversible strain rate plots show isolated peaks which 

do not decay in time as a consequence of re-orientation of line elements by 

the turnstile lobes. Turnstiles have been shown to play a fundamental role 

in phase space transport, and we argue here they play a fundamental role in 

phase space stretching. 
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4.1 Introduction 

Whereas studies of turbulent fluids sometimes as.mme a constant rate of 

strain (e.g., see Batchelor1 and more recently Dimotakis2 ), chaotic flows have 

been claimed to have rates of strain which "oscillate wildly" (e.g., Dresselhaus 

and Tabor3
). Given this backdrop, we study strain rates experienced by in

finitesimal line elements evolving under 2D near-integrable chaotic flows . Our 

principal interest is in the notion of irreversible rate of strain, the role of hy

perbolic fixed points as engines for good irreversible straining, and the role of 

turnstiles (see Chapters 2, 3, and 5) as mechanisms for increasing straining 

efficiency via re-orientation of line elements and transport of line elements to 

regions of superior straining. We illustrate our study using the same two os

cillating vortical flows considered in Chapter 3. In Section 4.2 we consider the 

integrable (i .e., unperturbed) flows, and study numerically the rate of strain 

associated with sets of infinitesimal line elements distributed along the material 

interfaces f 0 (t = 1) of Chapter 3 (refer back to Figure 3.3). Continuous-time 

strain rate plots contain a large-amplitude oscillatory component associated 

with the component of the line element along the streamlines, which has no net 

contribution to line element stretch or contraction. We thus subtract out this 

contribution to define the irreversible rate of strain directly responsible for net 

stretch. Continuous-time plots of this irreversible rate of strain make apparent 

the contributions to net stretching associated with the fact that the line ele

m ent has a component normal to the streamlines. Distinct peaks are observed 

with each passage by a hyperbolic fixed point, and the peak amplitudes de

cay in time due to increasing line element orientation along the streamlines as 

time progresses. In Section 4.3 we address the perturbed flows, and discuss the 

enhancement of straining efficiency via re-orientation of line elements by the 

turnstile lobes. The role of turnstiles in the study of transport in phase space 

has had fundamental and far-reaching consequences (see Chapter 2 and espe-
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cially Chapter 5); we offer here a complementary observation about turnstiles 

relevant to stretching in phase space. We study numerically the conventional 

rate of strain in the non-integrable flows, observe the enhancement of strain

ing, and note the particular relevance of SIP's (secondary intersection points) 

discussed in Chapter 3. As in the integrable case, there is generically a large

amplitude oscillatory straining component which again complicates the study. 

For non-integrable flows, lacking streamlines, there is no exact expression af

forded that one can subtract out, but one can subtract out an approximate 

contribution which can give reasonable results for near-integrable flows. In 

contrast to Chapter 3, the present analysis of stretching in the context of strain 

rates is more directly related to conventional studies of stretching under fluid 

flows, and, as we shall see, the results here compliment the stretch analysis 

of Chapter 3 (and later Chapter 6), since there we are concerned with stretch 

experienced by ensembles of line elements (representing an interface), and here 

we study stretch rates experienced by individual infinitesimal line elements. 

4.2 Integrable flows 

4.2.1 Conventional rate of strain 

We consider the two oscillating vortical flows identical to those of Chap

ter 3 (same parameters, same interface). Again we begin with the integrable 

(unperturbed) flow, which provides the setting with which to understand the 

near-integrable flows. Figure 4.1 shows the initial location of the infinitesimal 

line elements whose straining we study, distributed along fo(t = 1) from Fig

ure 3.3, with initial orientation defined by the local tangent to the material curve 

on which they lie. The rate of strain experienced by an infinitesimal line ele

ment ( 8R.1, 8R.2) located at ( x 1 , x2) at timet in the presence of a two-dimensional 
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u1(x1, x2, t; c)= !I(x1, x2) + Eg1(x1, x2,wt + Oo; £) 

u2(x1, x2, t; £) = h(xi, x2) + Eg2(x1, x2,wt + Oo; c), 

where 9i, i = 1, 2, is 27r-periodic in wt + 00, is given by 

where 

is the line element length, 

i = 1,2, 

(4.2.1) 

( 4.2.2) 

defines the components of the unit vector oriented along the line element, and 

the Einstein summation convention is used (with x 1 = x, x2 _ y). The spatial 

location of the line element is evolved by 

( 4.2.3) 

and its orientation by 

( 4.2.4) 

Evolving the line elements of Figure 4.1 according to equations (4.2.3) and 

(4.2.4), the continuous-time evolution of the rate of strain experienced by each 

line element via equation ( 4.2.2) is shown in Figures 4.2 and 4.3 for the open 

and closed flow, respectively. We m ake the following observations. 

(i) There is a large-amplitude oscillatory component associated with the trans

lation of the line elements around the closed streamlines. If the line ele-

ments were oriented along the streamlines, these oscillations would have 

zero mean and hence no net contribution to stretch or contraction. Note 
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that there is significant instantaneous straining away from the hyperbolic 

fixed points. Indeed, for the open flow, the most significant straining occurs 

away from the region local to the hyperbolic fixed point. 

(ii) The oscillations are asymmetric about u = 0; the area above u = 0 bounded 

by the positive strain rates is greater than the area bounded below u = 0 

by the negative strain rate, entailing net positive stretch. The imbalance 

is manifested by larger positive strain amplitudes and longer time intervals 

over which the positive strain is defined. These asymmetries are due to the 

initial orientation of the line elements having a component normal to the 

streamlines. 

(iii) The asymmetries decay in time due to the increasing orientation of line 

elements along the streamlines as time progresses (refer back to Figure 3.3, 

and see Figure 4.4), entailing that the net positive stretch is poor, only 

asymptotically linear in time (refer back to Chapter 3). The decay is fairly 

rapid with successive revolutions, entailing that the obvious asymmetries of 

the first revolution quickly become difficult to decipher with the backdrop 

of large-amplitude oscillations. 

(iv) The further away the line element is from the endpoints pl, p2, (i.e., the 

deeper the line element is into the integrable core), the higher the fre

quency is of the straining oscillations (since the line elements translate 

faster around the core). 

(v) Besides the difficulty associated with the large-amplitude oscillations that 

have no net contribution to stretch, note the limitations of the conventional 

rate of strain due to the lack of a normalization - for an individual orbit 

one cannot identify the overall efficiency of the straining process. 

The difficulties in (i) , (iii) , and (v) motivate an improved definition of rate of 

strain. 
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4.2.2 Irreversible rate of strain 

We address the difficulties in (i), (iii), and (v) of the previous section by 

defining a new rate of strain. If a line element were oriented along a streamline, 

then due to the invariance of the streamline, the line element would be destined 

to remain oriented along the streamline, oscillating around the closed curve 

ad infinitum with no net stretching and contraction. The strain rate could of 

course oscillate from positive to negative values, but with zero mean. Hence, 

though the strain rate at any given moment might have what may seem an 

impressive contribution, the time integral of this contribution would offer no 

net stretch. For any line element, we thus subtract out this reversible rate of 

strain CTrev to define the irreversible rate of strain CTirr responsible for the net 

stretch 

(4.2.5) 

where 

(4.2.6) 

and 

( 4.2.7) 

defines the orientation of an infinitesimal line element tangent to the streamline. 

This will allow us to ignore the large-amplitude oscillations of (i) and focus on 

the subtle asymmetries of (iii). 

In addition to addressing (i) and (iii), one might like to address (v) by 

normalizing the strain rate. One choice of normalization that pervades the 

literature by Ottino and collaborators (see for example Ref. 4 and references 

therein) is to define a stretch efficiency by dividing the conventional rate of 

strain by JD: D, where D is the symmetric 2-tensor associated with spatial 
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derivatives of the velocity field 

D ·· =~(au, aui) 
' 1 - 2 a +a · Xj Xi 

(4.2.8) 

Such a definition of stretch efficiency suffers from the property that it does not 

equal one in such instances where it would seem to be natural. This point is dis

cussed in the Appendix, and is a consequence of the fact that the normalization 

seems motivated by the Cauchy-Schwarz inequality, and though one can obtain 

an equality in this relation for vectors, one cannot in general obtain such an 

equality for matrices. A simple example is offered in Figure 4.5, which shows 

an infinitesimal line element approaching a hyperbolic fixed point parallel to 

the local unstable manifold and normal to the local stable manifold. The strain 

rate experienced by the line element is the unstable eigenvalue Au, and this 

corresponds to maximum rate of strain. We would thus like to have a stretch 

efficiency equal to one here, and yet 

so that the stretch efficiency employed by Ottino and collaborators is 

due to the inclusion of the contraction term in the normalization. Instead we 

choose a normalization for positive (negative) strain rate with division by the 

absolute value of the maximum (minimum) rate of strain a line element can ex

perience at its given spatial location (in practice one can rotate a hypothetical 

line element about its spatial location to determine the orientation correspond

ing to maximal (minimal) strain rate). In the above example, then, one would 

divide by Au to give an efficiency of one. More formally, we define a .~Jtraining 

efficiency by 

( 4.2.9) 
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and the irreversible straining efficiency by 

e _ (T <:Trev 
(Tirr =-- --

<:Tm <:Tm 
( 4.2.10) 

where am denotes the maximum or minimum strain rate as discussed above. 

By definition ae E [-1, 1] and afrr E [-2, 2]. The value ae = -1 corresponds to 

maximally efficient contraction, ae = 1 to maximally efficient stretching. The 

value afrr = 0 corresponds to rate of strain equal to the reversible rate of strain; 

afrr = 2 corresponds to maximally efficient stretching for the strain rate and 

maximally efficient contraction for the reversible strain rate (and conversely for 

afrr = -2). 

Though a study of efficiencies has advantages, we should stress its limi

tations. Straining efficiency indicates the percentage of the maximum available 

strain rate being exploited, while ignoring what this maximum strain rate is. 

Hence continuous-time straining efficiency plots for an individual t rajectory of

fer no accounting of the relative importance of a given efficiency at two different 

times. For example, a very efficient straining when the maximal strain rate is 

close to zero will appear significant in efficiency plots, but it may be negligible 

compared with a comparatively inefficient straining when the maximum avail

able strain rate is quite large. A study of both strain rates and strain efficiencies 

will thus be useful, and we will consider the two interchangeably. 

Figures 4.6 and 4. 7 show continuous-time plots of the irrever sible straining 

efficiency associated with Figures 4.2 and 4.3, respectively. Subtracting out the 

mean-zero oscillations and normalizing makes quite apparent the nature of the 

straining. We observe the following. 

(i) The irreversible strain rate is a lways positive in these plots, and t here are 

isolated peaks associated with passage by a hyperbolic fixed point (there 

are thus two peaks per core revolution in the heteroclinic tangle and one 

peak per revolution in the homoclinic tangle). This effect is explained 

momentarily in the context of the linear flow local to t he hyperbolic fixed 
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point. 

(ii) Peak amplitudes decay m time due to the increasing orientation of line 

elements along the streamlines as time progresses. 

(iii) The further away the line element is from the endpoints pl, p2, (i.e., the 

deeper the line element is into the integrable core), the higher is the fre

quency of peak occurrence (since the line elements revolve faster around 

the core), and yet the smaller the peaks (since the line elements are further 

away from the hyperbolic fixed points). 

The reversible straining can be interpreted m the context of streamline 

geometry, and the irreversible straining in terms of the linear flow local to 

hyperbolic fixed points. First, the reversible strain rate large-amplitude oscilla

tions are easily interpreted from Figure 4.8 in light of the incompressible nature 

of the flow. When neighboring streamlines squeeze together (expand apart), 

area elements are squeezed (expanded) normal to the adjacent streamlines, 

and hence stretched (contracted) parallel to the streamlines. The temporal re

versible straining oscillations are thus understood from the spatial oscillations 

in neighboring streamline separation. We reiterate that substantial reversible 

strainings occur outside the region local to the hyperbolic fixed point. Second, 

the irreversible strain rate peaks associated with line elements having a compo

nent normal to the streamlines can be understood with the h elp of Figure 4.9. 

Consider the linear flow local to a hyperbolic fixed point in the form 

(4.2.11) 
if = Ally, 

where Au > 0 and All < 0 are the unstable and stable eigenvalues, respectively, of 

a hyperbolic fixed point located at the origin. Let ad denote the angle between 

the line element and the tangent to the streamline, referred to as the angle of 

deviation (see Figure 4.9(a)). We write ad as the difference between the angles 

the line element and streamline tangent make with the vertical axis, at and at, 
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respectively: 

(4.2.12a) 

where 
1 (b..Xt) at = tan- b..yt 

1 ( b..xt) at = tan- b..yt 

( 4.2.12b) 

and at> at (see Figure 4.9(b)). For the moment, assume at and at (hence ad) 

are small as they enter the region local to the hyperbolic fixed point. Equation 

( 4.2.11) implies that as the line element passes by the hyperbolic fixed point 

b..xt, b..xt increase exponentially in time, and b..yt , b..yt decrease exponentially 

in time; hence, using that tan - 1 
( b..x I b..y) ~ b..x I b..y for small b..x I b..y one easily 

obtains that ad =at- at grows exponentially in time from some small initial 

value. This growth in ad is saturated and then reversed, due to two effects (as 

should be made clear in Figure 4.9(c)): 

(i) The growth in each of at and at is saturated at 1r 12 by the higher order 

terms in tan- 1 (b..xlb..y). 

(ii) The angle at "saturates" at (comes close to) 1r 12 before at does, the latter 

continuing to grow until it then "saturates" at 1r 12. 

The net result of the pass by the fixed point is then an isolated peak in ad, 

as portrayed in Figure 4.9( d) , entailing an isolated peak in the irreversible 

rate of strain. Note then that the influence of hyperbolic fixed points on good 

stretching is not merely "good straining ", but rather good irreversible straining 

due to the lag of at behind at. We have assumed in our explanation of the 

peaks that ad and at are small as the line element enters the region local to the 

hyperbolic fixed point. For any pass by a hyperbolic fixed point but the first, 

this assumption on ad is good. During the very first pass ad may be initially 

large, however, which means only that one gets a "fraction" of a peak in the 

region local to the hyperbolic fixed point, as seen in Figures 4.6 and 4. 7 and 

portrayed in Figure 4.9(e). The assumption on at is good as long as the line 
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element enters the region local to the hyperbolic fixed point sufficiently close to 

the local stable manifold; the further a line element is from the stable manifold 

(i.e., the further into the core it is), the larger at will initially be, hence the 

smaller the lag of at behind a1., and the smaller the straining peak, consistent 

with numerical observation. With successive passes the approaching value of 

ad will be increasingly smaller, making the lag of at behind a1. progressively 

smaller, and hence the peaks less pronounced. Additionally, note that one can 

further see why the irreversible straining peaks near the fixed points must for 

both fixed points have positive amplitude in the heteroclinic case, as explained 

in Figure 4.10. 

One needs to take care in interpreting stretching in the context of these 

observations before proceeding to the non-integrable case. At first glance, one 

might conclude that the hyperbolic fixed points are the engines for good irre

versible straining, and hence a goal to maximize strain rates would be to be 

near these engines. Note, however, that the peaks can correspond to very siz

able regions around these fixed points, as should be clear from the y component 

of the line elements in Figures 4.6 and 4. 7. More significantly, as one moves 

deeper into the core, there is a balance between decreasing peak size (hinders 

stretching) and increasing peak frequency (helps stretching). It remains to be 

determined whether having a few large peaks is better or worse than having 

many small peaks, which necessitates integrating the strain rates, i.e., perform

ing a study of stretch history. The stretch analysis given in Chapter 3 and 

forthcoming in Chapter 6 is thus essential for a complete understanding of the 

problem. 

4.3 Near-integrable flows 

In Chapters 2 and 5 we study the role of turnstile lobes as mechanisms 

for transport across partial barriers in phase space (as reminded us by Fig

ure 4.11). In a similar manner, turnstiles play a fundamental role in increasing 
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straining efficiency via re-orientation of line elements and transport of line el

ements to regions in phase space of superior straining (as encapsulated in Fig

ures 4.12 and 4.13). Figure 4.12(a) shows again for the perturbed open flow the 

material interface after one revolution around the core, a result not too dissim

ilar from the integrable case. Figure 4.12(b) shows the dramatic change in the 

interface under the next iterate of the Poincare map due to the turnstile lobes. 

In contrast to the integrable case, where line elements continue to wind around 

the core with increasing orientation along the streamlines, significant portions 

of the interface have been dramatically re-oriented to recover a large component 

normal to the unperturbed streamlines (for near-integrable flows these stream

lines are relevant, as we shall see). Indeed a significant portion of the interface 

(and successive portions with increasing t ime) wraps around ro(t = 1) (which 

recall is the portion of the unstable manifold bounding P~(E(1))), and will thus 

approximately recover the orientation it had at t = 1. Additionally, portions 

of the interface have been displaced by the turnstiles leftwards relative to the 

stable manifold so that they will soon enter the region local to the hyperbolic 

fixed point with significant re-orientation. The SIP's seen in Figure 4.12(b) 

that are a result of this leftward displacement are an extreme example of this 

effect - they will in short order enter the region local to the hyperbolic fixed 

point, and they indeed asymptote to the fixed point while oriented parallel 

to the unstable manifold, corresponding to optimal straining (or near-optimal 

straining when the local stable and unstable manifolds are not orthogonal). 

Two periods later , the consequence of this transport is apparent (see Figure 

4.13)- substantial portions of the interface find themselves near the hyperbolic 

fixed point, oriented essentially parallel to the local unstable manifold, ideal for 

irreversible straining efficiency. The net result of re-orientation and transport 

is portrayed heuristically in Figure 4.14. In identifying these mechanisms for 

enhanced straining efficiency, we should stress that they of course will not nec

essarily enhance the straining of the entire interface over finite or even infinite 
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time intervals, but rather portion.s of the interface. For example, in the open 

flow, portions of the interface are detrained with each new time sample, and this 

effect of transport via the turnstiles is ultimately detrimental to straining (since 

the detrained portion asymptotes infinitely far away from the hyperbolic fixed 

points). In a similar vein, some of the interface that wraps around r 0 (t = 1) 

is not dramatically re-oriented (e.g., near the "tip" of the lobe). These reali

ties do not detract from our message, however, for the goal in explaining good 

stretching in chaotic tangles is not to argue its occurrence everywhere in the 

tangle on finite or even infinite time scales, but on a significant subset of the 

ensemble of interest . We should also stress how the two mechanisms of re

orientation and transport to regions of superior straining of course need not go 

hand-in-hand; significant portions of the interface can be re-oriented without 

any obvious gainful transport. 

The results for straining are illustrated in Figures 4.15 to 4.18. Figure 4.15 

shows open flow strain rate plots for the extreme case of PIP's and SIP's, 

corresponding to asymptotically optimal or near-optimal straining, where the 

non-decay of strain rate asymmetries is obvious. Though these are isolated 

points, they and their surrounding line elements can have a significant effect 

on interfacial stretching (see Chapter 6). Figure 4.16 shows more generic strain 

rate plots for the open and closed flow. The basic observation to make is 

that , as in the integrable case, there are asymmetries (more positive strain 

rates than negative), but in contrast to the integrable case the asymmetries do 

not appear to be decaying. Though this non-decay is plain to see, the large

amplitude oscillations clearly render the conventional strain rate difficult to 

decipher, motivating some sort of irreversible strain rate. As m entioned earlier, 

lacking streamlines, there is no exact expression to subtract out. There are 

several possible expressions, however, that work reasonably well in the near

integrable case. We choose here to define an irreversible strain rate simply by 

subtracting out the same term as in the integrable case, to give the expressions 
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identical to equations ( 4.2.5) to ( 4.2.7). We stress that, though we are in the 

non-integrable regime, we are subtracting out the straining term associated 

with the integrable flow. To indicate the validity of such an approach, Figure 

4.17 shows the term we subtract out 

( 4.2.13) 

and compares with another possible choice 

_ _ a(fi + cgi) C ) 
arev = ffiiffij .Q • 4.2.14 

UXj 

One possible concern of subtracting out expression ( 4.2.13) or ( 4.2.14) is that, 

since line elements in the perturbed flow are not confined to a streamline, what 

we are subtracting out does not have mean zero. For small perturbations, 

however, the expressions (4.2.13) and (4.2.14) exhibit oscillations with mean 

close to zero, as is clear from Figure 4.17, so in this context the scheme works 

approximately well. Indeed, the difference in the area bounded by the positive 

strain rate and the a = 0 axis, A+, and the area bounded by the negative 

strain rate and the a = 0 axis, A-, is for each case less than one p ercent of 

(A++ A -)/2. It is also encouraging to note from Figure 4.17 that expressions 

(4.2.13) and (4.2.14) exhibit quite similar continuous-time b eh avior, indicating 

that in the near-integrable setting our approximate approach is fairly robust. 

The resulting irreversible strain rates are shown in Figure 4.18, rendering the 

essence of the straining process relatively apparent. We observe: 

(i) For each pass by the left hyperbolic fixed point in the open flow and each 

sufficiently close pass by the hyperbolic fixed point in the closed flow , there 

is a sizable peak in the irreversible strain rate, and these peaks are not 

decaying with increasing number of revolutions. 

(ii) Besides these isolated peaks, there are some additional secondary peaks, 

dips, or small oscillatory behavior. Though the absence of such behav

ior would have given a much more visually appealing plot (isolated non

decaying p eaks separated by dead intervals), the reality of non-integrable 
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flows is the existence of these relatively minor variations. Their existence 

can b e attributed to the following. 

(a) The turnstile can re-orient line elements well before they reach the 

region local to the hyperbolic fixed point , and this re-orientation can 

entail peaks and dips before the pass by the fixed point. The major 

peaks, however, are associated with the pass by the hyperbolic fixed 

point. 

(b) The overall breathing or pulsating of the lobe structure, and line el

ements within t he structure, and the oscillating perturbing straining 

field can entail additional variations in the irreversible strain rates. 

As an example of (ii)(a), in the closed flow the unstable manifold bounding the 

image of the detraining turnstile, P~(D( l ) ), shows significant deviation angles 

at very large values of y (refer back to Figure 3.6). As an example of (ii)(b), 

note that the peak associated with the pass by the right hyperb olic fixed point 

in the open flow (which recall h as a significantly smaller peak than the pass by 

the left fixed point in the integrable case as a consequence of the decay process), 

is either reinforced or hindered depending on the phase of the perturbing strain

ing field. The basic message of non-diminishing peaks associated with passes 

by hyperbolic fixed points via re-orientation by turnstiles is nevertheless clear. 

The effect of transport of line elements is perhaps slightly less clear, demanding 

a qualification in conjunction with our previous remarks about whether passing 

closer to the hyperbolic fixed points is necessarily more beneficial to stretching. 

Referring back to the stretch history analysis of Chapter 3, t he closed flow 's 

highly non-uniform stretch profile shows extremely good stretching highly local

ized near the PIP's and SIP's. Clearly in this case, passing near the hyperbolic 

fixed point is most beneficial. The more uniform open flow profile, however, 

indicates that some of the b est stretching can occur well between the PIP's and 

SIP's. In this case, remaining further away from the hyperbolic fixed point is 
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not necessarily unhelpful to straining. The effect of transport thus depends on 

the spatial disparity of stretching in phase space, namely, whether or not the 

linearized flow about the hyperbolic fixed point corresponds to significantly bet

ter straining than elsewhere. Nonetheless, being transported near hyperbolic 

fixed p oints with proper re-orientation can of course never hurt, and under 

fairly common conditions it is unquestionably helpfuL In closing we remark 

that our illustrations (especially the open flow) correspond to rather sizable 

perturbations. Even in these cases the above non-integrable complications are 

not overwhelming, and for smaller perturbations they can be truly minor. 

Appendix - Consequence of a vD: D normaliza
tion 

If D and m each represent two-component vectors, then by the Cauchy

Schwarz inequality 

(4.A.l) 

If m is a unit vector, then we have 

(4.A.2) 

and it is of course possible to obtain an equality by choosing 

for i = 1, 2. (4.A.3) 

For D a 2 x 2 matrix we have 

(4.A.4) 

If we again choose m to be a unit vector, and also choose Dij to be diagonal, 

we then have 

(4.A.5) 



-244 -

Since mi and m~ cannot be negative, for Dn and D22 oppositely signed one 

will not in general be able to choose an m to obtain an equality in equation 

( 4.A.5). Hence, a .JD : D can fail to give an efficiency of one in instances where 

such a value would be natural (e.g., see Figure 4.5). 

References 

[1] G.K . Batchelor, J . Fluid Mech. 5 , 113 (1958). 

[2] P.E. Dimotakis, Caltech preprint (1989). 

[3] Dresselhaus and Tabor, J. Phys. A: Math. Gen 22, 971 (1989). 

[4] J .M. Ottino, The kinematics of mixing: stretching, chaos, and transport 

(Cambridge University Press: Cambridge, 1989). 



1.4 

1.2 

y 

1 

0.8 

1 

0 .8 

0.6 

y 

0.4 

0.2 

0 

(a) 

1,2 

I 
I 

I 
I 

I 
I 

I 

I 
I 

I 
I 

I 

I 
I 

I 
I 

I 

I 
I 

I 

I 

I 
I 

-1.4 

-0.6 -0.4 

- 245 -

,; 
" " ,; 

,_/' 7,8 

/,; 6 

,; 

,; 
,; 

,; 

-1.2 

X 

-1 

4 

(b) 

X 
-0.2 0 

-0.8 

Figure 4.1 The set of infinitesimal line elements distributed along the material inter

face fo(t = 1) of Figure 3.3 for (a) the unperturbed open flow and (b) the unperturbed 

closed flow ( x = x1, y = x2 ). Points 1 and 8 are situated identically at the endpoints 

(i. e., they are points pl and p2, respectively), while points 2 and 7 are very close by: 

s 2 (0)- s1 (0) = 8.39 X 10- 4 (2.47 X 10- 8 ) and ss(O) - s1(0) = 1.29 X 10- 3 (5.86 X 10- 7 ) 

for the open (closed) flow, where si(O) denotes the initial arclengt h along the curve for 

the ith point. 
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Figure 4.2 Continuous-time open flow strain rate plots for the points shown in Fig

ure 4.1(a). The solid line is the strain rate, and t he dashed line is the vertical (x2 = y) 

location of the infinitesimal line element. Note that the strain rates are given in 

units of 21r. T his convention is a consequence of the fact that the units originally 

used in this study differed from those of Chapters 3 and 6, and the above conven

t ion renders the present units consistent with the other two chapters. Further note 

that the unstable eigenvalue at the hyperbolic fixed points is found analytically to be 

Au = 1.281 = 0.204 X 27r. 
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Figure 4 .3 Continuous-time closed flow strain rate plots for the points shown in Fig

ure 4.1(b ). The solid line is the strain rat e, and the dashed line is the vertical location 

of the infinitesimal line element. Note that the unstable eigenvalue of the hyperbolic 

fixed point located at the origin is found analytically to be Au = 5 .064 = 0.806 X 21r. 
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Figure 4.4 As time progresses, the line element (solid line) under the integral flow 

becomes progressively oriented along the streamlines (dashed lines) , as a consequence 

of shear. The diagram shows the initial line element and the results after two successive 

revolutions around the closed streamline. 
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Figure 4.5 A line element approaches parallel to the local unstable manifold a hyper

bolic fixed point with orthogonal local stable and unstable manifolds. 
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F igu r e 4 .6 Open flow irreversible straining efficiency (solid line) for t he points shown 

in Figure 4.1. Again the dashed line is t he vertical location of the infinitesimal line 

element . 
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Figure 4 . 7 Closed flow irreversible straining effi ciency (solid line) for the points shown 

in Figure 4.1. The dashed line is the vertical location of the infinitesimal line element. 

Notice t hat line elements asymptoting to the hyperbolic fixed point oriented along 

the local unst able manifold correspond to afrr close to two, but not identically two, a 

consequence of the non-orthogonality of the local stable and unstable manifolds. 
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Figure 4 .8 Portrayal of neighboring streamlines in the (a) open and (b) closed flows, 

wit h t he spatial oscillations in the streamline separation exaggerated for sake of clarity. 

The open dots indicate points of extremal streamline separation, corresponding to zero 

ra t e of strain along the streamlines, and thus delineating between regions of posit ive 

(solid) and negative (dashed) strain rate along the streamlines. 
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Figure 4.9 Understanding the irreversible strain rate peaks associated with passage 

by a hyperbolic fixed point. (a) Portrayal of the peak in the deviat ion angle ad as the 

line element passes t hrough the region local to the hyperbolic fixed point . 
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Figure 4.9 (b) Expressing the deviation angle in t erms of Ctt and ae . 
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(c) 

Figure 4.9 (c) Converting slope to angle via tan - l ( .6.x / .6.y) , and visualizing, in terms 

of the lag of D:t b ehind D:£, the growth in ad followed by saturation and reversal. 
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Figure 4.9 (d) T he resulting isolated peak in ad, and (e) a "fraction" of a peak 

experienced in the region local to the hyperboli c fixed point when ad is initially not 

small. 
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Figure 4.10 In each pass by the open flow 's hyperbolic fixed points, the line element 

deviation from t he streamline tangent enhances irreversible straining, rather than en

hance in one case and hinder in the other. In each case shown the deviation makes the 

line element more parallel to the unstable manifold. 
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(a) (b) 

Figure 4.11 The turnstile lobes E(l) and D(l) are the mechanism for transport in 

and out of the core region defined by the dashed line. P" denotes the Poincare map 

defined by time-periodic sampling (see Chapter 3). 
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Figure 4.12 The perturbed open flow material interface at successive times (a) t = 3 

and (b) t = 4. Substantial portions of the interface are re-oriented and some portions 

a re transported to regions of superior straining. In particular a portion of the lobe wraps 

around r0 (t = 1) (i.e., around Pc(E(l))), thus approximately regaining its orientation 

at t = 1. 
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(a) 

(b) 

Figure 4.13 Revisiting the (a) integrable and (b) near-integrable open flow of Chap

t er 3 at t = 6. The box highlights the results of re-orientation and transport via the 

turnstiles: a significant portion of the interface h as been re-oriented and transported 

to the region local to the hyperbolic fixed point. 
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(a) (b) 

Figure 4.14 Portrayal of the effects ofre-orientation and transport: (a) a line element 

after several revolutions around the core under the integrable flow, and (b) where that 

line element might end up after evolution under the near-integrable flow over the same 

time interval. 
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Figure 4.15 Perturbed open fiow strain rate plots (solid lines) for infinitesimal line 

elements on r0 associated with (a) a PIP, (b) a SIP that revolves around the core once, 

and (c) another SIP that revolves around the core twice. Recall from Chapter 3 that a 

point can revolve around the core anywhere from once to arbitrarily many t imes, with 

anywhere from some minimum to an arbitrarily long revolution time, before it is either 

detrained or asymptotes to a hyperbolic fixed point. Again (as for the remaining plots) 

the dashed line represents the vertical location of the line element. 
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(b) 

Figure 4 .16 More generic strain rate plots associated with infinitesimal line elements 

on r0 for t he perturbed (a) open flow and (b) closed flow. The negative values of y 

in the closed flow are due to the freedom of line elements to revolve around both the 

upper and lower cores. 
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Figure 4.17 The expressions for the reversible strain rates defined by expressions 

(4.2.13) (dashed-dotted line) and (4.2.14) (solid line). In (b ) the two lines are essentially 

on top of one another. 
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Figure 4.18 Irreversible strain rate plots corresponding to Figure 4.16 for the (a) open 

ftow and (b) closed flow. 
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Chapter 5 

The dynamics associated with a 

quasiperiodically forced Morse oscillator: 

application to molecular dissociation 

Based upon an article that appears in: 

Physical Review A 45, 4803-4827 (1992). 
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Abstract 

The dynamics associated with a quasiperiodically forced Morse oscilla

tor is studied as a classical model for molecular dissociation under external 

quasiperiodic electromagnetic forcing. The forcing entails destruction of phase 

space barriers, allowing escape from bounded to unbounded motion. In con

trast to the ubiquitous Poincare map reduction of a periodically forced system, 

we derive a sequence of nonautonomous maps from the quasi p eriodically forced 

system. We obtain a global picture of the dynamics, i.e., of transport in phase 

space, using a sequence of time-dependent two-dimensional lobe structures de

rived from the invariant homoclinic tangle of a persisting invariant saddle-type 

torus in a Poincare section of an associated autonomous system phase space. 

Transport is specified in terms of two-dimensional lobes mapping from one to 

another within the sequence of lobe structures, and this provides the frame

work for studying basic features of molecular dissociation in the context of 

classical phase space trajectories. We obtain a precise criterion for discerning 

between bounded and unbounded motion in the context of the forced prob

lem. We identify and measure analytically flux associated with the transition 

between bounded and unbounded motion, and study dissociation rates for a 

variety of initial phase space ensembles, such as an even or weighted distri

bution of points in phase space, or a distribution on a particular level set of 

the unperturbed Hamiltonian (corresponding to a quantum state). A double 

phase slice sampling method allows exact numerical computation of dissocia

tion rates. We compare single-frequency and two-frequency forcing. Average 

flux is maximal in a particular single-frequency limit ; however, lobe penetra

tion of the level sets of the unperturbed Hamiltonian can be maximal in the 

two-frequency case. The variation of lobe areas in the two-frequency prob

lem gives one added freedom to enhance or diminish aspects of phase space 

transport on finite time scales for a fixed average flux , and for both types of 

forcing the geometry of lobes is relevant. The chaotic nature of the dynamics 

is understood in terms of a traveling horseshoe map sequence. 
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5.1 Introduction 

Periodically forced nonlinear oscillators and coupled nonlinear oscillators 

have been studied as models for a variety of atomic and molecular phenom

ena, such as multi photon ionization of excited atoms, 1 - 7 multi photon dis

sociation of diatomic and polyatomic molecules,8 - 14 and unimolecular and 

bimolecular reactions.15 - 21 In this chapter we consider a quasiperiodically 

forced Morse oscillator as a classical model of molecular dissociation under 

external quasiperiodic electromagnetic forcing. The unforced Morse oscillator 

is a one degree-of-freedom Hamiltonian system whose unperturbed phase por

trait contains a separatrix that divides bounded and unbounded motion, and 

the use of dynamical systems theory in the ubiquituous case of periodically 

forcing such a system is by now well established, indeed commonplace, being 

employed in a variety of physical problems. 7 
•22 - 27 The immense popularity of, 

and indeed almost exclusive focus on, this type of forcing is related to the fact 

that, by time-periodic sampling of phase space trajectories, the study reduces 

to that of a two-dimensional Poincare map, so that one is fully armed with 

all the tools and paradigms from dynamical systems theory associated with 

two-dimensional maps (to be described momentarily). It is in this context 

that, without resorting to statistics, one can answer basic questions about 

molecular dissociation in the context of phase space trajectories, such as: 

(i) Is there a precise criterion for discerning between bounded and unbounded 

motion in the context of the forced, non-integrable problem and, if so, is 

there a practical way to determine this criterion and study its properties? 

(ii) Can one identify in a nonstatistical manner which points in phase space 

undergo the transition between bounded and unbounded motion, corre

sponding to molecular dissociation, and at what time these points make 

the transition? 
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(iii) Can one identify and measure a flux associated with the transition be

tween bounded and unbounded motion? More ambitiously, is there a 

way to quantify dissociation rates for a variety of possible initial phase 

space ensembles, such as an even or weighted distribution of points in 

phase space, or a distribution on a particular level set of the unperturbed 

Hamiltonian (corresponding to a quantum state)? Can one control these 

rates in any way? 

(iv) How does one establish the existence of a chaotic response to the forcing 

and appreciate its significance? 

Our goal is to address these questions m the context of forcing with 

more complicated time dependences than periodic, focusing for concreteness 

on quasiperiodic (two-frequency) forcing. There is obvious motivation to relax 

the restriction to the special case of periodic forcing , for it allows one to study 

more complicated scenarios: for example, one can study forcing by two lasers 

at different frequencies and compare with forcing by one. The basic difficulty 

in the extension past p eriodic forcing is that , for any choice of discrete time 

sampling of phase space trajectories, the study does not in general reduce to a 

two-dimensional map, but to a Jequence of two-dimensional maps. Hence, all 

the conceptual machinery and mathematical tools associated with iterates of 

a single two-dimensional map, such as horseshoe maps, KAM (Kolmogorov

Arnold-Moser) tori, fixed partial barriers, turnstiles and so forth, do not apply 

here. In extending the analysis to sequences of maps, we will in addition to 

questions (i)-(iv) want to ask: 

(v) Is there a way to compare the relative effects of each frequency on ques

tions (i )-(iv )? 

(vi) Is there a way to compare flux and dissociation rates b etween single

frequency and multiple-frequency systems, and say which is "better" or 

"worse"? 
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(vii) Do more complicated forcing time dependences lead to new features in 

molecular dissociation, and can one exploit these features? 

(viii) What is "chaos" in the context of a sequence of maps, where the horseshoe 

map paradigm does not apply, and how does multiple-frequency forcing 

affect chaos? 

Before outlining how we will proceed to answer these questions for quasi

periodic forcing, let us first briefly summarize the approach associated with 

periodic forcing. Periodic forcing destroys the separatrix, which acted as a 

complete barrier between bounded and unbounded motion in the unforced 

case, and this destruction entails a mechanism for escape from bounded to 

unbounded motion, corresponding to molecular dissociation. Dynamical sys

tems theory offers a conceptual framework for studying dissociation and an

swering questions (i) to (iv) by establishing phase space structure and using 

this structure to study phase space transport (what we mean by this and the 

brief description that follows should be made quite apparent in the systematic 

study of quasiperiodic forcing to follow). This structure is provided by a set 

of invariant manifolds of the associated Poincare map (these manifolds are 

global stable and unstable manifolds of a persisting saddle-type fixed point of 

the Poincare map). One can use these manifolds to precisely define partial 

barriers in phase space between regions of bounded and unbounded motion, 

and to identify the turnstile lobes that are the gateways for transport from one 

region to another. These barriers and turnstiles are fixed in the Poincare sec

tion. Having identified the turnstiles, one can then study flux from bounded to 

unbounded motion, and dissociation rates. Flux is determined by measuring 

turnstile lobe area, which can be done by an approximate analytical method 

using Melnikov theory, or by exact numerical computation of the turnstile 

lobe boundaries. For dissociation ra tes associated with an initial even distri

bution of points in phase space, a popular approximation in chemical kinetics 
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studies involves a Markov model approach,15 •16 •21 •28•29 but the deficiencies of 

such an approximation will be discussed later. An exact method for calculat

ing dissociation rates , for a variety of init ial distribut ions , involves studying 

the topology of intersections of preimages of the turnstile lobes with the ap

propriate geometrical objects (depending on the problem at hand) , such as 

the turnstiles themselves, or the level sets of the unperturbed Hamiltonian. 

Lastly, Melnikov theory allows one to study when the oscilla tor will respond 

chaotically to the forcing. 

For extension to quasiperiodic forcing , the basic question we need to ad

dress, before addressing the other eight questions is: since a sequence of maps 

is needed to deal with more complicated forcing time dependences, what is the 

phase space structure associated with a sequence of maps, and how is this 

structure used to study phase space transport in such a way as to quantify 

molecular dissociation? Our approach to answering this question will be to 

first rewrite the forced system in autonomous form in order to obtain a set of 

invariant manifolds in a Poincare section of the enlarged phase space (these 

manifolds are the global stable and unstable manifolds of a persisting invariant 

saddle-type 1-torus of the Poincare map). The geometric structure provided in 

this autonomous setting is then related b ack to the original nonautonomous 

sequence of maps: one understands the sequence of maps in terms of the 

Poincare map acting on a sequence of two-dimensional slices of t he higher

dimensional Poincare section. The intersection of the time-dependent slices 

with the invariant structures in the autonomous setting defines a sequence of 

time-dependent structures for the sequence of m aps. These structures then 

generate a sequence of time-dependent p artial barriers between bounded and 

unbounded motion , and a sequence of time-dependent turnstile lobes. The 

basic n ew feature of the analysis is thus the variation with sample time of 

the relevant geometrical structure: to understand bounded and unbounded 

motion under quasiperiodic forcing, one must deal with time-dependent con-
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structs, and the fact that these cont ructs are derived from an invariant struc

ture embedded in an enlarged phase space allows one to embrace the more 

complicated transport issues associated with sequences of maps. 

The chapter is organized as follows. In Section 5.2 we define the sequence 

of maps associated with the quasiperiodically forced Morse oscillator, and then 

study the geometrical structure associated with the oscillator recast in the au

tonomous form. The geometrical possibilites are far richer than for periodic 

forcing, and in Section 5.3 we introduce and calculate the quasiperiodic Mel

nikov function and use the function to study the geometry. Intimately related 

to the Melnikov function are the frequency dependent relative scaling fac

tors, which provide a measure of the relative effect of each forcing frequency 

on the geometry. In Section 5.4 we derive the sequence of two-dimensional 

time-dependent phase space structures from the invariant one in the enlarged 

phase space, and use this to define the sequence of partial barriers between 

bounded and unbounded motion and the sequence of turnstiles as the gate

way for transport between these regions. Section 5.5, the bulk of the chapter, 

focuses on quantifying transport in phase space in order to study molecular 

dissociation. We first describe and use a double phase slice sampling method 

to numerically compute the partial barriers and the turnstile boundaries for 

an arbitrary time sample, which provides the framework for exact computa

tion of transport quantities under the sequence of maps. We then describe 

and quantify flux associated with escape to unbounded motion (i.e., molecu

lar dissociation) and capture into bounded motion: relevant measures include 

instantaneous flux, finite-time average flux and infinite-time average flux asso

ciated with both escape and capture, and the quasiperiodic Melnikov function 

affords an approximate analytical expression for all these measures, good for 

small forcing. Note that in contrast to the case of periodic forcing , these mea

sures of flux are in general different, with the sole exception that infinite-time 

average flux associated with escape and capture are identical. It is found that 
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the infinite-time average of the flux is maximal in the single-frequency limit 

associated with the larger relative scaling factor (i.e., in this context single

frequency forcing is the b est one can do). Though flux is a popular concept 

in molecular dissociation problems, we assert its limitations and consider sev

eral other transport features that help describe dissociation. In particular, we 

address the question of dissociation probability for an even or weighted initial 

distribution of points in phase space, which has relevance to the dissociation 

of an ensemble of excited diatomic molecules. As mentioned before, a pop

ular approach to this dissociation problem in the context of maps employs a 

M arkov model; we extend such an approach to sequences of maps, and then 

stress the deficien cies of such an approach, and the need to consider the geom

etry associated with the intersections of preimages of the turns tile lobes with 

the turnstiles. This lobe intersection analysis, which provides the basis for 

exact computation of the dissociation rates , extends from maps to sequences 

of maps in a straightforward manner. The main new feature associated with 

sequences of maps is the variation of lobe areas: this variation gives one added 

freedom to alter finite- time transport quantities for a fixed infinite-time av

erage flux. As an additional dissociation problem, we discuss penetration of 

the unperturbed energy levels by the turnstiles and their preimages (which 

h as relevance to forcing a system prepared in a particular quantum sta te). In 

contrast to the flux result, it is possible for lobe penetration to be maximal 

in the two-frequency case. Lastly we close with a brief discussion of the na

ture of chaos in these system s: the horseshoe map paradigm generalizes to a 

traveling horseshoe map sequence. We point out that Noid and Stine,9 and 

more recently 'Goggin and Milonni , 13 have also studied the quasi periodically 

forced Morse oscillator; their approach differs from ours in that it is primar

ily a numerical study of absorption and the dissociation threshold for points 

initialized on the level set of the unperturbed Hamiltonian that corresponds 

to the ground state, and does not address the global picture of phase space 
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structure and transport afforded by the global stable and unstable manifolds. 

There have also been experimental studies of quasiperiodic electromagnetic 

forcing, such as Moorman et al. 30 on ionization of highly excited hydrogen 

atoms under a bichromatic microwave field. 

We should stress at the outset the intent of this chapter, for the scope 

of recent investigations of dissociation problems is quite vast and not without 

controversy, covering classical and/or quantum mechanical studies (with or 

without comparisons) of regimes ranging from low intensity microwave ioniza

tion of highly excited states to high intensity infrared dissociation of ground 

states, along with chemical kinetics problems that cover a range of situations. 

Our interest here is in a classical study alone (i.e. , the study of ensembles of 

classical phase space tra jectories), the reasoning being that before performing 

the difficult and somewhat controversial task of comparing classical and quan

tum mechanical treatments of a classically chaotic system , it would b e helpful 

to have a firm grounding in the classical extension from maps to sequences of 

maps. 

5.2 The quasiperiodically forced Morse oscil
lator and its phase space structure 

We consider a quasiperiodically forced Morse oscillator: 

. p 
x= 

m 

p = - 2D0 a(e-ax- e- 2ax) + c:d(E1cos(w1t + Bt 0 ) + E2cos(w2t + 820 )) , 

(5.2.1) 

(x,p) E R 2 . One can think of x = r- re as the separation, r, of a two-atom 

molecule minus an equilibrium separation, re, with p the relative momentum. 

The system then corresponds to a non-rotating pair of atoms interacting under 

a M orse potential and forced by an external two-frequency electromagnetic 

field with amplitudes c:E1 and c:E2. The parameters a and Do correspond 
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to the range p arameter and unperturbed dissociation energy, respectively, of 

the Morse potential, and d is the effective charge, or dipole gradient. The 

initial phases associated with the forcing are given by 81 0 , Bz0 • For concrete

n ess, one can think of, say, an HF molecule, and hence set: m = 0.9571amu, 

Do = 6.125eV, a = 1.1741r_81 (rB = Bohr radius), and d = 0.7876Dor_81
. 

Note that, though for concreteness we consider dissociation of a diatomic 

molecule, a forced Morse oscillator can model other molecular phenomena, 

such as pumping a local mode of a polyatomic molecule by an infrared laser .10 

Further note that the rotating diatomic problem can be studied in the context 

of the k degree-of-freedom transport theory of Wiggins. 3 1 

To study the dynamics of (5.2.1) it is advantageou s to sample phase space 

trajectories at discrete time intervals, the interval being one of the forcing p e

riods, say :.,: . For periodic forcing it is well understood that periodic sampling 

of trajectories leads to the study of a Poincare map, which simplifies the under

lying geometrical structure with which to study the motion; for quasiperiodic 

forcing, periodic sampling will in a similar way simplify the underlying struc

ture to be studied. However, because of the lack of periodicity in the vector 

field time dependence, in this case we will be lead to the study of a hi-infinite 

sequence of m aps. The evolution of system ( 5.2.1) from time t = :.,: n to time 

t = :.,: ( n + 1) defines a map on the plane: 

(5.2.2) 

The goal then is to study the dynamics under the hi-infinite sequence of maps 

{T~(. ; n); n E Z}. To do this, we rewrite the Morse oscillator in autonomous 

form in order to construct invariant manifolds that are fixed in the resulting 

enlarged phase space. These manifolds form barriers which constrain the 

motion in the autonomous system phase space and hence form structure that 

governs motion in phase space. Having obtained these manifolds, we will use 
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them to define for each time t = ~: n a set of curves in ( x, p) space that will be 

used later to study the dynamics under the sequence of maps; in particular, 

to define the sequence of partial barriers between bounded and unbounded 

motion and the sequence of turnstiles. 

The Morse oscillator in autonomous form is given by: 

. p 
x=

m 

p = -2Doa(e-ax- e-2ax ) + c:d(E1cos81 + E2cos82) 

/)1 = WI 

where ( 81, 82 ) E T 2
, the 2-torus. We then define a Poincare section: 

(5.2.3) 

and the associated Poincare map generated by the flow of (5.2.3) is given by: 

(5.2.4) 

(x(O), p(O), 81 0 ) -+ ( x (~:) ,p(:), 81 0 + 21r ::) . 

Studying the flow of (5.2.3) via this three-dimensional Poincare m ap is equiv

alent to sampling the trajectories of (5.2.3) at time intervals equal to 21rjw2 • 

The phase portrait of the unperturbed Poincare map Pe=O is portrayed 

in Figure 5.2.1. There is a neutrally stable 1-torus at {(x, p , 81)lx = p = 0} 

and a non-hyperbolic invariant 1-torus (of saddle-type stability) of the form 

Te=O = {(x, p, 81) I lim x -+ <X>, p = 0} . (5.2.5) 

The global stable and unstable manifolds of TE=O, denoted W "( TE=o) and 

Wu( Te=O) respectively, coincide to form a two-dimensional separatriX which 

separates bounded and unbounded motion, and which asymptotes with increas

ing x to p = 0 (see the Appendix for the analytical expression of the sepa

ratrix). Any point initialized inside the separatrix evolves on a 2-torus and 



- 281-

corresponds to a molecule which does not dissociate. Any point initialized 

outside the separatrix evolves on an unbounded two-dimensional surface, and 

corresponds to a molecule that is dissociated, asymptoting to infinite sepa

ration. As shown in Figure 5.2.1, the separatrix is parametrized by (s, ()1 ), 

where s is a time-like coordinate, described in the caption (s = 0 is chosen 

to correspond to the point of symmetry (x = _ln~2),p = 0)). In Sections 5.4 

and 5.5 we will be particularly interested in phaJe JliceJ of the Poincare sec

tion ~820 ' defined as x( Bl) = { (X' p, ()l) I ()1 = 81} ' and Figure 5.2.2 shows the 

phase portrait in an arbitrary phase slice (for the unforced problem, the phase 

plane decouples from 01). The area enclosed by the separatrix in each phase 

slice is equal to 47r Do I Wo' where wo = ae~o) t is the frequency associated 

with simple harmonic motion near the bottom of the Morse well (this is in 

contrast to the study of MacKay and Meiss, 7 who have an unbounded area 

enclosed by the separatrix for a Coulomb potential). 

Quasiperiodic forcing causes the separatrix to undergo a global bifurcation, 

leading to non-integrable motion near the unperturbed separatrix, and provid

ing a mechanism for eJcape from bounded to unbounded motion, and capture 

from unbounded to bounded motion. The study of this bifurcation is compli

cated by the fact that the invariant saddle-type 1-torus is non-hyperbolic with 

infinite radius, and the relevant theorems, such as persistence of the invariant 

1-torus, have been proven for normally hyperbolic tori with finite radii. For 

the Morse oscillator (5 .2.3) we prove that the invariant 1-torus persists under 

forcing and obtain an expression for the 1-torus (see the Appendix). Given for 

the perturbed problem the existence of global differentiable stable and unsta

ble manifolds of the surviving invariant 1-torus, the remaining theorems, such 

as those necessary for the generalized Melnikov construction, easily extend 

(see the Appendix). To avoid a lengthy digression to a rigorous mathematical 

discussion, we assume the existence of global differentiable stable and un

stable manifolds, denoted W"( rf:) and wu( rf:) respectively, and present later 
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some simple numerical computations that confirm the validity of the assump

tion. For £ > 0, ws( rt:) and wu( rt:) are no longer identical, and Figure 5.2.3 

shows a case where the manifolds intesect in an infinity of 1-tori to produce 

the boundary of a complicated geometrical construct r eferred to as a homo

clinic tangle. The manifolds criss-cross each other ad infinitum to form the 

boundary of three-dimensional regions referred to as lobes, which shall be dis

cussed more carefully as we go a long. It is the homoclinic tangle and its lobes 

th at form t he phase space structure needed to study molecular dissociation, 

and so as a first step we need to understand the geometry of this structure. 

For two-dimensional time-periodic systems (whose associated Poincare map is 

two-dimensional), the geometrical possibilities are simple: the manifolds are 

one-dimensional and either they never intersect, or they intersect in an infinity 

of points to form two-dimensional lobes. For more complicated time depen

dences and higher dimensions, the geometrical possibilities are far richer , but 

a generalized Melnikov theory provides an analytical tool for studying these 

geometries. 

5.3 Generalized Melnikov theory and the ge
ometry of the homoclinic tangle 

The generalized Melnikov function32 is defined to be 

M(s , 01 , Bz; v) = l: DH(xh(t),Ph(t)) · g(xh(t),ph(t), 

where 

w1t + (w1s + 01),wzt + (wzs + Bz); J.L )dt, 

2 

H(x,p) = ]!__ + Do(1- e-ax? 
2m 

(5.3.1) 

is the Hamiltonian of the unforced Morse oscillator, D denotes the derivative 

operator ( Jx, JP) acting on H ( x, p ), 
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1s the perturbation, (xh,Ph) are the (x,p) coordinates of the unperturbed 

homoclinic separatrix, /-1. represents the perturbation parameters d , E 1 , and 

E2, and v represents both the perturbation parameters and the other system 

parameters, m, Do, and a. Expression (5.3.1) thus involves a time-like inte

gral, along the unperturbed homoclinic separatrix, of a dot product between 

the perturbing vector field and the gradient of the unperturbed Hamiltonian 

(see Guckenheimer and Holmes22 for an introduction to Melnikov theory and 

Wiggins32 for an extensive study of generalized Melnikov theory). The main 

use of the Melnikov function is its provision of an 0( c.) estimate of the separa

tion d( s, 01 ,82 0 ; v, c.), normal to the unperturbed separatrix, of the perturbed 

stable and unstable manifolds in I:82o 32 : 

d( () () ) c.M(s,(h , B20 ;v) O( 2 ) 
s, 1, 2 0 ;v,c. =II ( ( ) ( ))II+ c. DH Xh -s ,ph -s 

(5.3.2) 

(see the Appendix and Figure 5.3.1). This analytical estimate of manifold sep

aration is a powerful tool for studying many features of the homoclinic tangle, 

such as its geometry and, later on, the flux between bounded and unbounded 

motion. It is a straightforward consequence of the implicit function theorem 32 

that within O(c.) of a zero of the Melnikov function (with D ( 8 ,et)M of rank one 

at the zero) is a transversal intersection of the stable and unstable manifolds, 

and we refer to this class of intersections as primary intersection manifolds 

(PIM's), which play a basic role in understanding tangle geometry. Hence the 

zero sets of the Melnikov function allow one to study the approximate location 

and the exact geometry of the PIM's. 

For the quasiperiodically forced Morse oscillator (5.2.3) the Melnikov 

function is 

M( s, Ot, 02; v) = - 2
7r {E1de-wdwosin(w1 s + OI) + E2de-w2 /""osin(w2s + 02)} 
a 

(5.3.3) 

(see the Appendix). Note that (5.3.3) is valid for Wi i= 0, i = 1, 2; as ex

plained in the Appendix, for either Wt = 0 or w2 = 0 (giving a constant 
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term in the perturbation), the corresponding term in the Melnikov function 

vanishes. The Melnikov function is thus discontinuous at Wi = 0, since the 

Melnikov amplitudes limit to a non-zero value as Wi -t 0, and we will dis

cuss the physical implications of this discontinuity momentarily. Figure 5.3.2 

shows comparisons between manifold separation computed by the Melnikov 

approximation (5.3.2) and by numerical computation of the manifolds using 

a double phaJe Jlice sampling method, which we describe later in the chapter. 

The trigonometric dependence of the perturbation on ( t, 810 ,(}20 ) in (5.2.1) 

carries through to a similar trigonometric dependence of M on (s,81 ,82 ) in 

(5.3.3) (the cosines go to sines). We refer to the absolute value of the ratio 

of the Melnikov amplitude in (5.3.3), Ai = - 2
a1r Eide-wt/wo, i = 1, 2, to the 

corresponding relative forcing amplitude Eid in (5.2.1) or (5.2.3) as a relative 

Jcaling factor: 

l
. f _, Melnikov amplitude for Wi I 

relative sea 2ng actor = . . 
relatwe forcing amplztude for Wi 

= 27r e-w;fwo. 
(5.3.4) 

a 

The dependence of these factors on forcing frequency is described by a single 

relative Jcaling function 

(5 .3.5) 

The relative scaling function provides an approximate (O(c)) measure of the 

effectiveness of a forcing frequency in producing manifold separation, and, as 

such, is a basic tool in understanding how each frequency affects dissociation. 

Since the function's exponential decay depends only on wo, the period associ

ated with simple harmonic motion at the bottom of the Morse well provides 

the relevant time scale for the forcing 's effectiveness at producing manifold 

separation. Given any two forcing frequencies , one immediately knows the 

relative importance of each one; for example, if one of the frequencies is at 

w0 and the other at 4w0 , and the amplitudes of the two forcing terms are 
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identical, then due to the exponential decay of the relative scaling function, 

the second term has a relatively negligible effect on manifold separation, and 

hence, as we shall later see, on certain transport properties, so that the prob

lem is essentially one of single-frequency forcing. As another example, in the 

microwave limit w; < < w0 the relative scaling factor associated with each 

frequency will be approximately 2
arr, essentially frequency independent. We 

remark that, though the nonvanishing of the Melnikov amplitudes in the limit 

w; ~ 0 is not common (often they vanish in the limit of infinitely slow and 

infinitely fast forcing), this nonvanishing does occur in other systems, such as 

the forced Josephson junction. 24
•
25 

In Figure 5.3.3 we approximately portray (i.e. , to O(c)) some PIM's in 

the Poincare section ~82o=0 by plotting the zero sets of M( s, 81 , 820 = 0; v) 

for a particular frequency ratio w2/w1 = g-1 , where g is the golden mean 

( y'5- 1)12, and a range of forcing amplitudes. Note that the Melnikov func

tion, and hence the zero sets, are specified relative to the two-dimensional 

unperturbed separatrix, so that one interprets the plots in Figure 5.3.3 in 

terms of the separatrix, shown by the dashed line in Figure 5.3.1, being flat

tened out onto a plane. Hence, though the PIM's live in the three-dimensional 

Poincare section, they are close to the unperturbed separatrix and for ease of 

portrayal we suppress the dimension normal to the unperturbed separatrix. 

Figures 5.3.3(a) to (g) show PIM's for a range of ratios of Melnikov ampli

tudes. For IA1 I A2l < 1 the PIM's are non-intersecting 1-tori, for IA1 I A2l > 1 

they are non-intersecting spirals, and for IA1 I A2l = 1 they are intersecting 

spirals (or equivalently intersecting 1-tori). For other ratios of w2lw1 (both 

commensurate and incommensurate) , the PIM geometry as At/A2 is varied 

is qualitatively similar. In Chapter 2 (equivalently refs. 33, 34) we provide 

a more detailed study of PIM geometry via theorems involving the Melnikov 

function. The basic result relevant to the Morse oscillator is the following. 

The manifolds W"(rt:) and wu(rt:) intersect if the Melnikov function (5.3.3) 
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has a zero with D(s,el)M of rank one. One can easily see that the Melnikov 

function (5.3.3) passes through zero a countable infinity of times for each 

81 E [0, 211-). Thus, regardless of PIM geometry, the set of PIM's intersects 

each phase slice x(OI) of the Poincare section 'E82o in a countable infinity of 

points for 01 E [0, 27r ). 

With an appreciation of PIM geometry, it should not be difficult to visu

alize the nature and geometry of the previously mentioned three-dimensional 

lobes in 'E 82o by remembering that the separation of W 8
( Te) and wu( Te), and 

hence the thickness of the lobes, is normal to the page for Figure 5.3.3 (see 

Figure 5.3.4). As one might expect from the figures, the geometries of the 

invariant lobes can take on a rich variety in quasiperiodic problems, and thus 

a precise definition of an invariant three-dimensional lobe in 'E 82o necessitates 

fairly careful development and a rather abstract description. We merely say 

here that for the case where PIM's are 1-tori, a lobe in 'E82o is the region 

bounded by segments of W 8 (re) and wu(re) between adjacent PIM's; for 

other PIM geometries a definition similar in spirit applies and we refer the 

reader to Chapter 2. 

5.4 The homoclinic tangle as a template for 
studying molecular dissociation 

5 .4.1 Using the invariant homo clinic tangle to 
study the sequence of maps 

We have a set of two-dimensional invariant manifolds ws(re) and wu(re) 

fixed in the three-dimensional Poincare section 'E82o for the Morse oscillator in 

autonomous form (5.2.3), and the geometry of the manifolds is studied via the 

generalized Melnikov function. The trick is then to relate things back to the 

original physical problem, that of a sequence of two-dimensional maps on ( x, p) 

space. This is done in a simple manner, as described heuristically here and 
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rigorously in Chapter 2. At each sample time t = 2
11" n, the phase associated 

w2 

with the first forcing frequency is 81(n) = 81 0 +27r~n; hence one can think of 
W2 

the original two-dimensional Morse oscillator (5.2.1) at this sample time as a 

two-dimen~ional ~lice of the three-dimensional Poincare section L:82o, defined 

by the time ~lice, or equivalently the pha~e ~lice 

(5.4.1) 

Hence the sequence of maps (5.2.2) on (x,p) space can be understood in terms 

of P~ acting on a sequence of phase slices of L: 82o, as shown in Figure 5.4.1 (for 

incommensurate frequencies the phase slices will visit 81 E [0, 27r) uniformly 

and densely, and for commensurate frequencies they will visit a finite number 

of 81 values). The intersection of each time slice with W"'(r~) and wu(r~) 

defines time-dependent one-dimensional manifolds in ( x, p) space at the ap

propriate sample time (the manifolds vary with the time slice since W"' ( T~) 

and wu( r~) vary with 81). Figure 5.4.1 illustrates this in the case where the 

invariant manifolds intersect in 1-tori, and the result for each time slice is 

a time-dependent two-dimensional homoclinic tangle with the same topolog

ical constraints as in the familiar case of periodic forcing: the two manifolds 

criss-cross ad infinitum, intersecting each other but never inter secting them

selves, to define a countable infinity of two-dimensional lobe~. More precisely, 

the set of PIM's intersect the time slice x( 81 0 + 27r~n) in a countable infin

ity of primary inter~ection point~ (PIP'~), and the segments of W"(r~) and 

wu( T~) in that time slice b etween adjacent PIP's define the boundary of a 

two-dimensional lobe in that slice . The template for transport in (x,p) space 

under the sequence of maps, and hence the key to studying molecular disso

ciation, is thus the time-dependent two-dimensional lobe structure associated 

with each sample time. It is a straightforward consequence of the invariance 

of W" ( T~) and wu ( T~) that each lobe in the nth time slice maps under T~ ( · ; n) 

to a lobe in the ( n + 1 )th time slice. Hence the global picture for tran~port 
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in (x,p) space under the sequence ofmaps {T~(·;n)in E Z} is expressed in 

terms of lobes mapping within a sequence of two-dimensional lobe structures 

derived from invariant manifolds embedded in a three-dimensional Poincare 

section (as shown in Figure 5.4.2). We should stress that, as a consequence 

of invariance, for any invariant manifold geometry there is a two-dimensional 

lobe structure for each time slice in any particular sequence of time slices. 

To describe transport in phase space necessitates specifying how the two

dimensional lobes map from one to another under the sequence of maps. At 

first this may seem a daunt ing task, since one needs to address a hi-infinite 

sequence of maps. However this task is greatly simplified by the fact that 

the (x,p) equations in (5.2.3) depend periodically on 81 for fixed (x,p,82), so 

we only need consider the finite interval 81 E [0, 21r ); hence one can describe 

any map in the sequence of maps in terms of Pe acting on x( 81), for some 

81 E [0, 21r ). The invariant manifolds are central to such a description, for once 

one knows how the three-dimensional lobes in :E82o evolve under the single map 

P~, one can easily deduce how the two-dimensional lobes evolve under any of 

the maps in the sequence of maps (see Chapter 2). Recognizing the importance 

of the invariant manifolds, we proceed to discuss the aspects of transport that 

are relevant to the study of molecular dissociation. The key issue is to use the 

sequence of lobe structures to precisely define boundaries between bounded 

and unbounded motion and then precisely identify the regions in phase space 

which cross these boundaries under each map. 

5.4.2 Deriving from the homoclinic tangle the 
sequence of partial barriers between regions of 
bounded and unbounded motion and the se
quence of turnstiles 

By definition, points on ws(r~) and wu(r~) asymptote with positive and 

negative time, respectively, to the invariant 1-torus at infinity, r~, so that in a 



-289-

manner similar to the separatrix of the unforced system, W"(re) and wu(re) 

play the role of dividing surfaces between bounded and unbounded motion. 

For the unforced problem, where W"(re=o) and Wu(re=o) are identical , the 

entire manifolds play the role of the dividing surface and they act as a complete 

barrier. For the forced problem , where W"(re) and wu(re) are no longer iden

tical, :Jegment:J of the manifolds, joined together at an intersection set, play 

the role of the dividing surface between bounded and unbounded m otion; it is 

possible for points to move across this surface, and hence the dividing surface 

acts as a partial barrier. We give a careful discussion of the construct ion of 

these dividing surfaces in Chapter 2, and the essentials of this construction 

applied to the Morse oscillator can be conveyed here in a simple manner with 

the help of some figures. One chooses the above-mentioned intersection set to 

be a one-dimensional subset of the set of PIM's that is piecewise continuous 

and intersects each phase slice x(OI) , 01 E [0, 27r), in a single point. Examples 

are illustrated in Figure 5.3.3, denoted by Tc (there are of course other possi

ble choices, and we will discuss our particular choice momentarily). If we let 

S[re , rc] and U[re, rc] denote the segments of W "( Te) and wu( re) , respectively, 

from Te to Tc, then C- U[r~, rc] U S[re, rc] denotes a two-dimensional surface 

in E 82o that divides each pha:Je :Jlice x(OI), 01 E [0,27r), into two regions, as 

illustrated in Figure 5.4.3. For the case of toral PIM's, illustrated in Fig

ure 5.4.3(a) , one can choose Tc to be a 1-torus, and C in fact divides E 82o into 

two regions; for the case of spiral PIM's, illustrated in Figure 5.4.3(b ), one 

must choose Tc to have a discontinuity, and hence Cis discontinuous and does 

not divide ~82o into two regions, since there are gaps at the region of discon

tinuity. However, for all cases, C divides each phase slice x( OI), 61 E [0, 27r), 

into two regions, which is all one is interested in for the sequence of maps. 

At each sample timet= 21rn, we thus h ave in (x, p) space a time-dependent 
"-'2 

boundary C(n) _ C n x(010 + 21r~n) that divides the space into two regions, 

denoted Rb(n) and Ru(n) , as illustrated in Figure 5.4.3 (note that invariant 
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three-dimensional regions in E 82o , Ru and Rb, are then defined as the union 

of the corresponding two-dimensional regions over the phase slices defined by 

B1 E [0, 21r)) . In the context of this time-dependent boundary we can now 

explain the choice of Tc in Figure 5.3.3, and hence the choice of the sequence 

of boundaries. We chose T c such that for each iJ1 E [0, 27r) the s parameter 

associated with Tc n x( iJ1) is the closest to zero out of all the PIM intersections 

with that phase slice. The aim of this choice is for the boundary C( n) to most 

closely resemble the unperturbed separatrix at each time slice. 

As we shall explain, points can cross C only via the turnstile lobes, which 

we now define and identify. It is a straightforward consequence of the orien

tation preserving nature of P~ that the lobes between Tc and p~-l ( rc), which 

we refer to as the turnstiles, change their orientation relative to C under P~. 

What we mean by this can be easily visualized in Figure 5.4.4, where we show 

an example with toral PIM's and one pair of turnstile lobes. It should be clear 

from the figure that points in the turnstiles, and only these points, cross the 

invariant boundary C under P~, mapping from outside to inside or vice-versa. 

At each sample time t = ::,: n, we thus have in ( x, p) space time-dependent 

turnstiles defined by 

(5.4.2) 

where Lbu(l) and Lub(l) are the three-dimensional turnstile lobes in E 82o that 

map under one iterate of P~ from Rb to Ru and from Ru to Rb, respectively. 

Hence the turnstile Lbu(l; n) (Lub(l; n)) is the set of lobes which map under 

T~(. ; n) from inside (outside) Rb( n) to outside (inside) Rb( n + 1 ), and we shall 

refer to these two processes as escape and capture, repectively. The points in 

Rb( n) at time t = ::,: n are destined to oscillate in a bounded fashion until at 

some future sample time t= ::,:n, fi > n (which may or may not ever occur), 

they escape under T~( ·;fi) via the turnstile lobes Lbu(1;fi) to Ru(fi + 1) and 
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henceforth asymptote to infinite separation (in a similar manner one describes 

capture). Hence, it is correct to interpret Rb(n), Ru(n) as the regions of 

bounded and unbounded motion, respectively, and the turnstile lobes Lbu(l; n) 

and Lub(l; n) as the sole mechanism for transport between the bounded and 

unbounded regions. 

We conclude this section with three remarks: 

(i) Previous studies which do not address invariant manifolds are forced to 

use approximate and somewhat ad hoc criteria for dissociation. For ex

ample, in their study of ionization and dissociation in terms of a forced 

nonlinear oscillator, Leopold and Percival1 (Coulomb potential, periodic 

forcing), and later Goggin and Milonni12 •13 (Morse potential, periodic and 

quasiperiodic forcing) use for their dissociation criterion a time-dependent 

"compensated energy": any point with energy greater than this compen

sated energy is considered dissociated. As we shall see with some simula

tions in Section 5.5.1, it is possible for their criterion to significantly differ 

from the true criterion offered by the invariant manifolds. Even if one is 

in a regime where such an approximation works well, it is still important 

to appreciate the true dissociation criterion. 

(ii) We stress the new feature in the generalization from transport under 

maps to transport under sequences of maps: one is not concerned with 

transport with respect to a fixed region in the plane, as is the case with 

two-dimensional maps, but with transport with respect to a sequence of 

regions, which vary in shape and size from one time sample to the next. 

This is a consequence of the fact that the relevant dividing lines between 

bounded and unbounded motion, made up of points which asymptote to 

the invariant torus Te as x ---t oo, vary from one time sample to the next, 

due to the more complicated time dependence in the forcing. That the 

time-dependent template with which to study transport, the sequence of 
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lobe structures, is derived from a set of invariant manifolds embedded 

in an enlarged phase space, allows one to embrace rather than avoid the 

more complicated transport issues associated with quasiperiodic forcing. 

(iii) Though not explicitly stated, our discussion of turnstile lobes assumed 

that each lobe was entirely contained in one region or the other. This is 

the case for small enough forcing (which in practice can be quite large), 

and when it is not the case one can redefine the turnstiles in an appro

priate manner to be the portions in one of the regions.33 •34•35 

5.4.3 A comment on boundedness and unbound
edness in the quantum mechanical treatment 

For a classical approach, it is the segments of the invariant manifolds of 

the perturbed system, and not the unperturbed separatrix, that are relevant to 

the criterion for dissociation. For example, in the forced system a point may 

oscillate in a bounded manner over some finite time interval such that it re-

peatedly crosses back and forth over the unperturbed separatrix. Bearing this 

in mind, consider the conventional approach used in the quantum mechanical 

treatment (as described, for example, in Goggin and Milonni12
•
13 and Lu et 

al., 14 or elementary quantum mechanics texts for that matter). Let {lbi >} 

denote the set of bound states of the unforced Morse oscillator. If the system 

is initially in some bound state 17fl(t = 0) > then the dissociation probability 

at time t for the forced problem is 

Pd(t) = 1-Ll < bj 17fl(t) > 12 • 

j 

(5.4.3) 

Hence one finds the dissociation probability by subtracting from one the prob

ability of being in one of the { lbi > } states. The obvious question that arises 

for this approach is: does one want to interpret { lbi >} as the set of bound 

states for the forced problem? For time-independent perturbations (Zeeman 
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effect, Stark effect, and so forth) one routinely solves for the perturbed eigen

values and eigenstates; however, for the more difficult case of time-dependent 

perturbations it has been common to study transitions relative to the unper

turbed basis states according to (5.4 .3) and the question of the interpretation 

of bounded and unbounded motion in the time-dependent problem remains 

largely ignored. 

5.5 Quantifying flux and dissociation rates 

5.5.1 Computing the partial barriers between 
bounded and unbounded motion, the number 
of turnstile lobes, and the turnstile boundaries 

A first step towards quantifying molecular dissociation via phase space 

transport is the numerical computation of the partial barriers and turnstiles, 

which provides a direct portrayal of phase space structure and allows exact 

computation of flux and various dissociation rates . The procedure for numeri

cal computation of the invariant stable and unstable manifolds of saddle-type 

fixed points of maps at finite (x,p) values is well-known and straightforward; 

the added complications here are of course that we are dealing with sequences 

of maps and an invariant 1-torus with infinite radius. One can study se

quences of maps by employing a double phase slice sampling method (refer 

back to Chapter 2), which is similar to the sampling method for maps, ex

cept that one takes into account that the evolution from one time sample to 

the next is understood in terms of phase slices of the Poincare section ~82o 

mapping from one to another under Pe. Hence to compute segments of the 

global stable and unstable manifolds in some finite window x E [xa , Xb] at 

a given time sample t = 2 '~~'n, i.e., at a given phase slice x(6t 0 + 27r~n), 
W2 2 

one evolves under the dynamical system vector field backward and forward in 

time, respectively, over some time interval lb.tl = :,:j, small segments of the 
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stable and unstable manifolds that originate at large x values in the different 

phase slices x(Bto + 21r~(n + j)) and x(810 + 21r~(n- j)), respectively. If 

T~ had a finite radius, one would take these initial segments to be the local 

stable and unstable manifolds of T~ in the appropriate phase slices. The p 

coordinate ofT~ is known exactly in any phase slice (see equation (5.A.4) in 

the Appendix), so in practice one can take the initial segments to be horizon

tal segments at large x values (say x > 20) slightly above and below the p 

value ofT~ n x(Bto + 27r~(n + j)) and T~ n x(Bto + 27r~(n- j)) for W"(r~) 

and W"( T~ ), respectively. The error incurred by this approximation can be 

made negligible by choosing for the line segment x sufficiently large and p 

sufficiently close to the p coordinate of Te; in the appropriate phase slice (for 

example, in the Melnikov calculations in Figure 5.3.2 we insure that the er

ror due to the initial segment approximation is orders of magnitude smaller 

than the true manifold separation). In making this approximation, we stress 

the need to respect the variation of the p coordinate ofT~ with the choice of 

Poincare section and phase slice: in the context of periodic forcing, Bruhn36 

takes the initial segment to lie on the corresponding unperturbed manifolds, 

but for reasonably sized perturbations a line element that lies on W8(r~=o) 

can lie below wu(re:), and hence move opposite to the intended direction. 

With the above procedure one can calculate with arbitrary precision seg

ments of the invariant manifolds for the nth time sample, and from this im

mediately calculate the partial barriers and turnstile boundaries by an ap

propriate choice of Tc n x(Bto + 27r~n) and Tc n x(Bto + 27r~(n + 1)), and 

then the calculation of p~- 1 (rc n x(Bto + 27r~(n + 1))). Figure 5.5.1 shows 

a simple illustration with a sequence of four time slices. Note how the num

ber, size, and shape of the turnstile lobes can change from one time sample 

to the next, which contrasts sharply with the time-periodic case, where the 

turnstiles are independent of sample time. By explicit computation of the 

manifolds as just described here, one can determine the number of turnstile 
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lobes for each time slice. However, the Melnikov function provides an analyti

cal tool for determining turnstile lobe number, which will be relevant to some 

of the flux calculations to come. If s = sc(BI) denotes the s values associated 

with the choice of Tc, then the turnstile lobes at the nth time slice lie between 

sc(Blo + 27r~n) and {s c(Blo + 21r~(n + 1)) + 21r/w2}. Every time the Mel

nikov function crosses through zero it corresponds to a nearby crossing of the 

stable and unstable manifolds; hence, if N(810 + 27r~n) denotes the number 

of zero crossings of M(s , 81 0 + 27r~n , 82o i v) between (and not counting) the 
"-'2 

above two endpoints, then the number of turnstile lobes in that time sample 

is (generically) given by N(810 + 21r~n) + 1 (and by the sign of the Melnikov 

function one can determine how many of these lobes correspond to escape and 

how many to capture, as described in Chapter 2). Bearing this in mind, the 

plots of the Melnikov zero sets in Figure 5.3.3, along with the portrayal of T c 

and p~-l ( rc), allow one to immediately deduce the number of turnstile lobes 

in each phase slice. For example, in Figure 5.3.3( d) there is seen to be two 

turnstile lobes (one capture and one escape) for all time slices (except the 

isolated cases where the PIM's cross) . In contrast, in Figure 5.5.1, which is 

the same example, except sampled now at the slower rather than faster fre

quency, there is a different number of turnstiles lobes (ranging from two to 

four) for each time slice. Chapter 2 gives a careful comparison of the effect of 

different sampling choices; for either choice, however, the same transport for

malism goes through and we will on purpose consider both types of sampling 

interchangeably. 

In Figure 5.5.2 we compare for a particular example the dissociation cri

terion based on numerical computation of segments of the invariant manifolds 

versus Leopold and Percival's "compensated energy". The compensated en

ergy includes a time-dependent term that simply shifts the unperturbed sep

aratrix up and down in p with time, and there is no accounting for the overall 

distortion and "breathing" of the true partial barriers. 
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5.5.2 Turnstile lobe area and flux 

A central transport quantity in previous studies of molecular dissociation 

in the context of maps is the flux between regions of bounded and unbounded 

motion. 7 •15 - 21 •37- 39 Though flux describes an important feature of transport 

to and from regions of bounded and unbounded motion, we shall later see its 

limitations. In contrast to the case of area-preserving maps, where a single 

measure of flux suffices, for area-preserving sequences of maps there are five 

relevant measures of flux. The first two are the instantaneous flux, denoted 

<l>e(n) and <l>c(n) for escape and capture, respectively: 

( 5.5.1) 

where J.L( · ) denotes the area of the lobes within the parentheses. Instantaneous 

flux thus refers to the area in phase space, per sample time, that escapes or 

is captured between the nth and (n + l)th time samples, and is in general 

different for each time sample and for escape versus capture, since the partial 

barriers vary with each time slice and the area of the region they enclose 

can change. The next two are the finite-time average flux, denoted «<>e(n) and 

«<> c( n) for escape and capture, respectively, which are simply the average of the 

instantaneous flux over the first n + 1 time samples. This as well is different for 

each n and for escape versus capture, and though both quantities will converge 

to the same value in the limit n ----+ oo, the convergence time can vary from 

being quite short to quite long. The final measure is the infinite-time average 

flux 

(5.5.2) 

which is the same for escape and capture, since the area of Rb( n) remams 

bounded, as should be plain from the definition of Rb( n ). One can exactly 



-297 -

compute the above fluxes by identifying the turnstiles and computing their 

boundaries for each time slice, as described in the previous section. 

One can approximately (to 0( c)) compute the fluxes using the Melnikov 

function. Integrating the distance expression over the arc length of the unper

turbed separatrix d).. = IIDH(xh( -s ), Ph( -s ))lids gives the area of a turnstile 

lobe in the nth time slice X(flio + 2rr~n): 

J
sb(n) WI 

ll(turnstilelobe( n )) = c IM( s, 81 0 + 2rr-n, 82 0 ; v )ids+ O(c2 ), (5.5.3) 
s.,(n) w2 

where sa ( n) < sb( n) are the s values of the bounding PIP's of the lobe. Using 

(5 .5.3), one can calculate instantaneous flux and finite-time average flux by 

determining the areas of the appropriate turnstile lobes (see Figures 5.5.3 

and 5.5.4). For the infinite-time average, one obtains a particularly simple 

expressiOn: 

( 5.5.4) 

The expression for ci> really involves a sum over phase slices of the turnstile 

lobe areas, for which the O(c) term of (5.5.3) is a good approximation for c not 

too large and w1, w2 not too small, but this is converted to an integral over a 

single phase slice by elementary periodicity properties of the Melnikov function 

arguments (refer back to Chapter 2). Note that , for a given sampling phase 

820 , for commensurate frequencies the average flux depends on the initial phase 

81 0 , i.e., ci> = ci>( (}Io ), but for incommensurate frequencies it is independent of 

(}1 0. 

One would like to compare the flux associated with periodic and quasiperi

odic forcing. A normalization criterion for the forcing amplitudes is needed to 

decide upon "equivalent" periodic and quasiperiodic perturbations that can be 

compared. For example, let us choose the criterion E'f + Ei = constant = E 2 

(i.e., as EI and E 2 are varied, we keep constant the sum of the intensities as

sociated with each amplitude in the electromagnetic field). For fixed WI, w2, 



-298-

we then vary, say, Et from 0 toE, with E2 determined by the normalization 

criterion. The question then is: how does the infinite-time average flux vary 

as a function of Et? The variation depends on two properties: interference 

effects and relative scaling factors. Referring to Figure 5.5.5, at the single

frequency limits, associated with the endpoints E 1 = 0 and E 1 = E, the 

average flux <I> is proportional to the relative scaling factor associated with 

the corresponding frequency. Interference effects cause the flux profile to dip 

below a linear increase from the lower to higher <I>. The single-frequency limit 

associated with the larger relative scaling factor thus corresponds to an abso

lute maximum of the average flux (the absolute minimum may or may not be 

at the other single-frequency limit, depending on the difference between the 

two relative scaling factors and the size of the dip due to interference effects). 

In this context, the best one can do is single-frequency forcing. In other con

texts, however, including other aspects of flux, multiple-frequency forcing can 

enhance certain transport quantities. In particular, the variation of lobe areas 

gives one the freedom to vary instantaneous and finite-time average flux for 

a fixed infinite-time average. Relevant to the variation of finite-time average 

flux is the time scale for convergence to the infinite-time average. This time 

scale can be anywhere from relatively short to arbitrarily long (refer back to 

Figure 5.5.4). We wish to stress the importance of the finite-time quantities, 

for, as we shall see, dissociation rates of course decay in time, so the dissoci

ation process occurs over a finite time interval, and the infinite-time average 

flux may or may not have strong relevance to the problem at hand. 

Just as the :relative scaling function helps one understand the multiple

frequency case, so too does the flux associated with single-frequency forcing 

(see Figure 5.5.6). The single-frequency infinite-time average flux given by 

(5.5.4) increases monotonically with decreasing forcing frequency, w, corre

sponding to infinite turnstile lobe area and maximal flux in the limit w ----+ 0. 

Such a result would seem to deserve an explanation. In comparison, MacKay 
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and Meiss7 obtain for a Coulomb potential a turnstile lobe area and flux which 

both diverge as w--+ 0 for fixed c. In their calculations they (along with Casati 

et al.6
) consider dissociation of a prepared highly excited state (no = 66), and 

they choose both c and w to depend on no; if one maintained this dependence 

as no --+ oo then both c: and w would limit to zero, in such a way as to lead to 

divergent lobe area but zero flux. For the Morse potential we briefly discuss 

two cases of the limit w --+ 0: (i) c fixed and (ii) lim c; --+ 0. For the case of 

c fixed note from the Appendix (equation (5.A.3)) that as w--+ 0 the ampli

tude of oscillation of the p coordinate of T~ diverges, so that for sufficiently 

small w the problem becomes no longer near-integrable. Figure 5.5.7 shows 

the turnstile lobe Lbu(l) for four successively smaller values of w. The lobe 

grows in area and spirals around Rb . There is no obvious reason why the lobe 

should not remain in a spiral as w further decreases, and given that the stable 

manifold cannot intersect itself, Lbu(l) would then be trapped entirely in Rb, 

allowing for two possibilities as w --+ 0: either the area of the lobe and hence 

of Rb diverge, or the area of Rb will remain finite, forcing the turnstile lobe 

area to remain finite (this would not contradict Melnikov theory since we are 

not in the near-integrable regime). The plots suggest that the areas will keep 

growing, though a much more intensive numerical study would be needed to 

assure this. Even if this were the case, however, one would of course not con

clude from a maximal flux result that the aim for good dissociation rates is to 

make the forcing frequency arbitrarily small: 

(i) That Rb grows with decreasing frequency implies that more and more of 

the phase space is eaten up by the bounded region. 

(ii) One sees from Figure 5.5.7 that as the frequency decreases a larger per

centage of Lbu(l) intersects with P~(Lub(l)), so that a larger percentage 

of phase space trajectories escaping under the next iterate of P~ were just 

captured at that time sample. 
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(iii) Lbu ( 1) does not necessarily penetrate any better the inner level sets of 

the unperturbed Hamiltonian as w decreases. 

It is precisely issues such as these, such as the intersection of the turnstile 

lobes with other lobes and with level sets of the unperturbed Hamiltonian, 

that need to be dealt with for a complete study of dissociation rates, and 

we address these issues in the next two sections. We lastly remark here that 

for the case lime - 0 the flux will fall to zero, and as long as c/w is kept 

sufficiently small the problem remains near-integrable (one would be interested 

in this situation for low intensity microwave ionization or dissociation of highly 

excited states). 

5.5.3 Dissociation rates 

The main limitation of flux is that it involves phase space areas with no 

regard for the histories and initial conditions of phase space trajectories within 

these areas. In the next two sections we study two basic phase space transport 

questions relevant to molecular dissociation which address the history and 

location of phase space trajectories. The question addressed in this section is: 

at timet = 2
"' n, how many of the initially bounded points (i.e., those in Rb(O) 

W2 

at t = 0) have escaped (i.e., are in Ru(n))? For n > 0 the turnstile Lbu(l; n) 

may in general contain points which were in Rb(O) and Ru(O) at t = 0, so to 

answer this question one must know the history of the points in the turnstile 

lobe. Such a question is studied in the following language. At time t = 0 

let the regions Rb(O) and Ru(O) be covered uniformly with particles of species 

Sb and Su, respectively, and let 7bu(n) (Tub(n)) denote the total amount of 

species Sb (Su) contained in region Ru(n) (Rb(n)) at t = ::n. Then for 

area-preserving sequences of maps: 

7bu(n + 1) -7bu(n) = J.Lb(Lbu(l; n))- j.tb(Lub(l; n)), (5.5.5) 
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where Jlb( ·) denotes the area of the region within the parentheses that con

tains Sb. Equation (5.5.5) then quantifies a dissociation rate, and summing 

(5.5.5) over n (and using that Tbu(O) = 0)), one obtains an expression for 

nu(n) for any n (of course Tub(n) = Tbu(n), so we concentrate on Tbu(n)). 

Solving equation (5.5.5) boils down to computing lobe content Jlb(Lbu(l; n)) 

and J.Lb(Lub(l; n)). We will discuss two approaches at solving for lobe con

tent, one based on a Markov model approach, applied to periodic forcing by 

MacKay, Meiss, Ott, and Percival28 •29 and extended here to quasiperiodic 

forcing, and one based on the study of the topology of lobe intersections with 

the bounded and unbounded regions and with other lobes, applied to periodic 

forcing by Rom-Kedar et al.26 and Rom-Kedar and Wiggins35 and extended 

to quasiperiodic forcing in Chapter 2. 

The phase space transport question studied in this section, that of an 

initial uniform distribution of points in phase space, is popular in chemical 

kinetics studies, 15- 21 but we point out that a study of an initial distribution 

that depends on energy levels would also seem worthwhile, and we will discuss 

this latter problem as well. 

5.5.3a Markov models 

The Markov model approach provides an approximate answer to the first 

transport question in the context of periodic forcing, and has gained some 

popularity in the application to molecular dissociation. Its advantages are its 

conceptual simplicity and possible ease of implementation; its disadvantages 

are that it can lead to a poor approximation, one that can be even qualitatively 

incorrect and can miss basic features of transport. For a two-dimensional 

Poincare map derived from time-periodic forcing, one has for the Poincare 

section the same constructs as in the time slices of the quasiperiodic case, 

except that everything is independent of the sample time; h ence, we use the 
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same notation as in the quasiperiodic case, with the parameter n dropped. The 

Poincare section is divided into two regions Rb and Ru, and for an elementary 

version of the Markov method often employed in chemical kinetics studies 

one further specifies for each of these regions the stochastic part that can 

participate in transport between Ru and Rb, denoted ru and rb, respectively. 

Thus rb is the portion of Rb outside the outermost surviving KAM torus, minus 

the islands of stability, and calculating the area of this region approximately 

is not too difficult. One then assumes that once a lobe maps from one region 

to another, its contents instantaneously diffuse throughout the region it maps 

into. This rather unrealistic assumption allows one to determine lobe content 

in a simple manner. If we let p = p(Lub(1))fp(rb), i.e. , pis the percentage of 

rb occupied by the captured turnstile lobe, then at the nth time sample 

(5.5.6) 

and one finds 

(5.5.7) 

For a sequence of maps the Markov method generalizes in a simple manner: 

if we let Pi = p(Lub(1; i))/ p(rb(i + 1)), then the expression for /1-b(Lbu(1; n)) 

becomes for n ;::: 1 

fJ.b(Lbu(1; n)) = (1- Po)· (1- pi)· . .. · (1- P(n-I))p(Lbu(1; n)) (5.5.8) 

and one has 

1bu(n) = {1- (1- Po)· ... · (1- P(n-l))}p(rb(n)). (5.5.9) 

Since in general the Pi are different, one has for the sequence of maps added 

freedom to enhance or diminish aspects of transport over finite time scales. 

The previously mentioned influence of interference effects and relative scaling 

factors on average lobe area are relevant to expressions (5.5.8) and (5.5.9), 
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since the Pi are proportional to turnstile lobe area. One must also con sider the 

variation of J..L( rb( i)) under the Markov model, but as should soon become clear, 

the dependence on p( rb( i)) is a rather artificial consequence of the unrealistic 

approximation of infinitely fast diffusion. We lastly remark that for p0 +p1 ••• + 
P(n-1) = constant, the product (1 - po) · . .. · (1 - P(n-l)) is maximal in the 

limit Po =PI = .. . = P(n-l) (this is just the simple result that the maximum 

volume of an n -sided box is associated with a cube), i. e., this product is 

maximal, given the constraint, in the single-frequency limit. 

5.5.3b The topology of lobe intersections 

An exact determination of lobe content, and hence an exact answer to the 

first transport question, necessitates a consideration of the topology of lobe 

intersections. Until now, we have discussed only the turnstile lobes Lbu(1; n) 

and Lub( 1; n), i.e., the lobes of the nth time slice that escape/are captured 

between the nth and (n + l)th time slice; we now must consider other lobes 

Lbu(m;n) and Lub(m;n) , defined to be form~ 1 the lobes of the nth time 

slice which escape/ are captured between the ( n + m- 1 )th and ( n + m )th time 

slice (see Figure 5.5.8). For quasiperiodic forcing, to find the true content of 

the turnstile lobes at t = 2
71" n, one maps the lobes back to t = 0 and sees how 

w2 

much of them are inside and outside Rb(O): 

J.lb(Lbu(1; n)) = {T~- 1 ( ·; 0) o ... o T~-1 (Lbu(1 ; n); n- 1)} n Rb(O) 

= Lbu(1 + n; 0) n Rb(O) 

J.lb(Lub(1; n)) = 0, 

(5.5.10) 

where T~- 1 (.; n) denotes the map from the (n + l)th to the nth time slice. 

Since the stable manifold can never intersect itself, the only way for Lbu(l + 
n; 0), n ~ 1, to be outside Rb(O) is for it to be inside the lobes Lub(m; 0) 

for 1 :::; m :::; n, as shown in Figure 5.5.9 (note that it is due to the fact 
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that the one-dimensional manifolds of each time slice are subject to the same 

geometrical constraints as those manifolds in the familiar case of periodic 

forcing that allows a straighforward extension of lobe intersection analysis to 

the quasiperiodic case). Hence one can rewrite the first expression of (5.5.10) 

as 

n 

l-lb(Lbu(1; n)) = ~-t(Lbu(1; n))- I: J1(Lbu(1 + n; 0) n Lub(m; 0)) (5.5.11) 
rn=l 

(for n = 0 replace the sum by zero). As n increases, the lobe intersections 

become exceedingly complicated, and the topology of the intersections is bet

ter appreciated by recognizing the approximate self-similar behavior of the 

preimages of the lobes as one evolves them backwards in time. These is

sues are discussed in Chapter 3 (equivalently ref. 40) in the context of two

dimensional maps, and we convey the essence of the situation for seqences of 

maps in Figure 5.5.10. Once a lobe has completed one revolution around the 

bounded region, it begins to wrap around other turnstile lobes, as shown in 

Figure 5.5.9 and highlighted by the shaded region in Figure 5.5.10(a). This 

shaded region then itself repeats the process of winding around the core under 

further evolution backwards in time, as shown in Figure 5.5.10(b). One then 

understands the lobe intersections in terms of pieces of Lbu(1; n) repeatedly re

volving around the core under evolution backward in time until they intersect 

the turnstile Lub(1; n), n < n: for each such piece the number of revolutions 

before the turnstile intersection can vary from 1 to oo, and the period of each 

revolution can vary from some minimum number to oo. One can construct a 

symbolic dynamics to describe the topology of these pieces,40 but we will not 

dwell on this he_re, our goal being merely to point out the complicated nature 

of the intersections, and yet the existence of a relatively simple framework 

with which to understand the topology of the intersections. 

The intersection of lobes with Ru(n) and Rb(n), or equivalently with 

other lobes, provides the framework for exact computation of transport under 
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quasiperiodic forcing, and we compare this framework with the approximate 

Markov model, and with periodic forcing. Our main interest is in the latter 

comparison, and we do not wish to digress too much with the former. A careful 

discussion of the deficiencies of the approximate Markov model has been given 

by Rom-Kedar and Wiggins41 and Wiggins23 (and is also pointed out by 

Zembekov42
), and we only highlight here some of the results. Previous studies 

employing the Markov approximation show agreement with exact results only 

at short time scales. 21 
•
43 Indeed any practical implementation of the Markov 

method entails exponential decay in transport rates, whereas the exact theory 

allows both exponential and power law decay and the latter can indeed occur. 26 

Even the short time agreements can be viewed as rather accidental, for there 

is no reason to expect that the way lobes intersect one another bears any 

relation to the rather unrealistic process that assumes infinitely fast diffusion 

and disregards lobe intersections. In fact, we will soon mention in the context 

of quasiperiodic forcing a simple example where short time agreement is not 

expected. 

In comparing the exact transport theory for maps and sequences of maps , 

a central difference to recognize is the additional freedom in the latter case 

to enhance or diminish aspects of transport over finite time scales due to the 

variation of lobe areas. One can study this variation and exploit it to one's 

advantage by numerical simulation of the lobes. In Figure 5.5.11 we show 

two simple examples that differ only in reversal of the sign of the amplitude 

for the first forcing frequency. In Figure 5.5.1l(a) the areas of the first six 

escape lobes are almost twice that of the average lobe areas, while the areas 

of the first six capture lobes are close to zero. Hence at short time scales the 

dissociation rates are almost twice as large as the infinite-time average flux. 

In Figure 5.5.11(b) the situation is reversed: hence, after five time samples 

the content of the bounded region has changed significantly. A Markov model 

approach would imply that the turnstile lobe Lbu(l; 5) contains a significant 
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fraction of points that were not initially in the bounded region, but this is 

in fact not true since Lbu(l; 5) intersects with none of the captured lobes (on 

the scale shown it looks possible that Lbu(l; 5) just touches one of the capture 

lobes, but at greater resolution this is seen to not happen, which is consistent 

with then = 0 plot). Despite the additional freedom of variation of lobe areas, 

one must also bear in mind that average turnstile lobe area is maximal in a 

single-frequency limit, for lobe area does play a central role in phase space 

transport. 

To numerically determine lobe content at any sample time t = 2
11" n for 

W2 

an initial uniform distribution in phase space, one could initialize the turnstile 

with a uniform distribution of points and then evolve the system backwards 

in time tot= 0 and determine bow many points are inside and outside Rb(O). 

As mentioned earlier, one might also be interested in an initial distribution 

that depends on energy levels: for this one would employ the same procedure 

as above, except that at t = 0 one would then weight the points in Rb(O) 

according to the chosen distribution. 

5.5.4 Lobe penetration of energy levels and 
dissociation rates of a microcanonical ensemble 

In addition to lobe area and lobe content, a third feature of dissociation 

to study in terms of phase space transport is lobe penetration, meaning the 

ability of the lobes to penetrate along the action, or energy, coordinate. In

deed , there bas been considerable interest in the ionization and dissociation 

of a system prepared in a particular quantum state,1 - 7 •9 •12 •13 which in a clas

sical context corresponds to the escape of an ensemble of points initialized on 

a particular level set of the unperturbed Hamiltonian. Previous studies h ave 

made no real connection to lobe dynamics within the homoclinic tangle; often 

there is discussion of such features as the presence of cantori and overlap of 
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neighboring resonances,7 •13 but these discussions are sometimes rather heuris

tic. As we have stressed, the sole mechanism for dissociation is the turnstiles 

of the homoclinic tangle, so any discussion of dissociation ultimately needs to 

be related to preimages of these turnstiles. 

The transport equations, similar in spirit to Section 5 .5.3, are easily writ

ten down. Let .Co denote the level set of interest of the unperturbed Hamil

tonian, and ~.Co ( n) denote the percentage of points initially on the level set 

that escape between the nth and (n + l)th time sample, then 

~.C ( ) = JJ(Lbu(l + n; 0) n .Co) 
o n JJ(.Co) , (5.5.12) 

where JJ() denotes the number of points along the specified curve. One typi

cally chooses the initial distribution on the level set to be uniform along the 

angle coordinate in action-angle space (which of course leads to a weighted 

distribution in (x,p) space). Given this framework, one can divide the study 

of lobe intersections with the unperturbed level sets into three regimes, de

pending on the time scale t = 2
"" n. 

W2 

5.5.4a Short time scale - small n 

For small n the shapes of the lobes Lbu(l + n; 0) are not very convoluted 

and their thickness normal to the unperturbed separatrix is well approximated 

by the Melnikov expression (5.3.2). In the small n regime we can identify two 

aspects of the lobes that affect penetration. 

(a) The Melnikov function provides a measure of relative penetration, as de

scribed below. Let 

denote the (x,p) component of a point on W8(r~) and wu(r~), respectively, 

where q~=o(-s) is the (x,p) component of a point on the unperturbed sepa-
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ratrix. Then 

H(q:)- H(q:) =H(q~=o) + c:DH(q~=o) · ~; l~=o + O(c:2
) 

- H(q~=o)- c:DH(q~=o) · ~~ l~=o- O(c:2
) 

=c:DH(q~=o) · ( 0
;; - ~~ )l~=o + O(c:2

). 

(5.5.13) 

By definition22•32 the first order term in the last line of (5.5.13) is c;M(s, fh, 820 ; 

v). Hence: 

H(q:( -s, 81,820 ; v))- H(q:( -s, 81 , 820 ; v)) = c:M(s, 81,820 ; v) + O(c2). 

(5.5.14) 

The interpretation is thus that c;M gives the first order measure of how the 

lobe boundaries span the energy levels of the unperturbed Hamiltonian. In 

the small n regime, then, the previously discussed influence of relative scaling 

factors and interference effects on the Melnikov function have relevance on the 

lobes' ability to span the unperturbed energy levels. Recall from Section 5.5.2 

that, if for any pair of frequencies ( w1, w2) we vary the amplitudes ( E1, E2) 

with Ei + Ei fixed, then < !c:MI > s is maximal in the single-frequency limit 

corresponding to the larger relative scaling factor (where < >., denotes the av

erage overs E ( -oo, oo )). For the small n regime we are interested in a finite 

s interval, so that, though < !eM! >., can have an influence in this regime, 

it is also balanced by the added freedom of two-frequency forcing to enhance 

or diminish lc:MI over a finite s interval for a fixed < !c:MI > .,. Additionally 

relevant to lobe penetration is the maximum value of !eM!: though interfer

ence effects cause < lc:MI >s to dip below a linear increase as the (E1, E2) 

weighting is varied from the lower to higher relative scaling factor (refer back 

to Figure 5.5.5), !cMimax will be raised above a linear increase, so that the 

span of the unperturbed energy levels can be maximal in the two-frequency 

case (see Figure 5.5.12). 

(b) In addition to a measure of the range of unperturbed energy levels spanned 

by the lobes, i.e., the relative penetration, one is also interested in the absolute 
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penetration of energy levels, i.e., in how the lobes penetrate any particular 

level set, which is affected not only by lobe width along the energy coordinate, 

but also the previously mentioned net oscillation and "breathing" of the lobe 

structure. A measure of the net oscillation in the p coordinate is given by 

the expression for r~ (see equation (5.A.4) in the Appendix): the amplitudes 

of the P~ oscillation are t:dEi/wi for the Wi component. The "breathing" of 

the lobe structure is more difficult to study and, as previously explained, one 

will typically need to resort to numerical simulation of the lobe structure. We 

wish to stress the importance of the breathing and oscillations of the lobe 

structure, for it can have a significant effect on dissociation: for example, it 

can allow portions of a high quantum number bounded level set to initially 

be already outside Rb(O). Though not explicitly mentioned in the next two 

regimes, it should be understood that the net breathing and oscillations are 

relevant there too. 

5.5.4b Intermediate time scale - medium n 

In this regimen is, on the one hand, large enough that the lobes Lbu(l + 

n; 0) wind around Rb(O), wrapping around other escape lobes and intersecting 

other capture lobes (recall the earlier discussion of the approximate self-similar 

behavior of the lobes to help make sense of this intermediate regime); however, 

n is still small enough that the penetration process has not yet approached 

saturation. It is in this intermediate regime that explicit numerical simulation 

of the lobes is most worthwhile, for the analytical tools and constructs appli

cable to the limiting regimes of small n and large n (to be discussed next) 

have only partial relevance here. The Melnikov function, useful in the small 

n regime, offers no accounting for how the lobes further penetrate the energy 

levels by repeatedly winding around the core and wrapping around other lobes. 

Additionally, until the penetration process approaches saturation, the large n 

constructs we will mention (such as the outermost surviving KAM-type torus) 
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may have little relevance. The constructs of both limiting regimes will have 

some relevance, though: the intermediate n lobes wrap around the small n 

lobes, and hence the penetration of these small n lobes does affect the pene

tration of the intermediate n lobes. Conversely, the large n constructs, such as 

the outermost surviving KAM-type torus, will serve as an inner barrier that 

limits penetration. The single-frequency and two-frequency comparisons will 

thus be influenced by the comparisons in the two limiting regimes, but a true 

comparison will necessitate numerical simulations on a case by case basis. 

5.5.4c Long time scale - large n 

For large enough n the ability of the lobes to penetrate the unperturbed 

energy levels saturates. In principle one could study dissociation in terms of 

lobe dynamics until saturation, but to do this would be quite computer inten

sive (a large n calculation might be interesting nevertheless). Other constructs 

are useful in this regime and have been employed in the single-frequency case: 

in particular, the outermost surviving KAM-type torus provides a phase space 

boundary that encloses a region in phase space whose points remain bounded 

for all time. Hence the escape lobes can never penetrate past this torus, which 

thus acts as a barrier to lobe penetration. In this respect there is interest in the 

overlap of neighboring resonances, 13 for such an overlap disallows a surviving 

KAM-type torus between the two resonances, and thus can be used as a tool 

for estimating the location of the outermost surviving KAM-type torus. We 

remark parenthetically that Arnold [44] indicates how original KAM theory 

extends to quasiperiodically forced one degree-of-freedom Hamiltonian sys

tems. 

Goggin and Milonni12 •13 study one-frequency and two-frequency dissoci

ation thresholds for an ensemble of points on a level set corresponding to the 

ground state of the Morse oscillator: they numerically compute the forcing 
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intensity needed to dissociate five percent of the level set once the dissocia

tion process has been saturated. They provide numerical evidence that two

frequency forcing has a lower threshold intensity, and argue that this lowering 

is a consequence of the additional resonances created by the additional forcing 

frequency, which facilitates resonance overlap and hence dissociation. We add 

two qualifications to their results. First, the sole numerical comparison for 

dissociation they offer keeps one of the frequencies in the two-frequency prob

lem fixed at what is almost the "best" available frequency (i.e., lowest single

frequency threshold intensity), so that much of the comparison amounts to one 

between a relatively poor single-frequency forcing (high threshold intensity) 

and a combination of one good and one poor frequency in the two-frequency 

problem, a somewhat unfair comparison. Nevertheless, their comparison offers 

some evidence of a lower two-frequency threshold, though not so striking as 

their visual comparison suggests at first glance. Second, the presence of addi

tional resonances alone does not ensure enhanced resonance overlap, for if one 

has, for example, twice as many resonances at half the width, it is not obvious 

that one has gained anything. Since forcing intensity is proportional to the 

sum of the squares of the electric fields, however, it is possible to have in the 

two-frequency problem at least twice as many resonances at more than half 

the width for the same intensity as the single-frequency problem. It is thus 

plausible that with the ideal frequency combinations one will have enhanced 

resonance overlap, and a lower threshold intensity. 

After distinguishing between the above three regimes, we point out that 

much of the previous studies of ionization and dissociation focus on a fairly 

specific situation: the threshold regime, where the forcing intensity is at the 

threshold where ionization and dissociation just begin. This corresponds to 

the situation where the lobes Lbu(l + n; 0) intersect the level set only in the 

saturation regime (large n ). Another interesting situation that deserves study 
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is what we will call the post-threJhold regime, where the forcing intensity is 

larger than the threshold intensity for the level set concerned, and the escape 

lobes Lbu(l + n; 0) thus play a role in dissociation for small and medium 

values of n. As should be clear from our discussion, the threshold and post

threshold regimes can have qualitatively different behavior and necessitate 

different methods of investigation. We end this section with three remarks to 

highlight these differences and some of the issues in the post-threshold regime. 

(i) Constructs relevant to the threshold regime, such as cantori, resonance 

overlap, and the outermost surviving KAM-type torus, may have little 

relevance to the post-threshold regime. For example, in the case where 

the concerned level set intersects the turnstiles, it should be clear that 

issues such as resonance overlap can have little relevance. 

(ii) The penetration dependence on forcing frequency in the threshold and 

post-threshold regime may differ. In the threshold regime, the frequency 

of the concerned level set can have particular relevance; for example Gog

gin and Milonni13 offer evidence that for one-frequency forcing it is best 

to force near this frequency (i.e., one obtains lowest threshold intensity 

near the level set frequency). A reasonable argument for this phenomenon 

is that, as one increases the forcing intensity to find the threshold regime, 

and hence moves the outermost surviving KAM torus to smaller and 

smaller action values, having a nice fat 1:1 resonance at the concerned 

level set awaiting the incoming KAM torus will facilitate resonance over

lap and hence facilitate moving the KAM torus inside the level set. For 

the post-threshold regime, however, the relevant neighboring resonances 

will have already overlapped and the level set frequency may have less 

relevance. 

(iii) Consider a particular scenario as an example of the more varied ques

tions one can address in the post-threshold regime (also of interest for 
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comparing with quantum mechanical calculations). Suppose we force at 

some fixed intensity and some fixed frequency tuned, say, to the ground 

state dissociation energy, and ask how dissociation rates change for an 

initial distribution of points on a high quantum number level set as we 

increase the quantum number, i.e., move closer to the separatrix. On the 

one hand, for a fixed forcing intensity and frequency the turnstile lobes 

are fixed, so that as the levet set of interest approaches the separatrix 

its intersection with the turnstile can approach a constant length, so that 

the numerator of (5.5.12) approaches a constant. However the arclength 

and period of the level set increases to infinity, so that the transition rate 

falls to zero. 

5.5.5 Chaos 

We close with a comment on the chaotic nature of the dynamics asso

ciated with quasiperiodic forcing, or equivalently, with sequences of maps , 

and the ability to detect a chaotic response to quasiperiodic forcing. It has 

of course been widely appreciated for a long time that the chaotic nature 

of the dynamics in homoclinic and heteroclinic tangles of two-dimensional 

maps is understood in terms of the presence of a Smale horseshoe map. How 

does one understand chaos for sequences of maps? As described rigorously in 

Chapter 2, and as discussed heuristically here, chaos is understood in terms 

of the presence of a traveling horseshoe map sequence {H( ·; n)ln E Z} (see 

Figure 5.5.13). The sequence consists of a hi-infinite sequence of domains 

{ . .. , D(-n), ... ,D(-1),D(O),D(1), ... ,D(n), ... } such that T~(D(n);n) in

tersects D(n + 1) in a horseshoe-like fashion. The result is chaotic dynamics 

relative to a time - dependent Cantor set of points. 
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Concluding remarks 

Invariant manifolds offer a basic framework for studying classes of non

integrable systems. For a periodically or quasiperiodically forced nonlinear 

oscillator such as the Morse oscillator, the stable and unstable manifolds of the 

corresponding Poincare map's homoclinic tangle provide a precise criterion for 

the partial barriers between bounded and unbounded motion and for the sole 

mechanism of transport across these partial barriers, the turnstiles. Having 

identified these phase space structures one can study a variety of transition 

rates between bounded and unbounded motion, and hence perform a classical 

study of molecular dissociation. 

Addressing the quasiperiodically forced Morse oscillator necessitates a 

basic extension past the ubiquitous single-frequency case, for one must gen

eralize from two-dimensional map~ to ~equence~ of two-dimensional maps, or 

equivalently to a three-dimensional Poincare map acting on a sequence of 

two-dimensional phase slices. As we have seen, however, the constructs asso

ciated with iterates of a two-dimensional map are fairly robust: a fixed set 

of partial barriers and turnstiles generalizes to a sequence of partial barriers 

and turnstiles, and the Smale horseshoe map generalizes to a traveling horse

shoe map sequence. A generalized Melnikov function and a double phase slice 

sampling method provide the analytical and computational tools for studying 

two-frequency dissociation in the context of sequences of maps, and compar

ing with the single-frequency case. On the one hand, infinite-time average 

flux is seen to be maximal in the single-frequency limit associated with the 

larger relative scaling factor; however, lobe penetration of the level sets of the 

unperturbed Hamiltonian can be maximal in the two-frequency case. Addi

tionally, the variation of lobe areas in the two-frequency problem gives one 

added freedom to enhance or diminish aspects of transport over finite time 

scales for a fixed infinite-time average flux. 
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Melnikov theory and the results based on this theory are valid in the near

integrable regime; however , in practice fairly large perturbations are allowed 

(refer, for example, to Figure 5.3.2). More significantly, we stress that the basic 

framework used here- the use of invariant manifolds to partition phase space, 

identify partial barriers and turnstiles, and study molecular dissociation via 

phase space transport and lobe dynamics - does not require near-integrability. 

For simplicity of discussion, we have focused on two-frequency forcing; 

however, a similar analysis applies to multiple-frequency systems with more 

than two forcing frequencies, and indeed to more complicated forcing time 

dependences than quasiperiodic, as explained in Chapter 2. 
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Appendix 

We include here a few mathematical details about the quasiperiodically 

forced Morse oscillator. 

(i) The expression for an orbit on the unperturbed separatrix (xh(t- s ),ph(t

s)) is solved by setting H = Do, where H is the unperturbed Hamiltonian, 

and using x = pjm to obtain 

· ±~Do (2 -ax -2ax)1/2 x= -- e - e . 
m 

One can integrate this to obtain x and hence p = mx: 

x h ( t - s) = ~ ln ( 1 + ( wo ;t - s) )2 ) 

-.j wo(t- s) 
Ph(t- s)=2 2mDo ( ( ))2 ' 1 + w 0 t- s 

(5.A.1) 

wherewo =a~. 

(ii) The expression for the invariant 1-torus Te in "E82o is solved by setting 

z = 1/x and studying the Morse system at z = 0: 

i =O 
(5.A.2) 

which is solved by 

z(t) = 0 

E1 . E z . ( )) p(t) = ed(-sm(wit + 61 0 ) + - stn wzt + Ozo . 
WI Wz 

(5.A.3) 

The expression for Te is thus given by 

(5.A.4) 
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(iii) Calcula tion of the Melnikov function. 

From (5.3.1) M(s,81,82;v) = /1 +/2 where 

E·d100 

Ii = -•- Ph(t)cos(wit + (wis + 8i))dt 
m - oo 

i = 1 , 2. (5.A.5) 

Using (5.A.1) and that Ph(t) is odd in t : 

4Eid . 1= wot . 
Ii = ---sm(wis + 8i) ( )2 sm (wit)d(wot) i = 1, 2. 

a 0 1 + wot 
(5.A.6) 

Solving the integral gives 

I 
2

1r E d - ~ . ( 8 ) i = -- i e wo Sln WjS + i 
a 

i = 1,2. (5.A.7) 

Note that (5.A.7) is valid for Wi > 0; for Wi = 0 the integrand in (5.A.6) is 

identically zero and hence I i vanishes. The Melnikov function is thus discon

tinuous at Wi = 0 due to the nonvanishing of the Melnikov amplitudes in the 

limit Wi --+ 0. This nonvanishing is due to the fact that Ph(t) rv 1/(w0 t ) for 

large ltl . 

(iv) The Melnikov approximation of manifold separation. 

If we assume differentiable stable and unstable manifolds we obtain by 

Taylor expanding in c; 

d( 8 8 . ) _ ~u(O, s, 8t , 82oiv) - ~8(0, s , 8~,820 ;v) O( 2 ) ( ) 
s, I , 2o,v,c; - € IIDH(qh(-s)) ll + c; ' 5.A.8 

where qh( - s) - (xh( -s),Ph( - s)) and 

8qs,u 
~s,u(t,s, 81 ,82; v) = DH(qh(t- s)) · 8~ (t,s, 81 , 82 ; v) lt:=O 

with q;•u the (x, p) component of an orbit on the perturbed stable and unstable 

manifold , respectively, in the full autonomous system phase space. Employing 

the standard procedure of deriving and solving a linear differential equation 

for ~ s,u in t 22 •32 , one obtains 

~ u(O, s,81, 82 0 ; v) - ~ "(0, s, 81 , 820 ; v) = 
M(s , 81 , 82

0
; v) + lim ~ u(t, s, 81, 820 ; v) 

t--+-00 

lim ~"(t, s ,81,820 iV). t--+ 00 

(5 .A.9) 
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The non-hyperbolicity and infinite radius of r~ means that the conver

gence of the Melnikov integral and the vanishing of the two limits is not 

guaranteed without additional analysis. The Melnikov integral was explicitly 

shown to converge in (iii). The two limits in (5.A.9) vanish as long as 

lim 

I I 
DH(qh(t- s)) = 0 

t-+oo 

lim &qs,u 
-t--(t, s, 81,820 ; v) is bounded. 

t -+ oo, -oo u€ 

The first condition is easily seen to hold, and it should be noted that it does 

not require hyperbolicity, only that T~ be of saddle-type stability. The second 

condition is seen to be satisfied for the component p:·u due to (5.A.3). Both 

x:;o and x:;;-o limit to infinity as t -+ oo, -oo, but their difference is 

s,u s,u s,u s,u 
1 J x~>o - x~=o = m (p~>o - p~=o)dt, (5.A.10) 

and hence the bounded oscillations of pin (5.A.3) imply bounded oscillations in 

x at infinity. The constant of integration in (5.A.l0) may become unbounded 

in the concerned limit, but since ~If (qh (t-s )) f"V 1/(t-s? forlarge lt-sl, all we 

11 d . £ ax:·u(t,s,el,e2ojll) . al tl s,u (t 8 8 . ) s,u (t rea y nee ts or a~ , or equtv en y x~>o , s, 1, 2a, v -x~=o -

s ), not to diverge faster than t2 with increasing It I, which is guaranteed by 

the fact that, for large It I, x;;;-0 (t- s) f"V 2a-1lnlt- sl and lx:;0 (t, s, 81, 8z0 ; v )I 

decays to bounded oscillations with zero mean as t asymptotes to oo,-oo 

(indeed, numerical studies (see Figure 5.A.l) show that the x component of 

points on the perturbed stable and unstable manifolds also grows as 2a-1 ln It

s I for large jt- sj with increasing and decreasing time, respectively, which 

would imply that the constant of integration in (5.A.10) remains bounded 

anyway). We remark that the excellent agreement in Figure 5.3.2 between 

the exact manifold separation and the Melnikov approximation (5.3.2) can be 

taken as confirmation that both limits in (5.A.9) indeed vanish, and that the 

assumption of differentiable stable and unstable manifolds is valid. 
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Figure 5.2 .1 Invariant manifolds of the unperturbed Poincare map P.,=o, shown with a 

cut-away half-view. The separatrix is shown in boldface and is parametrized by (s, OI), 

where s is the time it takes for the point on the separatrix with (x,p) component 

(x( -s),p( - s )) to move to the point with (x,p) component (x(O),p(O)) (negative time 

intervals are included in this definition). 
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Figure 5.2 .2 The phase portrait in the t wo-dimensional phase slice x(Ot) of E 82o . As 

shall be the case with all figures, x and p are plotted in units of Bohr radii and yf2m D 0 , 

respectively. 
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Figure 5.2.3 A possible stable and unstable manifold geometry in E 112o : the manifolds 

intersect in an infinity of 1-tori. There are other possible geometries, as discussed in 

Section 5.3. 
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-------

Figure 5.3.1 The manifold separation d(s,(lt,82
0
;v, c: ) normal to the unperturbed 

separatrix. 
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Figure 5 .3.2 A comparison between the manifold separation \d(s, lh ,lh0 ;v ,e:)i at 

(s,01 ,020 ) = (0, 183 1r,~1r) , as computed by the Melnikov approximation (5.3.2) (the 

solid line) and by numerical simulation of the manifolds (open dots). For this ex

ample (wt, w2 ) = 2.6w0 (g, 1), where g is the golden mean, E 1 d = 2.047w0-/2mDo, 

E 2 d = 3.685w0 -/2mD0 . The horizontal axis is the maximum value of the p coordinate 

of r~ (see equation (5.A.4) in the Appendix), in units of -/2mDo. 
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Figure 5.3.3 Zero sets of the Melnikov function (5.3.3) for various ratios of Melnikov 

amplitudes At/A2 and wtfg = w2 = w. The dashed and dashed-dotted lines , Tc and 

p e- l ( Tc ), are defined and discussed in Section 5.4.2. Note that these lines are really 

single-valued everywhere, and the vertical lines are merely for visual clarity. 
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Figure 5.3 .3 Continued. 
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Figure 5.3.4 Visualizing three-dimensional lobes by showing the suppressed dimen

sion. 
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Figure 5.4.1 Two successive time slices of the inva riant three-dimensional lobe struc

ture in ~ 112o defines two successive time-dependent two-dimensional lobe structures in 

(x,p) space. 
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-1 

Figure 5.4.2 Two-dimensional lobes mapping within the sequence of lobe structures 

(the shaded lobes map in an orientation and order preserving manner). Numerical 

computation of the lobe structures is discussed in Section 5.5.1. For this example 

(w1,w2) = (l,g)2.665wo, cd(E1,E2) = (0.590,0.213)wov'2mDo, and (Ot0 ,020 ) = (1r,O). 

Since we will return to this case, note that the perturbation amplitudes are chosen to 

give equal Melnikov amplitudes, so that the problem is similar to the one in Figure 

5.3.3( d), except that here we sample at the slower frequency. 
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Figure 5.4.3 The invariant boundary C divides each phase slice into two regions: 

an illustration for (a) toral PIM geometry and (b) spiral PIM geomet ry (qc(n) = 
T c n x(Olo + 27r~n)). The shaded region shows a gap. 
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Figure 5.4.4 The turnstiles as the sole mechanism for t ra nsport between the bounded 

and unbounded regions. 
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Figure 5.5.1 The turnstiles and core boundaries for a sequence of four time slices 

(qc(n) = Tc n x(010 + 21r~n) and the parameters are the same as in Figure 5.4.2). 
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Figure 5.5.2 The dissociation criterion based on segments of the stable and unstable 

manifolds (the solid line) and Leopold and Percival's compensated energy (the d ashed 

line). For this example we are in the phase slice x( 01 = ~~ 1r) of the Poincare sec

tion :E 112o= 3 ·•"12 , and t he parameters are: (a) (w1 ,w2) = wo(0.231, 2.618), cd(E1 , E2) = 
(0.102, 1.105)w0v2mD0 ; (b) the same as (a) except E 1 ~ -E1 . Note that for this 

particular example we choose qc( n) whose s value is second closest to zero, which leads 

to a smoother core boundary in this case. 



4 

3 

2 

\ .. .. .. 
.... ···• 

.·· .· 
..... ···· 

- 336 -

(a) 

0 L-~~~~--~~~~~~--~~ 
0 2 

4 

3 
t-t(L,b( l ; e1, 1)) 

I 
2 

1 

4 6 

(b) 

t-t(Lub(l; 81, 2)) 

·· .. I · . ... 
0 ~~~--~~~--~~_.--~~~~--

0 2 4 6 

Figure 5.5 .3 The variation of turnstile lobe area with the phase 01 . In this example 

there are one or two of each of the escape and capture turnstile lobes, depending on the 

phase slice: Lbu(l; fh,j) and Lub( l; fh,j) denote the Ph escape and capture turnstile 

lobes, respectively, in the phase slice defined by 81, where j increases with s. Note 

that different lobes correspond to different line types, which are discontinuous in 01 . 

For this example we a re in the Poincare section :E112o = O with Melnikov amplitudes 

(At. A 2) = - (A, A) , A > 0, and (w1,w2) = (g-1, l)wo. T he areas for the escape and 

capture lobes a re given in (a) and (b), respectively, and are per unit c. Afw0 . 
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Figure 5 .5.4 The variation of convergence rate for finite-time average :flux. The black 

dots correspond to escape, the white dots to capture, and the :flux is per unit c: A . For 

this example (AllAz) = - (A, A), A > 0, and (a) (wl ,wz) = (g, l)wo, (Olo,(}z 0 ) = (1r ,O), 

(b) (wi,wz) = (0.231 ,2.618)wo, and ({}l o, {}2o) = n~'lr, ~7r ) . 
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F ig ure 5.5.5 Infinit e-time average flux a s a function of E 1d, wit h (Ei +End2 = E 2d2. 

The frequency w1 is fixed at wo; t he frequency w2 is two (dashed), wofg (solid ), and 
1~w0 (dashed-dotted) . The flux is p er unit c 2

; Ed, the horizont al axis is p er unit Ed, 

an d (ho = e 2o = 0. 
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Figure 5 .5.6 The single-frequency infinite-time average flux as calculated by the Mel

nikov approximation (5.5.4). The flux is per unit c
2
: Ed. 
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Figure 5.5. 7 T he single-frequency lobe structure in ~81o =,.. for four successively smaller 

forcing frequencies, with c:Ed fixed. The shaded lobe is the escape turnstile lobe Lbu( l ), 

and the white lobe is the image of the capture turnstile lobe Pe(Lub(l)) . For these 

examples c:Ed = 0.037wovf2mDo, and (i) w = 0.333wo, (ii) w = 0.222wo, (iii) w = 
O.lllw0 , and (iv) w = 0.0555wo. 
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Ru (n) 

Figure 5 .5.8 Labeling the other lobes in the lobe structure. For simplicity of illustra

tion we consider a case where there is only one lobe for each Lbu(m; n), Lub(m; n), and 

we only portray the lobes for m ;::: 1. 
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Figure 5.5.9 Finding the content of a turnstile lobe. The parameters are t he same 

here as in F igures 5.4.2 and 5.5.1. In this particular example, we wish to det ermine 

the content of the escape turnstile lobe in the n = 3 time slice, L bu(l ; 3) . Hence we 

map the lobe back to the n = 0 time slice (which gives the lobe Lbu(4;0 )): t he black 

part of the lobe is in Rb(O ), and the speckled part is outside Rb(O ) and inside the lobes 

Lub( l ; 0) and L ub(2; 0) . 
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Figure 5.5.10 illustrating the approxim ate self- similar b ehavior as one m aps a lobe 

backwards in time. In (a) we show a piece of the lobe Lbu ( 4; 0) in Figure 5 .5 .9 that 

wraps around on e of the Lbu(l; 0) lobes: we map this piece of lobe back another three 

periods to obtain (b). The resulting piece of lobe looks approximately like the b ounda ry 

of the lobe Lbu(l; 3) mapped back three periods (compare with Figure 5.5.9). T his is an 

example where t he approximate self-similarity is quite good: in general, since one h as 

lobes of varying shape wrapping around one another, t he approximate self-simila rity is 

to be understood only very loosely. 
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Figure 5.5.11 Using variation of lobe areas to enhance or diminish finite-time escape 

or capture for a fixed infinite-time average flux . The parameters for (a) and (b) are 

identical to those in Figure 5.5.2, except that £ is three times smaller here. The soHd 

dot represents our choice of qc( n) for t hese examples, and in the n = 5 sample for (b), 

L bu( l ; 5) is the thin black lobe that touches the dot. 
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0.4 0.6 0.8 1 

Figure 5.5.12 Plot of Mmax as a function of E 1d, with (Er + Ei)d2 = E 2 d2
• The 

parameters are identical to those of Figure 5.5.5. Mmo.x is per unit 2
: Ed, and the 

horizontal axis is per unit Ed. 
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Figure 5.5.13 A traveling horseshoe map sequence. 
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Figure 5.A.l The x component of a point on the perturbed stable manifold grows 

logarithmically in time with successive iterates of the Poincare map, and the slope 

in the above graph is 2a-1 , as is the case for the unperturbed system (recall that 

a = 1.1741r_B1 and xis given in units of rB)· Hence x:;'o - x:;:o remains bounded in 

the limit t ---> oo, -oo. Here for simplicity we consider a periodically forced example 

with w = Wo, eEd = 0.0577wo.J2mDo, and olo = 0. 
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Chapter 6 

Statistical relaxation under 

non-turbulent chaotic flows: 

non-Gaussian high-stretch tails 

of finite-time Lyapunov exponent distributions 
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Abstract 

We observe that high-stretch tails of finite-time Lyapunov exponent dis

tributions associated with interfaces evolving under a class of non- turbulent 

chaotic flows can range from essentially Gaussian tails to nearly exponential 

tails, and that the non-Gaussian deviations can have a significant effect on 

interfacial evolution that persists asymptotically. This range of behavior is 

understandable in the context of our Chapter 3 analysis of interfacial stretch

ing in chaotic tangles, which shows the rich variety of stretch scales, spatial 

scales, and temporal scales associated with the stretch processes in chaotic 

tangles . Different scale combinations can lead to different high-stretch tails; 

in particular, highly non-uniform interfacial stretch profiles can entail signifi

cant non-Gaussian high-stretch tails. We interpret the results in t he context of 

some elementary stretch models . That the significant non-Gaussian deviations 

can occur at only very small probability values of the stretch distributions en

courages the use of highly resolved finite-time numerics over the u su al more 

weakly resolved asymptotic studies, and we employ a dynamic point insertion 

scheme to maintain good interfacial covering and highly resolved high-stretch 

tails (right up to the maximum stretch value). These high-stretch statistics 

have relevance for incompressible flows to the mixing properties and multifrac

tal characteristics of passive scalars and vectors in the limit of small spatial 

scales. 
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6.1 Introduction 

We investigate probability distributions of finite-time Lyapunov expo

nents (or simply stretch distributions) associated with interfaces evolving with

in the chaotic tangles of 2D time-periodic vector fields . Such statistics are rel

evant, for example, to the mixing process in fluid flows, where the stretching of 

an interface between two species affects the rate of mixing, and to kinematic 

dynamos, where magnetic field amplification is intimately connected to the 

underlying stretch processes. Typically the interest in finite-time Lyapunov 

exponents is to search for and study asymptotically invariant distributions un

der proper scaling, as well as studying short- and medium-time behavior. 1 - 9 

The stretch distributions of V arosi and collaborators5 are well-describ ed by an 

effectively Gaussian fit, and Muzzio and collaborators4 claim that for chaotic 

flows without islands the stretch distributions should be "essentially Gaus

sian" . Finn and Ott8 and Ott and Antonsen9 motivate Gaussian stretch dis

tribut ions with a simple model of the chaotic stretch processes, a binomial mul

tiplicative process, which gives a binomial ( "approximately Ga ussian ") stretch 

distribution. Sepulveda and collaborators2 and Horita and collabora tor s3 r e

port non-Gaussian behavior at the low-stretch t ails due to t he p resence of 

KAM-tori. The prevailing opinion is generally tha t , except for effects due 

to the "stickiness" of KAM-tori, one can view stretching under chaotic flows 

as the product of weakly correlated stretches , leading to essentially Gaus

sian statistics. Though the possibility of non-Gaussian behavior at either tail 

has not been disallowed, the high-stretch t ails h ave r emained virtually unstud

ied, investiga tors typically seeming content to conclude "essentially Ga ussian" 

statistics. Indeed, previous studies exclusively consider stretch statistics as

sociated with a fixed number of points initialized upon a domain of interest, 

such as an area or line segment, 1 - 7 and such an approach is typically doomed 

to have poor resolution at the high-stretch tail. 
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Our interest is in the high-stretch statistics, which are relevant for several 

reasons. First, though the high-stretch tails correspond to small probability 

values, they correspond to large stretch values, and we find they can play a 

significant role in interfacial stretching. Second, for incompressible flows these 

tails correspond to the limit of small spatial scales (small striation width), 

and thus have direct impact on the multifractal characteristics of passive 

scalars in the small striation width regime. Third, there has been significant 

recent interest in non-Gaussian, indeed exponential, tails in the turbulence 

literature,11 - 16 and it would be interesting to understand the tails associated 

with non-turbulent chaotic flows. We thus perform a high-resolution numerical 

study of these high-stretch tails by implementing a dynamic point insertion 

scheme to maintain good interfacial covering, and find that these tails can 

take on a great range of behavior, varying from essentially Gaussian to nearly 

exponential. This range of behavior is understandable in the context of our 

Chapter 3 analysis of interfacial stretching in chaotic tangles, which shows via 

a symbolic dynamics construction how, though one can indeed view stretch

ing in chaotic tangles in terms of products of weakly correlated events, there 

is a rich variety of stretch scales, spatial scales, and temporal scales associ

ated with these products. Different scale combinations can lead to different 

high-stretch tails; in particular, highly non-uniform interfacial stretch profiles 

can entail significantly non-Gaussian high-stretch tails. We give evidence in 

a scaling-independent context of the significance of these non-Gaussian de

viations on interfacial stretching by exploiting rapid convergence of a scalar 

quantity associated with the interface (the exponent associated with the rate 

of increase of interfacial length). 

This chapter is organized as follows. We re-introduce in Section 6.2 the 

two chaotic fluid flows studied in Chapter 3, and then perform in Section 6.3 

a numerical study of the high-stretch statistics associated with interfacial 

stretching, implementing a dynamic point insertion scheme which maintains 



-352 -

good interfacial covering, allowing us to explore the chaotic tangle with a truly 

one-dimensional probe, rather than a collection of points. This difference in 

probe dimension can entail a difference in the statistics uncovered, and we wish 

to emphasize the relevance of probe dimension. The obvious consequence of 

such a one-dimensional probe is an exponentially growing number of points , 

which disallows a long-time experiment. Whether this is a factor depends 

on convergence times associated with statistical relaxation. Exploiting rapid 

convergence of the exponent associated with the rate of increase of interface 

length, we study in Section 6.4 the significance of the high-stretch b ehavior. 

In Section 6.5 we observe that the non-uniformity of the stretch profiles stud

ied in Chapter 3 can entail non-Gaussian high-stretch tails, and then study 

elementary models of stretch processes to determine if they can capture the 

numerically observed statistical behavior. 

6.2 Two chaotic flows 

We consider interfacial stretching within 2D chaotic tangles, focusing for 

illustration on two well-studied oscillating vortex pair flows induced by (i) a 

pair of equal and opposite point vortices and (ii) a pair of identical point vor

tices oscillat ing periodically in response to a time-periodic straining field10
•
17 

(refer back to Chapter 3). We henceforth refer to these two flows as the open 

and closed flow, respectively, whose stream functions, in the comoving and 

corotating frames , respectively, can be written as 

tPo,c =- 4~ (ln[(x- Xv)2 + (y- Yv?] =f ln[(x =f Xv) 2 + (y + Yv?]) 
(6.1) 

+ e:xysin(27rt) + tPtr, 
where (xv, Yv) represents the spatial coordinates of one of the vortices in the 

pair, r is the magnitude of circulation associated with each vortex, and tPtr is 

the stream function associated with transforming to the comoving and coro

tating frame (refer back to Chapter 3). It is well understood that in these peri

odically oscillating vortex flows one obtains chaotic tangles (regions in physical 
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space where there is chaotic motion), more specifically heteroclinic and homo

clinic tangles for the open and closed flow, respectively. 10 •17 The boundaries 

of these tangles are defined by the global stable and unstab le manifolds of 

hyperbolic fixed points in a 2D Poincare section ~. which represents the fluid 

at discrete sample times t = n E Z (see Figure 6.1). A particularly relevant 

interface is the one defined by the segment of the unstable manifold associated 

with one of the so-called turnstile lobes, as shown in Figure 6.1. The symbolic 

dynamics construction of Chapter 3 for the entire interface explicitly portrays 

the rich variety of stretch scales, spatial scales, and temporal scales associated 

with stretch processes in the tangles. Faced with a wide variety of stretch 

processes, it is by no means obvious that previous simple mult ifractal models, 

such as one in which the underlying stretch process is modeled by a binomial 

multiplicative process,8 •9 capture the true stretch statistics. For example, con

sider in Figure 6.2 some stretch profiles for the open and closed flow , i. e., plots 

of stretch versus initial arclength along the interface (refer back to Chapter 3). 

These two profiles are markedly different as a simple consequence of different 

flow geometry and flow parameters (e.g., the hyperbolic fixed point's unstable 

eigenvalue is significantly higher in the closed flow, and there are more fixed 

points in the open flow tangle), which determine the non-uniformity of the 

profiles, as described in Chapter 3. The open flow profile is, loosely speaking, 

evolved from a fairly even mix of scales and a more uniform stretch profile, 

and seems a candidate for Gaussian stretch statistics. In stark contrast, the 

closed flow shows a highly non-uniform stretch profile with very good stretch

ing highly localized on very small spatial scales. Additionally, the vertical 

dashed lines in the figures denote points on the interface which intersect the 

stable manifold, and hence asymptote to a hyperbolic fixed point , so that as 

one gets closer to these points along the interface, the time interval associated 

with revolution around the homoclinic/heteroclinic core goes to infinity. It 

seems plausible that the stretch statistics are qualitatively different for the 
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two flows, motivating a numerical study. 

6.3 Distributions of finite-time Lyapunov ex
ponents 

Let P(>.(n); n) denote the probability distribution at the nth cycle (t = 

n E Z) of the finite-time Lyapunov exponent >.(n) = ln(bs(n)/bs(O))/n, where 

bs(n) denotes the length at the nth cycle of an infinitesimal line segment that 

originates along our interface. Studies of finite-time Lyapunov exponent distri

butions that monitor a fixed number of particles would approximate P( >.( n); n) 

as the percentage of particles per bin width c5>. at a given >.( n) bin. In contrast, 

we employ a point insertion scheme that maintains the covering of our interface 

to within a certain width (chosen to be about one percent of the mean vortex 

separation). When we insert a new point along the interface, its associated 

stretch history is interpolated from the two neighboring points (accurate for a 

dense enough interfacial grid), and the initial arclengths of the line segments 

associated with the inserted and neighboring points are adjusted. The result 

at the nth cycle is thus a partitioning of the interface, of total length St ot(n ), 

into a set of small line elements {bsi(n) I I:i bsi(n) = Stot(n)}, each of which 

has a specified stretch bsi(n)/bsi(O) and initial arclength bsi(O). The stretch 

and initial arclength can vary greatly along the interface; hence, an improved 

approximation of P( >.( n ); n) is given by the percentage of the interface's initial 

arclength per bin width c5 >. in the >.( n) bin: 

1 
P(>.(n); n) = b>. 

i 
>.;(n)E>.(n) bin 

(6.2) 

where >.i( n) is the finite-time Lyapunov exponent associated with the ith line 

element. 

We find for our class of chaotic tangles that high-stretch tails of the stretch 

distributions can range from essentially Gaussian to nearly exponential. This 
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range of behavior is illustrated by plotting the distributions on a logarithmic 

scale and then scaling the vertical axis with division by n, which exploits our 

high resolution calculation at the high-stretch tail (see Figure 6.3). The open 

flow tail, which corresponds to a more uniform stretch profile, is by n = 10 

essentially Gaussian. The closed flow tail, which corresponds to a more non

uniform stretch profile with extremely good stretching highly localized in small 

spatial scales, appears by n = 10 to be almost exponential. With increasing 

n the closed flow tail, in addition to smoothing out, appears to be flattening 

and extending downwards and to the right. This transient behavior is easily 

understood by the fact that it takes a few cycles for the first few portions 

of the interface to approach the region local to the hyperbolic fixed point; 

hence with increasing n the line segments in this local region will have spent a 

larger percentage of time there and their associated .A( n) increases. The right

most point in the distribution is thus asymptoting to A ~ 5 associated with 

the linearized flow local to the hyperbolic fixed point. By n = 10 the tran

sient behavior of the scaled distributions has decayed considerably, so that, 

for example, the n = 9 and n = 10 distributions lie essentially on top of one 

another. One can thus confidently claim in the closed flow example significant 

non-Gaussian behavior on short and medium time scales, and it seems plau

sible this behavior persists asymptotically under the present scaling. Though 

one might be tempted to draw a definitive conclusion about the asymptotic 

distribution, we avoid this temptation for two basic reasons . First, an appear

ance of convergence can be deceptive in the context of stretch distributions, for 

the distributions can vary slowly over long time scales; for example, because 

all particles on the open flow interface (except those which intersect the stable 

manifold) asymptote infinitely far away from the hyperbolic fixed points, the 

maximum of the open flow distr ibution asymptotes very slowly to A = 0, and 

asymmetries in the distribution can slowly set in. Hence, comparing a few 

successive iterates for convergence can be meaningless in the context of dis-
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tributions. Second, asymptotic results can depend on choice of scaling. Our 

scaling via contraction of the vertical scale (dividing by n) is consistent with 

that of previous investigators1 •5 (we neglect a small transient term that some 

choose to keep in the scaling). There are of course other possible scalings, 

however, such as the one employed in the central limit theorem, where one ex

pands the horizontal scale .\(n)--+ (.\(n)- p(n))y'riju(n), with p(n ) the mean 

and u( n) the standard deviation of the distribution. Different scalings can give 

different asymptotic results; for example, a binomial distribution asymptotes 

to a Gaussian over any finite interval of its domain under the above horizontal 

scaling, but not under the previous vertical scaling. This horizontal scaling 

result (in keeping with the central limit theorem) is caused by pushing any 

tail deviations out to infinity, a wise scaling if one wishes to ignore vanishingly 

small probability values. However, in the context of stretching, it is not obvi

ous that we wish to scale these deviations away, since small probability values 

are associated with high stretch values. Hence the vertical scaling is useful, 

and we are additionally motivated to study the effects of tail deviations in a 

scaling-independent framework, which is the focus of the next section. 

6.4 Asymptotic result 

If a small portion of a physical ensemble has a profound effect on the 

evolution of the ensemble, one should presumably be interested in this small 

portion. The closed flow non-Gaussian deviations associated with the high

stretch tail indeed correspond to a small percentage of the initial interface 

arclength, as is clear in Figure 6.4. Hence we ask: can these non-Gaussian de

viations have a significant effect on interfacial evolution? This question can be 

studied in a simple setting that exploits r apid convergence of a single scalar 

quantity, the exponent associated with the growth rate of the total length 

of the interface. Let Ra ( n) denote the total length of the actual interface, 

and £
9
(n) denote the total length of the interface whose stretch statistics are 
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described by the corresponding Gaussian approximation. A measure of the rel

evance of the non-Gaussian deviations is thus the length ratio f 9 (n)/fa(n). If 

this ratio is significantly less than one, then the non-Gaussian deviations have 

a significant effect on the interface. For the open flow interface the values of 

ln(fa(n))/n and ln(f9 (n))/n are essentially equal over the short-time calcula

tion (which went ton = 11), as one would expect from Figure 6.3(a); hence, 

one cannot easily conclude that any non-Gaussian deviations are significant. 

For the closed flow, however, Figures 6.5(a) and (b) indicate for fa(n) and 

f 9 (n) fairly rapid convergence with increasing time to the relations 

ln(fa(n)) ~ O.S7 
n (6.3) 

ln(f9 (n)) 
___;:._.::__..:........;...;_ ~ 0.65. 

n 

This would indicate rapid convergence of the length ratio to a time dependence 

fg(n) -0.22n --rv e 
fa(n) · 

(6.4) 

Hence it appears that the length ratio asymptotes to zero, giving strong indi

cation of the relevance of the non-Gaussian tail in the evolution of the closed 

flow interface. This observation indicates the need for highly-resolved finite

time numerical studies of statistical distributions; poorly resolved asymptotic 

studies may miss relevant features of the statistics. 

6.5 Models 

Given a numerical observation of non-Gaussian high-st retch tails, and an 

indication of their significance, one would like to have a better appreciation of 

the range of high-stretch statistics. A key feature in determining the statistics 

is seen to be the non-uniformity of the perturbed stretch profiles, which in 

turn is related to the non-uniformity of the corresponding unperturbed stretch 

profiles, as described in Chapter 3, and portrayed again in Figure 6.6. As the 
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unperturbed profiles become more non-uniform, good stretching is weighted 

more towards the endpoints of the profiles (see Figure 6. 7). As a result, the 

perturbed profiles become more non-uniform, with good stretching weighted 

more towards the secondary intersection points (SIP's) of the profiles (refer 

back to the examples in Chapter 3), entailing progressively better stretching 

associated with progressively smaller spatial scales (smaller initial arclength 

of the interface) , and progressively longer time intervals for revolution around 

the homoclinic/heteroclinic core. 

One approach to understanding the stretch statistics exhibited by inter

faces evolving in chaotic tangles is to search for elementary models for the 

stretch processes that capture the observed statistical behavior, the goal be

ing to obtain the simplest model possible which respects the essential features 

of the actual stretch processes. We consider here some elementary models for 

stretch processes under chaotic flows consisting of iterative processes acting 

on the unit interval [0,1]. The domain represents an interface, parametrized 

by initial arclength, and the value defined over this domain represents t he 

stretch experienced by the interface, taken initially to be one throughout the 

domain for all the models . The simplest model, motivated by the horseshoe 

map, would have a single stretch p acting over the entire unit interval. The 

result would be a finite-time Lyapunov exponent equal to ln(p) defined over 

the entire domain, giving for a stretch distribution a delta function centered at 

..\( n) = ln(p ). Such a model is obviously inadequate as a consequence of con

taining only a single stretch, so we proceed to a more complicated model that 

has two stretches, entailing a binomial multiplicative process (see Figure 6.8). 

Partition the unit interval into two equal ha lves and multiply by p on one 

half, q < p on the other half. Repeat this process to each half, then to each 

resulting quarter, and so on. This procedure is a canonical construction of a 

multifractal, which is heuristically described as a set of fractals, each with its 

own weighting and dimension (see, for example, Feder18 for an introductory 
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account). The result at the nth step is a set of stretches 

(6.5) 

with corresponding domain widths given by the binomial distribution 

{ 
n! 1 . } 

i!(n- i)! 2n; ~ E [0, n] . (6.6) 

These expressions give a set of finite-time Lyapunov exponents 

{-xi(n)= ~ln(p)+(1- ~)ln(q);iE [O,nJ} (6.7) 

with corresponding asymptotically invariant scaled probability distribution in 

the large n limit 

ln(P(.X(n); n)) = -{(ln(O + (1- 0ln(1- 0 + ln(2)}, (6.8) 
n 

where 
e- .X(n)- .X(n)min 

.X(n)max- .X(n)min' 
(6.9) 

as follows from Stirling's formula and sending the transients to zero. The 

Gaussian fit to this distribution, determined by requiring the same curvature 

at the maximum, is 

ln(Pgauss(A(n);n)) = _ 2(( _ !.?. 
n 2 

(6.10) 

The resulting stretch distribution for any p =/= q is shown in Figure 6.9. The 

model obviously lacks the freedom to capture the range of high-stretch tails 

found earlier. For example, there is no way to get a nearly exponential tail 

out of this model in a limiting regime. This model appears inadequate since, 

although it contains two stretch scales, it contains only one spatial scale, thus 

not respecting the possible occurrence of very good stretching distributed over 

very small spatial scales. 
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An improved model might be then to make the division of the domain 

and successive subdomains weighted by some ratio (:3 : (1 - (:3), 0 < (:3 < 1, as 

shown in Figure 6.10. The result at the nth step is then a set of stretches 

(6.11) 

with corresponding domain widths 

(6.12) 

For example, one might take (:3/(1-(:3) oc qfp, so that as the disparity in the two 

stretches increases, the disparity in spatial scales increases, and in particular 

better stretching is associated with smaller spatial scales. Equation ( 6.11) 

again gives a set of finite-time Lyapunov exponents 

{ 
i i . } >.i(n)= ;;-ln(p)+(1- n)ln(q);z E [O,n], 

with corresponding asymptotically invariant scaled probability distributions 

in the large n limit given by 

ln(P(>.(n); n)) = -{~ln(0+(1-0ln(1-0-0n(f3) - (1 - 0ln(1-,8)}, (6.13) 
n 

again from using Stirling's formula and sending transients to zero, and where 

~ is again given by equation (6.9). The Gaussian approximation, using the 

same prescription as in the previous binomial model, is 

ln(Pgauss(>.(n);n)) = _.!_{.!. + _1_}(~ _ (:3)2. 
n 2 (:3 1-(:3 

(6.14) 

The resulting stretch distributions are shown in Figure 6.11 for decreasing 

values of (:3. On the one hand, the results look more promising, for in the limit 

(:3 ~ 0 one recovers an exponential tail. Hence by varying (:3 from 1/ 2 to 0, 

one can vary the high-stretch tail from nearly Gaussian to nearly exponential. 

In the limit ,8 << 1, equation (6.13) gives 

ln( P( >.( n ); n)) ~ ~ln(fj), 
n 

(6.15) 
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valid for e > emin, where emin is some minimum value that vanishes in the 

limit f3--+ 0. If we take f3 ,....._ p-1 in the limit f3 << 1, a reasonable choice for 

a closed incompressible flow and consistent with the numerical observation of 

good stretching localized on small spatial scales, then ..\( n) ~ -eln(f3) (again 

fore > emin, where emin --+ 0 as (3--+ 0) and equation (6.15) gives 

ln(P(..\(n); n)) ~ -..\(n), 
n 

(6 .16) 

an exponential tail with slope minus one. Clearly, however, this weighted 

binomial multiplicative process does not capture the numerically observed 

statistics, since it approaches an exponential high-stretch tail at the expense 

of the domain of the Gaussian hump, and for no parameter values do we find 

a nearly exponential tail with a Gaussian hump defined over a sizable domain, 

i.e., we can find nothing resembling the closed flow distribution. 

We thus again search for an improved model, and a trinomial multiplica

tive process (with weighted divisions of the domain) seems promising, the 

rationale being that as we let one of the three stretches become very large, 

we will have two other stretches to help us control the Gaussian hump. An 

example of this process is shown in Figure 6.12. In an effort to capture the 

closed flow statistics, we will take p and q to be reasonably small (0(1)) with 

r much greater (r >> 1). We take the width of the r strip to be r- 1 , and the 

widths of the p, q strips to each be (1- r-1 )/2. This process then attempts 

to model a highly non-uniform stretch process, with good stretching highly 

localized on very small spatial scales. The result at the nth step is then a set 

of stretches 

(6.17) 

with corresponding domain widths 

1 (1 -l)i+j 1 } n. - r . . 0 . . < 
{ .1.1( _·_ .)1 2i+i n-i - j;z,JE[ ,n],z +J _ n. 

t.). n z J . r 
(6.18) 
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The resulting set of finite-time Lyapunov exponents is 

{ Aij(n) = !._ln(p)+jln(q)+(1-i__j)ln(r);i,j E [O,n],i+j::; n}. (6.19) 
' n n n n 

Since this set depends on two independent variables i and j, we need an 

intermediate step to get the asymptotically invariant probability distribution 

in the large n limit. We first write 

ln(P(..\i,j(n); n)) 
n 

(6.20) 

followed by 

P(..\(n); n).6...\(n) = (6.21) 
i ,j 

Ai,j (n)EA(n) bin 

Figure 6.13 shows the scaled probability distribution determined by the above 

prescription. Figure 6.13( a) is the result of an effort to obtain ballpark agree

ment with the closed flow distribution. For example, we take r ::::::::: exp(Au), 

where Au is the unstable eigenvalue of the closed flow hyperbolic fixed point 

at the origin, and p, q are chosen with the aim of obtaining a similar Gaussian 

hump. For this still rather crude model we do not try to account for con

traction, however, and simply deal with three stretches. At first glance the 

distribution compares well with that of the closed flow. The curvature of the 

high-stretch tails are nevertheless still significantly different, as highlighted 

in Figure 6.14. As in the weighted binomial process, we can make the high 

stretch tail of the trinomial model arbitrarily close to exponential, but at the 

expense of either 

(i) making the width of the Gaussian hump smaller, by decreasing (p- q) / r, 

or 
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(ii) having the peak of the Gaussian hump occur at a smaller -\(n), by de-

creasing (p + q)jr. 

An example of (i) is shown in Figure 6.13(b)- by making (p- q)Jr smaller, 

the high-stretch tail is slightly more exponential, but at the expense of a much 

skinnier Gaussian hump; indeed, non-Gaussian deviations exist for significant 

probability values, which is why we do not try to approximate the distribu

tion with a Gaussian. For the weighted trinomial stretch process, then, one 

can choose parameter values to obtain approximate agreement with the closed 

flow distribution, but it appears as though small but fundamental differences 

remain. There are several avenues one may pursue with more complicated 

models having multiple stretch, spatial, and even temporal scales. Such av

enues are best pursued in the context of a more systematic numerical study of 

the stretch models (to obtain a precise idea of what needs to be modeled) and 

more serious effort at constructing models that adequately respect the fairly 

complicated underlying symbolic dynamics. We thus end our study of stretch 

models here, the primary purpose of the chapter being to point out the range 

of high-stretch statistics afforded by the fairly complicated stretch processes 

found in chaotic tangles, the significance of these high-stretch tails, and the 

need for high-resolution numerical studies of stretch statistics. 

6.6 Concluding remarks 

There is a rich variety of stretch, spatial, and temporal scales associ

ated with stretch processes in chaotic tangles, and this entails finite-time Lya

punov exponent distributions that show great variation in the nature of the 

high-stretch tails, ranging from essentially Gaussian to nearly exponential. In 

particular, highly non-uniform interfacial stretch profiles (that contain for ex

ample very good stretching defined over very small spatial scales) can entail 

significantly non-Gaussian high-stretch tails, that have a significant effect on 
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the evolution of the system, such as the rate of interfacial elongation, and 

have direct impact on the multifractal characteristics of striation widths in 

the limit of small spatial scales. Since these deviations may be apparent only 

at very small probability values, high-resolution studies of stretch statistics 

are motivated. 
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Figure 6 . 1 Segments of stable (dashed-dotted ) and unst able (dashed) m anifolds of 

hyperbolic fixed points (solid squares) in ~' and our chosen interface (solid line) for 

the (a) open and (b ) closed flow. T he vortices are at (x,y) = (0, ±1) at t = n E Z, wit h 

magnit ude of circulation r = 0.4(211" )2 and (a ) € = 0.085 · 211" , (b ) € = 0.02 · 27r. 
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F igure 6 .2 Plots of stretch profiles for (a) the open flow at n = 6 and (b) the closed 

flow at n = 5, where s( n) denotes arclength along the interface (increasing from pl to 

p2). The stretch profiles are plots of stretch hs(n)fhs(O) on a common logarithmic scale 

versus initial arclength of t he interface s(O). 
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Figure 6.3 (a) Scaled open flow stretch distributions (solid lines) at sample t imes n = 

4 , 6, 8, 10. The dashed lines are Gaussian approximations, defined by h aving the same 

m ean and standard deviation of the actual distributions. 
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F igu re 6.3 (b) Scaled closed flow stretch distributions (solid lines) at sample times n = 
4, 6, 8, 10. The dashed lines are Gaussian approximations, defined by having the same 

mean and standard deviation of the actual distributions. The Gaussian approximation 
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Figure 6.4 The closed flow stret ch distribut ion (solid line ) a t n = 10 agrees well with 

the Gau ssia n approximation (dashed line) for t he range of prob abilities shown . 
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Figure 6.5 Exponents associated with the growth rate of interfacial length. Note that 

the closed flow computation of i 9 ( n) is performed over 40 cycles to ensure convergence. 

This computation is performed with a fixed number of points; we verified that it does 

not affect the statistics associated with the Gaussian approximation i 9 (n) (since ignoring 

the high-stretch tail does not significantly alter the Gaussian approximation). 
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Figure 6.6 Heuristic portrayal of the unperturbed stretch profile approximately repeat

ing itself on smaller and smaller scales (refer back to Chapter 3, and recall the rather 

cartoon-like nature of this portrayal). 
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Figure 6. 7 As the unperturbed stretch profile becomes more non-uniform, good stretch

ing is weighted more towards the endpoints, entailing that good stretching will be 

weighted more towards the SIP 's in t he perturbed case. 
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Figure 6.8 The (a) first and (b) second iterate of the binomial m ultiplicative process. 
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Figure 6.9 The asymptotically invariant form of the scaled stretch distribution associ

ated with the binomial multiplicative process for arbitary p f= q. The vertical scale is in 

units of lln( P( >.( n ); n )min) I, and the dashed line shows the Gaussian approximation. 
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Figure 6.10 The (a) first and (b) second iterate of the binomial multiplicative process 

with weighted subdomains. 
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Figure 6.13 Scaled probability distributions associated with the trinomial stretch process 
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Chapter 7 

Concluding remarks 
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The principal theme of this study has been the use of global stable and 

unstable manifolds of invariant hyperbolic sets as templates for studying the 

dynamics within classes of homoclinic and heteroclinic chaotic tangles, focusing 

on transport, stretching, and mixing within these tangles. These templates are 

exploited in the context of lobe dynamic~ within invariant lobe structures formed 

out of intersecting global stable and unstable manifolds. The princip al goals 

have been three-fold. 

(i) Extending the template~ and their application~ to fundamentally larger 

cla~ses of dynamical systems. In particular, we have generalized many 

of the canonical dynamical systems constructs associated with 2D time

periodic vector fields to apply to 2D vector fields with more complicated 

time dependences, focusing on multiple-frequency time dependence. The 

encouraging result is that most of the single-frequency constructs are ro

bust, entailing some appealing generalizations. The study offered here is 

of course a preliminary step in what should be fairly promising subject 

matter, with much remaining to be pursued. A variety of other extensions 

have been and remain to be performed. For examp le, the one degree

of-freedom transport theory has been generalized to classes of multiple 

d egree-of-freedom Hamiltonian systems with hyperbolicity in one degree

of-freedom and toroidal intersection manifold geomet r y, 1 and a significant 

achievement would be to further extend to more general classes of multiple 

degree-of-freedom Hamiltonian systems. 

(ii) Expanding the description of dynam i cs offered by the t emplates. Prior work 

in the context of lobe dyn amics has b een principally concerned with phase 

space transport associated with ensembles of points uniformly distributed 

throughout phase space . Hence our study of stretching and mixing in the 

context of lobe dynamics can b e viewed as an example of such an expan

sion. Indeed examples are found even with phase spa ce transport , such 
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as the study of lobe penetration into the action or energy coordinate, or 

equivalently of transport of an ensemble of points that originate on a level 

set of the unforced Hamiltonian. Additionally, though a selling point of 

lobe dynamics studies is the nonstatistical framework, a pursuit of statis

tical studies within the backdrop of lobe dynamics, such as distributions 

of finite-time Lyapunov exponents, affords another promising example. 

(iii) Strengthening the interplay between dynamical systems analysis and chaotic 

nonlinear physical phenomena. We have been primarily interested in chao

tic fluid flows and molecular dynamics problems, and there are of course 

many other physical examples, such as kinematic dynamo problems, ce

lestial mechanics problems, and so on. We stress how basic nonlinear 

physical processes - mixing, stirring, dissociation, magnetic field ampli

fication, etc. - are inherently and fundamentally related to the underlying 

chaotic dynamics. The interplay between dynamical systems theory and 

nonlinear physical processes is indeed quite fruitful. The global, geometri

cal approach of dynamical systems analysis motivates new ways of thinking 

about nonlinear physical phenomena, an example being the use of invariant 

manifolds in non-integrable systems to distinguish between qualitatively 

different types of motion, such as bounded and unbounded motion, and 

to identify and study the transitions between the two. Conversely, phys

ical phenomena motivate new dynamical systems analysis. For example, 

the desire to study chaotic advection under more realistic fluid velocity 

fields motivated the multiple-frequency extension, and the desire to study 

interfacial stretching and the mixing of passive scalars across interfaces in 

fluid flows motivated the horseshoe map extension. Though the dynamical 

systems community has conventionally been interested in asymptotic be

havior and infinite-time dynamics, the finite-time nature of basic nonlinear 

physical processes, such as mixing and dissociation, implies that much of 
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our study of dynamics is explicitly interested in finite-time dynamics and 

transient phenomena, relatively virgin territory from a dynamical systems 

perspective. 

Though dynamical systems theory can be elegant and insightful, it never

theless applies to fairly limited contexts, and the general pursuit along the lines 

of (i) - (iii) offers a promising endeavour in the effort to make dynamical sys

tems theory apply more robustly to descriptions of physical reality. There will 

of course always be fundamental restrictions on a dynamical systems descrip

tion of nonlinear behavior, but this will be the case for any nonlinear theory or 

method. Though conventional disciplines have a tendency to judge dynamical 

systems theory on what it cannot do for any particular discipline, there is merit 

in judging the theory on what it can do, and seeing how far dynamical sys

tems theory can go as a framework for studying a wide spectrum of nonlinear 

physical phenomena. 
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