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Abstract

The Terahertz frequency range, often referred to as the ‘Terahertz’ gap, lies wedged between

microwave at the lower end and infrared at the higher end of the spectrum, occupying

frequencies between 0.3-3.0 THz. For a long time, applications in THz frequencies had

been limited to astronomy and chemical sciences, but with advancement in THz technology

in recent years, it has shown great promise in a wide range of applications ranging from

disease diagnostics, non-invasive early skin cancer detection, label-free DNA sequencing to

security screening for concealed weapons and contraband detection, global environmental

monitoring, nondestructive quality control and ultra-fast wireless communication. Up until

recently, the terahertz frequency range has been mostly addressed by high mobility compound

III-V processes, expensive nonlinear optics, or cryogenically cooled quantum cascade lasers.

A low cost, room temperature alternative can enable the development of such a wide array

of applications, not currently accessible due to cost and size limitations. In this thesis, we

will discuss our approach towards development of integrated terahertz technology in silicon-

based processes. In the spirit of academic research, we will address frequencies close to 0.3

THz as ‘Terahertz’.

In this thesis, we address both fronts of integrated THz systems in silicon: THz power

generation, radiation and transmitter systems, and THz signal detection and receiver sys-

tems. THz power generation in silicon-based integrated circuit technology is challenging

due to lower carrier mobility, lower cut-off frequencies compared to compound III-V pro-

cesses, lower breakdown voltages and lossy passives. Radiation from silicon chip is also

challenging due to lossy substrates and high dielectric constant of silicon. In this work, we

propose novel ways of combining circuit and electromagnetic techniques in a holistic design
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approach, which can overcome limitations of conventional block-by-block or partitioned de-

sign methodology, in order to generate high-frequency signals above the classical definition

of cut-off frequencies (ft/fmax). We demonstrate this design philosophy in an active electro-

magnetic structure, which we call Distributed Active Radiator. It is inspired by an Inverse

Maxwellian approach, where instead of using classical circuit and electromagnetic blocks to

generate and radiate THz frequencies, we formulate surface (metal) currents in silicon chip

for a desired THz field profile and develop active means of controlling different harmonic

currents to perform signal generation, frequency multiplication, radiation and lossless filter-

ing, simultaneously in a compact footprint. By removing the artificial boundaries between

circuits, electromagnetics and antenna, we open ourselves to a broader design space. This

enabled us to demonstrate the first 1 mW Effective-isotropic-radiated-power(EIRP) THz

(0.29 THz) source in CMOS with total radiated power being three orders of magnitude more

than previously demonstrated. We also proposed a near-field synchronization mechanism,

which is a scalable method of realizing large arrays of synchronized autonomous radiating

sources in silicon. We also demonstrate the first THz CMOS array with digitally controlled

beam-scanning in 2D space with radiated output EIRP of nearly 10 mW at 0.28 THz.

On the receiver side, we use a similar electronics and electromagnetics co-design approach

to realize a 4x4 pixel integrated silicon Terahertz camera demonstrating to the best of our

knowledge, the most sensitive silicon THz detector array without using post-processing,

silicon lens or high-resistivity substrate options (NEP < 10 pW/
√
Hz at 0.26 THz). We

put the 16 pixel silicon THz camera together with the CMOS DAR THz power generation

arrays and demonstrated, for the first time, an all silicon THz imaging system with a CMOS

source.
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Chapter 1

Introduction

Nothing, I guess. I do not think

that the wireless waves I have

discovered will have any practical

application.

Heinrich Hertz, 1886-87

Today, the influence of electromagnetism in our daily lives cannot be over-emphasized.

While Maxwell laid out the general theory of electromagnetism, over the years following

many new discoveries and inventions, the field branched into separate disciplines of study.

The split happened essentially on frequency lines, and the spectrum broke into radio waves,

microwaves, mm-waves, terahertz, infrared, optics and so on. Each of them became inde-

pendent and matured field of research in their own right, influencing our lives significantly

but in different ways. Radio waves became the carrier for wireless radio communication,

microwave frequencies became a major field of research for radars and defense applications,

terahertz and infrared for chemistry and spectroscopy, optics for vision, microscopy, lasers,

wireline communication in and among other things. Almost century and half after Hertz’s

famous misjudgement, we see a re-unification of electromagnetism, unlike ever before, to

create cutting-technology for the next-generation systems. Maxwell’s equations are the com-

mon underlying principles, but the ability to harness, control and use, in an integrated

environment, such a large portion of the electromagnetic spectrum with such diverse prop-
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erties in their interaction with matter, can lead to the development of a wide range of novel

applications with far-reaching impact.

I believe, in the next few years we will see a similar re-unification at a higher level

of abstraction, where a wide range of allied fields such as electrical engineering, applied

physics and mathematics, material science, chemistry and biology will grow organically, in a

mutually synergetic environment, to transform the landscape for the next-generation cutting-

edge technology. We are seeing a slight hint of this trend already; silicon integrated circuits

are now operable to a wide range of the spectrum from radio waves, microwaves to mm-Wave,

sub-THz and THz frequencies; optics, circuits and material science are contributing to opto-

electronics and silicon photonics; biology, chemistry and integrated electronics are jointly

innovating for future personalized health care. In near future, a host of highly impactful

technological innovations will come through this close alliance of multiple scientific disciplines

in a holistic collaborative environment. This will not be achieved thorough a mastery of

one discipline and a ‘black-box understanding’ of the allied fields, but through a broader

understanding of multiple disciplines and end-to-end design processes.

While human inventions have presided over a major portion of the electromagnetic spec-

trum, some parts are still less explored, technology less developed and influence in our daily

lives, less noticed. One such spectral range is called the Terahertz frequency range, often

referred to as the ‘Terahertz’ gap 1. It lies wedged between microwave at the lower end and

infrared at the higher end of the spectrum, as shown in Fig. 1.1. While the exact frequency

range it covers is a matter of semantics and personal opinion, the community generally refers

to the frequency spectrum between 0.3-3 THz, as the Terahertz frequency range. In this the-

sis, in the spirit of scientific research, we use the term ‘THz’ to refer to frequencies near 0.3

THz.

We see the first references of Terahertz in [1], which called it the ‘heat rays of great wave-

length’. The ‘THz’ wavelength ranges from 1 mm-100 µm, which corresponds to photon

energies between 1.2-12.4 meV and equivalent blackbody radiation temperatures of 14-140

1THz is synonymously referred to as the sub-millimeter wave band, as the wavelength ranges from 1
mm-100 µm
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K [2]. Approximately 98% of all photons emitted since Big Bang fall within the THz-far IR

band [2]. This explains why in the last hundred years, terahertz has built up a niche place

in scientific community for the study of astronomical studies, high resolution spectroscopy,

remote sensing as well as chemical sciences and molecular spectroscopy. However, lack of ad-

equate and cost-effective instrumentation development in this spectral region has contributed

to it being called the ‘THz’ gap, which has also adversely affected the development of its

application space. However, with new developments in nanotechnology, material science and

optics, there has been a resurgence of active research interest in this frequency range and

the research community are approaching the technology development from a abroad range of

scientific disciplines [3]. Terahertz technology has shown great promise in disease diagnostics

such as non-invasive early skin cancer detection [13], [23], [25], [39], label-free DNA sequenc-

ing [32], security screening for concealed weapons and contraband detection [27]- [30], global

environmental monitoring, nondestructive quality control and ultra-fast wireless communi-

cation [3]. In this thesis, we discuss our approach towards development of miniaturizing

terahertz technology into silicon-based integrated chipsets.

Figure 1.1: The electromagnetic spectral range from low-frequency radio waves to high energy gamma-
rays [7].

Silicon-based integrated circuit technology has had a major influence in our lives partic-

ularly in the three broad areas of communication, computation and information technology,

and health-care. In my lifetime, I have witnessed the sheer force of technology, ushering

in the information age in developing countries like India, where the cell-phone market is
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expanding at a rate of 40% with a current user base of 919 million users, as of 2012 [4]. The

wireless revolution can be felt not just by the fact that every few other miles a new cell-phone

tower pops up, one can notice a major change in quality of lives of people in the middle and

lower incomes levels. Low-cost technology, implemented in a piece of wireless device, informs

farmers the about real-time rates in the nearby marketplace and also availability of necessary

health practitioners at the nearest health-care centers. Silicon technology allows this possi-

bility of integrating complex systems into low-cost, single chip solutions. While silicon has

almost completely replaced any competing technology in the computational space, due its

capability of high integration, excellent process control and unparallel performance of digital

CMOS logic, in the realm of wireless communication and RF systems, other technologies

such GaAs do co-exist, specially in power generation blocks, where efficiency can offset the

extra cost of superior technology. At higher frequencies, such microwave and mm-Wave,

other compound III-V devices such InP HBTs and HEMTs have technologically superior

performances and almost completely dominate the market. At even higher frequencies such

as in the Terahertz band, technology is ‘sparse’ with only a few compound III-V solid-state

electronics and optics-based systems existing. Fig. 1.2 shows a typical femtosecond-laser

based broadband Terahertz system (from Teraview [5]), which costs upwards of $200,000.

Our vision is to pack the entire functionality into a small silicon chip, which has orders of

magnitude smaller form factor and lower cost.

Figure 1.2: A femtosecond-laser based broadband Terahertz system [5]. The photo on the right hand side is
the first THz CMOS beam-scanning power generator. [59]
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In the last few years, device scaling with increasing cut-off frequencies (ft, fmax) has

pushed silicon technologies into the microwave and mm-Wave frequencies. However, as we

approach scaling lengths with atomic dimensions focusses on increasing transistor density

and improved digital performances, high frequency performances often suffer due to increased

gate resistance, short-channel effects, low-resistivity substrates and passive losses in metal

structures and therefore the classical cut-off frequencies (ft, fmax) is not guaranteed to in-

crease linearly with scaling. Therefore, new techniques, architectures and topologies need

to be invented which can overcome these technological challenges and push performances

beyond what conventional design methodologies can achieve. As an example, while the first

77 GHz phased-array was demonstrated in 0.13 µm SiGe BiCMOS process [54], we discuss

techniques with which we can push the frequency to a factor of 4x in a technology with

lower fmax and lower breakdown. In this thesis, we demonstrate the first near-THz CMOS

beam-scanning array [59], as shown in Fig. 1.2.

1.1 Contributions

In this work, we propose novel ways of combining circuits and electromagnetics in a holistic

design approach which can overcome limitations of conventional block-by-block or parti-

tioned design approach for high-frequency power generation above fmax. We demonstrate

this design philosophy in an active electromagnetic structure, which we call Distributed Ac-

tive Radiator. It is inspired by Inverse Maxwellian approach, where we remove the artificial

boundaries between circuits, electromagnetics and antenna. Instead of using classical circuit

and electromagnetic blocks to generate and radiate THz frequencies, we formulate surface

(metal) currents in silicon chip for a desired THz field profile and develop active means of con-

trolling different harmonic currents to perform signal generation, frequency multiplication,

radiation and lossless filtering in a compact footprint. This enables us to demonstrate

� The first 1 mW Effective-isotropic-radiated-power(EIRP) THz (0.29 THz) source in

CMOS with total radiated power being three orders of magnitude more than previously
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demonstrated.

� Demonstration of integrated beam-scanning near 0.2 THz using a proposed near-field

synchronization mechanism, which is a scalable method of realizing large arrays of

synchronized autonomous radiating sources.

� The first THz CMOS array (4x4 element at 0.28 THz) with digitally controlled beam-

scanning in 2D space with nearly 10 mW of EIRP.

We use a similar electronics and electromagnetics co-design approach to realize a 4x4

pixel integrated silicon Terahertz camera demonstrating

� Most sensitive silicon THz detector array without using post-processing, silicon lens or

high-resistivity substrate options (NEP<10 pW
√
Hz)

� The first demonstration of an all silicon THz imaging system with a CMOS source.

1.2 Organization

The thesis is organized as follows. Chapter 2 reviews the ever-increasing and diverse THz

application space and existing THz technology for signal generation and detection, discussing

both solid-state and optics-based approaches. Chapter 3 discusses the challenges of THz

frequency generation in silicon-based processes, and extraction of the generated power from

the silicon die to the outside world. We argue that the classical partitioned approach, that

builds up a system using a cascaded series of standard circuit blocks and interfaces with a

classical antenna to radiate out the THz waves, is a sub-optimal approach. We introduce the

concept of Distributed Active Radiation (DAR), which combines signal generation, frequency

multiplication, radiation and lossless filtering, all simultaneously in an actively controlled

electromagnetic structure.

Chapter 4 discusses the theory of DAR from an electromagnetic field perspective. We

study in details power lost as surface waves for various kinds of surface current configurations

and fundamental limitations of on-chip radiating structures.
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Chapters 5-6 discusses arrays of DARs and how many autonomous radiating DARs can

be either mutually synchronized or locked to a common sub-harmonic frequency source to

achieve power combination in free-space for higher EIRP and electronic beam-scanning. We

corroborate our theory with measurement results.

While Chapters 3-6 cover our work on THz power generation in silicon, Chapter 7 dis-

cusses THz power detection in silicon-based processes. We demonstrate a 4x4 pixel THz

camera in silicon and show imaging results with an all silicon THz imaging system.

Chapter 8 covers my contribution on our collaborative work on robust and self-healing

high frequency systems and Chapter 9 discusses my work on CMOS power amplification at

mm-Wave frequencies.
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Chapter 2

The Terahertz Gap: Current THz
Technology

In this Chapter, we will briefly review the ever-developing THz application landscape, cur-

rently existing THz source and detector technologies. Comprehensive review articles on this

subject can be found in [2], [3], [7], [8], [9], [10], [13], [18], [19].

2.1 THz Application Space

For a long time, THz application space was literally limited to ‘space’ sciences. However, in

the last twenty years, with new developments in THz technology and access to (relatively) in-

creasingly lower-cost technology, there has been extensive research in the application space.

Astronomy and space sciences have been drivers for THz technology since vast amounts

of spectroscopic information are found in this frequency range. THz-based spectroscopy

is purported to have a wide range of applications from carrier concentrations to mobility

in doped semiconductors, high temperature superconductor characterization to biomedical

applications, facilitated by the fact that collective vibrational modes of many proteins and

DNA molecules are expected occur in this range [7]. Many intermolecular vibrational sig-

natures are expected to be present in the THz frequency range, while most intramolecular

modes fall in the infrared range [3] (Fig. 2.1). THz waves can also predict conformational

states of bio-molecules and polymorphs, which has great potential in pharmaceutical indus-
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tries. There has been active research in label-free DNA detection for low cost DNA chips

using THz spectroscopy, which can detect the differences between presence and absence of

hybridization due to changes in refractive index [32], [33].

Figure 2.1: Molecular transitions in the THz spectrum [13].

There have been several studies on the diagnosis of cancer, particulary non-invasive early

detection of skin cancer, based on dielectric property differences between healthy and can-

cerous tissues at these frequencies(Fig. 2.2). THz waves, with their low photon energy, are

non-ionizing and therefore, safe for medical diagnostics (atleast much safer than X-rays).

Due to longer wavelengths, it has higher penetration depth and lower scattering (though

higher absorption) than optics , and therefore may have applications in monitoring of tu-

mor boundaries in surgical procedures [24]. This has motivated studies on both pulse-based

and CW wave reflection imaging from skin and excised breast tissues. Strong correlation

has been observed in THz images and histology results (Fig. 2.3) [25], [13], [23], [25] and

research is progressing towards real-time THz image acquisition from ex-vivo samples. THz

lends itself amenable to both amplitude and phase detection during image acquisition and

therefore, can give depth information and render a three dimensional topographical recon-

struction of specimen under test. Fig. 2.4 demonstrates a quasi-three-dimensional image of

a transverse slice of a human tooth, showing an example where THz imaging has potential
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to be an alternative low-cost and non-ionizing technology against the standard X-rays.

Figure 2.2: Absorption (α) and refractive indices (n) of tissues at 0.5 and 1 THz [13].

Figure 2.3: Reflection-based THz image showing strong correlation between acquired image and histological
results. The images show tumor tissues with surrounding adipose tissues [24].

THz waves can penetrate through clothing, paper, and wood, has higher resolution (∼

10x) than microwaves and therefore, has great potential in homeland security and defense

applications. Potential of stand-off concealed weapon detection with high-enough resolution

and contraband detection with THz spectroscopy have been demonstrated [30], [31]. Re-

cently, a 675 GHz solid-state electronic system with mechanical scanning was demonstrated

for explosive detection at a stand-off distance of 25 m [28]. Extensive research has gone into

various modes of contraband detection from far-off distance, using transmission, reflection,

diffuse reflection modes [31]. Due to its see-through properties, it also has tremendous ap-

plication potential in industrial quality control, electronics, food and agricultural industry

which have currently working prototypes based on expensive optics-based THz-TDS systems.

Due to the availability of larger bandwidths at these frequencies, there are applications in

development for ultra-fast wireless communication. High-performance point-to-point wireless
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Figure 2.4: A quasi-three-dimensional image of a transverse slice of a human tooth constructed using depth
information from time of flight. Labels E, D and P represent the enamel, dentine and pulp, respectively [13].

Figure 2.5: THz absorption spectra of RDX, TNT, HMX. and PETN obtained with THz-TDS [31].
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connections can be beneficial for communication in rural areas, communication between

buildings during disasters, high-data rate delivery for uncompressed video [3]. 120 GHz

point-to-point links have already been developed and were used during the Beijing Olympics

in China in 2008.

The development of most of these applications depend on the availability of low-cost,

high yield technology. Integrated silicon technology, which enabled such explosive growth in

computational power in computer chips and cell-phone chipsets at such low-cost, can provide

unparalleled signal processing power with billions of transistors and realize complex systems

with ultra-small form factors, high reliability, and low cost. Through the technology has

matured and developed for digital and lower radio frequencies for cell-phone applications,

we have developed new techniques to push silicon beyond its cut-off frequencies into the THz

frequency spectrum. Still in the early path of its growth, it will not be entirely surprising

if a completely new frontier opens up and grabs the market, however it can be speculated

with some confidence that atleast a significant chunk of THz, the ‘last’ frontier in high-speed

electronics, will go the silicon way.

2.2 Current THz Technology

Among the existing THz technology, there is a lack of a high-power, low-cost, portable

room-temperature THz source and low-cost, integrated room-temperature detector suitable

for video-rate imaging. Current state of the art THz systems are based on expensive optics-

based equipment such as femtosecond lasers, electro-optic samplers, nonlinear crystals, and

custom photoconductive antennas or discrete module-based solid-state electronic components

realized with compound III-V technology or quantum-cascade laser based technology which

currently require cryogenic cooling. Fig. 2.6 shows the range of technologies with their typical

output power. Silicon-based technology, as reported in [64], [65], [66], have shown generation

of tens of nanoWatts of power near 0.3 and 0.4 THz, far too small to be of much practical

use.
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Figure 2.6: Solid-state electronics and optics-based THz sources and their typical power output [3].

2.2.1 Optics-based Technology

Broadband and narrowband continuous-wave THz power generation, based on optical meth-

ods, rely on photo-Dember effect and optical rectification effects respectively. When an

ultrafast laser pulse shines on a photo-conductive material, electron-hole pairs are gener-

ated. The free carries, then accelerate under a static bias field and the transients lead to a

broadband pulse which can radiate out. This is explained in Fig. 2.7. Various parameters

such as decay times, carrier mass, drift velocity affect power output and bandwidth of the

generated pulse [7].

CW-wave sources can be generated by beating two CW lasers, whose frequency difference

lies in the THz frequency regime. The lasers are passed through a nonlinear medium and

the down-converted signal is extracted. Methods, based on similar nonlinear phenomenon,

are optical parametric amplification and Difference Frequency Generation. The nonlinear

materials under investigation are GaAs grown at low temperature, GaSe, ZnTe and several

others. Tunable THz sources, using parametric amplification, have been demonstrated to

produce peak power in excess of 1 W (pulsed) [3]. Quantum-cascade-lasers, which exploits

electron relaxation between sub-bands of coupled quantum wells, have demonstrated opera-

tion in the infrared as well as in the THz frequency regime from 1-4 THz, but they require
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Figure 2.7: Photoconductive-based broadband pulse generation using ultrafast lasers [13].

cooling for their operation, even though recent results have demonstrated their operation

near 178 K [34].

Figure 2.8: CW-wave sources can be generated by beating two CW lasers in nonlinear medium. The right
part of the figure shows quantum-cascade-lasers which are powerful narrowband sources but require cryogenic
cooling. [3].

The detector technology for pulsed optical systems are either based on photoconductive

sampling or electro-optic sampling. Electro-optic samplers use birefringent crystals whose

dielectric properties are modulated by the incoming THz pulse, which is translated to po-

larization modulation in a propagating light wave through the crystal.

2.2.2 Solid-State Electronic and Custom Technologies

Solid-state electronic technology, existing in the THz frequency range, are almost completely

based on compound III-V sources. Frequency multiplication based approaches employ a
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Figure 2.9: THz broadband time-domain spectroscopy based on photoconductive generation and detec-
tion [7].

higher power microwave source which drives a chain of frequency multipliers, with ampli-

fiers inserted as per requirements. It is difficult to achieve full system integration even in

solid-state MMIC technology and most of the systems are module-based waveguide coupled

arrangement. A typical 300 GHz Tx-Rx system from Virginia Diodes, Inc. has been shown

in Fig. 2.10 [35]. Each multiplier is generally based on planar GaAs based Schottky diodes

and frequencies as high as 2.7 THz with few µW of power has been reached. Higher output

power require gas lasers and free-electron lasers, which have shown output powers as high

as 30 mW [7]. Until recently, integrated silicon technology did not exist in this frequency

range.

Solid-state device based detection system allows for phase detection using down-conversion

mixers and GaAs-based Schottky diodes and have reached frequencies of 2.5 THz [7]. Cryo-

genic cooling is often required for low-noise operation, and super-conducting SIS mixers are

often the technology of choice, specially for space-borne applications. Thermal absorption

based broadband detectors such as golay cells, pyro-electrical detectors, bolometers are often

used as standards for power measurements at these frequencies and they will be compared

with our work in Chapter 7. Comprehensive treatise on this subject can be found in [118]
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Figure 2.10: A 300 GHz transmitter and a 300 GHz receiver system from Virginia Diodes, Inc. [35]

and [119]. Until recently, there were no silicon-based THz detectors at these frequency

ranges. Prior and contemporary work have demonstrated feasibility of silicon technology for

THz detection [48], [120]- [122], however they can be power-intensive (> 300mW/pixel) [48],

require high resistivity SOI technology (> 1KΩ-cm) substrates [121], or rely on external

components such as silicon lenses [121], or pos-processing such substrate thinning [122].

In this thesis, we will demonstrate novel techniques that pushes silicon technology into

the THz frequency region, demonstrating record output power levels, beam-control and THz

detection sensitivity, together enabling an all-silicon THz imager, as shown in Fig. 2.11.

Altough, we give examples with imaging applications, the concepts we introduce are equally

applicable to communication and sensing systems.

Figure 2.11: Silicon-based Terahertz imaging system.
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Chapter 3

Distributed Active Radiation: THz
Power Generation in Silicon

The whole is more than the sum of

the parts

Metaphysics, Aristotle

In this Chapter, we focus on the problem of THz power generation in silicon and the ex-

traction of the desired power out of the silicon die. In summary, we focus on the transmitted

side of Fig. 7.1.

Figure 3.1: Silicon-based Terahertz imaging system.

Due to lower carrier mobility and lower cut-off frequencies of CMOS technology com-
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pared to compound III-V technology of similar feature size, direct oscillation at the desired

frequency may not be achievable. Further, low breakdown voltage, reduced transistor nonlin-

earities in short-channel regime, low-quality-factor passives and lossy filtering make on-chip

generation and filtering of THz signals very challenging. Extracting the generated power

from the silicon die is an equally formidable task. Classical antennas which work well in

free-space, are not efficient radiators in silicon. When implemented in silicon the substrate

with its high dielectric constant acts as an excellent dielectric waveguide, trapping most of

the radiated power into surface wave modes in the substrate [72]– [75]. Previous works have

shown radiated THz power in CMOS in tens of nanoWatts of power, far too small to be of

much practical use [64], [65], [66]. We will begin by reviewing the challenges of THz power

generation and radiation in silicon. We argue that classical partitioned approach that builds

up a system using a cascaded series of standard circuit blocks and interfaces with a classical

antenna to radiate out the THz waves is a sub-optimal approach. We introduce the con-

cept of Distributed Active Radiation (DAR), which combines signal generation, frequency

multiplication, radiation and lossless filtering, all simultaneously in an actively controlled

electromagnetic structure. It is inspired by an Inverse Maxwellian approach, where we re-

move the artificial partitions among circuits, electromagnetics and antenna and approach

the power generation and radiation principles from first principles.

3.1 High-Frequency Limitations of DC-RF Power Con-

version and Extraction

In this section, we will study the challenges of DC-radiated high-frequency RF conversion

in a given technology. As shown in Fig. 3.2, our goal is to maximize the efficiency of

conversion from DC power into the chip to THz electromagnetic signal extracted out of the

chip. The propagating THz waves in free-space, then, can be used for imaging, sensing or

communication or any other application. We will, at first, deal with the circuits part of the

problem, which is high-frequency limitation of DC-RF conversion in a silicon chip. A self-
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sustained oscillator is an autonomous system which can convert DC power into RF power at a

designed frequency. But there are technological limitations on how high of frequency one can

achieve in a single-frequency self-sustained oscillator in a given technology. Fig. 3.2, shows

extrapolated plots of high-frequency limits of silicon technology. from ITRS in 2007. We will

explain the parameters ft and fmax in the next section, but the plot shows the maximum

frequency of oscillation one can achieve in a projected technology node. For example, in

this thesis, we use extensively the 45 nm SOI CMOS node, with projected fmax ∼ 200 GHz.

Therefore, in this technology, no self-sustained oscillation could be achieved above 200 GHz.

After discussing the circuit challenges of high-frequency power generation, we will review

the electromagnetic part of the problem, which deals with the extraction of the generated

signal from the chip to the outside world for any useful application. Both the problems

can be equally challenging and we try to overcome the limitations of conventional design

methodology through a holistic approach that combines circuits, electromagnetics, radiation,

and nonlinear dynamics. We call our invention, distributed active radiation [57].

Figure 3.2: Desired high-efficiency conversion from DC power into the chip to THz signals out of the chip.
The figure also shows extrapolated plots of high-frequency figures of merits of projected silicon technology.

3.1.1 DC-RF Power Conversion Below fmax

An active device, such as a transistor, is denoted as a three-terminal device as shown in

Fig. 3.3. The basic operating principle of the device from a circuit perspective may be

simple, however, the physical layout of the simplistic model entails interconnections with
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metals, polysilicon, vias and the close-spaced nature of the interconnects, distributed current

flow, ohmic losses and local current loops, lead to distributed parasitics such as capacitance,

resistance and inductance. The transistor, itself, has intrinsic capacitances associated with

it due, to the nature of its operation and therefore, overall, a transistor exhibits a dynamic

transfer function between any two terminals. At low frequencies, where power gain of the

device (defined as Pout/Pin at a single frequency) is substantial, the parasitics only often

contribute to the poles and zeros of the transfer function and therefore may affect stability

in a multi-transistor circuit. However, at very high frequencies, when the power gain is

limited, RF power dissipation in the distributed resistances become important since it can

significantly affect the gain of the device itself. One parameter, which captures this high-

frequency limit of a single device is called fmax [43], [44]. It is defined as the frequency as

which the power gain from the input port to the output load, under the assumption of both

input and output conjugate match, falls to unity. A first-order derivation of fmax, given

basic few parameters of the transistor can be derived as follows.

Figure 3.3: A physical layout of a MOSFET with four fingers in parallel, showing layout parasitics.

A NMOS and its typical small-signal equivalent model, biased in saturation, is shown in

Fig. 3.4. The parasitic capacitances considered here are Cgs, Cgd and Cds, and the resistances

are the gate resistance Rg (which contributes to the input power dissipation) and the output

resistance R0 (due to channel-length modulation).1 We assume small-signal operation or

1Rg may consist of parasitic physical resistance of the polysilicon gate, the nonquasistatic resistance due
to finite transit time effects of the channel [45] and effects of channel resistance due to the feed-forward
capacitance Cgd.
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Figure 3.4: Small signal equivalent model for power gain derivation.

linear transfer function. In order to derive a compact first-order model for small-signal power

gain, we will make several approximations. Assume that current Iin sin(ω0t) is pumped into

the transistor. Neglecting feed-forward current through Cgd, the input power is given by

Pin =
I2
inRg

2
(3.1)

We will find the optimum complex load ZL, that maximizes the power transfer into output

load ZL. By the theorem of maximum power transfer, power dissipation in ZL is maximized,

when ZL = Z∗0 , where Z0 is the output impedance when the input current source is nulled

or kept open. In such a situation, it can be shown that

Re(Z0) ≈ Cgs + Cgd
gmCgd

=
1

ωtCgd
(3.2)

where ωt = gm
Cgs+Cgd

is another high-frequency figure of merit, where the short-circuit current

gain becomes unity. The magnitude of the output current generated due to the transconduc-
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tance and the input perturbation, can be approximated by a short-circuit current assumption,

as shown in Fig. 3.4, [44], where Vgs = Iin
ω0(Cgs+Cgd)

. Therefore,

Iop =
gm

ω0(Cgs + Cgd)
Iin ≈

ωt
ω0

Iin (3.3)

Therefore at ω0 = ωt, the current gain Iop
Iin

becomes unity. From Fig. 3.4, for output

conjugate match, half of the output transconductance current Iop flows through Z0 and the

other half through ZL. The power gain, therefore, can be written as,

Pop
Pin

=
1
2
I2
opRe(Z0)
1
2
I2
inRg

≈
1
2
( ωt
ω0
Iin)2 1

ωtCgd
1
2
I2
inRg

=
ωt

4ω2
0RgCgd

(3.4)

It can bee seen that the power gain decreases as the square of the operating frequency.

Therefore, in a general sense, higher the output frequency, lower is the efficiency and harder is

to generate power. The source of this square-law dependence can be traced to (3.3), where the

output current falls inversely as the frequency ω0. This can be easily understood, since with

increase in frequency, the input capacitive impedance ( 1
ω0(Cgs+Cgd)

) goes down. Therefore,

for the same input current and therefore same input power, the voltage perturbation Vgs and

the output current Iop = gmVgs falls inversely as the frequency.

A realistic transistor layout, specially in the nanometer region, involves much more exten-

sive parasitics, and therefore it is often cumbersome and little enlightening to express fmax

as an analytical function of all different parasitics. A measurement friendly way is to model

the gain element in Fig. 3.4 as a two-port S-parameter block, as shown in Fig. 3.5 [43]. For

such a case, different gain parameters can be defined under different input-output loading

conditions. Two of them are of interest to us, since they also capture the high-frequency
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figure of merit fmax. We define the maximum available gain Gmax as the power gain under

input-output conjugate match, which was assumed when we derived fmax from transistor

small-signal model. We also define the Mason’s invariant (U), as the power gain, under

conjugate input and output match , after the device has been unilateralized with lossless

reciprocal embedding [46]. Given the S-parameter (Y-parameter) matrix, the expressions for

Gmax and U , for a stable device, can be derived as [43],

Gmax =

∣∣∣∣S21

S12

∣∣∣∣ (K −√K2 − 1
)

(3.5)

U =
|Y12 − Y21|2

4(Re[Y11]Re[Y22]−Re[Y12]Re[Y21])
(3.6)

where K is the Kurokawa’s stability factor, expressed as K = 1−|S11|2−|S22|2−|S11S22−S12S21|
2|S12||S21| [46].

For unconditionally stable devices, K > 1.

Fig. 3.5 shows the simulated plot of Gmax and U of a parasitic extracted 8 µm-wide

transistor in IBM 45 nm SOI CMOS technology. The transistor is biased at an optimum

current density of 0.3 mA/µm and laid out as eight 1 µm wide fingers in parallel. It can be

seen that both the figures of power gain fall to unity at the same frequency (fmax) near 200

GHz.2. This is the definition of fmax. It is the frequency at which both Gmax and U fall

to unity. The parameter fmax successfully captures the high-frequency limits of frequency

operation (atleast small-signal) in that, no power gain is possible above fmax between the

input and output terminals of a device. This also implies that no self-sustained oscillation

is possible beyond fmax, since no feedback topology can result in oscillation when the active

device’s intrinsic power gain is less than unity. In summary, there is no power gain above

fmax and therefore, no DC-single frequency RF power conversion is possible beyond fmax

through a self-sustained oscillator.

It can be noted that fmax is derived under the conditions of conjugate loading and lossless

2It can be seen that the Gmax initially falls as 10 dB/decade, and after a certain frequency, starts falling
as 20 dB/decade. The frequency at which the transition occurs is also the frequency the device becomes
unconditionally stable (K > 1).
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matching networks. Often in classical oscillator topology (cross-coupled, Colpitts etc.), the

input and output terminals of the active device(s) are not conjugate matched. Moreover, all

passive networks have losses associated with them. This implies that the maximum frequency

of oscillation possible with any of the classical topologies with passive loss, is infact, less than

fmax. The limitations in such topologies have been studied in [47]. It can also be noted that,

the figure-of-merit fmax depends on the the biasing condition and physical layout of the

device. Careful layout techniques can reduce distributed resistance, capacitance and achieve

higher fmax. However, fmax is often quoted as a figure-of-merit of a technology, since it gives

a rough estimate of the high-frequency limits of operation in that particular technology. In

such a case, it is assumed that biasing and layout are both optimized for fmax.

With scaling, the high-frequency limits of operation of silicon technology has improved

over the years, though not linearly. Digital CMOS technology has demonstrated fmax near 0.2

THz [112], SiGe HBTs have reached 0.45 THz [48], while InP HBTs and HEMTs have shown

fmax near 0.6 THz and even 1 THz [49], [50]. Technology will continue to evolve, frequency

limits of technology will be stretched and therefore, with a decade-wide bandwidth in THz to

explore, a general method to synthesize and extract/radiate signals efficiently at frequencies

above fmax of a technology is valuable. Distributed Active Radiation is such a technique of

power generation and radiation above fmax, which is scalable with power and frequency, and

also importable across silicon to III-V technologies.

3.1.2 Power Generation Above fmax

In the previous section, it was seen that power generation above fmax cannot be achieved

frm input DC power in a single self-sustained oscillator. However, almost every integrated

technology has inherent nonlinearities present in the operation of its active device, which can

be exploited to generate harmonic power beyond fmax. A circuit block with converts power

at one frequency into its harmonic power is referred to as a frequency multiplier. Various

nonlinear techniques, devices and circuit topologies, such as varactor frequency multipli-

ers [51], nonlinear transmission lines [52], FET multipliers, Schottky diode multipliers [53],
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Figure 3.5: A 2-port S-pamareter model of the gain element. The figure also shows simulated maximum
available gain Gmax and Mason’s Invariant U for a 8 µm-wide transistor (1 µm-wide finger) under optimum
biasing conditions. Both measures of power gain fall to unity at a frequency of fmax near 0.2 THz.

injection-locked multipliers [117] can be found in literature. We will review some general

characteristics to understand the tradeoffs for efficient frequency multiplication.

Figure 3.6: Nonlinear transconductance and capacitance are can be exploited to generate harmonic power
above fmax. In such a nonlinear dynamical system, output loading needs to be optimized for different
harmonics for maximum conversion efficiency.

Fig. 3.6 shows that a transistor, when driven into strong nonlinear region, generates

higher harmonics due to its nonlinear transconductance, and voltage-dependent capacitance

and output resistance. In order to maximize efficiency Pout(nf0)/Pin(f0) for a given drive

frequency of f0, the output load ZL has to be optimized over various harmonics. Assuming

that we are interested in extracting the nth harmonic power, the output impedance ZL(nω0)

directly affects the power transfer of the nth harmonic. However, because of the feed-through
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capacitance Cgd and nonlinear output-impedance which accomplishes frequency multiplica-

tion and nonlinear mixing, the nth harmonic current is also a function of currents at f0

and other harmonics. A nonlinear harmonic-balance simulation needs to be carried out to

optimize the conversion efficiency and an optimum matching network that presents the op-

timum ZL over all different harmonics need to be presented at the output of the transistor.

Fig. 3.7 shows simulated results of second-harmonic power generation at 300 GHz using the

transistor of Fig. 3.5. The transistor is driven in common-source mode at 150 GHz and the

output consists of RL in parallel with LL, and the plot shows the variation of the output

power with the load, under a bias current of 2.5 mA from a 0.6 V supply.

Figure 3.7: Variation of second-harmonic power at 300 GHz with the output load consisting of RL in parallel
with LL.

It is to be noted that simulation carried out is only to give some insights into how output

load affects harmonic conversion efficiency. At different harmonics, the output impedances

do not have to look like a constant resistance in parallel with a constant inductance. More

sophisticated networks can be synthesized which presents the optimum impedances at the

different harmonics. However, such optimum networks can be impractical to realize at such

high frequencies and be very lossy. One can do rough estimate on the optimum Ropt and

Lopt. If we neglect the feed-forward current through Cgd, then from (3.2), we can derive
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Ropt =
Cgs + Cgd
gmCgd

||R0 (3.7)

Lopt =
1

ω2
2f0Cop

(3.8)

where the small-signal parameters are derived from DC operating-point simulation as, gm=11

mS, f0=150 GHz, Cgs=5.5 fF, Cgd =1.8 fF, R0=690 Ω. This gives a rough estimate of

Ropt=240 Ω and Lopt=140 pH. The estimated vale of Lopt matches fairly well with the opti-

mum value for maximum second-harmonic power generation in Fig. 3.7. The calculate value

of Ropt is, however, different from the simulated results in Fig. 3.7, which is suspected due to

ignoring nonlinear effects on output resistance, capacitance and using small-signal quiescent

values in making a nonlinear estimate.

In summary, signal power above fmax can be ideally generated using a frequency multi-

plier, which exploits nonlinearity to generate harmonic power. However, this adds another

block in the conversion chain. It consumes DC power in most cases and needs input and

output impedance matching at THz frequencies, which can be very inefficient, lossy and

prone to mismatches. In the next section, we will review the entire chain of conversion from

DC-THz above fmax and discuss the challenges of extraction of such high-frequency signals

from a silicon chip.

3.1.3 High-Frequency Power Extraction from Silicon

From our previous discussions, a frequency multiplier can be driven at frequencies below fmax

to generate harmonic power above fmax, albeit at a lower output power. The entire chain of

conversion from DC to power above fmax is illustrated in Fig. 3.8. We will summarize our

observations here

� A oscillator converts DC power into RF power below fmax.

� A buffer amplifier isolates the oscillator from the multiplier and increases the power of

the driving signal, to put the multiplier into deep nonlinear regions for higher efficiency.
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� The buffer-multiplier interface needs to be power matched through a nonlinear simu-

lation to generate the optimum drive power for the multiplier.

� Passive elements are very lossy at these frequencies. Lumped elements, such as induc-

tors and capacitors, typically have self-resonance frequencies below THz frequencies.

Distributed t-lines are often the passive elements of choice, but their ohmic loss often

results in a substantial portion of the generated power being dissipated. Resonant

matching can also lead to the architecture being prone to modeling inaccuracies, mis-

matches and parasitic scaling.

� The frequency multiplier needs to be presented the optimum impedance at different

harmonics to maximize efficiency. The network, therefore, also needs to function as a

filter which will allow only the desired harmonic to propagate and block the fundamen-

tal signal, which is typically an order of magnitude stronger. The ideal multiresonant

network is often too complicated to realize at these frequencies, and the harmonic

power generated at the multiplier output can suffer significant loss in this network

itself.

� This approach with cascaded tuned elements does not scale well with frequency or

output power. Higher output power will demand larger device sizes which will make it

prone to parasitic scaling, mismatches, modeling inaccuracies and matching network

detuning.

An efficient mechanism of generating THz power on chip is only half the puzzle solved, the

extraction of the generated signal from the chip is also significantly challenging. At these

frequencies, wirebonds or flip-chip interconnects add unacceptable amounts of parasitics.

Fig. 3.9 shows typical configurations of wire-bonds and flip-chip interconnects with solder

bumps. These interconnections work well in transferring signals out of the chip, upto a few

10s of GHz. The typical inductance of a 1 mm long wirebond is 1 nH [44]. At a frequency of

300 GHz, this implies an imaginary reactance of j1884 Ω. Matching with such high impedance

is very challenging. Additionally, a slight variation in the bondwire configuration can lead
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Figure 3.8: Chain of conversion from DC to signals at frequencies above fmax, consisting of cascaded chain
of classical functional elements with tuned matching networks.

to substantial changes in its inductance and thereby, critically affect the resonant matching.

More importantly, the bondwire might itself act as an antenna at these frequencies (λ0 at

300 GHz is 1 mm ∼ bondwire length) and radiate the desired signal, even before it reaches

an off-chip transmission line or an off-chip antenna.

Figure 3.9: Wirebonds and flip-chip interconnects are typical ways of transferring signals out of a chip at
frequencies up to few tens of GHz.

Fortunately, at mm-Wave and THz frequencies, the dimension of the silicon die becomes

comparable to the wavelength corresponding to the frequency of operation (λsi(300 GHz)≈
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300 µm). Therefore, it seems reasonable that antennas could be directly integrated on-chip

and the signals could be radiated out from the die itself [54]. The antennas could be made

from metal layers available with the chip fabrication technology and therefore radiating the

THz signal directly from the silicon die seems the most reliable way. However, classical

antennas which work well in free-space do not work well in silicon. Fig. 3.10 shows a cross

section of silicon chip showing the back-end-of-line metal layers and a 250-300 µm (after

initial thinning) of lossy silicon substrate (ρ ∼ 10 Ω-cm). Therefore, when an antenna

is realized at the interface between free-space and silicon, silicon substrate with its high

dielectric constant (εr = 11.7) acts as an excellent dielectric waveguide, channeling most

of the radiated power into itself. The excitation is often, collectively, referred to as the

substrate/surface modes. Since the silicon substrate is lossy, part of the excited surface wave

power gets lost and the rest leaks out in unpredictable ways reducing radiation efficiency

drastically [72]– [75]. Typically, this is corrected using postprocessing, such as high-resistivity

substrate options (for minimizing loss) and off-chip silicon lens that converts the substrate

modes into radiative modes [76] and [54], as shown in Fig. 3.11. We will discuss, in details,

the concepts of surface waves in the next chapter. However, for now, it can be concluded

that classical antennas perform poorly in silicon due to changed boundary conditions and

therefore, if we assemble all the parts in this block-by-block partitioned approach, the input

DC-radiated THz efficiency is likely to be suboptimal. An example of such a system, with

cascaded multipliers and on-chip antenna, achieved an output power of 1.1 µW at a frequency

of 820 GHz ( 1.9x fmax), with 3.7 W input DC power and 25 mW input RF power at 18

GHz, implying a conversion efficiency of less than 0.00003 % from DC-THz [48]. Locally

optimizing the design blocks forces us to work in an artificially created narrower design space

and overlooks the innovations which may lie in a broader design space [55].

In summary, the two major challenges in the realization of a high-power integrated ter-

ahertz source in silicon are signal generation and extraction of the signal from the silicon

die. Both of these two processes have to be efficient for the realization of integrated source

to be feasible especially in any kind of portable applications. The relevant parameter to

consider here is the efficiency of conversion from input DC power to total radiated Terahertz
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Figure 3.10: Typical cross section of silicon chip consisting of back-end-of-line metal layers and nearly 250–
300 µm of lossy doped silicon (ρ ∼ 10 Ω.cm.)

Figure 3.11: On-chip antennas on high-dielectric silicon substrate can excite strong surface waves, which
either get lost or leaks out in unpredictable ways. An off-chip silicon lens can convert the surface modes into
radiative modes, by eliminating total-internal reflections in the planar substrate.
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power and/or Effective-isotropic-radiated power (EIRP). If Prad is the total radiated power

with beam directivity D, then (EIRP = Prad ×D). EIRP is an useful metric, since at the

receiver end, the power captured by the front-end antenna is directly proportional to EIRP

of the transmitter. A narrower beam with more focussed energy transfer more power to the

receiver than a broader beam with the same radiated power.

Figure 3.12: Partitioned approach follows the Divide-and-rule design philosophy. Specifically, for the problem
at hand, it separates system design into electromagnetics and circuits, each of which consists of locally
optimized standard functional blocks.

3.2 Inverse of Maxwell’s Law: A Reconfigurable Elec-

tromagnetic Surface and Design Evolution of Dis-

tributed Active Radiator

Let us analyze the problem at hand from a higher level of abstraction. We are interested in

generating radiated electromagnetic fields at THz frequencies of certain strength at a certain

far-field/near-field distance. By Maxwell’s laws, the radiated fields depend on the surface

(metal) currents in the silicon chip. Silicon technology offers the capability of integration of

very large number of high-speed transistors and layers of BEOL metal stacks with fine litho-

graphic resolution. Therefore, it may be possible to create complex current configurations

and therefore finely controlled electromagnetic field profiles, using a judicious combination

of actives and passives, which may not be possible otherwise for a much constricted design
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space such as a single-port passive antenna element or in a block-by-block design approach.

The concept is illustrated in Fig. 3.13.

Let us suppose that we are interested in creating an electromagnetic near/far-field pro-

file, which needs to be synthesized and possibly dynamically controlled or modulated for

some form of versatile communication or sensing mechanism. If the electromagnetic fields

are physically realizable, then there exist surface current configuration(s) on the silicon chip,

that result in the desired field profiles. The classical approach to system design, as illustrated

in Fig. 3.12, is the divide-and-rule approach. The system gets partitioned into the signal

generation (circuits part) and radiation (electromagnetics part) at the system level, and each

function is accomplished through a cascaded series of standard functional blocks (Fig. 3.12).

This eases system design and enables modularity, but also forces us to work in a constrained

design space. We remove these artificial partitions between circuits, electromagnetics, an-

tenna and take an inverse Maxwellian approach. We solve for the desired surface currents

and then attempt to directly synthesize those surface currents on the silicon chip, with an

on-chip control system which may consist of high-frequency THz circuits, complex digital

control and custom passive elements. In theory, by actively controlling the surface currents,

one may conceive of a reconfigurable electromagnetic surface near the silicon chip, which can

be a versatile tool for many practical applications for sensing, imaging and communications.

As a conceptual philosophy, we are essentially taking advantage of the opportunities of

silicon integration, which comes with practically unlimited number of transistors, integrated

capability of sophisticated digital signal processing and increasingly improved high-frequency

transistors. This opens up a new and broader design space, where a holistic approach combin-

ing electromagnetics, analog, digital and THz circuits, antenna, control theory, communica-

tion, device physics, can allow us to innovate new systems and architectures, which could not

be done with the constrained partitioned approach. The design evolution of the Distributed

Active Radiator will follow this holistic approach of combining many such apparently parti-

tioned disciplines. We will follow the Inverse Maxwellian approach and begin by formulating

surface currents and build up harmonic power generation and radiation mechanisms from

basic principles.
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Figure 3.13: Inverse of Maxwell’s principle: Formulate the surface currents required to generate a far-/near-
file profile and actively synthesize the surface currents with a combination of actives and passives. We remove
the artificial between among circuits, electromagnetics, antenna and expand the design space beyond the
classical partitioned or block-by-block approach.
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Let us suppose that we would like to generate and radiate a pure tone at a frequency

above fmax. Since self-sustained oscillation at a single frequency is not possible above fmax,

generating power above fmax essentially relies on extracting power from harmonics. The

important question is how do we do it efficiently?

3.2.1 Conceptual Synthesis of Fundamental and Harmonic Surface

Currents in Silicon

Let us suppose that it is possible to build oscillations at a frequency f0 near fmax and we

would like to radiate the second harmonic 2f0 (above fmax) by filtering the strong fundamen-

tal and the other undesired harmonics. Instead of any passive filtering with lossy elements

on chip, we would try to achieve this in free-space. Two current elements which are out-

of-phase, when placed very closely to each other, cancel their radiated fields, and therefore

constitute a poor radiator or a filter as shown in Fig. 3.14. This is primarily the reason

why on-chip transmission lines are poor radiators since, the forward and return current be-

ing out-of-phase and closely placed cancel their individual radiated fields. However, if the

currents are in-phase, they add up their radiated fields. Small loops are, however, inefficient

radiators. Let us expand the loops such that their circumferences equal the wavelength at

2f0 which we wish to radiate as shown in Fig. 3.14. Therefore, we have two loops sustaining

two traveling-waves at 2f0 which propagate in phase and radiate continuously and complete

360◦ in one loop traversal. Therefore, we would like to synthesize a transmission-like be-

havior to filter the fundamental frequency f0 and a radiative behavior to extract the second

harmonic 2f0. We will attempt to achieve this in the same electromagnetic structure.

3.2.2 Active Control of Currents for the Desired Harmonic Radi-

ation

In order to sustain radiating traveling-waves at 2f0 which constantly lose power, currents at

2f0 need to be injected into the loops at the right phases. This is explained in Fig. 3.15 where
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Figure 3.14: Conceptual synthesis of fundamental and harmonic currents for free-space filtering of the
fundamental signal and efficient radiation of the desired second harmonic signal.

2f0 currents at 0◦, 90◦, 180◦ and 270◦ are injected into the loops, at appropriate locations

and equi-spaced, to complete the total phase change of 360◦ over the loop 3. Since the second

harmonic 2f0 is presumably higher than fmax, currents at 2f0 cannot be generated directly

from DC. This is where we exploit the nonlinearities inherent in integrate circuit technologies

efficiently to extract higher harmonics. This is illustrated in Fig. 3.16.

As illustrated in Fig. 3.17, transistor pairs were driven differentially at the fundamental

frequency f0 (< fmax) into strong nonlinear regions to generate the common mode currents at

the second harmonic 2f0. Due to frequency multiplication, phase progression of the driving

signals at f0 at the gates of the transistor pairs is half of that of the second harmonic drain

currents at 2f0. Therefore, as illustrated in Fig. 3.17, transistors were driven differentially at

0◦ and 180◦, 45◦ and 225◦, 90◦ and 270◦, and 135◦ and 315◦ to generate 2f0 drain currents at

0◦, 90◦, 180◦ and 270◦, respectively, as shown in Fig. 3.15. We will discuss later, the method

for generation of the fundamental frequency signal at the required phase progression. For

now, we assume that such signal and phase synthesis is possible. In summary, if transistor

pairs were driven differentially at the appropriate phase progression, as shown in Fig. 3.17,

it is possible to sustain traveling-waves at the second harmonic 2f0 on both the loops which

propagate in-phase.

3We consider the case of four current injection ports, but there can certainly be multiple injection currents
at the appropriate phases distributed over the loop.
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Figure 3.15: Second harmonic current pumped in the appropriate phase progression to maintain in-phase
traveling and radiating waves in two adjacent loops.

Figure 3.16: Second harmonic currents above fmax are generated from nonlinearities in conductance and
capacitance in transistors.
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Figure 3.17: Pseudo-differential pairs driven strongly at the fundamental frequency to create in-phase second
harmonic currents pumped into the distributed radiating loops.

3.2.3 Radiative Mechasim for the Desired Harmonic Radiation

The radiative mechanism of the traveling-wave loops can be understood by analyzing the

entire current configuration at 2f0 including the return path through the transistor pairs. If

this path is provided by a ground plane as shown in Fig. 3.18, then the loops will essentially

behave like microstrip lines for all frequencies and therefore be poor radiators for the same

reason on-chip transmission lines are bad radiators. The return 2f0 currents from source

transistor pairs to sink transistor pairs, will flow in close proximity with the forward prop-

agating waves on the loop. The radiated fields of the two out-of-phase currents at 2f0 will

cancel. It is apparent that the path of the return current with respect to the forward prop-

agating wave decides how the radiated fields add up. We, therefore, turn the transmission

line behavior into radiative behavior by modifying the manner in which the return current

flows.

Fig. 3.19 illustrates the concept. We follow the same principles of Inverse Maxwell’s laws

and we formulate the surface currents required to synthesize the desired radiated fields at

2f0. This is achieved by creating a phase shifted return path with respect to the forward path

and create an electromagnetic configuration which, in totality, behaves like a radiator, but

only for 2f0. We achieve this by removing the ground plane from below by creating an aper-
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ture opening, and channelize the return through an extended path length, creating a phase

rotation of 90◦ as shown in Fig. 3.19. Therefore, instead of two out-of-phase current loops

canceling their radiated fields, we have two concentric current loops in phase-quadrature and

they add up their power in space. In this way, be reconfiguring the forward and return paths,

we modify the transmission line behavior in Fig. 3.18 to radiative behavior in Fig. 3.19. The

two loops, along with the ground plane, sustain traveling-waves at 2f0, and together they

radiate in a distributed fashion.

Figure 3.18: The second harmonic return current from the actives channelized through a ground plane. The
return currents on the ground are out-of-phase with the forward currents on the loop canceling most of the
radiated fields.

Figure 3.19: The second harmonic return current from the actives channelized through a longer path through
a ground aperture plane, creating a 90◦ phase difference between forward and return path. The radiated
fields of two concentric loops add in quadrature in free-space, creating efficient radiation out of the chip.
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One can note that as a traveling-wave sets up at the desired second harmonic frequency

of 2f0, due to phase-controlled current injections by the active devices, it continuously leaks

energy in the form of radiation at the desired frequency of 2f0. The power at 2f0, injected

in form of currents by the transistors, therefore does not suffer from the usual propagation

loss incurred in the matching networks, filters from the source of generation to the location

of radiation in a traditional design. Instead, it immediately gets radiated out as soon as it

is generated as demonstrated in Fig. 3.20. The electromagnetic fields from the loop couples

to the slot, finds the least impedance path through the high dielectric silicon substrate and

comes out from the back side as circularly polarized radiation, because of the traveling-wave

nature as shown in Fig. 3.20.

Figure 3.20: The traveling-wave nature of the currents creates circularly polarized radiation coming out form
the backside of the silicon die (εr=11.7).

40



3.2.4 Active Control of Currents for End-to-End DC-THz Con-

version

We will now address the synthesis of the multiphase differential gate drives at the required

phase progression, as shown in Fig. 3.17. Overall, we are interested in putting only DC

power into the system and generating all high-frequency signals inside. We generate the

drive signal at f0, and all the required polyphases from the radiating loops themselves. No

high-frequency signals are sent from off-chip and in this way we achieve a complete DC-

radiated 2f0 (> fmax) conversion.

To create a differential swing at the gates we cross couple the transistors and criss-cross

the loops into a Mobiüs strip as shown in Fig. 3.21. This creates a condition where traveling-

wave oscillation sets up at a frequency fo, such that the total loop phase is 180◦ [56]. The

length of the loop, along with the loading parasitics of the transistors, determine the self-

oscillation frequency (f0). The loops act as differential transmission lines for fo and all its

odd-harmonics, which carry the local forward and return currents. The adjacent currents

are out-of phase and they cancel the radiation at the fundamental frequency of oscillation fo

and at all its odd-harmonics. As the fundamental wave propagates and creates a differential

swing at the gates of the actives, second harmonic currents at 2f0 are injected in phase in

both the loops and they leak energy continuously. In summary, as soon as the transistor

pairs are biased appropriately through the cross-connected loop, a traveling-wave oscillation

sets up at fo, but the fundamental signal gets filtered in space along with all other odd

harmonics. The second harmonic wave at 2fo, pumped in by multiple active devices in a

distributed fashion, travels in phase and radiates efficiently and continuously as it propagates.

This leads to a high DC-THz conversion efficiency and by actively manipulating the surface

currents at different harmonics, the same loop behaves as a actively pumped resonator for

the fundamental and all odd harmonics, and behaves like a multiphase excited distributed

radiator for second harmonic.

In summary, the distributed active radiator allows signal generation, frequency multipli-

cation, filtration of undesired harmonics and radiation of the desired harmonic, simultane-
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Figure 3.21: Distributed active radiator: Electromagnetic structure strongly coupled with actives achieving
signal generation from DC, frequency multiplication, efficient radiation of desired harmonic and free-space
filtering of undesired harmonic simultaneously.

ously, all in a compact footprint. The DAR has the following features which addresses some

of the challenging problems in power generation and radiation at these frequencies in silicon.

� The DC-THz conversion efficiency is high, since the second harmonic power does not

suffer from the usual propagation loss in matching networks, filters from the source of

generation to the location of radiation, as in a conventional partitioned design. The

power gets immediately radiated as soon as it is generated. The same loops act as a

resonator for the fundamental and as distributed radiator for the desired frequency.

� The multiport current injection into the radiating structure in DAR, unlike a con-

ventional single-port driven antenna, allows power combination of several transistors

without suffering from parasitic scaling which occurs when all the power transistors are

lumped in one place. The distributed design makes the design robust and less sensitive

to modeling inaccuracies and process variations.

� The design is symmetric and all transistors see the same impedance. There are no
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separate matching networks for maximum harmonic generation. The drain nodes of

the cross-coupled pairs see a resonant tank impedance for the fundamental frequency

of oscillation and radiation resistance for the desired harmonic frequency. As we shall

see, the design encompasses the optimum impedance for maximum harmonic power

generation.

� The traveling-wave nature of the DAR creating full-wavelength radiator results in a

major part of the surface waves getting canceled, which is a major bottleneck of classical

antennas in integrate circuits. We will discuss this, in great details, in Chapter 4.

3.2.5 Design, Simulation and Optimization

The DAR achieves four functions namely signal generation from DC, frequency multiplica-

tion, filtering and radiation simultaneously through a careful control of harmonic currents

in a electromagnetic structure strongly coupled with actives. The design of the structure,

however, can be partitioned into a logical step-wise procedure.

The frequency of oscillation is set by the length of the loop and the capacitive loading

of the transistors. At the fundamental frequency, the loop behaves like a differential trans-

mission line of characteristic impedance say Z0, which is periodically loaded with differential

capacitance of the cross-coupled pairs say C0. Therefore the phase shift θ experienced by

the fundamental signal at frequency f0 as it flows through the t-line of length l loaded in

the middle with capacitance C0 is given by

cos(θ) = cos(β0l)− πf0C0Z0 sin(βl) (3.9)

where β0 is the propagation constant of the unloaded transmission line at frequency f0.

The periodic loading results in a finite cut-off frequency of the line, resulting in dispersion.

The dispersion directly affects the propagation of the fundamental frequency and the odd

harmonics for which the structure behaves like a transmission line. The second harmonic

signal injected by the actives, however does not see a transmission line but rather a dis-
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tributed radiative structure, whose properties are dependent on the aperture and the ground

plane configuration which carries the return current, as shown in Fig 3.16. In this design,

four active cross-coupled pairs, are distributed across the DAR as shown in Fig. 3.17. The

cross-coupled pairs consist of transistors 7.5 µm wide, which results in a differential C0 ≈

16 fF. The spacing of the loops in the DAR are chosen to be 5 µm on the top 2.1 µm thick

Al layer, leading a Z0 ≈ 80 Ω. With these parameters, the mean radius of the DAR can

be derived to be 85 µm from (3.9) for a desired fundamental frequency of oscillation of 140

GHz.

Fig. 3.22 illustrates how each of the active transistor cells see the electromagnetic struc-

ture at different harmonics. At the fundamental frequency of oscillation (and all odd har-

monics, for that matter), each cross-coupled pair, essentially, sees a resonator with a quality

factor of the differential transmission line, i.e., Zf0 = Zosc = Rosc + jLosc, where the differ-

ential inductance 2Losc resonates with C0 at f0 and Rosc is contributed by the ohmic loss of

the differential t-line.

At the second harmonic, the transmission line behavior is masked. The differential swing

at the fundamental frequency creates in-phase second harmonic currents I2f0 due to transcon-

ductance and capacitance nonlinearity as shown in Fig. 3.22. The drains of the transistors

see a radiative impedance Z2f0 = Zant = Rant + jLant, where Rant represents the radiation

resistance of the DAR, which results in second harmonic power radiating out of the chip. For

maximum second harmonic power generation, there exists a optimum load-pull impedance

which the drain of each transistor would wish to see. The radiative impedance Zant is a

function of the aperture opening diameter as well as the width of the metal leads which

connect the source of the gm-cells with the ground as shown in Fig. 3.19 and Fig. 3.22. In

the limiting cases, when the aperture diameter tends towards zero, the structure becomes

similar to Fig. 3.18 and radiation efficiency reduces to near zero. For a large ground aperture,

the inductance of the connecting leads affects the second harmonic power generation. In this

design, the ground aperture diameter is chosen to be 140 µm and therefore the radiated

second harmonic power per DAR is is given by
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Figure 3.22: The electromagnetic simulation structure of DAR with 8 ports. Harmonic currents are designed
to flow in such a way that each transistor, in the cross-coupled pair, sees a resonator at the fundamental
frequency and a radiative impedance at the second harmonic.
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Pradiated(2f0) = 4η2f0I2f0
2Rant (3.10)

where the simulated radiation efficiency η2f0 ≈ 35% and I2f0 is the amplitude of the sec-

ond harmonic current injected into the DAR as shown in Fig. 3.22. To calculate fundamental

power suppression, the total radiated fundamental power can be calculated to be,

Pradiated(f0) = 4ηf0If0
2Rosc (3.11)

where the simulated radiation efficiency ηf0 ≈ 0.1%, If0 is the amplitude of the funda-

mental frequency current injected into the DAR.

An electromagnetic and circuit cosimulation is carried to capture the signal generation,

frequency multiplication, radiation and filtering effects simultaneously. As shown in Fig. 3.22,

a 3D electromagnetic simulation with 8 ports is carried out, where the ports signify the

terminals of the cross-coupled pairs. A finely swept S-parameter upto a few harmonics

of the fundamental is exported to spectre-RF simulator and a harmonic balance analysis

is carried out with the extracted models of the negative gm-cells. This captures the self-

sustained oscillation, currents and voltages of higher harmonics and also gives the total

first and second harmonic power injected into the DAR. The electromagnetic simulation

is revisited with the magnitude and phases of current injections at different harmonics to

ascertain the radiation efficiency, radiation patterns, total radiated power and EIRP.

We will address a two particular questions, which have been found to arise frequently in

mind of people who have followed this work.

How is a DAR different from a loop antenna?

It is important to emphasize that this actively coupled electromagnetic structure is not

a reciprocal network and thereby, fundamentally differs from all passive antennas. The

multiphase and multiport injected currents by active devices, sustain a traveling-wave in the

two core loops, which induce phase-shifted return path in the ground plane. The combined

structure, together, radiates out from silicon in a circularly polarized fashion. In a typical

loop antenna, with one port excitation, a standing wave pattern in the current sets up with
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nulls and maximas distributed over the one-wavelength long antenna. Further, the DAR

is a nonlinear structure which combines radiation with efficient frequency multiplication.

Additionally, the electromagnetic structure has an active feedback system which generates

a traveling-wave oscillation from DC power, unlike a passive radiator. Due to such active

manipulation of currents, the DAR has the special property of being an efficient radiator only

at the second harmonic, but behaves like a transmission line resonator at the fundamental

frequency.

Figure 3.23: A push-push oscillator with an antenna connected at the common-mode point can channelize
the second harmonic-current (2f0) to radiate out, after suffering losses in the resonator. In a DAR, the
resonator is transparent to the second harmonic current I2f0. Due to the manipulation of surface currents,
the same electromagnetic structure behaves like a radiator, and therefore, the second harmonic power gets
immediately radiated out instead of suffering losses in the passives.

How is a DAR different from a push-push oscillator with an antenna?

A push-push oscillator with an antenna connected at the common-mode point can chan-

nelize the second-harmonic current (2f0) to radiate out, as shown in Fig. 3.23. The 2f0
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current in a push-push oscillator flows through the same resonator tank and suffers the

ohmic loss in the inductor Ploss(2f0) = I2
2f0Rosc, as shown in Fig. 3.23. In a DAR, the

resonator is transparent to the second harmonic current I2f0. Due to the manipulation of

surface currents, the same electromagnetic structure behaves like a radiator, and therefore,

the second harmonic power gets immediately radiated out instead of suffering losses in the

passives. This is explained in Fig. 3.23. The multi-port, multi-phase excitation of the DAR

helps us to combine the output power of several active devices, without suffering from par-

asitic scaling, which makes it difficult to scale the output power of a push-push oscillator.

3.2.6 Electromagnetic Simulations

Electromagnetics simulations are carried out in a 3D EM software, HFSS and capture ra-

diation properties, current configuration and S-parameter models. Fig. 3.24 illustrates an

instantaneous current configurations at the fundamental frequency showing the forward and

return currents on the loops, and almost no current in the ground plane structure. How-

ever for the desired radiated harmonic frequency of 2f0, Fig. 3.25 shows the instantaneous

current configurations illustrating in-phase currents on the loops, and near 90◦ phase-shifted

currents near the ground plane aperture.

Figure 3.24: Instantaneous current configurations at the fundamental frequency showing the forward and
return currents on the loops, and almost no current in the ground plane structure.

The electric field profile, which is rotationally symmetric about the z axis, is shown in
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Figure 3.25: Instantaneous current configurations at the radiated second harmonic frequency showing in-
phase currents on the loops, and near 90◦ phase-shifted currents in the ground plane structure.

Fig. 3.26. The radiation pattern can be seen to to mostly directed out of the back of the chip.

Fig. 3.26 also illustrates instantaneous E-field in the y-z plane for the current configuration

shown in Fig. 3.25. The magnetic field profile, which is also rotationally symmetric about

the z axis, is shown in Fig. 3.27. Fig. 3.27 also illustrates instantaneous H-field in the x-z

plane for the current configuration shown in Fig. 3.25.

Figure 3.26: Magnitude of E-field a 2f0 in the y-z/x-z plane. The right part shows instantaneous E-field in
the y-z plane for the current configuration shown in Fig. 3.25.

Fig. 3.28 shows the radiation patterns of DARs implemented in a 0.4 mm x 0.4 mm lossy

silicon (ρ ∼ 10 Ω.cm) for different substrate heights. The patterns show clean radiation

profiles and maximum directivity form the back of the chip and are circularly polarized.
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Figure 3.27: Magnitude of H-field a 2f0 in the x-z/y-z plane. The right part shows instantaneous H-field in
the x-z plane for the current configuration shown in Fig. 3.25

The choice of the substrate heights will be explained, in details, in the next Chapter.

Figure 3.28: Radiation patterns for DARs in a 0.4 mm x 0.4 mm lossy silicon (ρ ∼ 10 Ω.cm) for different
substrate heights.
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Chapter 4

Electromagnetic Field Analysis

In this Chapter, we will discuss the radiation properties a single and arrays of traveling-wave

radiating structure in a silicon integrated circuit environment from an electromagnetic field

analysis perspective. An on-chip antenna embedded in a dielectric interface, behaves very

differently from a classical antenna in a free-space environment. To understand this, let us

consider a infinitesimal Hertzian dipole in free-space (εr,air = 1) as shown in Fig. 4.1. Let us

compare this with another Hertzian dipole placed at the interface of two dielectrics, say air

(εr,air = 1) and a lossless dielectric (with εr,diel = 4.0), as shown in Fig. 4.2.

Figure 4.1: An infinitesimal Hertzian dipole in free-space. The radiation patterns in the E and H planes are
shown.

The dipole in the free-space radiates uniformly in both halves and the various radiating

properties, such as radiation resistance, efficiency, beam patterns, polarization have been

discussed in standard antenna textbooks and classical antenna papers [67]– [71]. The electro-
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Figure 4.2: An infinitesimal Hertzian dipole at the interface of two dielectrics, air (εr,air = 1) and a lossless
dielectric (with εr,diel = 4.0). The radiation patterns in the E and H planes are shown [72].

magnetic fields of such a radiating element in free-space have closed-form expressions, both

in the near and far fields. However, for a dipole at the interface of a dielectric half-space,

the power division is not equal in the two halves. It can be shown that radiated power

divides between air and silicon in the inverse ratio of their intrinsic wave impedance, i.e.,

Pair/Psi = ηsi/ηair = (εair/εsi)
3/2 ≈ 1/40 [72], [73], [75]. One way to think about this is that

the antenna sees two environments (air and silicon) in parallel, and silicon with its lower

intrinsic impedance channels most of the power into it. The antenna input impedance, as

well as the radiation patterns in both E and H-planes are very different from the case where

the medium is uniform as depicted in Fig. 4.1 and Fig. 4.2. In summary, integrated antenna

behavior needs to be analyzed by a close consideration of the boundary conditions.

For an on-chip antenna, the dielectric thickness (silicon thickness) is finite and comparable

to the wavelength of radiation and therefore it is important to consider the reflections from

the bottom of the silicon substrate. 1. Let us consider the case, where the dielectric medium

is of finite thickness (h) and has infinite ground plane below. This will be the case when

a silicon die is placed on a piece of a very good conductor, such as brass. We will analyze

the case, where the substrate is semi-infinite, (i.e., finite in thickness and infinite in lateral

dimensions.) This is illustrated in Fig. 4.3. The dipole radiates and parts of that signal

suffers multiple reflections from the bottom ground surface and total internal reflections

1At 300 GHz, the wavelength in silicon is approximately 300 µm and the silicon die thickness can be of
the same order.
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from the top silicon-air interface and remains trapped inside silicon and never comes out.

This happens essentially because silicon has a high dielectric constant (εsi = 11.7) and in its

interface with air, acts as an excellent dielectric waveguide, and channels most of the power

in the two-dimensional infinite substrate [73]– [75]. Multiple trapped modes can be excited,

depending on boundary conditions. We will refer to them collectively as surface/substrate

waves/modes. If the ground is a perfect conductor, then power emitted by the dipole is

transferred partly to the radiated power out of the chip into the air, and the rest gets trapped

into surface waves. If we now define the radiation efficiency as Peff = Prad/(Prad + PSW ),

then, as a consequence of the excitement of these trapped modes, the radiation efficiency

of an antenna in an integrated environment can be substantially less than one even for a

lossless media.

Figure 4.3: An infinitesimal Hertzian dipole placed on a semi-infinite dielectric with finite thickness (h). A
major fraction of the radiated power can remain trapped in the dielectric as surface waves.

In this chapter, we will study if engineering surface currents in a suitable way may help us

overcome the limitations of radiation efficiency due to excitement of surface waves. We will

start with analyzing an impulse dipole and then radiation effects of a traveling-wave surface

current configuration will be analyzed with using superposition of these basic impulses.

We will find expressions for far-field radiated fields and surface wave fields. The surface

wave fields for radiation in a dielectric interface is the classical Sommerfeld problem of an

antenna on lossy earth [77], [78]. Determination of exact surface waves require laborious

calculations of residues of the poles of Sommerfeld integrals [79] and extensive work on

antennas embedded in multilayered dielectrics, based on this method has been reported

in [81]– [91]. Dipoles placed on dielectric half-space, as shown in Fig. 4.1, have been analyzed

in optics and chemical physics work [96]– [99]. Dipoles on semi-infinite grounded substrates,
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as shown in Fig. 4.2, have been studied using complex integral approach in [86]– [88],

but such complex methods are only necessary, when one is interested in determining exact

solutions of near-fields or in calculating antenna impedances [72]. In this chapter, using first

principles and certain approximations, we will try to derive close-form solutions of far-field

radiated patterns, surface-wave fields, and compare radiated power with power lost in surface

wave for different system and current configurations. This analytical work, in principle,

will corroborate some of the results derived in mixed analytical and numerical approaches

reported in [92]– [95]. We will then derive traveling-wave solutions of a distributed active

radiator as a superposition of suitable current elements.

4.1 A Hertzian Dipole in a Dielectric with Finite Thick-

ness

Imagine an impulse dipole is located on the surface of a dielectric as shown in Fig. 4.3. The

impulse is x-directed and located at (x, y, z) = (0, 0, 0). We represent the electrical current

impulse as

Jx = Jxδ(x)δ(y)δ(z)x̂ (4.1)

Maxwell’s equations to be solved to obtain near and far-fields are

∇× E = −jωµH (4.2)

∇×H = jωεE (4.3)

We will use the Fourier transform method to proceed to solve these differential equa-

tions [92]. Since the dielectric has a symmetry in infinite two-dimensional plane, we define

the two-dimensional Fourier transform of a function Z(x, y, z) as
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Z̃(kx, ky, z) = Fx,y(Z) =
1

2π

∫ ∞
−∞

∫ ∞
−∞

Z(x, y, z)ejkxxejkyydxdy (4.4)

Therefore Fx,y(∂Ez∂x
) = jkxẼz, Fx,y(∂Ez∂y ) = jkyẼz, Fx,y(∂Hz∂x

) = jkxH̃z and Fx,y(∂Hz

∂y
) =

jkyH̃z.

Figure 4.4: Surface wave patterns in TE and TM modes for an infinitesimal Hertzian dipole placed on a
semi-infinite dielectric with finite thickness.

Let us argue intuitively which modes of propagation may exist in the two-dimensional

infinite silicon substrate. Consider the dipole in Fig. 4.3. The electric field at the origin

is aligned in x-direction. This will contribute to a magnetic field Hz in the z direction on

the y-axis as shown in Fig. 4.4. A magnetic field in this direction can initiate a TE mode

propagation along the y-axis [100]. Similarly, the impulse field at the Hertzian dipole will

contribute to a Ex in the x direction on the x-axis. This can initiate a TM mode propagation

along the x-axis. Absence of a Ez on the y-axis implies there is no TM propagation along

y-axis. Similarly, there is no power in the TE mode along the x-axis. Based on this, an

approximate pattern of power contributed by the TE and TM modes is shown in Fig. 4.4.

Therefore, the representative fields for the TE mode is Hz and the TM mode is Ez. We

will try to represent the other fields in terms of these representative fields. The Hemholtz
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equations in the source-free region in the two dielectrics are given by

(
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2
)Ez + k2Ez = 0 (4.5)

(
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2
)Hz + k2Hz = 0, (4.6)

where k = ω
√
µ0ε0 in air and k = ω

√
µ0ε0εr in the dielectric.

In the frequency domain, this translates into

∂2Ẽz
∂z2

= (−k2 + k2
x + k2

y)Ẽz (4.7)

∂2H̃z

∂z2
= (−k2 + k2

x + k2
y)H̃z (4.8)

Therefore, for TM modes, we have

∂2Ẽz0
∂z2

− k2
z0Ẽz0 = 0, z ≥ 0 (air) (4.9)

∂2Ẽzd
∂z2

+ k2
zdẼzd = 0, −h ≤ z < 0 (dielectric) (4.10)

where k2
z0 = k2

x + k2
y − k2

0 and k2
zd = εrk

2
0 − k2

x − k2
y.

The solutions for the TM modes are

Ẽz0(kx, ky, z) = E0,TMe
−kz0z, z ≥ 0 (air) (4.11)

Ẽzd(kx, ky, z) = Ed1,TM sin(kzd(z + h)) + Ed2,TM cos(kzd(z + h)),

− h ≤ z < 0 (dielectric) (4.12)

Similarly, for TE modes, we have

∂2H̃z0

∂z2
− k2

z0H̃z0 = 0, z ≥ 0 (air) (4.13)

∂2H̃zd

∂z2
+ k2

zdH̃zd = 0, −h ≤ z < 0 (dielectric) (4.14)
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The solutions for the TE modes are

H̃z0(kx, ky, z) = H0,TEe
−kz0z, z ≥ 0 (air) (4.15)

H̃zd(kx, ky, z) = Hd1,TE sin(kzd(z + h)) +Hd2,TE cos(kzd(z + h)),

− h ≤ z < 0 (dielectric) (4.16)

Equations (4.11)-(4.12),(4.15)-(4.16) represent the all the representative solutions of both

the TE and TM modes. The coefficients (E0,TM , Ed1,TM , Ed2,TM) and (H0,TE, Hd1,TE, Hd2,TE)

for the TM and TE modes, respectively, are functions of kx, ky and other system parameters

such as εr, h, Jx. Therefore, once we solve of the coefficients using the boundary conditions,

one should be able to use use the inverse transform to obtain the exact solutions for near as

well as far-fields. For example, the solution for Ez within any point in the dielectric in the

TM mode could be obtained through an inverse transformation of Ẽzd (4.17).

Ezd(x, y, z) = F−1
kx,ky

(Ẽzd) =
1

2π

∫ ∞
−∞

∫ ∞
−∞

Ẽzd(kx, ky, z)e
−jkxxe−jkyydkxdky (4.17)

Once we obtain the solutions Ẽz (TM modes) and H̃z (TE modes) (and therefore, Ez and

Hz in the spatial domain), we can obtain the EM fields in the other directions, as expressed

in (4.18)-(4.21), which can be derived from the relations (4.2)-(4.3).

Ẽx = − 1

k2
x + k2

y

(jkx
∂Ẽz
∂z

+ ωµkyH̃z) (4.18)

Ẽy = − 1

k2
x + k2

y

(jky
∂Ẽz
∂z
− ωµkxH̃z) (4.19)

H̃x = − 1

k2
x + k2

y

(−ωεkyẼz + jkx
∂H̃z

∂z
) (4.20)

H̃y = − 1

k2
x + k2

y

(ωεkxẼz + jky
∂H̃z

∂z
) (4.21)
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We will now solve for the boundary conditions which will enable us to obtain the desired

coefficients in (4.11)–(4.12),(4.15)–(4.16). The ground plane implies that Ẽx = 0 and Ẽy = 0

at z = −h. Therefore from (4.11)–(4.12),(4.15)–(4.16) and (4.18)–(4.21), we obtain

Ẽx

∣∣∣
z=−h

= 0 (4.22)

jkxkzdEd1,TM + ωµ0kyHd2,TE = 0 (4.23)

Ẽy

∣∣∣
z=−h

= 0 (4.24)

jkykzdEd1,TM − ωµ0kxHd2,TE = 0 (4.25)

From (4.23)-(4.25),

Ed1,TM = 0 (4.26)

Hd2,TE = 0 (4.27)

We have four unknowns left (E0,TM , Ed2,TM , H0,TE, Hd1,TE) and we will derive four bound-

ary conditions to solve for them. At the interface z = 0, we have

Ẽx

∣∣∣
z=0−

= Ẽx

∣∣∣
z=0+

(4.28)

Ẽy

∣∣∣
z=0−

= Ẽy

∣∣∣
z=0+

(4.29)

This implies from (4.18) and (4.19)

∂Ẽz
∂z

∣∣∣∣∣
z=0−

=
∂Ẽz
∂z

∣∣∣∣∣
z=0+

(4.30)

H̃z

∣∣∣
z=0−

= Hz|z=0+ (4.31)

Using the expressions of Ez and Hz in (4.11),(4.12), and (4.15),(4.16) and using the
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conditions Ed1,TM = 0 and Hd2,TE = 0 from (4.30),(4.31)), we obtain

kzdEd2,TM sin(kzdh) = kz0E0,TM (4.32)

Hd1,TE sin(kzdh) = H0,TM (4.33)

We need two more boundary conditions which will be derived from relations in magnetic

fields. One of these is the following

H̃x

∣∣∣
z=0−

= H̃x

∣∣∣
z=0+

(4.34)

From (4.11)–(4.12),(4.15)–(4.16), and (4.18)–(4.21), and (4.32)–(4.33) using we obtain

by simplifying,

H0,TE (kz0 + kzd cot(kzdh)) = E0,TMωε0
ky
kx

(
1− kz0εr

kzd
cot(kzdh)

)
(4.35)

The other boundary condition is obtained from tangential magnetic fields and the current

impulse. At the interface z = 0 in the spatial domain,

Hy|z=0− − Hy|z=0+ = Jxδ(x)δ(y)|z=0 (4.36)

Transforming, this equation into the frequency domain, we obtain

H̃y

∣∣∣
z=0−

− H̃y

∣∣∣
z=0+

=
Jx
2π

(4.37)

Again, from (4.11)–(4.12),(4.15)–(4.16), and (4.18)–(4.21),

(jkykzdHd1,TE cos(kzdh) + ωεrε0kxEd2,TM cos(kzdh))

+ (ωε0kxE0,TM + kykz0H0,TE) =
Jx(k

2
x + k2

y)

2π

(4.38)

Equations (4.32),(4.33),(4.35) and (4.38) represent four equations in four unknowns in
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Ed2,TM ,E0,TM ,Hd1,TE and H0,TE. Solving for E0,TM , we have,

E0,TM =
Jxkxkzd sin(kzdh)

2πωDTM

(4.39)

where DTM = ε0(kzd sin(kzdh)− εrkz0 cos(kzdh))

From (4.35) and (4.39), we solve for H0,TE.

H0,TE =
jJxky sin(kzdh)

2πDTE

(4.40)

where DTE = kz0 sin(kzdh) + kzd cos(kzdh).

From (4.32) and(4.39), we solve for Ed2,TM .

Ed2,TM =
Jxkxkz0

2πωε0DTM

(4.41)

From (4.33) and(4.40), we solve for Hd1,TM .

Hd1,TE =
jJxky

2πDTE

(4.42)

It can be noted that the poles of (4.39) and (4.41) which are solutions of DTM = 0

give the propagation constants for the surface-wave TM modes [100]. Similarly, the poles

of (4.40) and (4.42) which are solutions of DTE = 0 give the propagation constants for the

surface-wave TE modes.

We have fully solved for Ẽz and H̃z in air and dielectric, in the near as well as in the

far-field, albeit in the frequency domain as per (4.11)–(4.12),(4.15)–(4.16). One can solve

for the other axial components Ẽx,Ẽy and H̃x,H̃y from (4.18)–(4.21).

Having, complete field description in the frequency domain, once can perform inverse

Fourier transforms as per (4.17), to solve for all the axial fields in the spatial domain. From

the expressions (4.39)–(4.42), it can be seen that the inverse Fourier is complicated to be

solved analytically. However,often we are not interested in exact near-field behavior, but

asymptotic expressions in the far-field in order to calculate radiation patterns and the total
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radiated power. In the next subsection, we will analytical expressions for radiation pattern

and radiated power.

4.1.1 Far-Field Radiation Pattern and Radiated Power

A useful method to approximate EM fields in the far-field region, is called the stationary

method [67]. It can be proved that the following expressions hold true

Eθ(r, θ, φ) ≈ je−jk0r

r
k0

(
Ẽx

∣∣∣
z=0

cosφ+ Ẽy

∣∣∣
z=0

sinφ
)

(4.43)

Eφ(r, θ, φ) ≈ je−jk0r

r
k0 cos θ

(
− Ẽx

∣∣∣
z=0

sinφ+ Ẽy

∣∣∣
z=0

cosφ
)

(4.44)

This implies in order to calculate the far-fields, all we need is the frequency domain

description of the tangential electric fields at the interface z = 0. We solve Ẽx|z=0 from

(4.11)and (4.18), and from (4.15), (4.39) and (4.40).

Ẽx|z=0 = − 1

k2
x + k2

y

(−jkxkz0E0,TM + ωµkyH0,TM)

=
jk2

xkz0kzdJx sin(kzdh)

(k2
x + k2

y)2πωDTM

−
ωµk2

yJx sin(kzdh)

(k2
x + k2

y)2πDTE

(4.45)

Similarly, we solve for Ẽy|z=0 from (4.11) and (4.19), and from (4.15),(4.39) and (4.40).

Ẽy|z=0 = − 1

k2
x + k2

y

(−jkykz0E0,TM − ωµkxH0,TM)

=
jkxkykz0kzdJx sin(kzdh)

(k2
x + k2

y)2πωDTM

+
ωµkxkyJx sin(kzdh)

(k2
x + k2

y)2πDTE

(4.46)
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Again from the stationary phase approach, we can relate kx, ky, kz0 and kzd with k0, θ, φ.

kx = k0 sin θ cosφ (4.47)

ky = k0 sin θ sinφ (4.48)

kz0 = (k2
x + k2

y − k2
0)1/2 = jk0 cos θ (4.49)

kzd = (εrk
2
0 − k2

x − k2
y)

1
2 = k0(εr − sin2 θ)

1
2 (4.50)

Using (4.43), (4.47)–(4.50) and (4.45)–(4.46), we have

Eθ(r, θ, φ) ≈je
−jk0r

r
k0

[
jkzdkz0Jx sin(kzdh)

2πωk2
0 sin2 θ

(
k2
x cosφ+ kxky sinφ

DTM

)

+
ωµJx sin(kzdh)

2πk2
0 sin2 θ

(−k2
y cosφ+ kxky sinφ

DTE

)
︸ ︷︷ ︸

0

]

=
je−jk0r

r

k0Jxη0

2π
cosφ

(
cos θ(εr − sin2 θ)

1/2

jεr cos θ cot(k0(εr − sin2 θ)
1/2
h)− (εr − sin2 θ)

1/2

)
=

cosφ

r
F1(θ) (4.51)

where η0 =
√
µ0/ε0 is the wave impedance of free-space.

Similarly, using (4.44), (4.47)–(4.50) and (4.45)–(4.46), we have

Eφ(r, θ, φ) ≈je
−jk0r

r
k0

[
jkzdkz0Jx sin(kzdh)

2πωk2
0 sin2 θ

(
−k2

x sinφ+ kxky cosφ

DTM

)
︸ ︷︷ ︸

0

+
ωµJx sin(kzdh)

2πk2
0 sin2 θ

(
k2
y sinφ+ kxky cosφ

DTE

)]

=
−je−jk0r

r

k0Jxη0

2π
sinφ

(
cos θ

j(εr − sin2 θ)1/2 cot(k0(εr − sin2 θ)
1/2
h)− cos θ

)
=

sinφ

r
F2(θ) (4.52)

We have, now, complete solution of the far-field TEM wave propagation for a Hertzian
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dipole on a grounded substrate as shown in Fig. 4.3. The total radiated power is, therefore,

determined to be

Prad =
1

2η0

∫ π

0

∫ 2π

0

(
|Eθ|2 + |Eφ|2)r2 sin θdφdθ(4.53)

The flux density given by |Eθ|2 + |Eφ|2 from (4.51) and (4.52) is plotted for different

substrate thickness in the E- and the H-pane respectively Fig. 4.5 and Fig. 4.6. The substrate

is lossless silicon and the choices for the different substrate heights are based on minimization

of power lost in surface modes, which will be discussed in the next section. The plots

show a close correspondence between analytically obtained solutions and electromagnetic

simulation with semi-infinite substrates, carried out in a method-of-moment-based simulator

called IE3D [101].

Figure 4.5: Analytically predicted and electromagnetically simulated E-plane pattern for a Hertzian Dipole
for different substrate thicknesses. The substrate of choice is lossless silicon (εr = 11.7).

4.1.2 Surface-Wave Fields and Trapped Power

We will now analyze the surface waves excited by a dipole on a grounded substrate. We

will try to explore the fundamental limits on efficiency due to the power trapped in surface

waves and if by engineering novel ways of current flow, power lost in surface waves can be

minimized

A Hertzian dipole, as shown in Fig. 4.3, emanates cylindrical surface waves which remain
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Figure 4.6: Analytically predicted and electromagnetically simulated H-plane pattern for a Hertzian Dipole
for different substrate thicknesses. The substrate of choice is silicon (εr = 11.7).

trapped in the semi-infinite substrates. Let us consider the TM mode first. Fig. 4.7 shows

the configuration for analysis of the surface waves. The final longitudinal electric field in the

far-field region for TM surface-wave modes is given by cylindrical wave functions [89]. We

will try to derive it from Maxwell’s equations for the sake of completeness.

The magnetic vector potential Az satisfies the wave equation.

52Az + k2Az = 0 (4.54)

The solution can be derived using a method of separation of variables as Az(ρ, φ, z) =

R(ρ)P (φ)Z(z). Therefore, transforming (4.54) into the cylindrical coordinates, we have

1

R

1

ρ

d

dρ
(ρ
dR

dρ
) +

1

P

1

ρ2

d2P

dφ2
+

1

Z

d2Z

dz2
= −k2 (4.55)

where k = ω
√
µ0εrε0. The last term is a constant which results in

1

Z

d2Z

dz2
= −k2

zd (4.56)
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Figure 4.7: Cylindrical surface wave power excited by a dipole in a semi-infinite grounded substrate.

Putting this result in (4.55), we obtain

ρ

R

d

dρ
(ρ
dR

dρ
) +

1

P

d2P

dφ2
= −(βρ)2 (4.57)

where β2 = k2
0εr − k2

zd.

Similarly the last term is also a constant, implying

1

P

d2P

dφ2
= −n2 (4.58)

Putting this result in (4.57), we obtain

ρ2d
2P

dρ2
+ ρ

dR

dρ
+ [(βρ)2 − n2] = 0 (4.59)
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Solving the three equations (4.56),(4.58) and (4.59), we obtain, in general,

Z(z) = M1e
−jkzdz +M2e

jkzdz (4.60)

P (nφ) = N1 cos(nφ) +N2 sin(nφ) (4.61)

R(ρ) = R1H
(2)
n (βρ) (4.62)

(4.63)

where H
(2)
n is the nth order Hankel function of the second kind.

It can be easily proved that the transformation of Az into Ez follows,

Ez = − j

ωµε

(
∂2

∂z2
+ k2

)
Az (4.64)

We apply boundary conditions for continuity of fields, and arrive at the known eigenvalue

equation for TM mode.

kzd tan(kzdh) = kz0εr (4.65)

where β2 = k2 − k2
zd and β2 = k2

0 + k2
z0.

Substituting the boundary conditions and with further simplification, we obtain,

Ezd = Am1H
(2)
1 (βρ) cos(φ) cos(kzd(z + h)) (4.66)

It can be noted from (4.66) that the higher-order Henkel functions in (4.62) have been

ignored. This can be reasoned from an azimuthal symmetry argument [89]. The coefficient

Am1 in (4.66) can be solved using reciprocity using an auxillary test field [72]. As shown

in Fig. 4.7, a known auxiliary plane wave which consist of a TM wave propagating from

x → ∞, arrives and interacts with the Hertzian dipole. We use the following reciprocity
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relation to solve for Am1.

∮
Sr

(Ē1 × H̄2 − Ē2 × H̄1).dS̄ =

∫
V r

(E2.J1)dv (4.67)

where E1 and H1 are the cylindrical surface waves emanated by the Hertzian dipole, E2

and H2 are fields due to the test TM plane wave, the surface integral is carried over the

imaginary cylindrical surface shown in Fig. 4.7 and the volume contained in the cylinder is

denoted by Vr. Solving the equation, and simplifying, we get the following expressions for

far-field surface waves for TM modes in the dielectric [90]. In [90] the fields were obtained

using complex integrals as discussed in the beginning of this chapter, while we obtained the

same result using simpler methods and reciprocity relationships.

Ezd = −Jxη0

2k0

cos(φ)
∑
p

kz0H
(2)
1 (βpρ)β2

p

TM(βp)

cos(kzd(z + h))

cos(kzdh)
(4.68)

where the summation is carried over all the possible TM modes with propagation constant

βp and TM(βp) = εrβp
kz0

+ βp tan(kzdh)

kzd
+ βph

cos2(kzdh)
. As before, the following relations from (4.65)

hold true

kz0εr = kzd tan(kzdh)

β2
p = k2 − k2

zd

β2
p = k2

0 + k2
z0 (4.69)

Therefore, we have now complete field description of the TM waves. We can follow similar

procedure to find field expressions for TE waves, which have a maximum along y-axis, as

shown in Fig. 4.4.
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Hzd = −jJx
2

sin(φ)
∑
q

H
(2)
1 (βqρ)β2

q

TE(βq)

sin(kzd(z + h))

sin(kzdh)
(4.70)

where the summation is carried over all the possible TE modes with propagation constant βq

and TE(βq) = βq
kz0
− βq cot(kzdh)

kzd
+ βqh

sin2(kzdh)
. As before, the following relations similar to (4.69)

hold true.

kz0 = −kzd cot(kzdh)

β2
q = k2 − k2

zd

β2
q = k2

0 + k2
z0 (4.71)

The total power in surface waves in TM and TE modes, therefore, can be calculated from

(4.68) and (4.70). They are given by

P TM
SW =

15πJ2
x

k0

β2
p

T 2
M(βp)

∑
p

(
k2
zd tan2(kzdh)

βp
+

εrβ
2
ph

cos2(kzdh)

)
(4.72)

P TE
SW = 15πJ2

xk0

β2
q

T 2
E(βq)

∑
q

(
1

βq
+

h

sin2(kzdh)

)
(4.73)

PSW = PTE + PTM (4.74)

Having obtained the total radiated power in (4.53) and the total power trapped in surface

waves in (4.74), we can define radiation efficiency as

ηeff =
Prad

Prad + PSW
(4.75)

The total surface wave power in (4.74) and the total radiated power in (4.53) for different

substrate thicknesses at a frequency of 300 GHz, is plotted in Fig. 4.8. It can be seen that the
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radiated power maximizes near h=70 µm and h=220 µm. At these substrate thicknesses, the

waves radiated at 300 GHz, after suffering reflection from the ground below, add coherently

at the top of the substrate. This is the reason, why the radiation patterns where plotted in

Fig. 4.5 and Fig. 4.6, for substrate thicknesses near these values.

Figure 4.8: Total surface wave power broken down into its different modes and the total radiated power for
a Hertzian dipole for different substrate thicknesses.

The power trapped in the constituent individual surface-wave modes, normalized to the

maximum radiated power, have also been shown in Fig. 4.8. It is very important to un-

derstand, which surface-wave mode carries most of the trapped power, in order to be able

to design surface currents that minimize the power lost. The TM0 mode exists for arbi-

trarily thin substrates. The next mode TE0 appears near h=70 µm. The next two modes

TM1 and TE1 appear near h=180 µm and h=230 µm respectively. Even though the radi-

ated power maximizes near h=70 µm and h=220 µm, with similar radiation efficiencies, the

modes carrying the surface-wave power are very different. TM0 mode is responsible for the

entire surface-wave power near h=70 µm, while at h=220 µm, the dominant modes are TE0

and TM1. This is illustrated in Fig. 4.9, which shows the constituent surface-wave power

for different frequencies at a given substrate thickness of h=220 µm and at a frequency of

300 GHz. The plots are derived from the analytical calculations. It can be clearly seen

that the TM0 mode which was dominant for h=70 µm, is responsible for only 15% of the
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surface-wave power, while TM1 contributes to 52% and TE0 contributes to the rest 33%.

We will revisit this inference later when we analyze a traveling-wave radiative mode in the

Distributed Active Radiator and examine how the TE0 mode is intrinsically canceled in the

electromagnetic structure.

Figure 4.9: Constituent surface-wave power for different frequencies at a given substrate thickness of h=220
µm and at a frequency of 300 GHz.

Figure 4.10: Radiation efficiency of a Hertzian dipole against different substrate thicknesses.

The radiation efficiency of the Hertzian dipole is plotted for different substrate thick-

nesses in Fig. 4.10. As expected from Fig. 4.8, the efficiency peaks near h=70 µm and
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h=220 µm, reaching a maximum value near 30%. This implies, that even for completely

lossless substrates, only 30% of the power can ever be radiated out from a Hertzian dipole

on a grounded substrate. The analytically calculated values match closely with the results

obtained using electromagnetic simulation in IE3D. The troughs in the efficiency plot corre-

spond to the thickness where the waves, after suffering reflection from the bottom surface,

add destructively at the top of the substrate. The radiation efficiency variation against fre-

quency for a given substrate height of h=220 µm is plotted against frequency. As expected

from Fig. 4.8 and Fig. 4.10, the efficiency maximizes for the designed frequency of 300 GHz

when the waves, after suffering reflection from the bottom surface, add constructively at the

top of the substrate.

Figure 4.11: Radiation efficiency of a Hertzian dipole against frequency for h= 220 µm.

4.2 Traveling-Wave Circular Radiator on a Grounded

Substrate

The distributed active radiator core consists of a traveling-wave radiating structure. In this

section, we will examine how surface-wave power in a strong modes can be suppressed in such

traveling-wave circular geometries by forcing surface-waves excited by part of the radiative

structure to cancel surface-waves excited by another part.
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Figure 4.12: Traveling-wave circular geometries allowing suppression of the trapped power through partial
cancelation of the surface-waves.

Fig. 4.12 shows the geometry of traveling-wave radiating structure which exists in the

core of the DAR. The circular geometry is one wavelength long, which is shown by current

configurations of Iej0, Iejπ/2,Iejπ and Iej3π/2. An instantaneous current configuration is also

shown on the structure. This traveling-wave radiator can be equivalently represented by a

superposition of Hertzian dipoles along the circumference and separated in space, orientation

and phase. The analysis of the architecture will proceed along this line of reasoning. Due to

the circularly symmetric nature of the traveling-wave radiator, the current configuration just

rotates with time and the surface wave power remains constant for all observation points

along the circular boundary (containing ‘O’) and is independent of the azimuth angle φ.

Therefore, it is enough to analyze the current configuration shown in Fig. 4.12, since at any

other time, the field profile will be just a rotation about the vertical z axis.

4.2.1 Surface-Wave Power Suppression in TE Mode

Let us analyze the current elements Iejπ/2 and Ie3jπ/2, which are located at φ = π/2 and

φ = 3π/2 and separated by the diameter of the loop ‘2a’, as shown in Fig. 4.12. Assuming

that the current distribution along the loop for the instant of time shown is I(φ) = |I0 sin(φ)|,

the current elements φ = π/2 and φ = 3π/2 carry the maximum current I. Therefore, the
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dominant TE modes along the y-axis (as revealed in (4.70) and Fig. 4.4) will be contributed

primarily by the elements located near φ = π/2 and φ = 3π/2. Now, imagine that the

diameter of the loop is chosen such that traversing along the diameter ‘2a’ the TE wave

suffers a phase shift of 180◦, i.e., 2a = (2n − 1)λTE/2, n ⊆ I+. Therefore, the TE surface

waves of wavelength λTE emanated from the Iejπ/2 will suffer a phase shift of 180◦, as it

traverses through the diameter and reaches the current element Ie3jπ/2 and vice versa. This

should result in major part of the dominant TE wave being canceled. Suppressing the TE

mode can substantially reduce the total surface wave power, as TE0 contributed to 33% of

the surface-wave power in a Hertzian dipole, as demonstrated before in Fig. 4.9. Assuming

an instantaneous current distribution as I(φ) = I0 sin(φ) and using the relation in (4.70), the

longitudinal magnetic field in the TE mode at any observation angle (φO) due to a current

element I0 located at an angle φ is given by

Hzd(φ, φO) = Hzd0 sin(φ) cos(φ− φO) (4.76)

Therefore, the resultant Hzd due to the traveling-wave loop of current is given by

Hzd,loop(a) = max
−π/2≤φO≤π/2

{∫ 2π

0

Hzd0 sinφ cos(φ− φO)e−jaβTE cos(φ−φO)dφ

}
(4.77)

The maximization is done over the observation angle because the TE surface-wave power

is independent of observation angle φO and due to the partial cancelation of TE surface wave,

the TE maximum may shift to a different angle than φO = π/2, 3π/2,. The effect of radius

on the total surface-wave power in the dominant TE0 mode has been shown in Fig. 4.13.

It can be seen that when the phase shift corresponding to one diameter traversal (2aβTE0)

corresponds to near 200◦, the TE0 mode is considerable suppressed. The angle is slightly

more than 180◦, due to the contribution of the current elements along the circumference of

the loop and not just at φ = π/2 and φ = 3π/2.
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Figure 4.13: Variation of TE0 power suppression with radius of the loop.

In summary, if we design the loop judiciously, then a substantial portion of the surface

wave power in a dominant TE0 mode may be canceled. However, the diameter of the core

loop in a DAR is not independent of the frequency of operation and is set by the boundary

condition required traveling-wave oscillation, as described in Chapter 3. The circumference

of the loop needs to be equal to half-wavelength long at the fundamental frequency (f0,

half the radiated frequency) in the transmission-line mode of propagation in the oxide layer.

Fortunately, this approximately corresponds to the diameter equaling half-wavelength long

at the radiated frequency of 2f0.

2πa =
λf0,oxide

2
≈ λ2f0,oxide

⇒ 2a =
λ2f0,oxide

π
≈ λ2f0,si

2
(4.78)

Therefore, we use the exploit of the relative dielectric constant differences between the

oxide layer (which decides the dimensions for the traveling-wave oscillation at the fundamen-

tal frequency of f0) and silicon (which decides propagation for the radiated second harmonic

frequency of 2f0). It can be noted that the wavelengths corresponding to the various TE
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modes are substrate thickness dependent (and in general not equal to λ0/
√
εr,si). The TE

wavelengths for different substrate thicknesses are shown in Fig. 4.14, for a frequency of 300

GHz and for lossless silicon. It can be seen for a substrate height of h=220 µm (which max-

imized radiation efficiency of a Hertzian dipole in Fig. 4.10), the dominant TE0 wavelength

corresponds to 347 µm ( λ0/
√
εr,si ≈ 300 µm). This implies that for TE0 mode suppression,

the radius ‘a’ should be a = λTE0/4, which corresponds to a ≈ 95 µm, as shown in Fig. 4.13.

For this value of the radius, the loop circumference 2πa = 596 µm ≈ λ0,150GHz

2
√
εr,eff (oxide)

, where

εr,eff (oxide) is the effective dielectric constant of the oxide in its interface with air, as shown

in Fig. 4.12. Therefore, due to the relative dielectric constants between silicon and the oxide,

resonant frequency of DAR also corresponds to the radius which suppresses the TE mode.

In reality, due to parasitic capacitance, the radius of the DAR will be less than optimum. In

the design, the required radius still suppressed the TE mode by around 50%.

Figure 4.14: TE wavelength variation with substrate thickness.

4.2.2 Surface-Wave Power in TM Mode

The previous section showed surface-wave power in the TE0 mode suppression due to field

cancelation along φ = π/2 direction. The TM mode, however, is maximum in the φ =

0 direction, as shown in (4.68) and Fig. 4.4. Along the direction, the maximum current
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elements at φ = π/2 and φ = 3π/2 add in phase. Therefore, we expect much less cancelation

of the TM modes. Similar to (4.77), we can derive field expressions for the TM modes.

Ezd,loop(a) = max
−π/2≤φO≤π/2

{∫ 2π

0

Ezd0 sinφ sin(φ− φO)e−jaβTM cos(φ−φO)dφ

}
(4.79)

The dominant TM mode for the designed substrate height of 220 µm, is the TM1 mode

as shown in Fig. 4.9. The wavelength corresponding to this mode for the substrate height of

220 µm can be shown to be 782 µm, as illustrated in Fig. 4.15. This implies a corresponding

phase shift of 2βTM1a = 0.46π across the diameter (as opposed to 2βTE0a = π), and the total

power in the TM1 surface-wave mode can be calculated from (4.79). The result is shown

in Fig. 4.16. As expected, the TM1 is not suppressed significantly and with the TE0 mode

almost being canceled, the TM1 is expected to be the dominant surface-wave mode left.

Figure 4.15: TM wavelength variation with substrate thickness.

4.2.3 Total Radiated Power and Radiation Efficiency

As explained in the previous two sections, the TE0 is canceled by ensuring near π phase,

as the wave propagates across the diameter, i.e., 2aβTE0 ≈ π. The TM1 mode is much
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Figure 4.16: Variation of TM1 power suppression with radius of the loop.

less affected since the dominant current elements add their individual TM1 surface waves in

phase. Also, due to a larger wavelength of TM1 (λTM1 > 2λTE0),the phase change between

any two current elements in the loop a an direction is less than π/2 (2aβTM1 < π/2).

Therefore, for the power which is radiated out in free-space, we expect even less suppression

since λ0 > λTM1 > λTE0. For the designed loop radius of a=95 µm, the phase change over

one diameter is given by 2aβ0 ≈ π/5. Therefore, the phase difference of the radiated waves

between any two elements on the loop on the z=0 plane is less than π/5. For any elevation

θ, the maximum phase difference is even smaller and given by 2a sin θβ0. Therefore, the

resultant radiated far-fields from the traveling-wave loop can be calculated from (4.43) and

(4.44) as

Eθ,loop(a, r, θ, φ) =
F1(θ)

r
max

−π/2≤φO≤π/2

{∫ 2π

0

sinφ sin(φ− φO)e−jaβ0 cos(φ−φO)dφ

}
(4.80)

Eφ,loop(a, r, θ, φ) =
F2(θ)

r
max

−π/2≤φO≤π/2

{∫ 2π

0

sinφ cos(φ− φO)e−jaβ0 cos(φ−φO)dφ

}
(4.81)
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The total radiated power from the traveling-wave loop can be calculated as

Prad,loop =
1

2η0

∫ π

0

∫ 2π

0

(
|Eθ,loop|2 + |Eφ,loop|2)r2 sin θdφdθ(4.82)

Fig. 4.17 shows the variation of the total radiated power and the surface wave power along

with its constituent components, each power being normalized to the maximum radiated

power. Similar to a single Hertzian dipole in Fig. 4.8, the radiated power maximizes near

h=70 µm and h=220 µm, when the waves, after suffering reflection from the bottom surface,

add constructively at the top of the substrate. However, at the designed substrate thickness

of 220 µm, we see an almost complete suppression of the TE0 mode (compare this to Fig. 4.8).

The TM1 mode is suppressed in the same ratio as shown in Fig. 4.16.

Figure 4.17: Total surface wave power broken down into its different modes and the total radiated power for
a traveling-wave loop for different substrate thicknesses. The plot shows almost complete suppression of the
TE0 mode.

This is again reflected in Fig. 4.18, where we see a similar suppression of the TE0 mode

(compare this to Fig. 4.9). The absolute power in the TM1 mode does not increase, however

it now contributes to 88% of the total surface wave power. Because of the lower total surface

wave power, the radiation efficiency shows an almost 10% increase reaching a maximum of

40% as shown in Fig. 4.19.

Due to the rotational symmetry of the traveling-wave circular-loop of current, the radi-
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Figure 4.18: Constituent surface-wave power for different frequencies at a given substrate thickness of h =
220 µm and at a frequency of 300 GHz. The plot shows almost complete suppression of the TE0 mode.

Figure 4.19: Radiation efficiency of traveling-wave loop against different substrate thicknesses.
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ation pattern, similar to the surface-wave pattern, will be independent of φ. The patterns,

analytically calculated from (4.80) and (4.81), are shown in Fig. 4.20 for different substrate

thicknesses. The patterns show very close correspondence from the ones obtained from

electromagnetic simulation.

Figure 4.20: Analytically predicted and electromagnetically simulated pattern at any constant φ plane, for
a traveling-wave circular loop of current for different substrate thicknesses. The substrate of choice is silicon
(εr = 11.7)

In summary, radiation characteristics, power trapped in surface waves and radiation effi-

ciency, are dependent on the surface current configuration. The distributed active radiator,

with its traveling-wave configuration, not only achieves generation of RF signal from DC, fre-

quency multiplication, filtering, but also radiates it efficiently by engineering surface currents

in such a wave that one dominant surface-wave mode gets almost completely suppressed.
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4.3 Distributed Active Radiator: Two Traveling-Wave

Loops

In a DAR, we have one inner core loop of traveling-wave current and also another loop of

current through the ground plane, which is phase shifted by π/2. Now, one can approximate

the electromagnetic behavior of a DAR, with two concentric current loops, separated in

phase by π/2. It is to be kept in mind that this equivalence model is very simplistic and only

holds for very thin loops of current. If the ground plane is widened, then the distribution

of the current in the plane needs to be considered. Due to the current loop being actively

controlled with transistors, the return current density on the DAR ground plane will be

concentrated near the edge of the aperture and therefore will behave like a loop of current.

However, for wider ground planes, one needs to account for multiple reflections of waves

between this ground plane of the DAR and the ground plane below the substrate as shown

in Fig 4.12, and in the limit, the aperture will behave more like a slot.

In this anlaysis, we will assume the case where the loop approximation holds and we will

approximate the DAR electromagnetic behavior with the equivalent traveling-wave model as

shown in Fig. 4.21.

Figure 4.21: Traveling-wave model of a DAR with two concentric traveling-wave current loops separated in
phase by π/2.

The net resultant radiated field due to two concentric traveling-wave currents can be
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calculated from (4.80) and (4.81).

Eφ,DAR = Eφ,loop(a, r, θ, φ) + ejπ/2Eφ,loop(b, r, θ, φ) (4.83)

Eθ,DAR = Eθ,loop(a, r, θ, φ) + ejπ/2Eθ,loop(b, r, θ, φ) (4.84)

Also, the surface-wave fields in TE and TM modes can be calculated from (4.77) and

(4.79)to be,

Hzd,DAR = Hzd,loop(a) + ejπ/2Hzd,loop(b) (4.85)

Ezd,DAR = Ezd,loop(a) + ejπ/2Ezd,loop(b) (4.86)

As we can see, from (4.83)-(4.86), the radiated as well as the surface-wave fields are in

quadrature and therefore, add in power. As a result, they act as two independent nonin-

teracting sources and it is reasonable, therefore, to advance the analysis with one traveling

loop, keeping in mind, the presence of another loop in quadrature whose effects can be later

added. This will be clear in the next section.

4.4 Arrays of Traveling-wave Loops: Remaining Surface-

Wave Suppression

Recalling from the results, previously derived, the traveling-wave radiator suppresses TE0

mode almost completely and therefore the remaining TM1 mode is almost entirely responsible

for the remaining surface-wave power. In this section, we will discuss how to suppress the

TM1 mode with multiple traveling-wave loops.
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Figure 4.22: Two identical Hertzian dipoles in free-space.

4.4.1 Arrays of Hertzian Dipoles in Free-Space

Let us begin by considering two identical noninteracting Hertzian dipoles in free-space along

the dipole axis, as shown in Fig. 4.22. It can be shown that, at the far-field of an individual

dipole, only Eθ exists and is a function of the elevation as

Eθ,d =
E0

r
sin θ (4.87)

Therefore,the total power radiated by a single dipole is given by
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Prad,d =
1

2η0

∫ π

0

∫ 2π

0

|Eθ|2r2 sin θdφdθ

=
πE2

0

η0

∫ π

0

sin3 θdθ

=
4πE2

0

3η0

(4.88)

The electric-field due to the dipole pair at any elevation angle θ can be obtained using

superposition.

Eθ,dpair =
E0

r
sin θ(1 + e−jβ0d cos θ)

=
2E0

r
sin θ cos(

β0d

2
cos θ)e−j

β0d
2

cos θ (4.89)

The common assumption for noninteracting arrays of radiating sources is that due to

interference, fields add coherently in certain parts of space and they destructively interefere

in certain areas, keeping the total radiated power to be constant. We will now calculate the

total power radiated by the dipole pair.

Prad,dpair =
1

2η0

∫ π

0

∫ 2π

0

|Eθ,dp|2r2 sin θdφdθ

=
πE2

0

η0

∫ π

0

4 sin3 θ cos2(
β0d

2
cos θ)dθ (4.90)

The total power of the dipole pair, as a fraction of twice of the power of a single dipole,

is plotted against distances of separation. It can be seen that the ratio progresses towards

unity for d > 2λ, when the dipoles behave as noninteracting. However for d < 2λ, there

is a significant variation in the total radiated power, which can be greater or less than the

additive power of individual dipole elements. Even for a typical design separation of d = λ/2,

the dipole pair radiates almost 30% more than the additive power of two individual dipoles.
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Figure 4.23: Ratio of total power radiated by a dipole pair to the sum of the individual pair for the
configuration in Fig. 4.22.

This is not obvious, since we started with the assumption of noninteracting dipoles and

applied superposition principles. However, the analysis reveals that one cannot ignore the

near-field effects and the total radiated power in an array can be significantly different from

the sum of the individual radiated power. Since, we have used current impulses, this analysis

is valid. However, with any finite driving point impedance one has to consider the impedance

variations due to non-negligible near-field interactions. One may note that the electric field

Ex of an individual dipole towards the other dipole, only vanishes in the very far-field and

one cannot, in general, ignore that effect.

Let us consider another example of two identical Hertzian dipoles in free-space along the

perpendicular axis, as shown in Fig. 4.24. The total power radiated by the dipole pair can

be found similar to (4.90) as

Prad,dpair2 =
1

2η0

∫ π

0

∫ 2π

0

|Eθ,dp2|2r2 sin θdφdθ

=
πE2

0

η0

∫ π

0

4 sin3 θ cos2(
β0d

2
sin θ)dθ (4.91)

As before, the total power of the dipole pair, as a fraction of twice the power of a single

dipole, is plotted against distances of separation. The result is shown in Fig. 4.25. It can be
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Figure 4.24: Two identical Hertzian dipoles in free-space separated along the perpendicular axis.

seen that the variation is much more significant compared to Fig. 4.23 and for distance of

separation of d = λ/2, almost 90% of the radiated power can be canceled. Even though the

power may add up in some other areas, the total integrated power is only 10% of the sum of

the individual radiated power. The configuration shown in Fig. 4.24 is similar to the case of

the traveling-wave radiator, with its remnant TM1 surface-mode. If we employ an array of

the traveling-wave loops separated by d = λTM1/2, then the surface-wave power contained

in TM1 can be significantly reduced. However, in the intended direction of radiation, the

configuration will be similar to Fig. 4.22, where the radiated fields add up, leading to a boost

in radiated power, as demonstrated in Fig. 4.23.

4.4.2 Arrays of Traveling-Wave loops: Suppression of Remaining

Surface-Wave Power

We proceed to use a similar analysis to analyze 2D arrays of DARs, which can be expected

to suppress the cylindrical TM1 surface modes, if the spacing between the array elements is

optimized. However, at boresight direction in air, arrays of synchronized DARs will combine

their power coherently. The set of 2x2 arrays of DARs under analysis is shown in Fig. 4.26.
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Figure 4.25: Ratio of total power radiated by a dipole pair to the sum of the individual pair for the
configuration in Fig. 4.24.

Figure 4.26: 2x2 arrays of DARs to suppress TM1 mode.
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We will demonstrate this with an example. The wavelength corresponding to the domi-

nant TM1 mode for h=220 µm is λTM1=782 µm as shown in Fig. 4.15. We keep the element

spacing at d ≈ λTM1/2 ≈ 400 µm. The radiated power, total surface wave power and its

components have been plotted in Fig. 4.27 for different substrate heights. At h=220 µm, it

shows almost complete suppression of both the surface wave modes, namely TE0 (due to the

traveling-wave loops themselves) and TM1 (due to array configuration). One can compare

this against Fig. 4.8 and Fig. 4.17.

Figure 4.27: Total surface wave power broken down into its different modes and the total radiated power for
2x2 arrays of traveling-wave loops, separated by d ∼ λTM1/2, for different substrate thicknesses. The plot
shows almost complete suppression of the TE0 and TM1 modes.

The radiation efficiency for different substrate heights, has been shown in Fig. 4.28. At

h=220 µm, due to almost complete suppression of surface-waves, radiation efficiency has

increased to 90% and this has been verified by corroboration with EM simulations, as shown

in Fig. 4.29. Again, one can compare this with Fig. 4.11 and Fig. 4.19.

At the optimum spacing, the local derivative of array power with spacing is zero. There-

fore, the suppressed surface-wave power is not very sensitive to element spacing, as shown in

Fig. 4.30, which shows the efficacy of array structures in reducing surface wave power. The

radiation patterns, analytically predicted and EM simulated, for the 2x2 arrays of traveling-
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Figure 4.28: Radiation efficiency of 2x2 arrays of traveling-wave loops, separated by d ∼ λTM1/2, against
different substrate thicknesses.

Figure 4.29: Radiation efficiency of 2x2 arrays of traveling-wave loops, separated by d ∼ λTM1/2, against
frequency.
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wave loops, are shown in Fig. 4.31.

Figure 4.30: Radiated and suppressed surface wave powers for different element spacings.

Figure 4.31: Analytically predicted and electromagnetically simulated radiation patterns for 2x2 arrays of
traveling-wave loops, separated by d ∼ λTM1/2.
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Chapter 5

Coupled THz Arrays in CMOS

In Chapter 3, we showed distributed active radiator to be an efficient method of conversion

from DC power into radiated THz power in silicon processes. While DAR is a distributed

structure in itself, in order to generate higher power and higher EIRP, arrays of such struc-

tures can be synchronized to each other so that the radiated power coherently combines

in free-space without loss. As discussed in Chapter 4, the total radiated power and EIRP

scale as N and N2, respectively, where N is the total number of array elements. This is

pictorially represented in Fig. 5.1 and Fig. 5.2, where the radiated beam gets more directive

(sharper) with increased number of elements. This happens essentially because the aperture

of the radiating surface (Aeff ) increases with number of elements which results in increased

directivity (D) by the reciprocity relation (D = 4π
λ2
Aeff ) [67]. As shown in Fig. 5.2, such

an array realization also enables us to perform electronic beam-steering in space by having

individual phase control in each of the radiating elements [67], [68], [102].

In this Chapter, we will discuss the challenges of synchronizing large-scale 2D arrays of

coherently locked oscillating THz sources for beam-forming and beam-steering. We will also

discuss the various methods we have proposed, implemented and analyze them theoretically.

We will conclude with measurement results corroborating our theory.
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Figure 5.1: A single Distributed Active Radiator converts DC power into THz power and radiates with a
broad beam

Figure 5.2: Arrays of Distributed Active Radiators can be synchronized to radiate higher power with narrower
beam and potentially enabling electronic beam-scanning.

92



5.1 Free-Space Power Combining and Beam-Scanning

Let us consider a linear array of ‘N’ identical radiating sources, each with radiation pattern

R(φ) and separated by distance ‘d’, as shown in Fig. 5.3. Let us suppose that we can control

the phase and amplitude of the excitation of each on of them. The theory of combining

many coherent sources in space for lossless power combination and beam-scanning has been

covered extensively in scanning array and phased-array literatures [67], [68], [102]– [104]. We

will give a brief description for the sake of completion.

Figure 5.3: Linear antenna array for power combining and electronic beam-scanning.

Let Am and θm be the amplitude and phase of the mth element in the N element linear

array. At an observation point ‘O’, which is at angle of θ from the array axis, as shown in

Fig. 5.3, the amplitude of the ‘N’ interfering waves will be given by

A(θ) = R(θ)
N∑
m=1

Ame
jθm−βdm (5.1)

where β = 2π/λ is the propagation constant, dm is the distance from the mth radiating
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element to the observation point ‘O’, the product βdm is the total phase change suffered by

the wave as it propagates from the mth element source to the observation point and R(θ) is

the gain of an individual radiator.

Therefore, if we want the resultant beam to tilt towards the direction of ‘O’, then all

the waves need to interfere constructively at ‘O’. This can be achieved if the phases of

individual sources are adjusted such that the waves from the ‘N’ sources arrive in-phase at

‘O’. Therefore, from (5.1), we have

θm = βdm

⇒ θm = mβd cos θ, since dm ≈ md cos θ (5.2)

This implies we need a linear phase progression among the elements. Assuming equal

amplitude excitations, i.e., Am = A, and using the relation in (5.2), we have

A(θ) = R(θ)
N∑
m=1

Am (5.3)

At any other observation point at an angle Φ, we have

A(Φ) = R(Φ)A
N∑
m=1

ejmβd cos θ−mβd cos Φ

= R(Φ)A
sin[N

2
(βd cos θ − βd cos Φ)]

sin[1
2
(βd cos θ − βd cos Φ)]

(5.4)

The radiation pattern of the N sources with equal amplitudes and linear phase progression

in (5.2) is given by (5.4). The resultant beam pattern is the product of the individual beam

pattern R(Φ) and the array pattern. It can be easily observed, that the array pattern has

a maximum at an angle θ at the observation point ‘O’. In summary, one can control the

individual phase relationships among an array of radiating sources to electronically control

the direction of the radiated beam and combine power coherently in free-space.
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5.2 Synchronizing Arrays of Distributed Active Radi-

ators

In this section, we will discuss various methods, design tradeoffs and implementation for

arrays of autonomous radiating elements. Depending on the synchronization modality, they

are can be broadly of two categories, as illustrated in Fig. 5.4. They are

� Mutually coupled system

� Unilaterally and centrally locked to one frequency reference

Figure 5.4: Mutual coupling between free-running oscillators synchronizing each other (a). One central
frequency reference unilaterally locking multiple autonomous oscillatory elements (b).

The concepts are illustrated in Fig. 5.4. Arrays of DARs could be mutually coupled

to each other in a suitable way so that the synchronization condition is the most stable

condition. This is illustrated in Fig. 5.4(a). Such a general system of mutually coupled

nonlinear dynamical elements may have multiple steady-state solutions. It is, therefore,

important to design the coupling network in such a way that the synchronized state is the

only stable state, and any initial condition will ultimately relapse into this stable locked state.
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The frequency of radiation for such a system is governed by the common locking frequency of

the coupled oscillators and thus collectively free-running in nature. If f1, f2...fN be the closed-

spaced free-running frequencies of oscillation of the individual elements, then the common

oscillation frequency in the locked case will be approximately fc ≈
1

N

N∑
i=1

fi [105]– [108]. For

such a system, it is difficult to determine the output frequency accurately, and in general,

it will vary with fabrication processes and on external conditions, such as temperature and

power supply changes. This may be acceptable for applications, where the receiver is not

sensitive to slight variations in incoming signal frequency, such as in non-coherent receivers

and energy detectors for imaging purposes. However, in communication systems, we would

often require accurate control over the emitted frequency so that receiver can effectively

decode the information. Fig. 5.4(b) illustrates such a case, where all the elements are locked

to one central oscillator which can be synchronized to a low-frequency stable reference (f0).

In this Chapter we will discuss the case of the mutually coupled system. The case for the

centrally locked reference will be discussed in Chapter 6.

We will discuss our two proposed methods of mutual synchronization of multiple DAR

elements. They are

� Transmission-line based synchronization

� Near-field coupling based synchronization

5.3 Transmission-Line Coupling

Assume that there are M cross-coupled pairs distributed uniformly in a single DAR as shown

in Fig. 5.5. We would like to mutually lock two such identical DARs so that they combine

coherently in the broadside direction as depicted in Fig. 5.2. This would be achieved if all

the M corresponding cross-coupled pairs oscillate and radiate in phase in both the DARs.

Assume, for now, that we can lock two such cross-coupled pairs by a coupling network, as

shown in Fig. 5.5. We will discuss the requirements and design of the coupling network, but

for now, assume that the coupling network ensures that the two cross-coupled pairs which
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are connected to the network oscillate in phase.1 In order to ensure phase-coherence in all

the M cross-coupled pairs, we however, do not need M such coupling networks between each

corresponding pair. It can be easily argued that two judiciously placed networks will ensure

a synchronized state, as long as the start-up condition for the traveling-wave oscillation is

satisfied for each DAR [57]. We will give a short intuitive reasoning here. Let us place one

coupling network between cross-coupled pairs P1,1 and P2,1 between the two DARs as shown

in Fig 5.5. This ensures that P1,1 and P2,1 are in phase, but the wave can still travel in

two different directions in the two DARs. A second coupling network, as shown in Fig. 5.5,

between another corresponding pair P1,i and P2,i ensures that the direction of wave travel is

also same in both of them, guaranteeing phase-coherence in all the corresponding oscillators

in the two DARs.

Figure 5.5: Transmission-line based coupling to synchronize two Distributed Active Radiators.

The network needs to satisfy certain properties in order to function as the locking network.

1. Due to DAR spacings, the physical dimension of the network will be comparable to

the wavelength of operation and therefore, the network is distributed.

2. Secondly, in the locked state, the network should present open-circuit impedance to the

connected DARs at both the frequency of oscillation (f0) and the frequency of radiation

1If the network is an infinitesimally short piece of wire, then the two oscillators shorted together would
obviously oscillate in phase.
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(2f0). This will ensure that the coupling network doesn’t affect the operation of the

DAR core.

3. Additionally, the network should ensure that the mutually locked condition is the

lowest energy state of the system and therefore, any perturbation from any other state

will bring back the DARs into the locked state.

An implementation of such network, based on transmission lines, is shown in Fig. 5.5. The

network mutually forces mutual synchronization in the DARs it connects, while providing

DC voltage to the nodes. The network also provides open-circuit impedances at both the

frequency of oscillation (f0) and the frequency of radiation (2f0). This operating principle

is explained in Fig. 5.6. Under locked condition, the instantaneous currents from the two

symmetrically coupled nodes add in phase at the junction, as shown in Fig. 5.6. Therefore

the resultant impedance at f0, that each DAR sees, consists of two λ/8 t-lines of effective

characteristic impedance 2Z0 in series and shorted at the end. This results in an open-circuit

impedance. The network also provides an open circuit impedance at the second harmonic

frequency (2f0) as also illustrated in Fig. 5.6.

Figure 5.6: Transmission-line coupling network providing DC power supply. Under locked condition, it
presents open-circuit impedances at both fundamental (f0) frequency as well as at the radiated second
harmonic frequency (2f0).

The t-line network was implemented in 45 nm SOI CMOS process for a fundamental

frequency (f0) of 150 GHz and a radiated frequency of 300 GHz [57]. The chip results will

be discussed in later part of this chapter. The cross section of the t-line is shown in Fig. 5.7.

The signal line is 2.1 µm thick and separated by 8.4 µm from the bottom ground plane. The
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network was simulated in IE3D and the resultant impedance observed by each DAR under

the condition of synchronization has been shown in Fig. 5.8. As observed in the plot, each

DAR sees almost open-circuit impedances both at the fundamental and radiated frequencies

of 150 GHz and 300 GHz. The network is doubly resonant at these frequencies. The variation

of the impedance for other frequencies from 100 GHz to 400 GHz has been shown in Fig. 5.8.

Figure 5.7: Cross section of the t-line in Fig. 5.5 implemented in 45 nm SOI CMOS process, showing
instantaneous electric and magnetic field lines.

Figure 5.8: The impedance seen by each DAR, under synchronized condition, against frequency. The network
provides open-circuit impedances at the designed oscillation frequency of 150 GHz and at the eradiated
frequency of 400 GHz.

The t-line method is a straightforward robust method to lock multiple DARs, as demon-

strated in [57]. While this method was possible to lock a 2x2 array, for larger arrays, the
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network of t-lines become too complex. The physical dimensions become major impedi-

ments to layout; some transmission lines have to cross over each other and it is difficult to

accommodate such multiple networks for large-scale arrays. More importantly, the length

of the t-lines connecting the DARs dictate the separation of the radiator cores. This is not

optimal since the DAR placement can be optimized to partially cancel the substrate waves

excited by each other in a large-scale array, as discussed extensively in Chapter 4. This can

lead to a substantial improvement in radiation efficiency, output power and clean radiation

patterns. Near-field locking, as will be discussed now, not only addresses these constraints,

but removes the function of mutual synchronization to another level of abstraction. This

allows independent optimization of the power generating elements, the radiator cores and

their placements, while ensuring mutual synchronization happens at the background. It

should be noted that the concept of near-field synchronization is general and is applicable

to arrays of any form of free-running autonomous radiating sources.

Figure 5.9: T-line-based coupling networks required for coherent synchronization of 2x2 arrays of DARs.
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5.4 Near-Field Synchronization

Let there be two uncoupled2 near-identical oscillators running at almost the same frequency.

Even though the oscillators are identical in design, the difference in their frequencies of

oscillation can be attributed towards active and passive mismatches. Further assume, that

during oscillation, they radiate the fundamental frequency or any of its harmonics. In the

absence of strong enough coupling, the oscillations will occur at nearly the same frequencies

but at random phases. However, the electromagnetic (EM) waves, both in the near and far-

fields, radiated by each of these structures will carry the information of the corresponding

frequency and phase. The central idea behind near-field synchronization is to sense the

radiated fields of each of them separately, and create a condition which forces the fields to

equalize. Such forced equalization of the boundary conditions will result in that information

being propagated back towards the source of the boundary conditions forcing the oscillators

to lock to each other.

Figure 5.10: Sense antenna picks up the radiated fields of free-running radiating sources and carries the
information of phase and frequency of the oscillator cores. If the sense antennas are suitably coupled, the
radiated fields will equalize, forcing the oscillators to lock to each other.

The conceptual idea is illustrated in Fig. 5.10. Let there be two uncoupled free-running

oscillators O1 and O2 radiating in space. To probe the individual radiated fields, we place

two identical ‘sense’ antennas L1 and L2 at exactly the same relative position with respect

2We define the state ‘uncoupled’ when coupling is too small for the near-identical oscillators to lock to
each other
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to the sources O1 and O2, respectively. Assume, for now, that the sense antenna L1 (L2)

only receives radiation from the corresponding oscillator O1 (O2) and does not pick up any

spurious fields from the oscillator O2 (O1). Without any locking mechanism, as discussed

before, O1 and O2 will oscillate at similar frequencies but at random phases. The voltages

at the terminals of the corresponding sense antennas L1 and L2 will be exactly at the same

frequencies and at the same relative random phases. Now, if we couple the sense-antennas

appropriately, so that the lowest energy state or most stable condition of the system is

when the terminal voltages equalize, then it will also force the frequency and phase of

the source oscillators to equalize. Thereby, the free-running oscillators O1 and O2 can be

‘wirelessly’ locked as shown in Fig. 5.10. This removes the necessity of complicated multinodal

transmission networks for synchronized large 2D arrays (Fig. 5.5) and frees up the possibility

of optimized design and placement of the radiator cores. It relegates the function of locking

to the background, making it transparent to system design. This method of locking, does not

suffer from constraints like other radiative coupling methods where radiating oscillators need

to be placed very closely to each other for the coupled radiative fields to force locking [109].

5.4.1 Sensing the Near-Field

For implementation in silicon, both the radiators and the sense antennas are realized with

back-end of the line metal layers in the die. Therefore, the sense-antennas, will be in the

near-field of the radiator cores. It is important to understand how the presence of the sense-

antennas will affect the near-field and therefore the far-field radiation patterns, and how

different harmonics contribute to the locking mechanism. While intuition would like us to

believe that the sense antenna will only pick up the radiated second harmonic fields, we will

show that, only the fundamental frequency fields, which cancel in the Fraunhofer region,

are picked up by the near-field sense antenna. The desired second harmonic radiation is

unaffected by the presence of the sense antenna network.

Fig. 5.11 shows a three-dimensional layout of radiator cores along with the sense antenna

and the ground plane with the aperture opening. Let us assume the DAR has a fundamental
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Figure 5.11: The second harmonic current with time rotates about the broadside axis leading to constant
magnetic flux through the sense antenna aperture. The sense antenna, therefore, is transparent to the second
harmonic radiation.

Figure 5.12: The out-of-phase fundamental frequency currents in the two branches do not cancel their fields
in the near-field region, leading to a periodically changing flux at the fundamental frequency. The sense
antenna, therefore, picks up signal only at the fundamental frequency.

frequency of oscillation of f0 and the desired radiation frequency of 2f0. The current config-

urations along the DAR for the second harmonic is shown in Fig. 5.11. The 2f0 currents in

both the branches are in phase and the total phase change over one loop is 360◦, as shown in

Fig. 5.11. Now, the second-harmonic voltage at the terminal of the sense antenna is related

to the rate of change of magnetic flux at 2f0, generated by the DAR, coupled through the

sense-antenna. Therefore, if V2f0(t) is the voltage at 2f0 at the sense antenna terminal and

Φ2f0(t) is the second harmonic magnetic flux linked to the sense-antenna, then

V2f0(t) =
d

dt
Φ2f0(t) (5.5)

It it to be noted that the second harmonic currents form in-phase traveling-wave in both

the branches. Therefore, with time, the 2f0 current configuration and the magnetic fields,

essentially, rotate about the broadside axes as shown in Fig. 5.11. Hence, by rotational

symmetry, the 2f0 magnetic flux linkage to the sense antenna whose surface is perpendicular
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to the broadside axis, remains constant with time. Therefore by (5.5), we have

Φ2f0(t) ≈ C(constant) (5.6a)

V2f0(t) ≈ 0 (5.6b)

This implies that the sense antenna does not pick up any second harmonic radiation and

does not affect the near-fields at 2f0. Assuming that a second harmonic traveling-wave of

amplitude 1V , exists on the DAR, the voltage picked up at the sense antenna terminal, as

illustrated in Fig. 5.11, is shown to be negligible. In reality, the 2f0 wave amplitude on the

DAR will be much less than 1 V and therefore, the sense antenna 2f0 voltage will be even

lesser. In summary, even though the second-harmonic is the dominant radiated power, the

near-field sense antenna does not pick up its power or affect its radiation characteristics,

which also suggests that second harmonic power generation does not contribute to the locking

mechanism. 3

The current distribution of the fundamental frequency does not possess the rotational

symmetry of its second harmonic as shown in Fig. 5.12. The out-of-phase currents in the

two branches cancel their radiation only in the far-fields, but in the near-field the distance

of the two loop branches from any point on the aperture of the sense antenna is significantly

different. As a result, the strength of the fields contributed by the out-of-phase currents

at such a closely placed point are different. This results in a periodically changing non-

zero magnetic flux linkage with the sense antenna aperture. The concept is illustrated in

Fig. 5.12 where the direction of the instantaneous fundamental current in the two loops

interchanges over one time period leading to a periodically changing magnetic flux and a

significant pick-up in the sense antenna terminal. This is illustrated in Fig. 5.11 which shows

3The reasoning of rotational symmetry and constant magnetic flux holds for far-field regions too. There-
fore if the sense antenna is placed in the far-field in the same way as shown in Fig. 5.11, the magnetic flux
would still remain constant and no radiation will be picked up. This happens because the receiving radiation
pattern of the sense antenna is not aligned to the incoming radiation from the DAR and the magnetic flux
is parallel to the sense antenna aperture. The antenna needs to be rotated so that the aperture is parallel
to the broadside axis, for the magnetic field to have a nonzero flux coupled to the antenna.
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the f0 voltage swing at the sense antenna terminal due to a 1 V traveling-wave oscillation

at the fundamental frequency. Therefore, even though fundamental radiation gets canceled

off in the far-field, the sense antenna selectively picks up the near-field of the fundamental

frequency which can be exploited for the purpose of synchronization.

In summary, in this method of near-field synchronization, the generated second harmonic

power gets radiated out unaffected by the presence of the sense network, while a small fraction

of the fundamental power is be ‘sniff’ed out during the transient phase of locking as will be

shown in the next subsection. Once the system is locked, almost no power gets wasted in

the coupling network.

5.4.2 Mutual Locking and Electronic Beam-Scanning

In the previous subsection, we discussed how we gather the information of phase and fre-

quency of ‘uncoupled’ DARs by sensing the near-fields. In this subsection, we will see how we

synchronize multiple such sources by equalizing the near-fields through a coupling network.

Fig. 5.13 shows the implementation. The two DARs share the same silicon substrate

and are identical. The sense-antenna of DAR 2 is rotated around the broadside axis to

facilitate the layout of the coupling network. The terminal voltage of the sense antenna is

only related to the rate of change of coupled magnetic flux, which remains unchanged by any

such rotation around the broadside axis. The sense antenna terminals are now coupled by

optimally chosen resistors such that if the DARs were synchronized, no steady-state current

will flow along the resistors and therefore, no power will be dissipated in the coupling network.

This happens because when synchronized, the terminal voltages of both the sense antennas

will equalize leading to no current flow in the resistors. Such a network, thereby, creates a

condition where the minimum energy state is the synchronized state. Any perturbation from

the synchronized state will result in transient currents flowing along the resistors and the

sense antenna, injecting currents back into the DARs, such that they finally fall back into

the mutually locked state which is the lowest energy state.

In order to maximize the locking range, the value of the resistor is chosen such that if
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Figure 5.13: Near-field synchronized 2x1 DAR. Coupling network between the sense antenna terminals
ensures that no power is dissipated when the sources are synchronized, making it the most stable and lowest
energy state.

the DARs were oscillating out of phase, the power dissipation in the network is maximum.

This is illustrated in Fig. 5.14, which shows the optimum resistance in the coupling network

for the distributed active radiator implemented in this paper. The DAR has a simulated

fundamental frequency of f0=110 GHz. The core structure along with the sense antennas

are simulated in a 3D electromagnetic simulation tool. It is to be noted that there exists

two current configurations on the DAR, with wave travel in opposite directions, which can

result in the same sense antenna voltage. However, a false locking state with two DARs in

the above two states, is an unstable state. We have discussed the details in Appendix A,

but, in implementation in a silicon die, any form of residual coupling through substrate or

otherwise is enough to suppress this undesired locking state and this is verified in simulations

and experiments.

2D arrays of coherent radiating sources can be synthesized by similar principles. For

2x2 array, two sets of synchronized 2x1 arrays are locked together with another set of sense

antennas as shown in Fig. 5.15. The method can be extended for even larger arrays. It

can be seen that the placement of the radiator cores is no longer constrained by the locking

network. For different distances of separation of the radiator cores, the terminal voltages

at the sense antennas will vary, but the coupling resistors can be optimized for the same

locking range. In this way, large-scale arrays of radiating power sources can be laid out in

silicon, while a background mesh of coupled sense antennas ensure seamless synchronization
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Figure 5.14: Optimum value of coupling resistors to maximize locking range.

for coherent power combination and high EIRP generation.

It is to noted that near-field synchronization is very different from a lumped transformer

coupling network. The dimension of the sense antenna is comparable to the wavelength at

the frequency of operation and as a result the phase of induced fundamental current changes

by almost 180◦ along the sense antenna circumference. The amount of fundamental energy

coupled to the sense loop is dependent on its close near-field electromagnetic interaction

with the DAR which is strongly dependent on the frequency. This gives the sense desired

differential behavior at the fundamental frequency (f0) and second harmonic (2f0), unlike a

transformer.

In a t-line based coupling network, the DC is supplied by the network itself, as shown

in Fig 5.5. In a near-field synchronization, the network is only electromagnetically coupled

to the DARS, as shown in Fig. 5.13. Therefore, a separate biasing network needs to be

implemented to provide the DC current. This is shown in Fig. 5.16. Each DAR is biased by

a network of transmission line which provides open-circuit impedance at both the frequency

of oscillation f0 as well as the desired radiation frequency of 2f0 so that it does not affect

the DAR operation. As shown in Fig. 5.16, at f0, the λ/4 shorted t-line stub presents an

open impedance at the network junction. Therefore, at the fundamental frequency of f0,
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Figure 5.15: Two sets of synchronized 2x1 array locked together with two more sense antennas to form 2x2 ar-
ray of locked DARs. The frequency tuning using varactor enables beam-steering through the synchronization
network.

the DAR sees a resultant λ/4 shorted t-line stub due to the two λ/8 t-lines in series. At

2f0, the λ/4 (@f0) and therefore λ/2 (@2f0) shorted t-line stub presents a short at the

network junction. This results in the DAR seeing a resultant open-circuit presented by a

λ/8 (@f0) and therefore λ/4 (@2f0) shorted t-line stub. The transmission lines are realized

as microstrip lines on the 3.2 m thick top copper metal with ground-shielded tub structure.

5.4.3 Frequency Locking Range and Beam-Scanning Analysis

In order to incorporate the ability to scan the THz beam electronically in 2D space, one

needs to control the phase of the emitted radiation from each radiator core. The method to

introduce phase control in an array of coupled oscillators by controlling the tuning frequency

of the end elements was shown in [106]– [108]. We use a method where we control the

frequency of resonance of each DAR element in the array by changing the voltages of varactors

distributed along the resonator as shown in Fig. 5.15. It should be noted that since the second

harmonic is the radiated power, a phase difference of, say φ, induced by the near-field network
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Figure 5.16: The bias network of each distributed active radiator. The bias network provides open-circuit
at both the fundamental frequency of f0 and the desired radiated second harmonic at 2f0, so as to not load
the DAR operation.

at the fundamental frequency translates to a phase difference of 2φ of the desired radiated

beam, within the locking range.

In order to gain deeper understanding of the design tradeoffs, locking range, induced

phase rotations and the stability of the system, we perform a nonlinear analysis that explores

the transient behavior of the system. It has to be remembered that, because of the distributed

nature of near-field coupling network and the resonator structure with distributed negative-

gm cells, one has to be careful to consider the pulling effects on transconductance cells in

one DAR due to a combined effect of the transconductance cells in the coupled DAR. As

a result, one cannot apply directly the arguments and results derived for a linear coupled

system with nearest neighbor coupling [106]– [108]. The analysis, we perform, is based on

the Stroboscopic concept [111], where we observe the transient build-up of amplitude and

phase and derive conditions for the stability of the possible steady-state solutions.

Let us consider a self-sustaining LC oscillator with a negative-gm cell, a lossy tank tuned

at ωt, and under an injected current iinj(t), as shown in Fig. 5.17. Since mutual injection

locking is essentially a nonlinear phenomenon, one needs to consider the nonlinear transcon-

ductance of the cross-coupled pair which is represented by i = f(v), where the odd-function

f(v) captures the nonlinear current-voltage relationship in the cross-coupled pair. If gm
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Figure 5.17: Injection locking in a self-sustained oscillator and its nonlinear modeling.

is the small-signal transconductance of a single transistor in the cell, then it can be seen

f ′(v) = di/dv = gm/2. When the frequency of oscillation is pushed towards fmax, the cross-

coupled pair will not undergo a hard-switching of current between the transistors and effect

of the higher-order nonlinear terms will diminish. Therefore, we model the nonlinear block

f(v) by a third-order polynomial expansion f(v) = α1v − α3v
3, where α1 = gm/2. This

enables us to develop intuitive understanding and derive close-form expressions while still

capturing the important aspects of the nonlinear dynamics in play. The system is governed

by second-order dynamics due to the LC tank and by applying KCL in Fig. 5.17, we can

derive the state equation

iL + C
dv

dt
+ iR = f(v) + iinj (5.7)

1

ω2
t

d2v

dt2
+

1

Qωt
(1− gmR + 3α2

3Rv
2)
dv

dt
+ v − Ldinj

dt
= 0 (5.8)

where ωt = 1/
√
LC is the resonant frequency of the tank with quality factor Q =

R/(ωtL).

Let us consider Fig. 5.13 where two identical DARs are coupled together through a near-
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field coupling network, where frequency of resonance of each can be adjusted with varactors.

Under locked condition, with same tuning in both DARs, there is no current icoupled flowing

through the coupling resistors. Now assume, that one of the two coupled DARs is slightly

detuned. Within the locking range, the two DARs will still be mutually pulled towards a

common frequency. However, there will be a phase difference, say φ, at the fundamental

frequency, induced between any two and therefore, every corresponding cross-coupled pairs

in the two structures. In such a distributed system with multiple negative-gm cells pulling

each other through distributed coupling network, the current injected (iinj) induced in each

cross-coupled pair will, in general, be a function of voltages of all the other transconductance

cells in the two DARs with different delays. While this would seemingly make the problem

intractable, well-reasoned symmetry arguments can help to break the problem down.

Let us assume N cross-coupled pairs are distributed in each DAR and let us denote the

voltages at the fundamental frequency of the ith pairs in the two DARs as v1,i = A1,i cos(ωt)

and v2,i = A2,i cos(ωt+φ). Since in a traveling-wave oscillation, amplitude remains constant

over the resonator, A1,i = A1 and A2,i = A2. Further assuming identical DARs, we conclude

A1 = A2 = A. To quantify the coupling, the current injected into the coupling resistors as

shown in Fig. 5.13 is given by icoupled = (vs1 − vs2)/Ropt, where vs1 and vs2 are the induced

voltages at the two sense antenna terminals. Now because of the distributed structure of

the DAR and the sense antenna, there is a delay or phase shift, say θ1,i (θ2,i), between

the chosen oscillator voltage v1,i (v2,i) and the induced sense antenna terminal voltage vs1

(vs2). Therefore, vs1 ∝ A cos(ωt + θ1,i) and vs2 ∝ A cos(ωt + φ + θ2,i). The current through

the coupling resistors icoupled = (vs1 − vs2)/Ropt, will travel along the sense antenna, suffer

different delays and inject currents in each cross-coupled pair distributed over the DAR. Now,

because of reciprocity, icoupled will have exactly the same delay or phase difference θ1,i and θ2,i

with the injected current in the ith pair in the two DARs. Hence, the current injected iinj in

the ith cross-coupled pair in each DAR, due to icoupled is given by |iinj| ∝ |(v1,i−v2,i)/Ropt| =

|(A cos(ωt)−A cos(ωt+φ))/Ropt. This expression of iinj is independent of i, i.e, the location of

trans-conductance cell in the DAR. This implies every cross-coupled pair will experience the

same |iin| due to the near-field coupling network and is proportional to the difference between
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its voltage and the corresponding pair in the coupled DAR. Therefore, the entire dynamics

of nonlinear synchronization is captured by analysis of any two corresponding cross-coupled

pairs in the two coupled DARs.

This could also have been reasoned by an argument of rotational symmetry. Since the

sense antenna terminal voltage does not change if we rotate the antenna around the broadside

axis, the effect of injected current in each cross-coupled pair and sense antenna voltage has

to be exactly the same.

Let ωt,1 and ωt,2 be the angular resonant frequencies of two mutually locked DARs os-

cillating at a common angular fundamental frequency of a ω0. Let v1 = A cos(ω0t) and

v2 = A cos(ω0t+ φ) be the steady-state voltages of two corresponding cross-coupled pairs in

the DAR 1 and DAR 2, respectively. The injected current iinj in cross-coupled pair in DAR

1, as argued before, can be represented as iinj,1 = ε(v2 − v1) = εA(cos(ω0t+ φ)− cos(ω0t)).

Putting these values in (5.8) for DAR 1, we obtain,

cos(ω0t)

[(
1− ω2

0

ω2
t,1

)
+ εLω0 sin(φ)

]
=

sin(ω0t)

[
ω0

Qωt,1

(
1− gmR +

3

4
α2

3RA
2

)]
+ sin(ω0t) [εLω0(1− cos(φ))] (5.9)

Equation (5.9) can hold true if both the coefficients of cos(ω0t) and sin(ω0t) are zero.

Given ωt,1 and ωt,2 and the other system parameters, we would like to solve for the locked

frequency ω0, induced phase difference φ and the amplitude A. Therefore, from (5.9), equat-

ing the coefficients of cos(ω0t) to zero, we get,

1− ω2
0

ω2
t,1

+ εLω0 sin(φ) = 0 (5.10)

Similarly, for the coupled resonator DAR 2, we have
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1− ω2
0

ω2
t,2

− εLω0 sin(φ) = 0 (5.11)

Solving (5.10) and (5.11), we obtain

ω0 =

√
2ωt,1ωt,2√
ω2
t,1 + ω2

t,2

(5.12)

sin(φ) =
1

εLω0

ω2
t,2 − ω2

t,1

ω2
t,1 + ω2

t,2

≈ 2∆ωt
Cω0

(5.13)

where ∆ωt = ωt,2−ωt,1 and C ≈ εLω0 denotes the coupling strength. The expressions make

intuitive sense since, for ωt,1 ≈ ωt,2, the locked frequency is almost the mean of the two

resonant frequencies, i.e., ω0 ≈ (ωt,1 + ωt,2)/2. Also, for higher coupling strength C, the

phase difference φ decreases, as expected. Since | sin(φ)| ≤ 1, the locking bandwidth can be

expressed as

∆ωt =
Cω0

2
(5.14)

It can be seen that the locking bandwidth is independent of the quality factor of the

two resonator in the two DARs as long as the quality factors are of the same value. An

intuitive way of understanding the result is as follows. Consider an oscillator with an ex-

ternal current injection iinj, where the locking bandwidth is given by the Adler’s expression

∆ωt = iinj/(2ioscQω0) [110]. For a given injection current, the bandwidth decreases with Q.

However, in our case of mutually locked DARs, the injection current iinj = ε(v2 − v1) also

increases proportionately with Q since both v1 and v2 increases linearly with Q for given

oscillator currents. This makes the bandwidth independent of thee quality factor, to a first

order, as long as the oscillation amplitude is current-limited.

For the DAR implemented in this paper, we see from Fig. 5.14, icoupled ≈ 1.5 mA, when

the DAR is completely out of phase in which case |v2 − v1| ≈ 1 V. The simulated injected

current, under such a condition, is iinj ≈ 750 µA implying ε ≈ 750 µS. The simulated
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resonator parameters are Lω0 ≈ 50 Ω and Q ≈ 6 which results in the coupling coefficient to

be C ≈ 2%. The locking bandwidth from (5.14) is then estimated to be approximately 2.1

GHz for a fundamental frequency of 100 GHz.

5.4.4 Stability Analysis of Near-Field Coupling Mechanism

In the previous subsection, we studied the steady-state behavior of the coupled DAR system

and derived the expressions for locking bandwidth and phase changes due to frequency tuning

during beam-scanning. In this subsection, we will study the stability of the locked system

under perturbation to ensure the system always falls back into the synchronized state, which

is the lowest energy state.

In order to do that, we perform a stroboscopic analysis on the dynamic behavior of the

amplitude and phase of the voltages v1 and v2 of any two corresponding cross-coupled pairs

in the two DARs. We assume a locked frequency of ω0 and observe the dynamics of the

amplitude and phase every time period T = 2π/ω0. Thereby, we observe a discrete set of

points in the amplitude and phase space, which then become the state equations and we

analyze the stability of the steady-state solution in this new formed phase space [111]. If the

system reaches a stable steady oscillatory state with angular frequency ω0, the amplitude

and phase observed every time period T will remain the same, and any perturbation will

bring back the system into this steady-state solution in the new phase space.

We begin by transforming the second-order system in (5.8) into two first-order equations

in the state space variables r and φ, where

v = r cos(φ) (5.15a)

dv

dt
= ω0r sin(φ) (5.15b)

Arguing as before, iinj = ε(v2−v1), we obtain the following state equations for cross-coupled
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pair in DAR 1 from (5.8) using (11.1a) and (11.1b), as derived in Appendix .

dr1

dt
=

1

2
ω0r1 sin(2φ1)−

ω2
t,1

2ω0

r1 sin(2φ1)

− ωt,1
Q
r1 sin2(φ1)(1− gmR + 3α2

3Rr
2
1 cos2(φ1))

+ εω2
t,1L sin(φ1)(r2 sin(φ2)− r1 sin(φ1))

= F1(r1, φ1, r2, φ2) (5.16a)

dφ1

dt
= −ω0 cos2(φ1)−

ω2
t,1

ω0

cos2(φ1)

− ωt,1
2Q

sin(2φ1)(1− gmR + 3α2
3Rr

2
1 cos2(φ1))

+ εω2
t,1L cos(φ1)(

r2

r1

sin(φ2)− sin(φ1))

= G1(r1, φ1, r2, φ2) (5.16b)

If we observe r1, φ1, r2, φ2 every time period T, and we designate the observed variables

as r1,T , φ1,T , r2,T , φ2,T which are the new state space variables, then we can conclude from

(5.15a) and (5.15b) φ1 = φ1,T − ω0t and φ2 = φ2,T − ω0t. For moderately high-Q systems,

the r1, φ1 are slowly varying functions over time and will remain almost constant over one

time period T. Therefore, form (5.16a) and (5.16b), integrating out the periodic terms, we

obtain,

dr1,T

dtT
=
r1(T )− r1(0)

T

=
1

T

∫ T

0

F1(r1, φ1, r2, φ2)dt

≈ −ωt,1
2Q

r1,T

(
1− gmR +

3

4
α2

3Rr
2
1,T

)
+
Cω0

2
(r2,T cos(φ2,T − φ1,T )− r1,T )

= F1,T (r1,T , φ1,T , r2,T , φ2,T ) (5.17)
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dφ1,T

dtT
=
φ1(T )− φ1(0)

T

1

T

∫ T

0

G1(r1, φ1, r2, φ2)dt

= ∆ωt +
Cω0

2

r2,T

r1,T

sin(φ2,T − φ1,T )

= G1,T (r1,T , φ1,T , r2,T , φ2,T ) (5.18)

where tT is the new time variable denoting sampling of t every time period T . Similarly,

we can derive,

dr2,T

dtT
=
r2(T )− r2(0)

T

=
1

T

∫ T

0

F2(r1, φ1, r2, φ2)dt

≈ −ωt,2
2Q

r2,T

(
1− gmR +

3

4
α2

3Rr
2
2,T

)
+
Cω0

2
(r1,T cos(φ2,T − φ1,T )− r2,T )

= F2,T (r1,T , φ1,T , r2,T , φ2,T ) (5.19)

dφ2,T

dtT
=
φ2(T )− φ2(0)

T

=
1

T

∫ T

0

G2(r1, φ1, r2, φ2)dt

= −∆ωt +
Cω0

2

r1,T

r2,T

sin(φ1,T − φ2,T )

= G2,T (r1,T , φ1,T , r2,T , φ2,T ) (5.20)

At steady state, from (5.18) and (5.18), we conclude sin(φ0
1,T − φ0

2,T ) = 2∆ωt/(Cω0)

(verifying (5.13)) and r0
1,T ≈ r0

2,T =
√

4(gmR− 1)/(3α2
3R). To check the stability of this

steady-state solution, we linearize the dynamical equations (5.17)–(5.20) around the equi-

librium point and check the eigenvalues of the state-space matrix, say A. We will construct
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the time-dependent behavior of the perturbation state space variables near the equilibrium

point and verify if they decay exponentially to zero. From (11.2a)–(11.3d), as derived in

Appendix, we have

A

=



∂F1,T

∂r1,T

∂F1,T

∂φ1,T

∂F1,T

∂r2,T

∂F1,T

∂φ2,T

∂G1,T

∂r1,T
· · · · · · ∂G1,T

∂φ2,T

∂F2,T

∂r1,T
· · · · · · ∂F2,T

∂φ2,T

∂G2,T

∂r1,T
· · · · · · ∂G2,T

∂φ2,T



=


−β r0

T∆ωt γ −r0
T∆ωt

∆ωt
r0T

−γ −∆ωt
r0T

γ

γ r0
T∆ωt β −r0

T∆ωt

∆ωt
r0T

γ ∆ωt
r0T

−γ

 (5.21)

where the steady-state value r0
T = r0

1,T ≈ r0
2,T =

√
4(gmR− 1)/(3α2

3R), ∆φ0
T = ∆φ0

1,T −

∆φ0
1,T , β = −2ωt,1

Q
(gmR− 1)− Cω0

2
, γ = Cω0

2
cos(∆φ0

T ).

It is trivial to prove that the determinant of the matrix A is 0, which implies one eigen-

value λ1 = 0. It can be shown that the other eigenvalues are λ2 = −2γ < 0, λ3 = −(γ+β) < 0

and λ4 = −(β−γ) < 0. Solving for the eigenvectors, it is easy to show that any perturbation

in state space variables dies down as

δr1,T/δr2,T = C1e
λ2t + C2e

λ3t + C3e
λ4t (5.22a)

δ(φ1,T − φ2,T ) = C4e
λ2t + C5e

λ3t (5.22b)

where λ2, λ3, λ4 < 0. Since the initial phase is arbitrary, we only consider perturbation

in the difference of the phase variables of the two DARs (δ(φ1,T − φ2,T )) which is shown

exponentially decay to zero. This implies, that the steady-state solution which exists within

the locking range is stable.
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The analysis can be extended to larger arrays of mutually coupled DARs where the

derived stability conclusions still hold. We conclude, therefore, near-field synchronization

is a scalable and also stable and robust method for realizing large scale arrays of radiative

power sources. As long as the oscillator voltage swings are in the current-limited region, this

form of coupling, to a first-order is independent of the quality factor of the coupled DARs

and can also be used for beam-scanning by controlling the resonant frequencies of one or

more of the coupled distributed active radiators.

5.5 Design and Implementation

In order to demonstrate t-line and near-field locking, two sets of chips were designed in

two different CMOS processes. Two arrays 2x1 and 2x2 DARs, based on t-line locking, are

designed in IBM 45 nm CMOS SOI process with estimated fmax ∼ 0.2 THz [112]– [114]. The

fundamental frequency of oscillation is designed to be near 150 GHz and the second harmonic

radiated frequency is, therefore, near 300 GHz (> fmax) [57], [61]. The design of the DAR has

been discussed in Chapter 3 and the locking scheme and the t-line implementation has been

discussed in a previous section in this chapter. The silicon-on-insulator technology does not

offer the option of a high-resistivity substrate for low loss passives and radiating structures.

The insulator comprises of a 0.225 µm thick buried oxide and the bulk resistivity of the

silicon substrate below is typically 13.5 Ω-cm which is comparable to other bulk processes.

The 2x2 array chip measures 800 µm × 800 µm.

Another set of 2x1 and 2x2 arrays of DARs with near-field synchronization network are

designed in 65 nm bulk CMOS process with sub-200GHz fmax. The fundamental frequency

of oscillation f0 is chosen to be 110 GHz, which implies that the desired radiated power is at

2f0=220 GHz. The difference in frequency of operation in the two designs are based on the

different operable frequency limitations of the two CMOS processes. The concepts behind

the different modes of locking are equally applicable to each other. Each cross-coupled pair

consist of NMOS transistors of W/L=12 µm/65 nm, biased at 6 mA under 0.8 V. The DAR

metal loop is realized on 3.2 µm thick top copper metal layer with four cross-coupled pair
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distributed along the circumference to sustain the traveling-wave oscillation. The distributed

active radiator is designed to have a radius of 55 µm with 10 µm separation between the

adjacent branches for the fundamental frequency of oscillation to be near 110 GHz.4 For the

2x1 array, the sense antennas, as shown in Fig. 5.13 are realized on a 0.9 µm thick copper

metal, one metal layer below the radiator loop. The ground aperture is designed to have a

radius of 95 µm for the optimum radiative impedance seen by the drain terminals for the

maximum second harmonic power generation.

The DARs, in the near-field setting, are separated by nearly 600 µm which approximately

corresponds to the optimum spacing for the dominant surface mode at 220 GHz to partially

cancel. This flexibility of the sense mash network allows us this optimal placement, which

otherwise, is constrained by the coupling network dimensions. This leads to much higher

radiation efficiency which ultimately leads to higher THz power and EIRP.

5.6 Measurement Results

The die photos for the two sets of chips are shown in Fig. 5.18 and Fig. 5.19. The 0.3 THz

DAR arrays in Fig. 5.18, based on t-line coupling, are designed without any frequency tuning.

The 2x2 array in Fig. 5.19, based on near-field coupling, has varactor tuning capability for

beam-steering operation. The bulk substrate is near 270 µm with 10 Ω-cm resistivity. The

substrate is not thinned and no silicon lens is used for surface wave correction.

The second harmonic radiation in the WR-3 (220–325 GHz) band for the chipsets in

Fig. 5.18 and in the WR-5 band (140–220 GHz) for the chipsets in Fig. 5.19, is captured

from the back side of the die as shown in Fig. 5.20. The front-end of the receiver is a

WR-3/WR-5 25 dB gain rectangular horn antenna connected to an Erickson power meter,

which is a calorimeter-based power measurement instrument between 75–2000 GHz [115].

The frequency of the received THz signal is measured by down-converting the signal using a

harmonic mixer and then amplifying the down-converted signal with low-noise amplifiers and

4The process supported circular inductors which were modified into the DARs. However, they can very
well be realized with hexagonal resonators as in [57]
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Figure 5.18: Die photos of 2x1 and 2x2 arrays of DARs, synchronized with t-line networks, operating at 0.3
THz.

Figure 5.19: Die photos of 2x1 and 2x2 arrays of DARs, synchronized with near-field electromagnetic cou-
pling, operating at 0.2 THz.
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then observed in a spectrum analyzer. This is illustrated in Fig. 5.21. This entire receiver

chain is calibrated using WR-3/WR-5 sources and Erickson power meter. Since the harmonic

mixer produces IF products due to mixing of the incoming signal with various LO harmonics,

the frequency of the received signal is measured by ascertaining which harmonic of the LO

is responsible for the observed IF. This is determined by changing the LO frequency by say,

∆fLO and observing the change in frequency of the IF say, ∆fIF . The ratio of the frequency

shifts, given by, |∆fIF/∆fLO|, is the desired LO harmonic responsible for the observed IF.

The received THz signal frequency is then given by fRF = nfLO±IF , depending on whether

IF increases or decreases with increase in LO frequency. The photograph of the measurement

set-up at 0.3 THz for the chipsets in Fig. 5.18, is shown in Fig. 5.22.

Figure 5.20: Calibrated setup to measure EIRP and radiation power of the second harmonic frequency at
0.3 THz for the chipsets in Fig. 5.18 and at 0.2 THz for the chipsets in Fig. 5.19.

The effective isotropic radiated power or EIRP, in any given direction, is measured di-

rectly from the power captured power at the receiver antenna in Fig. 5.20 at a far-field

distance from the CMOS chip. If at a particular frequency, the power captured by the

polarization-matched receiver antenna with gain of Gr, at a far-field distance of R be Pr,

then EIRP of the source in that direction is given by

EIRP (θ, φ) =

(
4πR

λ

)2
Pr
Gr

(5.23)

where λ is the free-space wavelength at the measured frequency and (θ, φ) denotes the

measurement direction in azimuth and elevation. The total radiated power, and hence
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Figure 5.21: Calibrated setup to measure frequency of the received signal and radiation patterns for the
chipsets in Fig. 5.18 and Fig. 5.19.

Figure 5.22: Photo of the measurement setup at 0.3 THz for the chipsets in Fig. 5.18.
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the directivity is measured by integrating the power density, measured from the radiation

pattern over space. It should be noted, that unlike traditional antenna systems, we can

only measure the directivity and not separately the gain of the radiating structure in DAR.

Since the actives and radiating passives are strongly coupled in the self-oscillatory, frequency

multiplying radiating structure of DAR, it is not possible to measure how much of second

harmonic power in injected by the transistors to be radiated. As a result, we can only

measure the radiated power at far-field after it has suffered the losses in the substrate and

the passives. The measured pattern gives us a measure of directivity.

5.6.1 0.3 THz DAR Arrays in 45 nm CMOS

The radiated signal from the back side of the 2x1 array in Fig. 5.18 is detected at 299

GHz. The radiation is expected to be circularly polarized which was verified by rotating

the receiver antenna around its boresight axis and no significant change was observed in

the power captured. Calibrating for half the power lost due to polarization mismatch of

circularly polarized radiation and linearly polarized receiver antenna, the bore-sight EIRP

is measured to be -13 dBm. The far-field radiation pattern in the two orthogonal planes

is shown in Fig. 5.23. The directivity is measured by integrating over the measured 3D

radiation pattern profile. The directivity is measured to be 6 dBi which translates to total

radiated power of 13 µW. Each DAR draws 22 mA of current from 0.85 V DC supply.

The calibrated spectrum for the 2x2 array is shown in Fig. 5.24, showing a strong second

harmonic signal at 292 GHz due to the efficient radiative behavior of DAR, and a suppressed

fundamental frequency signal at 146 GHz due to the quasi-optical filtering effect of the out-

of-phase fundamental currents. The bore-sight EIRP is measured to be -1 dBm at 0.29 THz.

This is the first ever near 1 mW THz source in CMOS, by around three orders of magnitude.

The radiation pattern, measured at 0.29 THz in the two orthogonal planes, is shown in

Fig. 5.25. The pattern is symmetrical about the axes due to the traveling-wave nature of the

DARs. The measured directivity is 10 dBi, implying total radiated power of 80 µW. This is

near three orders of magnitude more radiated power compared to previous works [65]– [66].
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Figure 5.23: Radiation patterns of the second harmonic power near 0.3 THz measured from the backside of
the 2x1 array chip in Fig. 5.18. The figure shows the patterns in the two orthogonal planes.

Figure 5.24: Calibrated locked THz spectrum of the received signal from the 2x2 array chip in Fig. 5.18.
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Figure 5.25: Radiation patterns of the second harmonic power near 0.3 THz measured from the backside of
the 2x2 array chip in Fig. 5.18. The figure shows the patterns in the two orthogonal planes.

The distributed active radiator relies on the closed-space out-of-phase currents in the

first harmonic to suppress radiation at the fundamental frequency. The measured spectrum

of the fundamental frequency near 146 GHz is also shown in Fig. 5.24. The spectrum at

the fundamental frequency is adjusted for the same receiver antenna aperture for a fair

comparison of the radiation power density. The desired 2f0 radiation power density at

292 GHz is shown to be 14 dB higher than that of the fundamental frequency at 146 GHz,

showing an almost 24 dB fundamenal suppression due to the quasi-optical filtering effect. The

fundamental suppression is estimated from a simulated value of RF power at the fundamental

frequency injected into the resonator and the antenna aperture area corresponding to the

physical chip dimensions

5.6.2 0.2 THz DAR Arrays in 65 nm Bulk CMOS

For the 2x1 array, the radiated second harmonic signal, as shown in the measurement setup

in Fig. 5.20, is detected at a frequency of 198 GHz. The bore-sight EIRP is measured to be

-9.2 dBm. The frequency is slightly less than the simulated frequency of 220 GHz, which is

due transistor parasitic modeling inaccuracies at these frequencies. As discussed before, the
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radiation is expected to be circularly polarized which was verified by rotating the receiver

antenna around its bore-sight axis and no significant change was observed in the power

captured. The radiation pattern measured in two orthogonal planes is shown in Fig. 5.26.

The maximum directivity is measured to be 5.9 dBi, at a slight offset to the bore-sight

axis, believed to be because of mismatch in the two locked DARs, which results in a phase

difference between them under locked condition. The total radiated power at 198 GHz is

measured to be 30 µW generated from a total DC current of 48 mA from a 0.8 V supply.

The radiation from the front side of the chip is also measured, which contributed to a larger

total radiated power and lower directivity of the back side radiation, than reported in [58].

Figure 5.26: Radiation patterns of the second harmonic power near 0.2 THz measured from the back side of
the 2x1 array chip. The figure shows the patterns in the two orthogonal planes.

The 2x2 array, with near-field locking, has varactor tuning embedded in each of its

oscillating radiative cores to be able to control phase of individual DARs for the purpose of

beam-steering. For the nominal tuning, the THz spectrum when all the four cores are locked

together is shown in Fig. 5.27. The signal is detected at a frequency of 191.2 GHz and the

power captured by the 25 dB gain receiver antenna is 8 µW at a far-field distance of 20 mm.

This translates to an measured EIRP of -1.9 dBm by (5.23). As before, the signal is measured
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to be almost circularly polarized. Near-field effects or standing waves in measurement can

cause errors in estimation of radiated power. Hence the receiver antenna was placed over a

range of far-field distances (R) from 20 mm to 60 mm. The received power followed closely

the 1/R2 law and the measured EIRP remained almost constant. By changing the varactor

voltages, the frequency of oscillation of each individual DARs can be tuned and the near-

field synchronization network will pull them towards a common frequency within the locking

range. When the coupled DARs go outside the locking range, the spectrum splits as also

shown in Fig. 5.28.

The spectrum at the fundamental frequency, adjusted for the same receiver antenna

aperture for a fair comparison of the radiation power density, is also shown in Fig. 5.27. The

desired 2f0 radiation power density at 191 GHz is shown to be 11 dB higher than that of

the fundamental frequency at 95.5 GHz. To obtain a lower bound of the filtering effect of

the DAR, we assume estimate the radiation density for the fundamental power injected into

the DAR. The quasi-optical filtering suppresses the first harmonic by atleast 22 dB showing

the efficacy of lossless filtering achieved in the DAR through manipulation of out-of-phase

currents at f0 in the two adjacent branches.

Figure 5.27: Calibrated locked sub-THz spectrum of the received signal from the back side, of the 2x2 array
chip in Fig. 5.19.

Fig. 5.30 shows the measured radiation patterns, for the signal received form the backside

of the 2x2 array chip as shown in Fig. 5.21. The patterns are fairly rotationally symmetric

due to the nature of the circularly polarized radiation from the symmetric 2x2 array. Beam-

scanning is demonstrated over two orthogonal planes by changing the varactor voltages of
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Figure 5.28: The received spectrum splits when the DARs go out of locking range due to the change in
varactor voltage.

Figure 5.29: Electronic beam-scanning demonstrated near 0.2 THz, by the 2x2 array of locked DARs using
near-field coupling. The figure shows the backside radiation patterns in the θ plane.
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Figure 5.30: Electronic beam-scanning demonstrated near 0.2 THz, by the 2x2 array of locked DARs using
near-field coupling. The figure shows the backside radiation patterns in the φ plane.

Figure 5.31: Radiation patterns of the second harmonic power near 0.2 THz from the front side of the 2x2
array chip
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two adjacent DARs and measuring the pattern change over the intended plane of variation.

Total electronic beam-scanning range is observed to be more than 70◦ in each of the two

orthogonal axes. We proved in the previous section, that at the edges of locking the phase

difference between the near-field coupled DARs at the fundamental frequency approaches

90◦. However in practice, due to mismatches in passives, transistors and loading effects of

the bias network, the locking bandwidth will decrease. Let us assume that at the locking

edge, the phase difference at f0 between two adjacent DARs approaches 45◦. Therefore, the

phase difference at the radiated frequency of 2f0 becomes approximately 90◦. Under such a

condition, for the on-chip separation of ds=600 µm, we expect a total beam scanning range

of 2 sin−1(λ∆φ2f0/(2πds)) ≈ 82◦ which is reasonably close to measured results. The front

side radiation pattern is also measured in the two orthogonal planes for nominal tuning, as

shown in Fig. 5.31. The power radiated from the front side resulted in a total radiated power

of 90 µW, and a lower directivity of 8.5 dBi, compared to that reported in [58].

Figure 5.32: Locked second harmonic frequency of the 2x2 array when the varactor voltage of two adjacent
DARs are varied simultaneously for beam-scanning in one orthogonal plane

In this method of beam-scanning using coupled DARs, the frequency of radiation varies

with intended direction. Fig. 5.32 shows the variation of the locked second harmonic fre-

quency with control voltage. As shown in (5.12), for small frequency offsets, the fundamental

oscillation frequency, approximately, follows the mean of the resonant frequencies of the cou-

pled DARs. Therefore, the maximum variation in the resonant frequencies of the adjacent
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Figure 5.33: EIRP variation over the beam-scanning range.

DARs within the locking range, is measured to be 3.5 GHz from Fig. 5.32. This is close

to the value of 2.1 GHz estimated in the analysis in the section that follows (5.13). EIRP,

measured from the backside of the chip, over the beam-scanning range of over 70◦ in one

orthogonal plane shows a fairly flat response for a total variation of less than 1.6dB.
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Chapter 6

Integrated 4x4 Power-Generation and
Beam-Scanning Array in CMOS at
0.28 THz

In Chapter 5, mutual synchronization networks using transmission lines and nearfield cou-

pling, was demonstrated to implement 2x1 and 2x2 arrays of distributed active radiators.

The frequency of oscillation of such a mutually injection locked system is determined by the

common oscillation frequency of individually free-running oscillators [110]. In a practical

system, we may often desire a central frequency reference controlling the frequency of the

transmitted beam. Also in a mutually locked setting it is difficult to scale the array to a

large number of elements. In this Chapter, we present a scalable power-generation and beam-

steering architecture, which uses a central frequency reference to lock a multiple number of

radiating sources, compatible to phase and frequency locking to a lower-frequency source.

6.1 THz Beam-Scanning Architecture

The beam-scanning and power generation architecture is shown in Fig. 7.3. The key element

in the overall architecture is that desired harmonic power is generated locally and radiated

immediately, which happens at the front-end of the transmitter in the individual DARs.

This ensures high conversion efficiency from DC-THz. Therefore, the architecture simply

enables a scalable frequency and phase control of the individual DARs and is not based on
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Figure 6.1: Proposed scalable architecture of the integrated THz power generator and beam-steering array
in CMOS.
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propagation of harmonic power from the source of generation through multipliers, matching

networks, filters and radiating elements, similar to the partitioned approach, discussed in

Chapter 3.

As shown in Fig. 7.3, a central frequency reference distributes signals at subharmonic

frequencies to the entire chip to minimize losses in signal distribution. An on-chip VCO

with differentials buffers constitute the central frequency reference. The VCO is tunable

around 94 GHz with a 6 GHz tunable bandwidth. The central frequency of oscillation is

one-third of the final radiated signal power near 0.28 THz. The buffers following the VCO

distributed the 94 GHz differential signal to four symmetric junction points with equal delays,

as show in Fig. 7.3, through impedance-matched differential transmission lines.

Once the signals are distributed globally at the four junction points, the t-lines are

terminated by single-ended injection-locked divide-by-two blocks. The frequency dividers

convert the differential signals at 94 GHz gets into differential quadrature signals, I and Q at

47 GHz. An alternative approach would have been to generate the quadrature signals at 47

GHz centrally and then distribute the four signals across the chip. However, this would have

required simultaneous differential I and Q routing with good isolation which is difficult to

achieve within area constraints. The quadrature signals at 47 GHz can now be added with

different weights to generate 16 independent phase-rotated signals differential signals at 47

GHz, each of which in the end gets frequency and phase-locked to the 16 DAR cores. This

facilitates control of phase of the radiated signal from each of the individual radiating cores

enabling beam-forming and beam-steering in 2D space. The outputs 16 such phase rotators

drive 16 injection-locked frequency triplers which are tuned at 140 GHz, each of which are

locked to the fundamental frequency of oscillation of the final DARS at 140 GHz. Since the

DARs only radiate the second harmonic, the chip generates and radiates power at 280 GHz

with on-chip electronic beam control. Therefore the phase rotation, say θ, induced at 47

GHz gets translated to 6θ at the radiated frequency of 280 GHz. This does not imply that

the sixth harmonic of 47 GHz gets radiated, instead, the signal at 280 GHz is generated and

radiated locally at each of the DARs. Therefore the power is primarily determined by the

voltage supply and current in each of the DAR which was analyzed in the previous chapters.
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The signal distribution across the chip at mm-Wave frequencies is enabled through trans-

mission lines which are carefully modeled using 3D electromagnetic simulation. Since the

load impedances are dependent on length of the t-lines, the input to the circuit blocks, such

as divide-by-two and the frequency triplers, are matched to the characteristic impedance

of the interconnect t-lines, details of which will be discussed in the following section. This

decouples the design of the output matching network of the previous stage with the exact

placement of the blocks. The preceding circuit blocks, such as the oscillator buffers and

the phase-shifters, drive load-pull impedances that ensure maximum power transfer to the

succeeding blocks, such as the divide-by-two and the frequency triplers.

6.2 Transmitter Circuit Blocks

6.2.1 94 GHz Voltage-Controlled Oscillator and Buffers

The central VCO is realized cross-coupled transistors with a differential transmission-line

based inductor as shown in Fig. 6.2. The cross-coupled pair consists of two 12 µm transistors,

biased at 0.4 mA/µm for a total current of 9.6 mA from a 1 V supply. The transistors are laid

out as 12 fingers in parallel, where each finger has a W/L of 1 µm/45 nm. The differential

inductance of 38 pH is realized with differential coplanar strip lines placed in a ground tub,

in order to shield the lossy silicon substrate, as shown in Fig. 6.2. The t-line is realized on

1.2-µm-thick copper metal with cheesing, and has simulated quality factor of 14 at 94 GHz.

The varactors are realized with 32 µm wide NMOS transistors and the VCO has a tunable

frequency range of 6%.

The buffers draw 11 mA each from a 1 V supply and each of the 12 µm wide transistors of

the differential pair drive load-pull impedance for maximum power transfer to the succeeding

frequency dividers. As can be shown in Fig. 6.2, the input of the divide-by-two blocks

are matched to 100 Ω differential impedance which gets translated to 50 Ω by matched

transmission lines at the split junction as shown in Fig. 6.2. This impedance is matched to

the buffer differential load pull impedance for maximum power transfer through the t-line
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shunt-series matching network, which also providing DC supply to the buffers, as illustrated

in Fig. 6.2. Each of the output buffers drive 1.5 mW of RF power at 94 GHz into the t-line

distribution network and approximately 180 µW of power reaches the single-ended input of

each divide-by-two block based on a simulated loss of 3 dB in the LO distribution network as

shown in Fig. 6.2. A 3D electromagnetic simulation of the LO distribution network, which

feeds the divider blocks, is carried out, as shown in Fig. 6.3.

6.2.2 47 GHz Injection-Locked Divide-by-Two

The differential signal at 94 GHz from the output buffers, drives the input of two single-ended

frequency dividers as shown in Fig. 6.4. The inputs of the frequency dividers are translated

to 50 Ω single-ended by t-line matching networks and decoupling capacitors, which terminate

the differential LO distribution t-line with odd-mode impedance of Z00,diff=50Ω. The divide-

by-two achieves the quadrature signal generation, I and Q at half the LO frequency, which

are added with controllable weights to achieve a unique phase-rotated signal to be locked to

a final radiating DAR. Each divide-by-two pair drives 4 phase-rotator blocks in its vicinity

which locks to four unique radiating DARs as shown in Fig. 6.4.

The self-oscillation frequency of the divider is designed around to be around 47 GHz

which is half of the center frequency of the central VCO. In order to ensure that the locking

bandwidth covers the entire tuning range of the VCO in presence of process variations,

the quality factor of the transmission-line-based inductor is designed to be lower (Q ≈ 7)

for a differential inductance of 58 pH. The inductors of the divide-by-two pair are realized

as differential coplanar transmission lines isolated by a ground tubs. Fig. 6.4 illustrates

the placement of the individual blocks in the chip and since each divider drives the phase-

rotators directly without buffers, parasitic capacitance has to be carefully extracted to ensure

accurate resonance frequency. The varactor allows around 1.8 GHz tuning range in addition

as shown in Fig. 6.5. Each divider draws 5.5 mA of current from a 1 V supply.
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Figure 6.2: The central VCO with differential buffers and the LO distribution with matching transmission-
line driving 8 divide-by-two blocks. The 3D electromagnetic structure for the passives and their placement
in the chip are shown.
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Figure 6.3: 3D electromagnetic simulation of LO distribution at 94 GHz, feeding the injection-locked fre-
quency dividers.
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Figure 6.4: The injection-locked divide-by-two block showing quadrature signal generation at 47 GHz. Each
divider pair drives four phase-rotator blocks whose weights for the quadrature signals are controlled by 6-bit
DACs. The placements of these blocks are shown in the chip.
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Figure 6.5: Simulated central frequency of oscillation of the injection locking divide-by-two block with
varactor tuning.

6.2.3 47 GHz Phase Rotator

Phase rotation is achieved using a weighted summation of the quadrature signals at 47 GHz

using two current-commuting Gilbert cells as shown in Fig. 6.4 [116]. The four phase control

voltages (VI+,VI-,VQ+,VQ-) are generated using a 6-bit DAC with a serial interface. To

address sixteen such phase-synthesis blocks for the 4x4 array, a 6-bit address is assigned to

each phase-rotator element. The outputs of the Gilbert cells are current combined through

a t-line matching network to generate the phase-rotated signal at 47 GHz which drives an

injection-locked tripler to generate the phase-rotated signals at 141 GHz.

In such a scheme, the magnitude of the output current, and therefore RF power at

47 GHz, is a function of the phase-angle generated as shown in Fig. 6.6. When both the

quadrature signals are added in equal weights to generate a 45◦ signal, the output current

is
√

2 times the current when only one of the quadrature signal is passed. This difference in

amplitude, however, does not propagate into the succeeding blocks, since the output swing

of the injection-locked tripler is primarily determined by the biasing condition and design

of the tripler. However, to ensure that the tripler locking is achieved under the condition

of minimum current swing in presence of process variations, the output of the phase-rotator
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is matched to the load-pull impedance for maximum power transfer as shown in Fig. 6.4.

With a 6-bit control, a phase resolution of approximately 1.5◦ is achieved at 47 GHz which

translates to a phase resolution of 9◦ at the radiated frequency of 0.28 THz. Each phase

rotator dissipates 22 mA of current from a 1 V supply.

Figure 6.6: Simulated outputs of 4 phase-rotators at 47 GHz separated by 45◦ in phase difference. The
differences in their amplitudes do not translate to the succeeding blocks which are injection-locked.

6.2.4 141 GHz Injection-Locked Frequency Tripler

The schematic of the tripler whose output locks to the self-oscillation frequency of the DAR

is shown in Fig. 6.7. The output signal from the phase-shifters at 47 GHz drive a differential

current injection in a cross-coupled oscillator tuned at 141 GHz [117]. As shown in the

Fig. 6.7, the 47 GHz signal with a phase-angle of θ locks to an output signal of 141 GHz

with phase angle 3θ which ultimately translates to a radiated signal at 282 GHz with a phase

angle 6θ. The frequency tripler draws 4 mA of current from a 1 V supply.
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Figure 6.7: Injection-locked frequency tripler associated with each DAR showing frequency and phase mul-
tiplication from the 47 GHz signal input to the radiated signal at 282 GHz.

6.3 Measurement Results

The 280 GHz beam-scanning array is implemented in 45 nm SOI CMOS digital process

with measured typical ft/fmax ∼ 190–200 GHz [112], [113], [114]. The silicon-on-insulator

technology does not offer the option of a high-resistivity substrate for low-loss passives and

radiating structures. The insulator is only 0.225-µm-thick buried oxide and the bulk resistiv-

ity of the silicon substrate below is typically 13.5 Ω.cm, comparable to other bulk processes.

The chip occupies 2.7 mm x 2.7 mm as shown in Fig. 6.14.

The chip is mounted on a brass for a good thermal pathway and radiates from the top

side as shown in Fig. 6.7 and Fig. 6.14. The substrate is thinned to 70 µm such that the

waves reflected from the backside brass mount interfered almost coherently with the topside

radiation at 0.28 THz. Simulations showed that the radiation efficiency is not sensitive to

the 10 µm tolerances of the thinning procedure. Previous works on DARs [57], [58] needed

no substrate thinning and demonstrated radiation of signal from the backside of the silicon

die, the integrated 4x4 array chip with local phase control, centralized LO distribution and
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digital programming, presented in this paper dissipates near 800 mW of DC power and needs

a reliable thermal pathway. While this could have been achieved using epoxies with good

thermal conductivity and still radiating from the backside, in this paper the chip is mounted

on a brass board and wire bonded to the PCB with carries only the digital programming and

DC supply lines. While the array performance is quantified with free-space measurements,

several breakouts of the array are measured as test-structures separately on wafer.

6.3.1 Central VCO and the Buffers

In order to characterize the central frequency reference, a stand-alone VCO test-structure

with differential output buffers is measured with WR-10 waveguide probes as shown in

Fig. 6.8. In the 4x4 array chip, the VCO buffers drive load-pull impedances which are

matched from 50 Ω differential impedances as shown in Fig. 6.2. However, in the absence

of differential probes in the WR-10 band, one of the output lines in the differential t-line

structure on each side in the test chip is terminated with on-chip single-ended 50 Ω load.

The other single-ended t-line is brought out to a 100 µm × 100 µm Al pad. A waveguide

WR-10 probe is used to measure the frequency and output power of the two single-ended

outputs, on either side, as shown in Fig. 6.8. The VCO has a central frequency of oscillation

at 94 GHz and can be tunable from 91.8–96.5 GHz for a supply of 1.1 V. The tuning of the

oscillation frequency with varactor voltage and Vdd is shown in Fig. 6.9. The phase noise

of the free-running oscillator is measured to be -112 dBc/Hz at 10 MHz offset. The core

oscillator and the buffers together draw 30 mA of current from Vdd=1.1 V.

A measurement of interest is the output power delivered by the oscillator buffers in the

array, since it is critical in determining the locking range of the succeeding frequency dividers.

However, because of the difference in output impedance seen by the buffers in the test chip

and the array chip, the RF power, delivered by the buffers in the 4x4 array, is estimated

from a measurement of output power from the test chip and 3D electromagnetic simulation

of t-line network in the two chips. The measured output power at the pads in the VCO

test chip and the estimated RF power at the buffer output in the array chip are shown in
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Figure 6.8: Measurement setup for the test structure comprising the central VCO and differential buffers.
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Fig. 6.10. The output power delivered by each buffer at 94 GHz is 1.2 mW, out of which a

simulated 50% is lost in the LO distribution network, implying 150 µW power would drive

each divide-by-two block.

Figure 6.9: Measured VCO frequency tuning against varactor and supply voltage.

Figure 6.10: Measured single-ended LO buffer power at the pad from the test chip and estimated differential
LO buffer output power in the array chip.
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Figure 6.11: Measurement set-up for the test chip comprising of one divide-by-two pair which generates
quadrature signals at 47 GHz and drives four phase-rotators.
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6.3.2 Quadrature Signal Generation and Phase Rotation

A test-structure comprising of the frequency divider generating the quadrature signal gen-

eration at 47 GHz, which drives four phase-rotators, is measured. Due to the absence of

the differential probe at the WR-10 band, a GSG waveguide probe feeds a single-ended W

band signal which is converted into differential mode through an on-chip balun as shown

in Fig. 6.11. The input matching network of the divider and the output network of the

phase-rotators are identical to the array chip. The measured sensitivity of the divider, which

is the input power necessary to achieve locking and frequency division, is shown in Fig. 6.12,

calibrating for the loss of the on-chip balun from electromagnetic simulations. The divider

locking range for the measured VCO output power for an estimated 3 dB power loss in the

LO distribution is shown in Fig. 6.12. The range covers the entire 92–96 GHz tuning range

of the VCO for a single tuning voltage of Vtune=1.0 V for the divider. The central frequency

of the locking range can be varied using varactor tuning in the divider. The phase-rotator

performance is measured using differential SGS probes by measuring the outputs of two of

the phase rotators while the other two are terminated on chip as shown in Fig. 6.11. The

phase mismatch of the probes and the measurement equipment on the two sides are cal-

ibrated out. To ensure minimum sensitivity to offset voltages and transistor mismatches,

the quadrature signals are added with equal weights in one of the phase rotators such that

Vpr1 = |V Qmax+V Imax|, while the control for the other is varied from Vpr2 = |V Qmax+V Imax|

to Vpr2 = |V Qmax − V Imax| by the 6 bit DAC setting. The measured phase-difference be-

tween the outputs is shown in Fig. 6.13. The measurement shows a full range of 90◦ of phase

rotation with low initial offset of 5◦.

6.3.3 Array Measurement

The die photo and the PCB is shown in Fig. 6.14. The chip micrograph shows the placement

of the central VCO with LO distribution, frequency dividers, phase-rotators, injection locking

triplers and the frequency doubling DAR cores. The free-space measurement set up for 4x4

array chip is shown in Fig. 6.15. The radiated power is captured at a a distance of 50 mm, by
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Figure 6.12: Measured sensitivity of the injection-locked divide-by-two block for different tuning voltages.
The divider-locking bandwidth is marked for the LO buffer output power in the array chip.

Figure 6.13: Measured phase difference between the output of the two phase shifters in Fig. 6.11 as the 6-bit
DAC setting for the phase control voltages of one phase-rotator is varied.
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a WR-3 (225–325 GHz) 25 dB standard-gain horn antenna. The absolute power is measured

using an Erickson power meter, which is a calorimeter based power measurement instrument

between 75–2000 GHz [115]. The measurement of the power is similar to the procedure

described in Chapter 5.

The power captured by the receiver antenna with a given aperture is proportional to

both the total radiated power from the chip and the directivity of the beam. This measure,

defined as Effective Isotropic Radiated Power (EIRP), at any given direction is enumerated

directly from the power captured by the receiver antenna connected to the Erickson power

meter as shown in Fig. 6.15, as explained in Chapter 5.

Because of the traveling nature of the surface currents in the DAR, the radiated fields are

expected to be circularly polarized. This is experimentally verified by rotating the linearly

polarized receiver antenna around its broadside axis linearly polarized receiver antenna. The

power captured changed by less than 0.5 dB over the entire rotational angle verifying the

circularly polarized nature of the radiation. When all the DARs are radiating in phase, the

beam has the highest directivity near broadside. Calibrating for half the power lost due to

polarization mismatch, the power captured at the far-field distance of 50 mm in the broadside

direction is 8 µW at 282 GHz which translated to an EIRP of +9.4 dBm. Near-field effects

or standing wave formation can cause errors in power measurement. The receiver antenna is

placed over a range of far-field distances and the received power followed closely 1/R2, and

the measured EIRP remained constant.

The frequency of the radiated signal is measured by down converting the signal with a

harmonic mixer, amplified by low-noise amplifiers and then analyzed in a spectrum analyzer.

The entire receiver chain is calibrated between 110–170 GHz and 220–325 GHz using separate

WR-6 and WR-3 sources, respectively, along with the Erickson power meter. The calibrated

spectrum of the radiated signal is shown in Fig. 6.17 for the central oscillator setting of

Vtune=1 V. Fig. 6.17 illustrates the strong second harmonic component at 280.8 GHz with

EIRP of +9.4 dBm due to the efficient radiative behavior of DAR, and the quasi-optical

filtering effect resulting in an estimated 24 dB fundamental power suppression at 140.4 GHz.

The power of the fundamental frequency has been scaled to the same receiver aperture for a

149



Figure 6.14: Die micrograph showing placement of individual functional blocks along with a photo of the
measurement setup showing the receiver antenna and the harmonic mixer as in Fig. 6.16.
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Figure 6.15: Experimental setup for the absolute power and EIRP measurement at the far]field of the
radiating chip mounted on a brass board.

Figure 6.16: Experimental setup for measurement of the frequency of radiated signal and the 3D radiation
pattern.

Figure 6.17: Calibrated spectrum of the radiated signal at the broadside captured at a far-field distance of
50 mm. The spectrum shows almost 24 dB of fundamental signal suppression near 140.4 GHz and a +9.4
dBm EIRP at the second harmonic frequency of 280.8 GHz
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Figure 6.18: Variation of measured EIRP at the broadside, as the frequency of the radiated signal is controlled
using the central VCO varactor tuning setting.

fair comparison.1 The transmitted signal frequency can be adjusted between 276–285 GHz

as the central VCO is tuned from 92-95 GHz. The output signal loses locking if the VCO is

tuned beyond this range. Since the frequency doubling happens only locally at the radiator

cores themselves, the EIRP remains fairly constant and varies less than 0.5 dB over the

entire tuning range as shown in Fig. 6.18.

To demonstrate electronic beam-steering, a progressive phase shift between the adjacent

radiators is created in each of the two orthogonal axes. This is achieved using the digital

phase-rotation settings at the lower frequency of 47 GHz, which is up-converted in phase

and frequency at the radiated frequency of 282 GHz. The radiation patterns are measured

by rotating the Tx chip in three-dimensional space as shown in Fig. 6.16. The measured

radiation patterns at 282 GHz in azimuth and elevation are shown in Fig. 6.19. The clean

array pattern with one major lobe indicates the effectiveness of surface wave cancelation

in the silicon chip. While the gain of the array could not be measured because of the self-

sustained oscillatory nature of the DAR, the directivity (shown in dB in Fig. 6.19) is measured

by integrating the measured 3D profile of the radiation pattern. The rotational symmetry

1The fundamental suppression is estimated from a simulated value of RF power at the fundamental
frequency injected into the resonator and the antenna aperture area corresponding to the physical chip
dimensions.
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of the DAR results in a similar symmetry along the direction of maximum directivity. The

patterns, therefore, are symmetrical in both the two orthogonal planes. The maximum

directivity is measured to be approximately 16 dB and the total radiated power is 190 µW

for an EIRP of 9.4 dBm at 281 GHz. Fig. 6.19 shows an approximately 80◦ of beam-scanning

control in each of the 2D axes. To effect a beam tilt of ∆α = 40◦ from the broadside direction

at 282 GHz, the phase shift, ∆β, between adjacent radiators separated by approximately

500 µm is given by ∆β = 180◦ sin(∆α)× 2.8
3.0
≈ 108◦. This implies a phase-difference of 19◦

at the subharmonic locking frequency of 47 GHz which is easily achieved using the 6 bit

control for the phase-shifters. The chip performance is summarized in Fig. 6.20.

Figure 6.19: Radiation pattern measured in the elevation and azimuth plane, respectively, at 281 GHz
showing a directivity of 16dBi and total electronic beam-steering range of around 80◦ in the each of the
planes.
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Figure 6.20: Chip performance summary
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Chapter 7

Multipixel Terahertz Camera in
Silicon

In Chapters 3-6, we discussed, integrated terahertz sources, radiators and beam-scanners in

integrated silicon technology. In order to enable the realization of an all-silicon THz imager,

we will now concentrate on the second part of the transceiver system, namely the receiver,

as shown in Fig. 7.1.

Figure 7.1: Silicon-based Terahertz imaging system.

Terahertz receivers and imagers, for a long time, have been fields of study in astronomy

and chemical sciences for high-resolution spectroscopy and remote sensing areas. In recent

years, there has been significant research devoted to Terahertz technology and because of

some of its unique properties it is emerging as an attractive tool for a wider range of applica-
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tions such as security screening (due to its ability to penetrate through clothing, plastic and

packaging materials with higher resolution than microwaves and mm-Waves) [2], noninvasive

medical imaging (lower scattering compared to optics, contrast in water absorption and tis-

sue density and safe due its nonionizing photon energies) [8], [23], spectroscopic studies and

label-free biosensing [32], contraband detection [30], and industrial and process control. Cur-

rent THz detector technology consist of discrete and custom devices, which are often bulky

and expensive, while not sensitive enough at room temperature. They can be optics-based

(such as nonlinear crystals or electro-optic samplers), calorimetric detector technologies (such

as bolometers, golay cells, pyroelectric detectors which are limited by thermal-time constants

for their use in video-rate imaging), or solid-state hybrid III-V MMICs (which have higher

cost and are less amenable to integration) [118] and [119]. Fig. 7.2 illustrates some typical

THz detector technology currently in use for astronomical sciences. Comprehensive articles

on this subject can be found in [118]- [119]. The important figure of merits for a detector are

Responsivity (Rv) and Noise-equivalent-power (NEP). Responsivity is defined as the change

in output DC voltage with a unit change in input RF power. NEP is defined as as the

input power for which the signal-to-noise ratio is unity for an integration time of 1 second.

Therefore, if vn be the output rms noise voltage, NEP is defined as

NEP =
vn
Rv

(7.1)

Typical NEP achieved in the conventional technology at room temperature are mentioned

in Fig. 7.2. Golay cells achieve typical NEP of 200–300 pW/
√

Hz [125], microbolometers

range from 10–200 pW/
√

Hz [126], [127], Schottky Barrier Diodes 10–20 pW/
√

Hz [128]

and pyroelectric detectors 400 pW/
√

Hz [129], [130]. If silicon technology can achieve com-

petitive performance, then with its level of integration, it can pave the way for low-cost

fully integrated THz imaging systems for large-volume applications spanning from defense

to consumer and medical electronics.

Prior work and contemporary work have demonstrated the feasibility of silicon tech-
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nology for THz detection [48], [120]– [122], however they can be power-intensive (> 300

mW/pixel) [48], require high-resistivity substrates (> 1KΩ-cm) substrates [121], or use

modifications such as silicon lenses [121] or substrate thinning [122]. The main reason ne-

cessitating the use of these modifications is the low efficiency of on-chip receiving antennas.

It is easier to see these challenges in the context of a transmitter antenna, but the reasoning

still applies to a receiving antenna due to reciprocity. In this chapter, we will discuss the

design and implementation of a lens-less multipixel THz receiver with antenna and detector

codesign on a 250 µm bulk silicon substrate with 10 Ω-cm resistivity [62].

Figure 7.2: Some of the typical and currently used Terahertz direct detection technologies. Golay Cells have
typical NEP ∼ 200 pW/

√
Hz 1001[125], microbolometers ∼ 10–200 pW/

√
Hz [126], [127], Schottky Barrier

Diodes ∼ 10–20 pW/
√

Hz [128], pyroelectric detectors ∼ 400 pW/
√

Hz [129].

7.1 Integrated 4x4 Pixel THz Camera in SiGe BiC-

MOS

In this section, we will describe the design and implementation of direct-detection-based 4x4

pixel THz camera in 0.13 µm SiGe BiCMOS process.

The chip is implemented in the IBM8hp process, which is a 0.13 µm SiGE BiCMOS

process. The process provides 120 nm NPN bipolar transistors with peak fT/fmax of 200/285

GHz. This process has substrate resistivity of about 10 Ω-cm and five levels of copper metal

layers, including M1, M2, M3 and M4 (each with a thickness of 0.32 µm), and M5 (with a

thickness of 0.55 µm), as well as two levels of aluminum (with thicknesses of 1.25 µm and 4
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µm).

7.1.1 Architecture, Integrated Antenna, Detector and Baseband

The choice of a front-end for an architecture which can be scaled to a large number of pixels is

critical with respect to its sensitivity, scalability and power dissipation. Operating near and

above fmax of a technology, the incoming signal captured by the antenna cannot be amplified

by a high-gain front-end LNA. For the lowest noise performance, the signal can either be

directly converted to DC through rectification or brought down to an intermediate frequency

through harmonic mixing. While a down-converting architecture gives additional phase in-

formation and low noise performance due to optimum receiver architecture, it poses major

challenges such as routing of LO, maintaining phase coherence to all pixels, occupation of

substantially large silicon area and excessive power consumption. Scaling a down-converting

architecture to a high-resolution imager with more than 100×100 pixels is therefore pro-

hibitive. In this work, we choose a direct detection scheme for the 16 pixel camera. The

architecture is shown in Fig. 7.3. 16 identical pixels are distributed across a 2.5 mm× 2.5

mm size chip. Each pixel has an integrated antenna with a square law detector and an

associate baseband with variable gain and adjustable bandwidth. The differential output of

all the pixels come out to the pads.

The pixel spacing is kept at 500 µm for antenna spacing of λ0/2 at 300 GHz. The

antenna consists of a near-full-wavelength loop, which has a property of reducing surface-

wave power lost in TE0 modes as discussed in Chapter 4. The chip was designed to have

maximum sensitivity for radiation from the backside of the substrate. As shown in Fig. 7.4,

for an ungrounded substrate, the paths length between the primary Af1 and the different

secondary sources (Af2, Af3, etc.) on the front side of the silicon die, after suffering multiple

reflections, is the same as the primary source Ab1 and the different secondary sources (Ab2,

Ab3, etc.) on the backside of the silicon die, after suffering multiple reflections. It can be

shown that the efficiency of the antenna is maximized, when the sources (Ab1, Ab2, Ab3,

etc.) on the backside add coherently in phase [72]. This implies that total path length
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Figure 7.3: Architecture of the 4x4 pixel imager chip.
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(∼ 2h = λsi). However, this also maximizes radiation from the front-side of the die due

to phase coherence between Af1, Af2, Af3, etc., implying the the gain of the antenna gets

halved [72]. In order to block front-side radiation, a ground plane with an aperture opening

is placed on metal 1, as shown in Fig. 7.5. Now, the reflected waves at the ground plane,

suffer an additional phase difference of π, as shown in Fig. 7.5. Therefore for a substrate of

h ∼ (2n− 1)λsi/2, n ⊂ I+, the secondary sources at the backside (Ab1, Ab2, Ab3, etc.) are in

phase, while the front-side (Af1, Af2, Af3, etc.) will be out-of-phase.

The radiation properties of the grounded and ungrounded loop antennas are shown in

Fig. 7.6. The substrate height is optimized for efficiency, which implies h=150 µm in the

absence of ground plane and h=220 µm in the presence of ground plane at an operating

frequency of 300 GHz. As explained previously, for the ungrounded substrate, we see equal

directivity in the front and backside lobes ( 12.5 dBi), while for the die with the ground plane,

the front-side radiation is suppressed by almost 6 dBi compared to the back-side radiation

( 16.8 dBi). Due to the absence of the ground lane, the substrate mode configuration also

changes. For the ungrounded substrate, the cut-off frequencies for both TE0 and TM0

modes are zero. It can be shown that for the substrate height of h=150 µm that maximizes

efficiency, the only modes existing are the TM0 and TE0, each with wavelengths of 500 µm,

of which TM0 is the dominant mode [72]. While, the TE0 mode gets partially canceled due

to the current configuration in a full-wavelength loop (though much lesser than the grounded

case, since 2a∼ λTE0/4 instead of 2a∼ λTE0/2), the TM0 mode of the different antennas in

the array add in phase and come out from the side of the chip, which is demonstrated by the

presence of strong sidelobes along the x direction in the x-y plane, as illustrated in Fig. 7.6.

We can compare this with the case, where the loop has a ground plane with an aperture.

In this case, there are three modes existing, TM0 (λTM0=309 µm), TE0 (λTE0=346 µm)

and TM0 (λTM0=782 µm), of which TM1 and TE0 are the dominant modes, as explained in

Chapter 4. TE0 mode gets partially canceled with the full-wavelength loop, and the spacing

in the array corresponds to nearly λTM1/2 which suppresses TM1. The resultant pattern is

much cleaner and sharper as also seen in Fig. 7.6.

The ground loop diameter is adjusted for maximizing the responsivity of the detector
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Figure 7.4: A full-wavelength loop antenna on an ungrounded substrate maximizes efficiency when front-side
and back-side radiated power at the boresight are the same.

Figure 7.5: A ground plane with an aperture suppresses front-side radiation and increases gain, and therefore
responsivity, from backside radiation.
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from backside radiation. The ground aperture diameter results in a return current near the

edge of the aperture, which is phase-lagged with respect to the radiation-induced current

distribution on the loop. This can change the overall input impedance of the resonant

antenna. A series inductance is provided by two extended arm lengths, 100 µm each, that

allow near-conjugate match with the differential input of the detector for maximum radiative

power transfer. The entire array structure of of 16 antennas with ground plane apertures

in a lossy 2.5 mm × 2.5 mm lossy silicon substrate, is simulated in HFSS, to capture the

coupling the the finite of the substrates. However, the differential input impedance of the

antenna at the edges (Zin=32+j59Ω) were almost same as the ones in the middle of the array

Zin=33.5+j58Ω.

Figure 7.6: Comparison of radiation patterns in the absence and presence of the ground plane with aperture
opening.

The differential ends of the antenna are connected to the detector, as shown in Fig. 7.7.
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The front-end is based on square-law detection, which converts the incoming THz radiation

into a change in output DC voltage. The detector consists of a differential SiGe pair, where

the load resistance is attached to the common mode point. The biasing and the load are

optimized for lowest noise performance. A low-cost low-power THz imager should have high

responsivity and low NEP without the need for additional custom corrective measures. A

simple analysis reveals that for 100 nW of THz power captured by the effective antenna

aperture on-chip a SNR greater than 30 dB can be achieved with a 10 ms integration time

if NEP is less than 10 pW/
√
Hz. The die photo and the PCB is shown in Fig. 7.8.

Figure 7.7: THz imaging receiver in silicon with on-chip antenna, front-end detector and baseband amplifi-
cation with 24.7dB tuning range

7.2 Measurement Results at Room Temperature

The baseband is measured as a breakout structure. The results are shown in Fig. 7.9. The

baseband has a peak voltage gain of 57.7 dB with a 3 dB bandwidth from 100 Hz–100 KHz.

The gain can be varied from 33–57.7 dB using the VGA control.

The experimental set up for responsivity and NEP measurements is shown in Fig. 7.10.

All measurements were done at room temperature. A custom WR-3 source, consisting of
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Figure 7.8: Die micrograph and PCB of the THz imager.

Figure 7.9: Frequency response of the baseband amplification showing a bandpass response which rejects
DC offsets and low-frequency drifts. The gain variation with the VGA settings is also shown.
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a chain of multipliers from Virginia Diodes, Inc. [35] is used as the THz source with a 25

dB standard gain WR-3 horn antenna. The radiation is captured by the chip from the

backside of the substrate where it has the highest directivity. Responsivity is characterized

in the far-field of a WR-3 source and the noise profile is measured using a spectrum analyzer,

buffered by an external LNA. The THz radiation was chopped at a frequency of 5 KHz and

the baseband output was observed in an oscilloscope. The whole setup was calibrated with

an Erickson power meter [115]. The receiver was irradiated with measured 390 nW and 160

nW of power at 0.25 THz and 0.30 THz, respectively, at a far-field distance of 50 mm. The

measured responsivity and NEP of the receiver in the WR-3 band is shown in Fig. 7.10.

The receiver achieves a peak responsivity of 2.6 MV/W and 700 kV/W, and a NEP of 8.7

pW/
√
Hz and 32.4 pW/

√
Hz at 0.25 THz and 0.3 THz, respectively [62]. To the best of

out knowledge, this is the lowest reported NEP in silicon at THz frequencies, without using

expensive postprocessing or external silicon lens. Simulations predict that substrate thickness

optimization through back-lapping can achieve a NEP of near 4 pW/
√
Hz, comparable to

typical noise performance achieved in cooled microbolometers [123]. The entire chip draws

approximately 93 mW of power. Each detector draws less than 1 mW of quiescent DC power.

Figure 7.10: Set-up for measuring responsivity and NEP of the imager.
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Figure 7.11: Measured responsivity and NEP of one pixel in the receiver.

The measured responsivities Rv of the 16 pixels across the chip, at 0.26 THz, for a

chopping frequency of 5 KHz is shown in Fig. 7.12. The plot shows negligible variation

across the 16 pixels of the chip. The responsivity variation across the chip occurs due to

mismatches and also due to edge effects of the silicon die on the antenna response. The

measured NEP of the 16 pixels are shown in Fig. 7.12, showing the maximum NEP to be

below 10 pW/
√
Hz for all pixels reaching a minimum of 6.8 pW/

√
Hz. Responsivity of

a single pixel peaks at a frequency of 0.26 THz of the incoming radiation. The results

indicate almost 10x improvement in sensitivity over previous results near 0.3 THz [122] in

an un-thinned 250 µm bulk substrate with 11-16 Ω-cm. This corresponds to a 10x increase

in acquisition speed at a modest power dissipation of 6 mW/pixel, which include baseband

stages with variable gain from 33–57.7 dB, leading to higher SNR and better contrast in

images, particularly important for biological specimens which have low-contrast variations.

Fig. 7.13 shows a measurement setup for imaging the focused THz beam to a diffraction

limited spot. The radiation is again captured from the backside of the silicon die and the

output is measured by a locking amplifier synchronized with the chopping signal. The PCB

is connected to a motorized translational stage. The chip is raster scanned over the focal
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Figure 7.12: Responsivity and NEP measurements of 16 pixels at 0.25 THz showing sub-10 pW/
√
Hz for

all pixels.

plane of 5 mm × 5 mm, and the output voltage is plotted in a 2D plane. Thereby, the

constructed image of the beam over the focal plane is shown in Fig. 7.14. The diffraction

limited Gaussian focus spot for a 4-lens system at 0.26 THz , as shown in Fig. 7.14, follows

closely the theoretical prediction. The full-width at half-maximum of the Gaussian beam is

shown to be approximately 0.93 mm at 0.26 THz.

Figure 7.13: Measurement setup for focusing emitted THz beam to a diffraction-limited spot size on the
focal plane which is imaged by the THz receiver by raster-scanning

Before proceeding to imaging, we demonstrate the sensitivity of the detector by demon-

strating capability of imaging, even when the signal power is spread over a plane. This is
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Figure 7.14: Measured spot size of the focused beam at 0.26 THz on the focal plane in transmission-mode
setup.

shown in the demonstration of a 4f correlator, where we scan the imager across the Fourier

transform plane of the object as shown in Fig. 7.15. The sensitivity of the imager allows us

to obtain a high-SNR image of the Fourier transform of the object (made of three metallic

slits) even though the power is spread over the imaging plane and not confined to a spot.

Figure 7.15: Demonstration of Fourier transform of the object on the focus plane of the lens at 0.26 THz.

We will now demonstrate imaging modalities and examples with the silicon-based chip.

Transmission-mode and reflection-mode imaging reveal different properties of the specimen

under investigation and offer different contrasting mechanisms. The transmission-based

imaging set-up is shown in Fig. 7.16, where a THz source with output power of 0.8 mW

at 0.26 THz has been used. A focused THz spot is irradiated on the object, which is scanned

on the focal plane. The transmitted radiation is again captured from the backside of the

silicon die and the output is measured by a locking amplifier synchronized with the chopping

signal. The setup is aligned with a diode laser.
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Figure 7.16: Transmission-mode imaging setup.

Fig. 7.17 and Fig. 7.18 show imaging results with various specimens under the trans-

mission modes of imaging. THz waves can penetrate through plastic, paper ans packaging

materials, all of which are demonstrated in Fig. 7.17 and Fig. 7.18. The electronic compo-

nents inside a package or a drill bit inside a thick plastic capsule can be identified without

opening the package. Fig. 7.17 also illustrates difference of interaction with scatterers of

various sizes compared to the wavelength producing variant contrast at THz frequencies

(sugar packets with fine and coarse grained sugar). This can be exploited for nondestructive

quality control among other things. The image of the key inside the opaque envelope (inside

can be only seen by holding against strong light) shows resolution nearing 1 mm, while the

RFID chip and the loop antenna inside the conference ID card shows how far technology in

conferences has come since the days of paper badges, not so long ago!

THz radiation is very sensitive to water absorption. This is one of the key features which

is exploited in the contrast of healthy tissues against tumorous sites, where differences in

water content and tissue density is purported to be a contrasting agent [8], [13], [23], [24].

Fig. 7.19 shows the contrast in the transmissive power of THz waves through a normal
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Figure 7.17: Transmission line imaging examples showing penetrative property of THz through paper, plastic
and demonstrating difference of interaction with scatterers of various sizes compared to the wavelength (sugar
packets with fine and coarse grained sugar).

Figure 7.18: Transmission line imaging examples showing near-1-mm resolution, while the RFID chip and
the loop antenna inside the conference ID card shows how far technology in conferences has come since the
days of paper badges, not so long ago!
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leaf with its regular water content and a dry leaf which hardly absorbs any radiation. The

difference in absorption is the primary contrast mechanism in this mode, which is shown in

the more than 10 dB of transmission difference between adipose and muscle in a sample of

chicken tissue in Fig. 7.20.

Figure 7.19: Contrast shown between dry and wet leaf due to absorption of THz signals by water.

THz imaging could also be a promising tool in noninvasive diagnostics, as different mate-

rials have different dielectric, absorptive and reflective properties. While in a transmission-

mode imaging, only the transmitted power is captured, while reflected and absorbed power is

lost, in a reflection-based imaging setting, only reflective power is capture while transmitted

and absorbed power is lost. Reflection imaging can carry depth information and contrast

between bones, muscles and cartilages from parts of a mouse leg is seen due to the differences

in its dielectric properties. The setup is shown in Fig. 7.21. Due the angle of reflection, the

gaussian spot is a little distorted, as shown in Fig. 7.22. This is also observed in the captured
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Figure 7.20: Transmission difference between adipose and muscle in a sample of chicken tissue at 0.26 THz.

image, illustrated in Fig. 7.22. Contrast in a biological specimen in reflection-mode imaging

is demonstrated in Fig. 7.23. It can be observed that there is an appreciable contrast among

bones, cartilages and muscles in of mouse leg, which is fixed on a glass slide, demonstrating

feasibility of noninvasive imaging at THz frequencies.

Figure 7.21: Reflection-mode imaging set-up.
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Figure 7.22: Reflection-based imaging examples.

Figure 7.23: Contrast between bones, cartilages and muscles in of mouse leg, which is fixed on a glass slide,
demonstrating feasibility of noninvasive imaging at THz frequencies.
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7.3 All-Silicon THz Imaging

The previous examples showed using silicon-based THz detector array chip and a custom THz

source. We, then, replaced the source with the CMOS chip reported in [57] and discussed

in details in Chapter 5, which consists of a 2x2 array of free-running, mutually injection

locked Distributed Active Radiators near 0.29 THz. This constitutes a fully integrated

silicon-based THz imaging system. The imaging setup is shown in Fig. 7.24. The CMOS

free-running frequency is near 0.29 THz and the radiation is chopped at a frequency of 5

KHz by modulating the supply voltage. The diffraction-limited spot of the CMOS source, as

measured by the BiCMOS chip, is shown in Fig. 7.25. The spot size is near 1 mm diameter.

The two PCB boards are then brought into each other’s near field and the field profile is

scanned again by the detector chip. The result is also shown in Fig. 7.25. Broadside spot

and side-resonance fields due to the parallel plate waveguide effect can be seen in the field

profile. We also demonstrate the first ever THz imaging demonstrated with a CMOS source

at room temperature with no use of compound semiconductors or optics-based active devices

for either signal generation or detection. This demonstration is shown in Fig. 7.26.
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Figure 7.24: An all-silicon THz imaging setup with 16-pixel BiCMOS detector array and 2x2 array of locked
CMOS DARs near 0.29 THz.

Figure 7.25: Diffraction-limited spot radiated by the CMOS source and imaged by the silicon detector array.
The right figure shows the near-field profile, obtained by scanning the detector array chip, when the two
PCBs with the silicon chips are brought into each other’s near-fields.
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Figure 7.26: The first THz imaging demonstrated with a CMOS source.
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Chapter 8

Robust and Self-Healing
High-Frequency Integrated Systems

In Chapters 3-7, we have extensively discussed methods and techniques to push silicon tech-

nology into the terahertz frequency regime. While terahertz technology will take some more

time to mature, there has been a surge of interest in research as well as in commercial viabil-

ities of integrated silicon technology at slightly lower frequencies, namely in the millimeter

wave part of the spectrum. The application span ranges from high-speed wireless commu-

nication to automotive radars, satellite communication, security and medical imaging. The

possibility of integrating billions of transistors in silicon and sophisticated back-end digi-

tal processing with a mm-Wave front-end, all integrated in a single die, can be leveraged

to make robust, low-cost, high-yield fully integrated systems at mm-Wave frequencies. This

frequency outreach has been possible, in some ways, because of scaling that results in increas-

ing ft/fmax and high-frequency performance. However with scaling, as channel lengthshave

reached atomic dimensions (22 nm, being state-of-the-art as of now), the oxide is only a few

atoms thick and there are only countable number of dopant atoms in the channel (Fig. 8.1).

As a result, atomistic and quantum-mechanical limitations have strong effects of transistor

performances. Moreover, process variations, temperature significantly affect predictability

in performance, both at the circuit and system level. Over many fabrication runs, therefore,

yield may significantly go down, if designs are not oriented to address the challenges. At

mm-wave frequencies, when performance margins, are small, the effects are more prominent.
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A good exposition on CMOS variaitons and performance effects, albeit in the digital domain,

can be found in [132].

Figure 8.1: State-of-the-art transistor looks no longer like a textbook transistor. With scaling towards
nanometer dimensions, fluctuations in process variations such as line edge roughness, number of dopant
atoms can cause significant variations over predictability of transistor performance.

Added to it, the device models provided by the standard foundries are generally not

validated in mm-wave frequencies because of the cost and expertise required and also since

CMOS is yet to enter big into the commercial mm-wave market, the effort and expense does

not justify the cost. As discussed before, the performance margin in mm-wave design is very

small. For example, a 30 fF parasitic capacitance contributes to a reactance of j56 Ω at 94

GHz and therefore can completely detune the matching network unless the smallest of the

parasitics is accurately modeled and accounted for. A design which relies on accuracy of

device and passive modeling, therefore requires fabrication of test structures, custom active

device modeling and several iterative runs (and therefore added expense) even which fails

to guarantee optimum performance due to process variations. Finally, aging effects and

environmental variations such as load mismatch and temperature can significantly degrade

the performance of mm-wave front-ends, particularly the power amplifiers (PAs), where

both output power and efficiency are strongly dependent on process and environmental

parameters [133].

All these processes combine their effects to reduce the yield to an unacceptably low

percentage which hurts its commercial viabilities. Digital system designs use redundancy

as one method of overcoming transistor failures. In RF and mm-wave range, this is too

power and area inefficient a process. One cannot really have a backup power amplifier

or PLL, specially in a low-cost consumer product, without taking a hit at the cost, area
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and power consumption. One way to work around the problem is to design conservatively

to guarantee performance at all corners specially to meet stringent defense requirements

or to use architecture which are inherently less prone to parasitics (wideband design for

example). However this either comes at the cost of higher power or chip area or one needs

to throw away transistor performance resulting in suboptimal performance. This approach

completely overlooks the fundamental advantages of CMOS integration which comes with

almost limitless computational abilities in digital domain and where transistor comes almost

free of cost. In order to mitigate these issues, a systematic approach to the problem, which

we call self-healing [135], [136], [137], takes advantage of the computing capabilities in the

digital domain where transistors come almost free of cost. Instead of seeking to confront

individual problems and devising custom solutions for them, self-healing mitigates process

variations, modeling inaccuracies and environmental changes by constantly monitoring the

system performance and employing subsequent on-chip correcting mechanisms and actuation

controlled by optimization algorithms, running globally as well as locally. This is illustrated

in Fig. 8.2, where onchip sensors characterize the system and onchip actuators optimize the

performance, controlled by an onchip control loop.

In this Chapter, we will briefly discuss our collaborative work, with colleagues Steven

Bowers and Kaushik Dasgupta, on the first self-healing mm-Wave power amplifier. The

PA, designed at 28 GHz, has integrated low overhead sensors for on-chip characterization,

actuators to reconfigure the parameters of the circuit on the fly, Analag-to-digital converters,

Digital-to-analog converters, and an onchip communication link among all the components

which is controlled by an on-chip digital core, that is also responsible for the self-healing

algorithm. I was responsible for the design of the sensors and the digital core.
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Figure 8.2: A mixed-signal feedback system that can characterize the performance of the system on-chip
and has an actuation space to reconfigure the system to optimize performance over a range of random and
systematic variations.

Figure 8.3: A transmission line based mm-Wave power amplifier with 2-to-1 combiner at 28 GHz with various
sensors, ADC, actuators and digital core for on-chip sensing and actuation.
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8.1 Sensors

8.1.1 DC Current Sensors

It is challenging to measure the DC drawn by a high power high frequency PA during op-

eration. Mirroring the PA current through another transistor would require minimizing

mismatches through careful layout techniques which, in turn, would increase interconnect

lengths and parasitics, degrading performance at high frequencies. Additionally, since the

current sensor will be operating in deep-triode to maintain efficiency, current mirrors need

their terminal voltages accurately matched for high-fidelity current sensing. This is chal-

lenging to ensure over the range of actuation currents [138].

Figure 8.4: Schematic and layout of the DC sensor of the PA. The current through PA is mirrored by a
factor of 100 and sensed, while accomplishing voltage regulation with a headroom of only 10-30 mV.

In order to mirror the current accurately without sacrificing efficiency, overhead transis-

tors are kept in deep triode with Vds ranging between 10-30 mV as shown in Fig. 8.4 under

a 2.12V supply. The current though a PA is scaled down by a factor of 100x and mirrored

through matched transistors M1 and M2 as shown in Fig. 8.4. The op-amp A1 forces the

source nodes of M1 and M2 to be at the same voltage for accurate mirroring of the current,

while the sensor current through M2 is converted into the sensor DC voltage as shown in

Fig. 8.4 [138]. The circuit accomplishes DC sensing and voltage regulation simultaneously

since the voltage at the drain of the PA is controllable and set to Vref by the op-amp A2
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Figure 8.5: DC sensor response from measured ADC data, against PA output current showing the spread
over 5 chips.

Figure 8.6: Measured PA drain voltage regulation with DC drawn. The maximum headroom is less than 45
mV over a 2.12 V supply, thereby, not affecting PA efficiency significantly.
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as shown in Fig. 8.4. Fig. 8.5 shows a measured responsivity of 4.2 mV/mA current drawn

based on 5 chips, derived from digitized sensor outputs. The 3σ spread of the PA current

for a measured sense voltage, which also includes ADC variations, is less than 14% over

all chips. Each sensor consumes less than 3 mW. Fig. 8.6 shows the voltage regulation as

the PA is actuated to draw more DC. The headroom stays below 45 mV within the entire

actuation space, thereby enabling, voltage regulation and DC sensing without significantly

affecting efficiency.

8.1.2 Input and Output True RF Power Sensing

Input and output RF power sensors, which sense the forward and reflected power from

the load, can measure the true RF power in presence of load mismatches. Two coupled

transmission lines are implemented for the input and output ports of the PA as shown

in Fig. 8.3 and Fig. 8.7. The input and output couplers were designed to have coupling

coefficients of 15dB and 21dB at 28 GHz so that only a small fraction of the input and output

power is sensed by the couplers to estimate gain and the power delivered. The lengths of the

couplers are kept short at 220 µm for low insertion loss of 0.4dB. The transmission lines are

implemented with 2.1 µm thick top aluminum metal in a ground tub as shown in Fig. 8.7.

The power detector circuit at the isolated and coupled ports is also shown in Fig. 8.7. The

RF power is rectified by M1 biased at cut-off. The rectified signal is then low pass filtered

and amplified in the current domain, and measured across a resistor as shown in Fig. 8.7.

Based on ADC data, the responsivity for output and input coupler and power detectors

are measured to be 8.3mV/mW and 54mV/mW respectively. Each detector consumes a

maximum DC power of 1.2 mW. The 3σ spreads of the true RF power for a measured sensor

output, which also includes ADC variations, are approximately 1.1 dB and 2.2 dB for output

and input sensors respectively over 6 chips.
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Figure 8.7: RF power sensor schematic and layout showing rectification, low-pass filtering and detection
current amplification.

Figure 8.8: Output and Input RF power sensor response at 28 GHz, from measured ADC data over 6 chips.
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8.1.3 Local Temperature Sensing to measure PA Efficiency

Instead of measuring the PA current directly, a low overhead method of measuring PA

efficiency is to sense the local temperature rise proportional to the power dissipated during

the PA operation. Simulations in ePhysics 2.0 predicted that during PA operation, an active

region of 20-30 µm surrounding the amplifier core experiences temperature rise with the

core rising by 10◦C [139]. Hence, p-n junction sensor diodes were laid within the input and

output PA transistors (thermally active region), both at the common source and the cascode

transistor as shown in Fig. 8.9 and Fig. 8.10. In order to increase the responsivity, the x1

diode is placed outside the local thermally sensitive region (∼ 40 µm away) as shown in

Fig. 8.9, leading to a factor of 10x increase in responsivity. It can be proved that if diodes

of sizes x1 and xN are kept at two different temperatures T and T + ∆T , and if the same

currents are forced through them, the difference between their Vbe is given by

∆Vbe = VT (m+ 4) ln

(
1 +

∆T

T

)
+ VT lnN +

(
Eg
q
− Vbe,n

)
∆T

T + ∆T
(8.1)

where VT ≈ 26 mV, Vbe,n ≈ 700 mV, Eg ≈ 1.12 eV (bandgap of silicon), m≈ −3
2

[140].

A regular temperature sensor, where both the diodes experience the same global tempera-

ture change, takes advantage of the term VT lnN to establish ∂Vbe
∂T
≈ k

q
≈ 8.67×10−5 V/K. By

placing the x1 diode in a constant temperature region, the designed local temperature sensor

takes advantage of the last term
(
Eg
q
− Vbe,n

)
∆T

T+∆T
to establish ∂Vbe

∂T
≈

Eg
q
−Vbe,n
T

≈ 1.33×10−3

V/K. Since the range of temperature change is limited, we sacrifice linearity over large range

with sensitivity.

Fig. 8.11 shows the measured responsivity of 2 mV/mW of dissipated power under a

2.1 V supply. The thermal and as well as the DC sensor show similar monotonic variation

with DC power drawn by the PA. The response of the thermal sensor is, however, limited

by the thermal time constant. The measured results are in close agreement with predicted

results from thermal and circuit simulations. The sensor performances are summarized in

Table. 8.1.3.
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Figure 8.9: Schematic of temperature sensor showing ‘hot’ sensor diodes interspersed within PA transistor
and the simulated thermal profile for 80mW power dissipation in the process.

Figure 8.10: Layout of the PA transistor with the inter-spaced diodes in between.
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Figure 8.11: Measured temperature sensor output and DC sensor output with increasing DC power dissipa-
tion in PA.

Sensors Measured Entities Responsivity Range Sensor 1-b resolution

RF Power True In/Op 54 mV/mW (in) 0-10 mW (in) 55 µW (in)

Power 8.3 mV/mW (op) 0-100 mW (op) 360 µW (op)

DC DC drawn 8.5 mV/mA (in) 0-60 mA (in) 280 µA (in)

Sensor by PA 4.2 mV/mA (op) 0-120 mA (op) 560 µA (op)

(in, op stages)

Thermal Power dissipated 4.0 mV/mA (in) 0-130 mW (in) 0.75 mW (in)

Sensor by PA 2.0 mV/mA (op) 0-260 mW (op) 1.5 mW (op)

8.2 Actuators

1

The actuation space of the PA is composed of individual biasing controls for both the

common source and cascode transistors, for each stage of the PA as well as output combiner

tuning with tunable transmission lines. The tunability is achieved by allowing transmission

line stubs to be shorted at different lengths using active transistors and digital control. More

details are available in the papers [134] and [137].

1Designed by Steven Bowers and Kaushik Dasgupta
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8.3 Digital Algorithm

An on-chip healing algorithm is synthesized with IBM library digital cells and consists of a

global state machine that controls communication with all component blocks for changing

actuation states, reading sensor data and performing the optimization of PA operation 2. The

iteration runs on automatically till the optimized state is run. To the user, it looks alike a

black box where the user specifies the desired output power and the algorithm finds the most

efficient state that generates the desired RF power with minimum DC power consumption.

Because of this modular code setup, many different types of complex optimization algorithms

can be incorporated into this general fully-integrated self-healing framework. Two such

optimization strategies have been synthesized in the current implementation that finds the

optimum solution within the search space of 262,144 possible states. One finds the state with

maximum output power, and the other finds the state with the lowest DC power for a given

output power. The convergence of the algorithm using a low frequency clock of 25 MHz

(limited by the measurement setup) takes up to a maximum of 0.8 second. At its full speed

of 400 MHz, the maximum healing time would be 0.1 second. The digital core structure and

the state-machine are explained in Fig. 8.12 and Fig. 8.13. The digital core is equipped with

several instruction sets, which help in debugging. The instruction sets have different modes

such as complete automated optimization, manual actuation set loading, only reading sensor

data, as well as set-by-step optimization so that sensor data at every step of the optimization

can be monitored.

8.4 Measurement Results Demonstrating Healing

3

The self-healing PA is fabricated in IBM 45 nm SOI CMOS. The chip is probed with high-

frequency GSG probes and communication with the on-chip digital core is achieved through

2We would like to thank Ben Parker for digital synthesis support.
3Measurements were performed by Steven Bowers and Kaushik Dasgupta
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Figure 8.12: Digital core structure.

Figure 8.13: State-machine description.
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an on-chip serial interface. The die micrograph with sensor placements and measurement

setup photo is shown in Fig. 8.14. FPGA and Matlab interface are used only for reading

sensor data out of the chip and loading the instruction set into the core.

Figure 8.14: Measurement set-up and die micrograph showing PA with sensors, ADC and actuators.

20 chips were measured and Fig. 8.15 shows that healing improvement at different input

power levels at 28 GHz. Since self-healing allows us a reconfigurable PA which can be

optimized for different drive levels, Fig. 8.15 shows considerable improvement over a non-

healed PA, specially at the back-off. The non-healed PA has been designed for saturated

output power, but the optimum impedance for maximizing output power changes at lower

drive levels. Due to impedance tuning facilitated by the actuation space, we achieve almost

3 dB increase in output power at lower input power levels. The histogram shows, that due

to self-healing, random variations in the performance space, due to variations in fabrication

processes can be reduced to a considerable extent, as shown by narrowing of the distribution

over 20 chips in Fig. 8.15. If we are interested in a constant RF output power, then self-

healing allows us to optimize efficiency using a combination of DC control and combiner

tuning. Fig. 8.16 shows almost 50% decrease in DC power consumption for a constant output

of Pout=12.5 dBm at 28 GHz. The narrowing of the distribution shows the efficacy of self-

healing countering against process variations. Due to aging and environmental changes, such

as absorptions and reflections from nearby surfaces, the output loading may be considerably

different from the designed load of 50 Ω. 4 Fig. 8.17 shows that self-healing helps us to

overcome some effects of load variations by optimizing the performance of the PA over the

actuation space. The details of the measurement results can be found in [137].

4This is the case when cell-phone is held against our ear or near our head or even placed on a table.
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Figure 8.15: Output power healing for different input power and histogram showing effect of self-healing in
narrowing distribution and yield increase.
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Figure 8.16: Self-Healing demonstrating almost 50% less DC power consumption for a constant output power
of Pout=12.5 dB.

Figure 8.17: Self-Healing showing improved output power performance over the 4-1 VSWR cycle and his-
togram showing yield increases for a constant load mismatch at ΓL = −0.2
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Chapter 9

Other Work

In a mm-Wave transceiver, the integrated power amplifier (PA) still remains the most chal-

lenging block because of low breakdown voltages and reliability issues like hot carrier injection

(HCI) [141]. This fundamentally limits the maximum power that can be extracted from a

single stage without sacrificing efficiency, gain, and stability. It therefore becomes inevitable

that the output power of several stages must be combined in order to achieve the desired

power level. Also since available gain is limited and ohmic losses are high at mm-wave fre-

quencies, it becomes necessary to cascade several stages to boost up the power gain, often

at the cost of efficiency.

In this Chapter, we will discuss our work on a scalable compact combiner topology which

is based on a self-similar modular design. The design is an effort towards realizing the

broader concept illustrated in Fig. 9.1 where the entire combiner network is similar to a

part of itself. The output currents of four stages driven in phase combine with four similar

output stages which again combine with four similar stages and the self-replication continues.

Such self-similarity will not only make the design more modular, flexible and compact for

lower loss, but will also make it more scalable than a more conventional current combing

corporate network where physical distance of separation between the stages increases rapidly

with number of stages [143]. The symmetry of this design also ensures a symmetric thermal

profile in the die which affects each of the 4-way combining stages in a similar way, unlike

a conventional corporate combiner where the temperature rise experienced by the middle

stages is higher. As a proof of concept, we present the design of a 16-way combiner which
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combines the power of 16 output stages to achieve a Psat of +11.4dBm at 77 GHz on a 0.7

V supply. This was the highest reported Psat in this frequency band in CMOS with a sub

1V supply at the time of publication [142], that is necessary for long term reliability of the

devices.

Figure 9.1: A conceptual self-similar output combiner for combining currents from four output stages where
each output stage is a scaled self-replicated version of the four output stages in an iterative way

9.1 Power Combining

Given a technology, there is an optimum value of power which can be reliably obtained from

a single stage without sacrificing power gain, stability and bandwidth. It is important to

understand the trade-offs in order to appreciate the relevance of power combining.

9.1.1 Importance of Power Combining

When the transistor is operated at a frequency near its fmax, the gain is limited by the quality

factor of its input impedance. The resistive part of this impedance which sinks the input

RF power, is contributed by the resistance of the polysilicon, the gate contacts and also by

the delayed trans-conductance caused due to the transit delay between the charge induction

in the channel and the instantaneous gate voltage, commonly known as ‘nonquasistatic’
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Figure 9.2: Output combiner design for combining current from 16 output stages driven in phase. The com-
biner also achieves impedance transformation. The spaces in the transmission line network of the combiner
represent ports where capacitors were placed as parts of the matching network. It also shows the schematic
of the last three stages in each of the four arms of the combiner. It consists of Driver 1, Driver 2 and Output
stage which have been illustrated in Fig. 9.4 and Fig. 9.5

effect [144]. The quality factor and therefore, the power gain and fmax, can be increased

by reducing the gate width per finger until the transistor becomes unstable from the output

port for a conjugate input match. Thus, for a optimum gate width per finger, the power

gain of a transistor biased at its maximum fmax is fixed by technology. In this design, for a

finger width of 1µm, the MAG was 5dB at 77 GHz at a bias of 0.16mA/µm.

For an optimal finger width and bias, the output voltage swing will be limited by the

breakdown of the devices and the long term reliability issues like HCI and time-dependent

dielectric breakdown. The device time to failure is exponential with the voltage swing and

it is imperative to operate far away from this region. This fixes the supply voltage, which in

this design is set at 0.7V. The output power, however, can be increased in theory by adding

fingers in parallel and scaling down the desired output impedance for a proportionately

higher current swing. In practice, such an optimistic scaling fails beyond a point primarily

due to the following factors.

The low input and output impedance of a ‘giant’ output stage will imply a high impedance

transformation ratio in the interstage as well as the output matching network leading to high

loss and possible instability into the preceding stage [145]. This also reduces bandwidth and

makes the design more sensitive to modeling errors. Also beyond a point, the connecting and

feeding wiring resistance and inductance would overwhelm the benefit of adding irrationally
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large number of elements. In this technology, for a 96µm finger wide transistor, the saturated

output power is around 5.5 dBm for a large signal load-pull match.

9.1.2 Efficient Power Combining

In order to increase the net output power, therefore, it is evident that power combining

is necessary. Any loss in the output combiner, however, is critical and directly reduces

efficiency and cannot be compensated for, unlike interstage losses. Assuming around 4 dB

of combiner loss, around 16 output stages each delivering 5.5dBm need to be combined in

order to generate +13dBm of output power. The problem of designing a combiner to ensure

maximum large signal power transfer to a 50Ω load through a lossy matching network is

a multi-dimensional optimization procedure [141]. We know, however, that in silicon ICs,

high-frequency loss is primarily dominated by metal loss due to storage of magnetic energy

(as opposed to storage of electrical energy in the dielectric). Hence, in order to achieve a

given inductive impedance transformation and store a given amount of net reactive energy,

the average capacitive energy stored in the passive network has to be minimized, since

any electrical energy needs to be compensated by an excess magnetic energy leading to

higher loss. Ideally, therefore we should use only inductors with no capacitors to achieve

the impedance transformation. However since inductors have finite self-resonant frequencies

and transformer geometry also includes distributed capacitance, we use transmission lines in

the combiner, splitter as well as in inter-stage matching networks. T-lines have predictable

return paths and also scale up more readily with frequency. When a transmission line is

terminated with a load of reflection coefficient, |ΓL| ejθ, the average magnetic energy stored

inside the line is given by Wm = 1
2

∫ l
0
L|I(x)|2dx = f(l, |ΓL|, θ) and the average electrical

energy is given by We = 1
2

∫ l
0
C|V (x)|2dx = g(l, |ΓL|, θ) and the impedance transforming

network with the highest Wm/We ratio will be the most efficient.

In this design, we combine the power of 16 such output stages driven in phase and current

combine the output progressively though a modular matching network which realizes the

power combining and impedance transformation at the same time. In order to minimize loss,
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Figure 9.3: Simulated loss (passive efficiency) of the combiner

and to the make the layout compact, the combiner is made symmetrical and equidistant from

16 output stages as shown in Fig. 9.2. It has a binary tree-like structure and progressively

adds current from the previous two stages finally adding 16 in phase currents in the center

node. At each intersection point of the combiner, current gets added with the impedance

looking into it doubled at each branch, while the combiner brings the impedance down again

through a network of t-lines and capacitors to achieve the desired load-pull impedance. This

approach leads to a combiner with a simulated passive efficiency of 38% at 77 GHz as shown

in Fig. 9.3. Each of the feeding arms in the 16-way combiner is also fed through a series

of self-similar driver amplifiers and matching networks as shown in Fig. 9.4 and explained

in the next section. In theory, each such combiner can be self-replicated to make four such

combiners combining the output power after having transformed the terminating 50Ω to

200Ω.

9.2 Architecture and Amplifier Design

The entire PA architecture, along with power splitting and combining, has been shown in

Fig. 9.4. For the driver amplifiers typically, the transistors are sized in the ratio of 1:2 in

a cascaded chain so that the output saturates when it has atleast 3 dB of gain. Therefore

the driver stages (each 48µm) of two output stages (each 96µm) can be combined into a
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single stage of width 96µm. The same procedure can be carried out on the initial driver

stages to enable a binary tree scaling. This concept is illustrated in Fig. 9.4 which shows the

combining network and the self-similar active power splitting among different stages through

transmission lines . In this way, a modular design methodology can be established and laying

out separate optimized transistors and separate transformation networks for each stage can

be avoided. However, layout constraints entail using slightly different matching network

for different stages. The power flow among various branches at saturation is also shown in

Fig. 9.4, assuming each stage has 3dB of gain at saturation and branches are lossless. Let

Pout be the power delivered by each output stage consuming PDC of DC power and let L

be the combiner loss factor in the such a N cascaded binary corporate combiner [143](here

N = 5). Then the drain efficiency (Enw) of the entire network is given by

Enw =

L
2N−1∑
i=0

Pout

N−1∑
i=0

2iPDC

=
L

2

2N

2N − 1

Pout
PDC

≈ 1

2
LEsingle (9.1)

where Esingle is the drain efficiency of a single output stage. It can be seen that the effi-

ciency gets reduced to less than 50% for such cascaded combiners; however such a reduction

is unavoidable in order to achieve a higher saturation gain and a higher saturated output

power.

The whole network consists of six stages and the input transistors have a width 48µm.

Each 96 finger transistor is laid out as 8 parallel transistors, each of 12 fingers, to distribute

the gate resistance and maximize gain ensuring minimum gate-drain side-wall capacitance

for improved stability. The input and output CPW tapers are absorbed as parts of the

matching network. All impedance transforming networks are designed using microstrip tub

structure [141] with the 1.49µm thick top Al metal being used as the signal path. Spacing

and width of the ground lines are optimized for loss and transmission line length. Although

most of the return current is forced through the ground plane, the ground wall provides

isolation necessary to make the combiner layout compact and low-loss. The schematic of the
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Figure 9.4: The PA architecture showing the power splitting, combining networks and power flow among
various branches at saturation assuming each stage has 3dB of saturated gain and branches are lossless

last three stages with detailed matching network is shown in Fig. 9.2.

Metal-oxide-Metal (MOM) capacitors were employed in the matching network and for

bypass. Extensive 3D EM simulations (Ansoft HFSS) were performed to accurately predict

self-resonance frequency (SRF) of the capacitors A wide-band model (1-110 GHz) was then

fitted which matched simulations within 0.5% over the entire frequency range. 200fF ca-

pacitors were simulated to resonate around 80 GHz. They were used in series with suitable

resistors to achieve low impedance bypass.

9.3 Measurement Results

The die microphotograph is shown in Fig. 9.5. The chip occupies an area of 1.3x1.3mm2.

Small-signal measurements are carried on wafer through WR-10 GSG Infinity probes con-

nected to Agilent PNA 8361A through TX-RX modules. The Agilent 8316A vector network

analyzer is calibrated using W-band calibration substrates since the pads have been assim-

ilated in the matching networks. The PA is biased in class AB mode and the DC current
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Figure 9.5: Die microphotograph of the 77 GHz amplifier showing the layout placements of the different
stages and the power splitting and combining network.

drawn is 472mA from a 0.7V supply. The measured small-signal parameters are shown in

Fig. 9.6. The input match is below -19dB at 77 GHz and is below -10dB between 70-82

GHz. S22 is below -8dB at 77 GHz. The small signal gain of the amplifier is around 9.4 dB

at 77GHz and has 3dB bandwidth between 72.5-83.5 GHz and has gain upto 87 GHz. No

instability was observed and the measured K-factor is greater than 3.8 between 50-90 GHz.

The large signal performance of the PA at 77GHz is shown in Fig. 9.7. The input signal

is provided through WR-10 GSG probes and attenuator using a quadrupler (Spaceklabs AE-

4XW) which can deliver 12.3dBm output power at 77 GHz, enough to saturate the PA. The

input signal at 19.25 GHz to the quadrupler was provided by Agilent 8257D. The output

power was measured with W-band Agilent W8486A power sensor connected to Agilent 4418B

power meter after de-embedding the probe loss. The PA has a saturation output power of

11.4 dBm and a saturated gain of 5dB. To the best of the authors’ knowledge, the PA achieves

the highest Psat among reported work in CMOS at this frequency with a sub 1V quiescent

Vds, despite being implemented in a 90nm process with a relatively lower fmax compared to

finer line processes used in other implementations [146]- [151]. In general, although higher

Psat and efficiency can be obtained by operating at higher supply voltages, it was kept low
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at 0.7V to operate far away from low breakdown and ensure long term reliability.

Figure 9.6: . Measured S-parameters of the power amplifier

Figure 9.7: Measured output power, gain and PAE at 77 GHz.
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Chapter 10

Conclusion

In this thesis, we discussed our approach towards development of integrated terahertz tech-

nology in silicon-based processes. Up until recently, the terahertz frequency range has been

mostly addressed by high mobility custom III-V processes, expensive nonlinear optics, or

cryogenically cooled quantum cascade lasers. A low cost room temperature alternative can

enable the development of such a wide array of applications, such as disease diagnostics,

label-free genetics, security screening for concealed weapons and contraband detection, global

environmental monitoring, nondestructive quality control and ultra-fast wireless communi-

cation, not currently accessible due to cost and size limitations

However, THz power generation in silicon-based integrated circuit technology is challeng-

ing due to lower carrier mobility, lower cut-off frequencies compared to compound III-V pro-

cesses, lower breakdown voltages and lossy passives. Radiation from silicon chip is also chal-

lenging due to lossy substrates and high dielectric constant of silicon. In this work, we propose

novel ways of combining circuit and electromagnetics in a holistic design approach, which can

overcome limitations of conventional partitioned and block-by-block design methodology for

high-frequency power generation above the classical definition of cut-off frequencies (fmax).

We demonstrate this design philosophy in an active electromagnetic structure, which we call

Distributed Active Radiation. It is inspired by an Inverse Maxwell approach, where instead

of using classical circuits and electromagnetics block to generate and radiate THz frequen-

cies, we formulate surface (metal) currents in silicon chip for a desired THz field profile and

develop active means of controlling different harmonic currents to perform signal generation,
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frequency multiplication, radiation and lossless filtering, simultaneously in a compact foot-

print. By removing the artificial partitions among circuits, electromagnetics and antenna,

we open ourselves to a broader design space. This enabled us to demonstrate the first 1 mW

Effective-isotropic-radiated-power(EIRP) THz (0.29 THz) source in CMOS with total radi-

ated power being three orders of magnitude more than previously demonstrated. We also

proposed a near-field synchronization mechanism, which is a scalable method of realizing

synchronized large arrays of autonomous radiating sources in silicon. We also demonstrated

the first THz CMOS array with digitally controlled beam-scanning in 2D space and near 10

mW EIRP at 0.28 THz.

We use a similar electronics and electromagnetics co-design approach to realize a 4x4

pixel integrated silicon Terahertz camera demonstrating to the best of our knowledge, the

most sensitive silicon THz detector array without using post-processing, silicon lens or high-

resistivity substrate options (NEP ∼ 10 pW
√
Hz at 0.26 THz). Together with the CMOS

DAR arrays, we demonstrated, for the first time, an all silicon THz imaging system with a

CMOS source.
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Chapter 11

Appendix

11.1 On the possibility of false locking

The near-field sense antenna gauges the current configuration in the radiating sources through

a near-field electromagnetic coupling mechanism. The coupling network between multiple

distributed active radiators tries to bring back the system into a state where the sense an-

tenna voltages of all the radiator cores equalize. We have shown the locked state is a lowest

energy and stable state, i.e. any small perturbation around the steady state will die down

exponentially. It is possible though, that two current configurations in a DAR result in the

same sense antenna voltage and we explored if such a false locking state can occur in practice.

It is seen that in silicon implementation, any spurious substrate mode coupling is enough to

suppress this undesired locking state and this is verified in simulations and experiments.

This is illustrated in Fig. 11.1. If we fix the direction of traveling wave and the phase at

any point on the DAR, then the current configuration for any other point on the DAR is fixed.

If we now advance the phase of that chosen point through 360◦, it will be reflected uniquely

in the sense antenna voltage whose phase will also follow through 360◦. If we now reverse

the direction of wave travel, and again advance the phase of the current distribution on thee

DAR, the phase of the sense antenna voltage will once again follow through 360◦. This implies

for every current configuration there is another state where the traveling wave oscillation is

in the reverse direction, which results in the same sense antenna voltage. This is shown in

Fig. 11.1, where the magnetic flux remains same with time for the two states. If observed
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Figure 11.1: On the possibility of false locking.

carefully, it can be seen that all times, the current elements in one DAR are rotational

transformation of the elements in the other DAR, which results in the same magnetic flux.

However, as discussed before, in practical realization, any form of coupling through substrate

or otherwise, renders two of these states existing in two coupled DARs unstable.

11.2 Derivation of State Equations in the transformed

domain for stability analysis

We will try to derive(5.16a) and (5.16b) form (5.8) using the transformations(5.15a) and

(5.15b). Assuming z = 1
ω0

dv
dt

, we have r2 = v2 + z2 and tan(φ) = z
v
. This gives us

r
dr

dt
= v

dv

dt
+ z

dz

dt
(11.1a)

r2dφ

dt
= v

dz

dt
− zdv

dt
(11.1b)

(11.1a) and (11.1b) when applied to (5.8) gives (5.16a) and (5.16b).
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11.3 Derivation of linearized state space matrix for sta-

bility analysis

Here, we will derive the state-space matrix in (5.21) from (5.17)-(5.20) using the steady state

solutions. From, (5.17)-(5.18), we have

∂F1,T

∂r1,T

∣∣∣∣
r01,T ,φ

0
1,T ,r

0
2,T ,φ

0
2,T

= −ωt,1
2Q

(1− gmR)

− 9

8Q
ωt,1α

2
3R(r0

1,T )2 − Cω0

2

= −2ωt,1
Q

(gmR− 1)− Cω0

2
(11.2a)

∂F1,T

∂φ1,T

∣∣∣∣
r01,T ,φ

0
1,T ,r

0
2,T ,φ

0
2,T

=
Cω0

2
r0

2,T sin(φ0
1,T − φ0

2,T )

= r0
2,T∆ωt (11.2b)

∂F1,T

∂r2,T

∣∣∣∣
r01,T ,φ

0
1,T ,r

0
2,T ,φ

0
2,T

=
Cω0

2
cos(φ0

2,T − φ0
1,T ) (11.2c)

∂F1,T

∂φ2,T

∣∣∣∣
r01,T ,φ

0
1,T ,r

0
2,T ,φ

0
2,T

= −Cω0

2
r0

2,T sin(φ0
1,T − φ0

2,T )

= −r0
2,T∆ωt (11.2d)
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∂G1,T
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(11.3e)

We can similarly derive the state-space coefficients corresponding to F2,T and G2,T from

(5.19)-(5.20). The final results are shown in (5.21).
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[120] E. Öjefors, U.R. Pfeiffer, “A 650GHz SiGe Receiver Front-End for Terahertz Imaging

Arrays”, ISSCC Dig. Tech. Papers, pp. 430-431, Feb. 2010.

[121] H. Sherry et al.,“ Lens-Integrated THz Imaging Arrays in 65nm CMOS Technologies,”

RFIC Symp. Dig., pp. 1-4, Jun. 2011.

[122] F. Schuster et al.,“ A Broadband THz Imager in a Low-Cost CMOS Technology,”

ISSCC Dig. Tech. Papers, pp. 42-43, Feb 2011.

[123] U.R. Pfeiffer, et al., “Terahertz Imaging with CMOS/BiCMOS Process Technologies,”

in Proceedings of ESSRIC, Sep 2010, pp. 52-60.

[124] J.W. May and G. Rebeiz, “Design and Characterization of W-Band SiGe RFICs for

Passive Millimeter-Wave Imaging,” IEEE Tran. Microw. Theory Tech, vol. 58, no.5, pp.

1420-1430, May. 2010.

[125] “OAD-7 Golay Detector Operating Manual,” QMC Instruments Ltd.,Cardiff, U.K.,

Jan. 4, 2005.

[126] S. Eminoglu, M. Tanrikulu, and T. Akin, “A low-cost 128 x 128 uncooled infrared

detector array in CMOS process,” J.Microelectromechan. Syst., vol. 17, no. 1, pp. 20–30,

Feb. 2008.

[127] C. Middleton et al., “Passive millimeter-wave focal plane array,” in Conf. Dig. 2004

Joint 29th Int. Conf. Infrared and Millimeter Waves, 12th Int. Conf. Terahertz Electron-

ics, 2004, pp. 745–746.

[128] J. L. Hesler and T. W. Crowe, “Responsivity and noise measurements of zero-bias

schottky diode detectors,” in Proc. 18rd Int. Symp. Space Terahertz Techn., Pasadena,

CA, Mar. 2007, pp. 89–92. http://www.isstt2007.caltech.edu .

[129] Pyroelectric Detector, Product Sheet for Model SPH-62. Spectrum Detector Inc., Lake

Oswego, www.spectrumdetector.com

220
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