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Abstract

This thesis presents a new method to construct smooth l- and 2-form subdivision schemes over

the 3D volumetric domain. Based on the subdivided 1- and 2-form coefficient field, smooth vector

fields can be constructed using Whitney forms. To obtain stencils in the regular setting, classical

0-form subdivision and linear 1- and 2-form subdivision over the octet mesh are introduced. Then,

convoluting with a smooth operator, smooth 1- and 2-form subdivision schemes in the regular

case can be determined up to one free parameter. This parameter can be determined by a novel

technique based on spectrum and momentum considerations. However, artifacts exist in boundary

regions because of the incomplete regular support and the shrinking feature of the original 0-form

subdivision scheme. To address these problems, the projection-scaling method and the expansion

method are introduced and compared. The former method projects arbitrary discrete differential

forms to a subspace spanned by low-order potential fields. The algorithm subdivides these potential

fields and reconstructs the discrete form in the refined level using linear combinations. Scaling is

included for elements near the boundary to offset the effect of mesh shrinkage. Alternatively, for the

expansion method, a compatible nonshrinking 0-form subdivision scheme is constructed first. Based

on the new 0-form subdivision method, extending 1- and 2-forms beyond the boundary becomes

natural. In the experiment, no noticeable artifacts, including attenuation, enlarging or undesirable

bend, are found in practice.
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Chapter 1

Introduction

Subdivision surfaces are standard tools for modeling free-form surfaces in the computer graphics

industry [15, 34, 44, 46] because of their flexibility and adaptability to smooth surfaces with com-

plicated topology. In this thesis we will extend the subdivision to the volumetric domain, i.e., we

are dealing with tetrahedral meshes instead of surfaces. Because of the complexity of the volumetric

domain problem, in this section, we first review the mathematical background of surface subdivision

schemes in Section 1.1. Section 1.2 reviews the basic ideas, definitions and notations in discrete

differential geometry (DDG) that are used extensively throughout later chapters. Using DDG, we

introduce an edge-based (1-form) subdivision scheme in Section 1.3. Section 1.4 reviews basic con-

cepts and previous works in the area of 3D volumetric domain subdivision. Section 1.5 summarizes

the structure of the thesis.

1.1 Classical Vertex-Based Subdivision on Surfaces

In computer graphics, a smooth surface is usually represented by a piecewise-linear polygonal mesh.

A smoother representation can be obtained by recursively subdividing the facets of the coarse mesh

into several finer facets. Given the initial mesh M0, the subdivision process can be defined through

the recursive equation

Mk+1 = SMk, k ≥ 0. (1.1)

A good subdivision algorithm associated with the linear operator S leads to a smooth surface M∞

in the limit as k → ∞ in the form of a sequence of piecewise-linear meshes. Usually a surface

subdivision process can be factorized into a topological splitting process followed by a geometric

smoothing process that is usually in the form of a weighted averaging of all vertices in a finite

support. Such a factorization is also available for the edge-/facet-based subdivision and the 3D

volumetric domain subdivision we discuss in later chapters.

The above-mentioned subdivision algorithms were proposed for the construction of smooth free-
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form surfaces but have found applications well beyond geometric modeling [20, 26]. Some of these

schemes are formulated for meshes with data living at either vertices, e.g., positions, or faces, e.g.,

colors [9, 18, 27, 28, 33, 36]. The former schemes are called primal schemes while the latter are called

dual schemes. There are other ways to classify subdivision schemes. For example, schemes come

in flavors distinguished by their topological splitting rules, e.g., based on triangles or quadrilaterals

([9, 18] vs. [28]) or based on dyadic or more exotic splitting ([28] vs [27]); and by their geometric

smoothing rules, e.g., piecewise linear or higher order.

1/16

5/8

(1) Even vertex, regular

1/8

3/8

(2) Odd vertex

α

1-Vα

(3) Even vertex, extraordinary

Figure 1.1: Subdivision stencils for Loop’s scheme. Old vertices with different colors have different
contributions to the target vertex (the star).

Local geometric smoothing rules of a subdivision scheme can be represented by a subdivision

stencil. As an example, Fig. 1.1 shows subdivision stencils for the Loop subdivision scheme. Note

that the stencils for even vertices (vertices from the coarse mesh) and odd vertices (newly inserted

vertices) are different. Further, the stencil also depends on local topological configurations such as

valence (α in the figure is a constant number which solely depends on the valence). Fig. 1.2 shows

the process to subdivide mannequin data using Loop’s scheme.

(1) M0 (initial
mesh)

(2) M1 (3) M2 (4) M∞

Figure 1.2: Subdividing mannequin data using Loop’s scheme

Subdivision Matrix For a finite subdivision scheme (i.e., the stencil has a compact support),

a useful tool for surface subdivisions is the subdivision matrix that relates the control points in a



3

fixed neighborhood domain of the coarse and refined meshes. Take Loop’s scheme as an example.

As shown in Fig. 1.3, the scheme’s support is restricted in two rings around a vertex (the control

set) in the coarse mesh, the subdivision operation S in Eq.(1.1) maps the local mesh into a finer

mesh with identical local topological structure (i.e., the kth ring in the coarse mesh corresponds to

the kth ring in the refined mesh (as shown by different colors) and the indices of the vertices can

also be perfectly matched up) and can be represented by a (3v + 1)× (3v + 1)-matrix where v is the

valence of the central vertex. The matrix element Sij represents the contribution of the ith vertex

in the coarse mesh (pk
i ) on the jth vertex in the refined mesh (pk+1

j ).

[0]

[1]

[2]

[3]

[4]
[5]

[6]

[7]

[8]

[9]

[10]

[11]

[12] [13]
[14]

[15]

(1) Mk

[0]
[1]

[2]

[3]

[4]
[5]

[6]

[7]

[8]

[9]

[10]

[11]

[12] [13] [14]

[15]

(2) Mk+1

Figure 1.3: A finite subdivision operation can preserve the topological structures in a fixed neigh-
borhood. Here we applied the subdivision on a mesh around a vertex with valence 5.

Because of symmetries in the local topological structure, the subdivision matrix has circulant

symmetric features. For example, the contribution of pk
1 on pk+1

7 is the same as the contribution

of pk
2 on pk+1

9 and pk
1 . . . pk

5 have the same contribution on pk+1
0 . For simplicity, we can define a

equivalence relation ∼r with respect to the central vertex v0 such that vi ∼r vj if and only if we

can transform vi to vj by a rotation around v0 while all other topological structures are preserved.

Under this equivalence relation, the vertices in the shaded neighborhood in Fig. 1.3 can be classified

into four classes. Equivalently, the subdivision matrix can be divided into a (4× 4)-block matrix in

which each block is circulant symmetric.

1.2 Discrete Differential Geometry

Differential forms are a fundamental concept in the mathematical fields of differential topology and

tensor analysis. They facilitate an intrinsic approach to multivariable calculus that is independent

of coordinates. We will come back to this coordinate-free feature many times throughout this thesis.

The concept of differential forms and the formulation of exterior algebra using wedge products and

exterior derivatives were both introduced by Cartan [8]. Using these tools, classical operations
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such as integration can all be reformulated in a coordinate-free way; this helps expose the intrinsic

geometric features and the topological invariants of problems.

One of the most important motivations for the discretization of the above theoretical framework is

the popularization of digital computers. Many works have discussed how to use purely computational

techniques such as finite difference to discretize differential geometries. However, most of these

approaches have at least two drawbacks. First, the results depend on coordinates, or the metric space

in which the geometric objects are embedded, so intrinsic topological properties become obscured.

Second, most of these methods are based on numerical approximations. Therefore, many important

global and invariant features of the geometric objects are lost during the discretization process.

As shown in Chapter 3, a more intrinsic discretization approach (discrete exterior calculus, or

DEC) can be introduced, based on combinatorial and topological analogues of many concepts and

operations in continuous differential geometry. Under this approach, topological manipulations

(coordinate-free) and geometric processing (embedding into a metric space) are kept separated. For

example, in the aforementioned classical subdivision case, this separation becomes the factorization

into the topological splitting step and the geometric smoothing step. Such separation becomes more

clear when we come to the 1- and 2-form subdivision cases later. More details can be found in

classical algebraic topology books [21, 30].

Differential forms are one of the core concepts in modern differential geometry. Informally

speaking, a k-form can be thought of as an entity ready to be integrated on a k-dimensional region

[1, 14, 16]. In other words, in the continuous domain, a k-form defines a linear mapping from a

k-dimensional region on a manifold K to R. Formally, a k-form on a manifold K locally defines an

antisymmetric multilinear map from the product of tangent spaces ∧k
i=1TpK to R. It is a smooth

section of the k-th power of the cotangent bundle [14, 37, 40]. Obviously, the set of all k-forms on a

manifold forms a linear space, often denoted as Σk(K). The restriction of such multilinear maps to

the tangent space of a submanifold induces differential forms on that submanifold. As we see below,

such feature simplify our calculations when we construct discrete form subdivision stencils.

The concepts above have perfect analogues in the discrete domain where the “manifold” is now

a mesh M. The role of integration in the continuous domain is now played by the evaluation of a

discrete form on a chain, which is essentially a weighted sum of simplices. The integrands, discrete

differential forms, or cochains, are sets of scalar values associated with each simplex in M. Cochains

are the discrete analogues of differential forms [16].

An interesting questions is: given discretized differential forms associated with M, can we inter-

polate a continuous differential forms from this data? The answer is yes: this interpolation task is

accomplished through Whitney forms [4, 5, 45]. Note that a continuous 0-form is just the value of

a function in the continuous domain, so the discretized 0-form is simply the value of that function

restricted to the vertices. The Whitney 0-forms are the vertex-based interpolation basis (i.e., hat
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functions) defined as φi = 1 at vertex vi and 0 at all the other vertices. The linear combination of hat

functions yields a linear interpolation of the discrete 0-form. For higher-order forms, reconstruction

can be accomplished through a similar approach using Whitney forms of the corresponding order.

A detailed discussion can be found in Section 3.2.

Another building block of modern differential geometry [12, 17, 40], the exterior derivative d,

generalizes the classical derivative of a function to higher-order differential forms. Specifically, d :

Σk(K) → Σk+1(K), f 7→ df is a linear map that satisfies the following 3 conditions: (1) If f

is a smooth function (i.e., a 0-form), then df is the classical derivative f ′ (i.e., a 1-form); (2)

d(df) = 0 (this is called the Poincaré lemma); (3) If f is a p-form and g is a q-form, then d(f ∧g) =

df ∧ g + (−1)pf ∧ dg. These formula can be used to define the exterior derivative of higher-

order differential forms. More specifically, if the local coordinate chart of the manifold is defined as

(x1, · · · , xn), then for a k-form, we have d(f dxj1∧· · ·∧dxjk ) =
∑n

i=1(∂f/∂xi) dxi∧dxj1∧· · ·∧dxjk .

In R
3, using the exterior derivative, we can express the usual vector calculus operators:

Gradient: ∇ = d0, Curl: ∇× = d1, Divergence: ∇· = d2. (1.2)

As discussed in Chapter 3, while the discrete exterior derivative operator has some of the same

features as these classical operators, it has a much more succinct interpretation.

1.3 Edge-Based Subdivision on Surface

Unlike the above-mentioned primal or dual schemes, subdivision schemes for data living on the

edges of a mesh were not investigated until recently [43]. Under this framework, scalar coefficients

on directed edges in the coarse mesh are linearly combined to give the scalar coefficients on directed

edges in the refined mesh. We can apply these edge-based schemes to discrete 1-forms which, as

mentioned in Section 3.1.2, are essentially the discrete analogues of vector fields. A sequence of

everywhere-defined differential 1-forms can be reversely constructed using a suitable interpolation

method (e.g., the Whitney forms) from these scalar coefficients. This sequence can be identified

with tangent vector fields [43]. In the finite elements context, the scalar coefficient field can also

be interpreted as giving rise to edge elements, which can be essential in the numerical solution of

certain partial differential equations [2, 5]. In this way, edge-based subdivision schemes provide

new construction methods for hierarchically refinable edge elements. We will present the theoretical

framework of the edge-based subdivision schemes in Chapter 3.

In the surface case, the 1-form subdivision scheme [43] was first constructed based on 0-form

subdivision using Loop’s scheme [28]. A 1-form scheme based on Catmull-Clark subdivision can be

constructed using the similar approach [42]. In these approaches, the stencil of the 1-form subdivision
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is derived by specifying the commutative relations (d0S0 = S1d
0, d1S1 = S2d

1, see Section 3.4 for

details). The intuition behind commutative relations is that taking the discrete exterior derivative on

the subdivided mesh should yield the identical results to taking it first and then subdividing. If the

0-form scheme (e.g., Loop or Catmull-Clark subdivision) and 2-form scheme (e.g., half-box spline)

are fixed, the 1-form subdivision scheme is uniquely determined. Similar to the 0-form subdivision,

for 1- and 2-form subdivisions, geometric smoothing rules can also be represented using local stencils

(Fig. 1.4).

1/4

1/16

1/16

-1/16

-1/32

-1/32

1/32

1/32

1/32

1/32

0

0

(1) Even edge

3/32 3/32

3/16

1/32 1/32

3/32 3/32

(2) Odd edge

1/32 1/32

1/32 1/32

1/8

0

(3) Even facet

1/16

1/161/16

1/16

(4) Odd facet

Figure 1.4: Stencils for 1- and 2-form subdivisions (only regular cases are shown here)

The construction of a 1-form scheme using
√

3-subdivision is more complicated [24]. In this work,

no 2-form subdivision scheme is specified in advance. As the commutative relation between the 0-

and 1-form subdivision does not uniquely determine the 1-form stencil, the authors developed a new

approach based on spectral and momentum considerations to uniquely fix the 1-form stencil. Such

analytical tools proved to be useful in volumetric subdivision cases addressed below.

(1) Edges in Mk (2) Edges in Mk+1 (3) Facets in Mk (4) Facets in Mk+1

Figure 1.5: A finite subdivision operation can preserve the topological structures (including edges
and facets) in a fixed neighborhood.

Remark: Similar to the 0-form subdivision, 1- and 2-form subdivision operations can be written

in the form of Eq.(1.1) where Mk is the form coefficient field instead of vertices coordinates. The

subdivision matrix for 1- and 2-forms defines a mapping links a fixed neighborhood of edges and

facets in two sequential subdivision levels (Fig. 1.5). We can introduce similar equivalence relations

among edges and facets such that the subdivision matrix can be written as a block matrix in which

each block has a circulant symmetric structure.
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1.4 Subdivision in the Volumetric Domain

The definition of smoothness in the volume domain is not as straight forward as in the surface

case (Section 1.1). Here we have adopted the deformation-based definition of smoothness [38, 39].

Assume the original mesh M0 has |Γ| control points, where Γ is the index set. Consider the mesh

sequence M1,M2, · · · ,M∞. During the subdivision, because of the linearity of the subdivision

algorithm, any vertex v ∈ Mk can be expressed as a linear combination of vertices in Mk−1, so a

linear combination of the vertices in Mk−2, and so on. In the limit,

∀v ∈ M∞, ∃ {α1, α2, · · · , α|Γ|} ∈ R
|Γ|, s.t. v =

∑

i∈Γ

αiM0
i . (1.3)

If we perturb the original control mesh from M0 to M′0 and construct v′ =
∑

i∈Γ αiM′0
i using the

same coefficients and the perturbed vertices, then we can define f(v) = v′ as the influence from the

perturbation of the original control mesh. The smoothness of the subdivision scheme is then defined

as the smoothness of the function f . Moreover, assume the volumetric domain covered by M∞ is

D∞, the deformation can be defined for any point x ∈ D∞: the vertices of M∞ are dense in D∞

and f is continuous, so we can find a vertex arbitrarily closed to x and define the deformation of x

to be that of this nearby vertex. Indeed, deformation is also one of the most important applications

of vertex-based 3D volumetric domain subdivision algorithms [23, 38].

Early researchers proposed subdivision based on unstructured hexahedral control meshes [3, 25,

29]. However, generating a starting hexahedral mesh subject to given boundary conditions is a

difficult task in general.

(1) Step 0: Original
mesh (a single tetrahe-
dral cell)

(2) Step 1: Insert
vertices in the center
of each edge, then
split/insert edges and
facets

(3) Step 2: Insert 1 oc-
tahedron in the center of
the parent tetrahedron

(4) Step 2’: Insert 4
tetrahedra in the cor-
ner of the parent tetra-
hedron

Figure 1.6: Topological splitting of a single tetrahedral cell

Trivariate box-splines can be used as the basis of a subdivision scheme for unstructured tetra-

hedral meshes [10, 11]. The topological splitting process is conducted in a dyadic fashion. As

illustrated in Fig. 1.6, a single tetrahedral cell with 4 vertices, 6 edges and 4 facets is split into 4

tetrahedra and 1 octahedron with 10 vertices, 24 edges and 20 facets. The details of this process can

be found in Appendix A.2. However, in order to proceed to the geometric smoothing process defined
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on tetrahedral cells, an additional edge needs to be introduced between a pair of opposite vertices in

the central octahedron to split the octahedron into four tetrahedra. The arbitrariness of the choice

of this vertex pair introduces tremendous difficulty in the study of the smoothness properties of the

subdivision scheme. For example, the regularity of vertices cannot be defined in the classical way:

even if two vertices are of the same type (e.g., they have the same valence) in the coarse mesh, their

valences can be different after one step of topological splitting because the arbitrarily inserted edges.

To avoid this problem, instead of splitting the octahedron, researchers proposed the octet mesh.

The splitting rule for an octahedral cell is illustrated in Figure 1.7. A single octahedral cell with 6

vertices, 12 edges and 8 facets will be split into 8 tetrahedra and 6 octahedra with 19 vertices, 60

edges and 56 facets. The details of this process are also discussed in Appendix A.2.

(1) Step 0: Original
mesh (a single octahe-
dral cell)

(2) Step 1: Insert ver-
tices in the center of
the cell and every edge,
then split/insert edges
and facets

(3) Step 2: Insert 8 oc-
tahedra in the corner of
the parent octahedron

(4) Step 2’: Insert 6
tetrahedra inside the
parent tetrahedron

Figure 1.7: Topological splitting of a single octahedral cell

We can define vertex that has the same topological structure as the newly inserted octahedron

centroid as regular vertex. One property associated with this regularity is that regular vertices in

the coarse mesh remain regular after the subdivision. The types of vertices and other properties

of the octet mesh are discussed in Section 2.1. We review the details of the subdivision rules in

Section 2.2.

1.5 Overview and Contribution

This chapter provides a brief review and summary of the previous literature in related fields. Surface

subdivision schemes have been extensively studied for more than 30 years, but volumetric domain

subdivision has not been studied until recently because of its complexity. Edge-based 1-form sub-

division was studied more recently using DDG tools. This chapter focused on the motivations and

applications of these concepts; the details of these issues are addressed in Chapter 2 and Chapter 3.

Chapter 3 formalizes the theory behind the 3D 1- and 2-form subdivision schemes. Most of this

theory is a natural generalization of the corresponding theory in the surface case.
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Based on the theory introduced in Chapter 3, Chapter 4 discusses how to determine the 1-

and 2-form subdivision stencils for the regular case, while Chapter 5 discusses the stencil near the

boundary of the volumetric mesh. These two chapters focus on the calculation of the subdivision

stencils and a few technical details. A discussion of implementation issues (details of data structures

and algorithms used) are included in Appendix A.
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Chapter 2

Classical 0-Form Subdivision in the

Volumetric Domain

We briefly review the construction of the classical vertex-based subdivision over the volumetric

domain; this material serves as the foundation of the edge- and facet-based subdivision. Section 1.4

discusses the motivation behind the introduction of the octet mesh. Section 2.1 expands upon the

octet mesh and related topological, combinatorial and geometric properties. The underlying 0-form

subdivision [38] is reviewed in Section 2.2, where we rederive the stencil because the smooth operator

during the derivation will be useful for our construction of 1- and 2-form subdivision stencils later.

2.1 Geometric and Topological Properties of the Octet Mesh

2.1.1 Types of Vertices in the Octet Mesh

Recall that in the case of 2D surface, vertices in the triangular mesh can be classified as having regular

type (i.e., having a valence of 6) or irregular type. For the latter, the topological configuration around

the vertex can is determined by the valence, i.e., vertices are topologically equivalent if their valences

are the same. However, in the 3D volumetric case, the topology situation is much more complicated.

Suppose the initial unstructured mesh M0 = {V 0, E0, F 0, T 0, O0} corresponds to the continuous

manifold D0 with boundary ∂D0 and interior (∂D0)C . After k subdivisions we get the unstructured

mesh Mk = {V k, Ek, F k, T k, Ok} corresponding to a continuous manifold Dk. The vertices of V k

can be classified into 7 types:

◮ Boundary-Type-III (B3): x is at one boundary vertex of the original cells:

x ∈ V 0 ∩ ∂D0. (2.1)
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◮ Irregular-Type-III (X3): x is at one interior vertex of the original cells:

x ∈ V 0 ∩ (∂D0)C . (2.2)

◮ Boundary-Type-II (B2): x is on one boundary edge of the original cells and is not a vertex of any

original cells:

x ∈ (E0 − V 0) ∩ ∂D0. (2.3)

◮ Irregular-Type-II (X2): x is on one interior edge of the original cells and is not a vertex of any

original cells:

x ∈ (E0 − V 0) ∩ (∂D0)C . (2.4)

◮ Boundary-Type-I (B1): x is on one boundary facet of the original cells and is not a vertex of type

B2 or B3:

x ∈ (F 0 − E0 − V 0) ∩ ∂D0. (2.5)

◮ Irregular-Type-I (X1): x is on one interior facet of the original cells and is not a vertex of type

X2 or X3:

x ∈ (F 0 − E0 − V 0) ∩ (∂D0)C . (2.6)

◮ Regular-Type (R): x belongs to none of the above, i.e., x is in the interior of one of the original

cells:

x ∈ D0 − F 0 − E0 − V 0. (2.7)

Notice that the code in the bracket is the notation for each types. B stands for “boundary” while

X stands for “extraordinary” which is interchangeable with “irregular” in subdivision literature. For

simplicity, we sometimes call the B1, B2 and B3 vertex as boundary vertex, border vertex and corner

vertex, respectively.

Properties of B3/X3 vertices The topological configurations of vertices of B3/X3 are

shown in Fig. 2.1. These types have the highest level of irregularity. Their topologies are highly

variable and are almost unconstrained. Even when two vertices have the same valence, they may

still be topologically different because of other combinatorial properties. Indeed, each topologically

independent setting corresponds to a particular triangular tessellation of the sphere (or semisphere

in the B3 case) [7, 6]. Fig. 2.1 is drawn using this tessellation interpretation. Unlike the other types

of vertices, in general, there is no transformation under which the local mesh around B3/X3 vertices

is guaranteed to be invariant.

Recall that in the 2D surface case, the number of irregular vertices is determined by the initial

mesh and does not change during subdivision. Thus, in the limit mesh M∞, any irregular vertex
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(1) B3 vertex: the
red vertex. Bound-
ary facets are repre-
sented by red.

(2) Arbitrary num-
ber of tetrahedron
can be attached to
the B3 vertex.

(3) X3 vertex: the
red vertex.

(4) The topological
configuration is
equivalent to a
tessellation of the
sphere.

Figure 2.1: Vertex of type B3 and X3

is infinitely far away (in the topological sense) from the other irregular vertices. This fact greatly

simplifies the analysis of the subdivision scheme because we can treat every irregular vertex as

isolated. In the volumetric case, X3/B3 vertices have the same feature, i.e., no additional vertices

of these types are introduced during subdivision.

Properties of B2/X2 vertices The topological situation around the B2/X2 vertices is

shown in Fig. 2.2. X2 vertices are the analogues of the irregular vertices in the surface subdivision

case, i.e., their topological configurations are completely determined by the number of tetrahedra

they are adjacent to. Assume there are m tetrahedra around the edge on which an X2 vertex lies,

then the rotation operations Cm around the edge form the basic symmetry operations of the local

topological structure. Similarly, B2 vertex, whose neighborhoods are homeomorphic to semispheres,

are the analogues of the boundary vertices in the surface subdivision case.

(1) B2 vertex: ver-
tex lies on the ini-
tial boundary edges
(red edge). Bound-
ary facets are repre-
sented by red color.

(2) Arbitrary num-
ber of tetrahedron
(wedges) can be at-
tached to the initial
edge.

(3) X2 vertex: ver-
tex lies on the initial
interior edges (red
edge).

Figure 2.2: Vertex of type B2 and X2

Properties of B1/X1 vertices The topological configurations of B1/X1 vertices are shown

in Fig. 2.3. The topological configurations in the neighborhoods the B1/X1 vertices after one time of
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dyadic splitting are also shown in the figure. Clearly, these two types of vertices are highly regular.

An X1 vertex is always adjacent to 12 edges (this is called the coordinate number or the valence

of the vertex), 24 facets, 8 tetrahedra and 6 octahedra. The reflection operation is one of the key

symmetry operations of the local topological structures.

(1) B1 vertex
lies on initial
boundary facets

(2) Neighborhood of B1
vertex after one time of
splitting

(3) X1 vertex
lies on initial
interior facets

(4) Neighborhood of X1
vertex after one time of
splitting

Figure 2.3: The topological configuration of the regions around vertex of type X1 and B1 and the
neighborhood after one step of dyadic splitting

Properties of regular vertices Fig. 2.4 shows the topological configuration around a regular

vertex. Obviously, the vertices inserted at the centroid of each octahedral cell during the subdivision

are regular (other vertices may also be regular). Regular vertices fall in the interior (∂D0)
C for

sure because the boundary discrete submanifold is 2-dimentional (formed only by facets, edges and

vertices).

A regular vertex is always adjacent to the same numbers of edges (12), facets (24), tetrahedra

(8) and octahedra (6) as an X1 vertex. In contrast, such adjacency relations around an X3 vertex

are arbitrary (Fig. 2.1(3)). Furthermore, for an edge between two regular vertices, the edge is

adjacent to 2 tetrahedra and 2 octahedra which are sorted alternatively. In contrast, there is no

such constraint for the edges which are part of the initial edges (Fig. 2.2(3)). Finally, the only

difference between the topological configurations of R vertices and X1 vertices is that, if a facet

contains three regular vertices, then it is adjacent to a tetrahedron on one side and an octahedron

on the other side. However, facets lying on initial facets are always adjacent to two tetrahedra or

two octahedra simultaneously (Fig. 2.3(3)). The detailed discussion of R vertices will be discussed

in Section 2.1.2.

We define a partial order � over all vertex types as

R � X1 � X2 � X3 � B1 � B2 � B3. (2.8)

Using this partial order, the types of geometric objects other than vertices can be defined as the
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Figure 2.4: The topological configuration of the 1-ring domain around a regular vertex

highest type of their vertices, i.e.,

Type(x) = max
Vertex v∈x

Type(v). (2.9)

Similar to 1-form subdivision in the 2D surface case, in the volumetric domain the discrete differ-

ential form coefficients associated with geometric objects of different types should be updated using

different stencils.

A (nondegenerate) 3D manifold embedded in a 3D space (e.g., R
3) has a simpler topological

structures than a lower-dimensional manifold embedded in the same space. Exotic structure such

as unorientable surfaces (e.g., the Möbius strip, the Klein bottle, etc.) do not exist in the 3D

case. Intuitively, given any volumetric domain, we can fill the interior of the domain with a regular

octet mesh (although the design of such a volume-padding algorithm is highly nontrivial) and leave

irregular vertices only on the boundary surface.

2.1.2 Properties of the Regular Mesh

The 1-ring neighborhood domain of a regular vertex is shown in Fig. 2.4. As we will see in Chapter 4,

this 1-ring neighborhood is the support of a smooth subdivision scheme. For simplicity, we call this

neighborhood ME .

As shown in Fig. 2.5, the regular octet mesh has the face-centered cubic (FCC) structure which

is the crystal structure of many chemical elements such as calcium and gold. The point group for the

FCC lattice is Oh, which has 48 key symmetry operations: E, 8C3, 6C2, 6C4/3C2, i, 6S4, 8S6, 2σh

and 6σd. Fig. 2.6 shows the operations 8C3, 6C2 and 6C4/3C2 which will simplify our calculations
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Figure 2.5: The topological configuration of the 1-ring domain around a regular vertex. This con-
figuration has the well-known face-centered cubic structure.

when we write down the 1- and 2-form subdivision matrices later.

(1) 6 C3 operations (2) 8 C2 operations (3) 6 C4 and 3 C2 opera-
tions

Figure 2.6: Some key symmetry operations for the Oh point group

We can embed the regular mesh into a Z
3-lattice as we did in Fig. 2.5. The drawback of this

mapping is that the vertices here will not completely iterate all grid points in the Z
3-lattice. However,

as shown in Fig. 2.7, a one-to-one correspondence can be constructed between the vertices in the

regular octet mesh and the Z
3-lattice. Furthermore, similar one-to-one mappings also exist for the

edges, facets and cells of the regular mesh.

If we define a binary relation ∼e on the edges of a regular octet mesh M such that for ∀e1, e2 ∈
Mr, e1 ∼e e2 if and only if e2 can be obtained by translating e1 along the Z

3-lattice, it is straight-

forward to show that ∼e is an equivalence relation. Similarly, we can define ∼f ,∼t and ∼o on the

facets, tetrahedra and octahedra of M.

As shown in Fig. 2.7, the edges of the regular octet mesh can be divided into 6 equivalence classes.
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(1) Vertices (2) Edges (3) Facets

(4) Tetrahedra (5) Octahedra

Figure 2.7: Mappings from the r-simplices in the regular mesh into the Z
3-lattice
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Similarly, there are 8, 2 and 1 equivalence classes for facets, tetrahedra and octahedra, respectively.

Some examples of the translation transformation are shown in Fig. 2.8. Note that in the vertices,

edges and facets cases, if we remove one simplex, in order to reproduce all the simplices in the

corresponding equivalence class we need to translate using an offset that iterates whole Z
3-lattice.

However, in the tetrahedra and octahedra cases, the offset only needs to iterate 2 × Z
3, i.e., the

translation always takes an even number of steps.

2.2 Subdividing the Octet Mesh

2.2.1 Linear 0-Form Subdivision

The linear subdivision proposed here is simply topological dyadic splitting without any geometric

smoothing. Specifically, the scheme is summarized in the stencil in Fig. 2.9.

We use two datasets as examples for the 0-form subdivision task. One is ME , the 1-ring neigh-

borhood around a regular vertex (Fig. 2.10(1)). In order to test all the subdivision schemes on a

more exotic mesh, we also created a concave version of ME (denoted as MX , Fig. 2.10(2)).

Because the linear subdivision involves only splitting, the smoothness of the initial mesh does not

increase after subdivision. The volumetric domain associated with the mesh also does not change.

In other words, linear subdivision is a purely mesh generating process (Fig. 2.11).

2.2.2 Smooth 0-Form Subdivision

In order to derive the smooth subdivision stencil, we used techniques discussed in Section 3.3.2

and Section 3.4, where the theoretical framework of generating functions and the construction of

smoother subdivision schemes through convolution are introduced. Readers can skip the derivation

and return after reading these sections.

In the regular setting, subdivision schemes with higher regularity can be constructed from a given

subdivision scheme using convolution [44]. Specifically, based on the one-to-one mapping from the

regular mesh to the Z
3-lattice (Fig. 2.7(1)), we can write down the generating function of the linear

subdivision stencil:

ŜL
v = 1 +

1

2

(
xyz +

1

xyz
+ xz +

1
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1
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+ yz +

1
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+ y +
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+ z +

1

z

)

+
1

6

(
xyz2 +

1
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+ xy +

y

x
+

x

y
+

1

xy

)
. (2.10)

A smooth subdivision scheme can be obtained by convoluting the linear stencil with itself. In the

Fourier domain, the generating function for this smooth scheme is the square of that of the linear
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Figure 2.8: Examples of the correspondence between the edges/facets and the Z
3-lattice



19

1 1/2 1/2 1/6

1/6

1/6

1/6

1/6

1/6

Figure 2.9: 0-form linear subdivision stencil for three types of vertices: vertices in the coarse mesh,
vertices introduced in the center of each edge and vertices introduced in the centroid of each octa-
hedral cell

(1) ME dataset (2) MX dataset

Figure 2.10: Data files used in this chapter. Note that for the MX data, one side is concave.

Figure 2.11: 0-form linear subdivision results for ME : initial mesh and meshes after 1 ∼ 4 times of
subdivision. For MX , the results are similar.
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scheme, modulo a constant factor that normalizes the subdivision stencil:

Ŝv =
1

8
ŜL

v × ŜL
v . (2.11)

We map the generating function Ŝv back to a subdivision stencil in the real domain by referring

to the Z
3-lattice to match the vertices with the corresponding frequency modes. The resulting

subdivision stencil is illustrated in Figure 2.12.

25/48

11/288

1/288

(1) Type-I

7/24

1/12

1/48

(2) Type-II

1/6

(3) Type-III

Figure 2.12: 0-form subdivision stencil in the regular setting. The star marks the position of the
target vertex in the refined mesh. We use different colors to distinguish the vertices with different
contributions in the coarse mesh.

The 0-form smooth subdivision scheme can be factorized into a simpler stencil defined on single

cells (Fig. 2.13). In practice, to find a vertex in the refined mesh, we must iterate over all the

adjacent cells (8 tetrahedra and 6 octahedra), calculate the new position of the vertex in each cell

and compute the arithmetic mean of these 14 positions.

Subdivision results for both datasets based on the smooth 0-form stencil just derived are shown

in Fig. 2.2.2. From the results we can clearly see that the smoothness of the mesh is improved every

time we subdivide the mesh. It can be proved that the smooth scheme generates C2 deformations

everywhere except at the edges and vertices in the initial mesh [38].
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-1/16 17/48

(1) Stencil in tetrahedron

3/8
1/12

7/24

(2) Stencil in octahedron

Figure 2.13: The 0-form linear subdivision after factorization

(1) Subdivision results of ME

(2) Subdivision results of MX

Figure 2.14: 0-form smooth subdivision results for both data sets: initial mesh and meshes after 1
∼ 4 times of the smooth subdivision
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Chapter 3

Discrete Differential Form

Subdivision over Volumetric

Domain

This chapter provides a thorough review of discrete differential geometry concepts related to the

3D volumetric domain 1- and 2-form subdivision problems. Section 3.1.1 reviews the definition and

properties of the simplicial complex; we extend the discussion to include the octahedral cells in

the octet mesh. Sections 3.1.2 and 3.1.3 discuss the discrete analogues of the integration operator,

differential forms and exterior derivatives. Section 3.2 introduces the definition of Whitney forms and

their realizations in tetrahedral and octahedral cells. Section 3.3 introduces the related theoretical

background behind the construction of the 1- and 2-form subdivision schemes for the volumetric

domain. Most of these theories are directly adapted from its analogues in the surface subdivision

theory. Section 3.4 briefly reviews on the commutative relations between subdivision operators that

is an analogue of Stokes’ rule in the continuous manifold. The theoretical background of constructing

smooth subdivision rule from linear subdivision scheme is also discussed here.

3.1 Basic Discrete Exterior Calculus

3.1.1 Simplicial Complexes and Boundary Operators

Simplices are the building blocks in the DDG framework. An r-simplex σr is defined as the convex

hull of r + 1 geometrically independent points v0, · · · , vr and can be written as σr = {x ∈ R
n| x =

∑r

i=0 αivi where αi ≥ 0 and
∑r

i=0 αi = 1}. σr can also be interpreted as a purely combinatorial

quantity represented by an (r + 1)-tuple {v0, · · · , vr}. The elements in this (r + 1)-tuple are called

vertices while the order r is called the dimension of the simplex.

Any subset of {v0, · · · , vr} defines a facet of σr. Note that here “facet” generalizes the concept

of a facet in conventional sense where a facet is a 2-simplex. A simplicial complex Kd is a set
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of simplices that satisfies two additional conditions: (1) Every facet of a simplex in Kd is itself a

simplex; (2) The intersection of two simplices in Kd is either empty or an entire facet of each of

them. We define the dimension of Kd to be the highest of the dimensions of its contained simplices.

The collection of all r-simplices in Kd is denoted as Kr
d.

A simplicial complex may be boundaryless; one example is a triangular tessellation of a sphere. If

a simplicial complex has a boundary, the boundary facets constitute a lower-dimensional simplicial

complex. Furthermore, for an interior vertex or point inside an r-dimensional simplicial complex, its

local neighborhood is homeomorphic to an r-sphere. In contrast, for the boundary vertex or point

inside any of the boundary simplices, its local neighborhood is homeomorphic to an r-semisphere.

In Chapter 2 we introduced the unstructured tetrahedral mesh (which, after one step of classical

subdivision, becomes an octet mesh). The tetrahedral mesh is an example of a 3D simplicial complex:

R, X1, X2 and X3 vertices are interior vertices while B1, B2 and B3 vertices are boundary vertices

(Section 2.1.1). One can convince oneself that the boundary of the whole mesh forms a 2D simplicial

complex without boundary. This is a consequence of Poincaré’s lemma in the discrete domain.

The simplices in Kd are undirected. However, to simplify the discussions in this thesis and

facilitate the calculations of 1- and 2-form subdivisions, we extend the above definitions to the

oriented (or directed) context. If we introduce an equivalence relation among all the (r + 1)-tuples

such that σ
(1)
r ∼ σ

(2)
r if and only if one can be obtained by an even permutation of the other, then

all the r-simplices formed by vertices v0, · · · , vr can be divided into two equivalence classes. Each

of these two classes is called an orientation. A simplex together with its orientation is called an

oriented simplex and is denoted as [v0, · · · , vr]. All the simplices mentioned below, if not mentioned

explicitly, are oriented. We use the same notation σr for simplicity. While the orientation we assign

to a simplex is arbitrary and depends on the ordering of the vertices, the intrinsic orientations are

fixed and so are the associated geometric quantities. For example, suppose a simplex {vivj} is

immersed in a vector field, if the contour integral of the field along [vivj ] yields I then the contour

integral of the field along [vjvi] yields −I. In other words, the 1-form coefficient associated with the

edge is bundled with the assumed orientation.

The boundary operator ∂ applied to an r-simplex yields a sum of oriented (r − 1)-facets of the

simplex. Formally, ∂([v0, · · · , vr]) =
∑r

i=0(−1)i[v0, · · · , v̂i, · · · , vr] where v̂i indicates that the ith

vertex is missing from the tuple. A single tetrahedral cell is a useful example here. As shown in

Fig. 3.1, we assign each simplex an index. While the orientations of 0- and 3-simplices are always

positive, the 1-simplices’ orientation are indicated by the arrow in Fig. 3.1(2). For simplicity, for

2-simplices, if not mentioned explicitly, the orientations are assumed to be towards the exterior of

the tetrahedron. We emphasize again that, while we define the indexing and orientation rules in a

specific way and the use of “exterior” here makes the orientation coordinate dependent, these rules

are not intrinsic and can be arbitrarily changed. We follow this convention only to facilitate our
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discussions.

[1]

[2] [3]

[4]

(1) Vertices

[1] [2]

[3]

[4]

[5][6]

(2) Edges

[1]

[2][3]

[4]

(3) Facets

Figure 3.1: Indexing rule for the tetrahedral cell

By specifying the indexing and orientation rules we can write down the boundary operator ∂ in

a matrix format: it encodes the incidence relations between all r-simplices and all (r − 1)-simplices

in Kd. For the example above we have

∂v =




−1 −1 −1 0 0 0
1 0 0 −1 0 1
0 1 0 1 −1 0
0 0 1 0 1 −1


 , ∂e =




1 0 −1 0
−1 1 0 0
0 −1 1 0
1 0 0 −1
0 1 0 −1
0 0 1 −1




, ∂f =




1
1
1
1


 (3.1)

which are boundary operators on 3-, 2- and 1-form, respectively. For example, the ith column of ∂v

records two ends of the edge, while the ith column of ∂e records three surrounding edges.

One can easily verify that ∂∂ = 0 for the above example. This identity can be extended to

general simplicial complexes because, when we apply two boundary operations on a k-simplex, the

resulting (k − 2)-simplices are paired up with opposite signs. This identity can be interpreted as

stating that “the boundary of a boundary is empty”.

The concept of a simplicial complex can be extended to general unstructured meshes by allowing

non-simplicial polyhedrons to exist in the discrete manifold. Unlike the simplicial complex case

where we only have to specify the highest-dimensional simplices (e.g., from the configuration of the

tetrahedron, we are able to identify all facets and corresponding incidence relations with tetrahedral

cells, and then identify all edges and vertices), for a general unstructured mesh, we need to specify

all surrounding discrete submanifolds. For example, in the 3D case, for a polyhedron P we need to

specify that it is surrounded by n1 triangles and n2 quadrangles, etc. and also specify the vertex-

sequence of each polyhedron. For general non-simplicial polyhedra, the concept of orientation is also

induced from the equivalence classes based on the even permutation equivalence relation.

The generalization of the boundary operator is also straight forward. For an r-dimensional

polyhedron P = [v0, · · · , v|P |], assume the collection of the (r − 1)-dimensional boundary facets is
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B(P ), then the boundary operator can be defined as

∂([v0, · · · , v|P |]) =
∑

Pi={ṽ0,··· ,ṽ|Pi|
}∈B(P )

(−1)π([ṽ0,··· ,ṽ|Pi|
])[ṽ0, · · · , ṽ|Pi|]. (3.2)

Here, for any boundary facet Pi, the vertex sequence is a subset of the vertex sequence of the parent

cell P . Here, we follow the convention that the order of the vertex sequence in each (k − 1)-facet

to be the same as in the parent cell. The orientation of the boundary submanifold is specified by

π ∈ {−1, 1}, which can be arbitrarily defined. For example, we can follow the convention that all

the facets are pointing towards the exterior of the polyhedron or that the edges surround the facet

in a clockwise manner.

[1]

[2] [3]
[4][5]

[6]

(1) 0-form stencil

[1] [2]

[3][4]

[5]

[6]
[8]

[7]

[9] [10]

[11][12]

(2) 1-form stencil

[1]
[2]

[3]
[4]

[5]

[6]

[7]

[8]

(3) 2-form stencil

Figure 3.2: Indexing rule for the octahedral cell

We want to write down the boundary operator for the octahedral cell. As shown in Fig. 3.2, the

0-, 1- and 3-simplices’ orientations follow the same conventions as in the tetrahedral case. Because

the octahedral cell is always adjacent to a tetrahedral case in the regular octet mesh, we define the

positive orientation of 2-simplices as the direction towards the interior of the octahedron. Unlike

the tetrahedral case, it is trickier to determine“interior” because a nondegenerate octahedron may

not be convex. As shown in Fig. 3.3, the interior of octahedron on the left side is well-defined. For

the other two octahedra, we need to pay more attention to detect the interior in practice.

If an octahedron is adjacent to a tetrahedron, because the orientation of the interface facet is

defined from the tetrahedron side, the interior of the octahedron can be easily identified. When the

octahedron is isolated or adjacent only to other octahedra, we use the following method to identify

the interior. Again, while this two-step algorithm is coordinate dependent, the intrinsic orientation

of the octahedron is fixed.

Step 1: Choose an arbitrary point p in the space and create an arbitrary half-line from it. We
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(1) Convex octahedron (2) Nonconvex octahedron (3) Another nonconvex octa-
hedron

Figure 3.3: In a convex octahedral cell, for each facet, it is easy to tell which side is interior. However,
we need a more complicated criterion to make such a judgement in the nonconvex octahedral cell.

count the number of intersections this half-line makes with all facets. If there is an even number of

intersections, this point is in the exterior of the cell, otherwise it is in the interior.

Step 2: Create a half-line li from p such that li intersects with facet fi at pi. li may have

intersections with other facets before pi. Assume pi is the ni-th intersection then we identify the

direction from which li passes through fi from the following decision matrix. The interior of the cell

and the induced orientation of the facet are then determined.

p is an interior point p is an exterior point

ni is odd interior → exterior exterior → interior

ni is even exterior → interior interior → exterior

(3.3)

Under this convention, the boundary operators for the octahedral cell can be written as

∂v =




−1 −1 −1 −1 0 0 0 0 0 0 0 0
1 0 0 0 −1 0 0 1 −1 0 0 0
0 1 0 0 1 −1 0 0 0 −1 0 0
0 0 1 0 0 1 −1 0 0 0 −1 0
0 0 0 1 0 0 1 −1 0 0 0 −1
0 0 0 0 0 0 0 0 1 1 1 1




,

∂e =




1 0 0 −1 0 0 0 0
−1 1 0 0 0 0 0 0
0 −1 1 0 0 0 0 0
0 0 −1 1 0 0 0 0
1 0 0 0 −1 0 0 0
0 1 0 0 0 −1 0 0
0 0 1 0 0 0 −1 0
0 0 0 1 0 0 0 −1
0 0 0 0 1 0 0 −1
0 0 0 0 −1 1 0 0
0 0 0 0 0 −1 1 0
0 0 0 0 0 0 −1 1




, ∂f =




1
1
1
1
1
1
1
1




. (3.4)
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3.1.2 Chains and Cochains

Given an oriented simplicial complex Kd, an r-chain is a linear combination of all r-simplices in

Kd (i.e.,
∑

σ∈Kr
d
c(σ) · σ where c(σ) ∈ R) and may be represented by a |Kr

d|-vector in which each

component corresponds to one r-simplex in Kd according to some indexing rule. The collection of all

r-chains is denoted by Cr(Kd). An important property of chains is that the boundary of an r-chain

is an (r − 1)-chain. This is because boundary of an r-simplex is a linear combination of several

(r − 1)-simplices (with coefficients ±1).

Recall that r-forms are linear mappings from an r-dimensional submanifold of a continuous

manifold to R. The collection of all the r-forms, Ωr(Kd), is a linear space. The discrete analogue

of an r-form is a cochain which is defined as the dual of a chain. Specifically, we associate each r-

simplex with a real value. The set of these real values forms a |Kr
d|-vector that is called an r-cochain.

The collection of all r-cochains is a linear space and is denoted by Ωr
d(Kd). An “integral” is simply

the inner product of a chain and a cochain.

One can discretize an r-form on a continuous manifold by integrating it over each r-simplex

and associating the result (a scalar) with the simplex to form a cochain. Under this discretization

process, evaluating the inner products is consistent with classical integration, i.e.,

∫

σ̄r

ωr = 〈ωr
d, σr〉 (3.5)

where ωr
d ∈ Ωr

d(Kd), ωr
d ∈ Ωr(K), σr ∈ Cr(Kd) and σ̄r is exactly the same domain but interpreted as

a continuous submanifold immersed in the continuous domain.

It is clear that the above definition can be extended to the general unstructured polyhedron mesh.

Again we emphasize that, although we show how to discretize continuous forms through integration

over a submanifold, an underlying continuous manifold or differential form is not necessary: we

can assign arbitrary real values to each of the simplices. Indeed, we can also reverse the process.

As we can see in Section 3.2, given a cochain, a compatible continuous differential form can be

reconstructed through Whitney forms.

3.1.3 Exterior Derivatives and Coboundary Operators

The coboundary operator d is defined as the adjoint of the boundary operator ∂. Because the

boundary of a chain c is also a chain, given a discrete form ωd the discrete integral 〈ωd, ∂c〉 is well

defined and 〈dωd, c〉 = 〈ωd, ∂c〉. This is essentially the discrete analogue of Stokes’ theorem:

∫
P

i
ci∂σi

ω = 〈ω, ∂(
∑

i

ciσi)〉 = 〈dω,
∑

i

ciσi〉 =

∫
P

i
ciσi

dω. (3.6)

Because the boundary operator ∂ has a matrix representation that records the incidence relations
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between Kr
d and Kr−1

d , d is simply ∂T, a (|Kr
d| × |Kr−1

d |)-matrix. Further, recall that ∂∂ = 0, so we

have the discrete version of the Poincaré lemma: dd = (∂∂)T = 0. The analogues of this relation

in the continuous domain are identities such as ∇ · ∇× = 0 and ∇ × ∇ = 0. dd = 0 also induces

the discrete de Rham complex (also known as the cochain complex ), a sequence of linear spaces

connected by the coboundary operator d, i.e.,

0 → Ω0
d(Kd)

d−→ Ω1
d(Kd)

d−→ · · · d−→ Ωn
d (Kd) → 0. (3.7)

3.2 Whitney Forms over 3D Meshes

3.2.1 Whitney Forms

Whitney forms map from cochains to forms. Consider a simplicial complex Kd and the space of

r-forms Ωr(Kd). For any ω ∈ Ωr(Kd) and any r-chain c ∈ Cr(Kd), the integration
∫

c
ω can be

defined and is a linear function on chains. We denote this integration by R(ω) · c and name it the

de Rham map R : Ωr(Kd) → Ωr
d(Kd).

Consider the inverse problem for 0-forms. The linear interpolation of discrete 0-forms to the

continuous domain is straightforward. We introduce the vertex-based interpolation basis (i.e., the

hat function): the basis function φi associated with vertex vi is a piecewise-linear function such that

φi = 1 at vi and φi = 0 at the rest of the vertices. Note that
∑

i φi = 1 and
∑

i dφi = 0.

Formally, the Whitney map is a linear map W : Ωr
d(Kd) → Ωr(Kd) such that for any r-simplex

σr = [vi1 · · · vir
] ∈ Kd,

Wσr = r!

r∑

j=0

(−1)j−1φij
dφi1 ∧ · · · ∧ d̂φij

∧ · · · ∧ dφir
. (3.8)

Wσr is called the Whitney form of σr . Let Wr(Kd) denote the space of the Whitney r-forms on Kd.

For any r-simplex in Kd the integration of the corresponding Whitney form is well-defined.

Consider Whitney forms on a 3-dimensional simplicial complex Kd. Assume φi is the Whitney

0-form associated with the vertex [vi] in Kd, φij is the Whitney 1-form associated with the edge

eij = [vivj ] in Kd, φijk is the Whitney 2-form associated with the facet fijk = [vivjvk] in Kd and

φijkl is the Whitney 3-form associated with the tetrahedron tijkl = [vivjvkvl] in Kd. Based on the

above definition of Whitney forms, we have

φij = φidφj − φjdφi (3.9)

φijk = 2(φidφj ∧ dφk + φjdφk ∧ dφi + φkdφi ∧ dφj) (3.10)

φijkl = 6(φidφj ∧ dφkdφl − φjdφi ∧ dφkdφl + φkdφi ∧ dφjdφl − φldφi ∧ dφjdφk) (3.11)
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Using the fact that φi + φj + φk + φl = 1 and dφi + dφj + dφk + dφl = 0, the expression of the

Whitney 3-form can be simplified to:

φijkl = 6(φidφj ∧ dφkdφl − φjdφi ∧ dφkdφl + φkdφi ∧ dφjdφl − φldφi ∧ dφjdφk)

= 6[dφj ∧ dφk ∧ dφl − φj(dφi + dφj) ∧ dφk ∧ dφl

− φk(dφi + dφk) ∧ dφl ∧ dφj − φl(dφi + dφl) ∧ dφj ∧ dφk]

= 6[dφj ∧ dφk ∧ dφl + φj(dφk + dφl) ∧ dφk ∧ dφk

+ φk(dφj + dφl) ∧ dφl ∧ dφj + φl(dφj + dφk) ∧ dφj ∧ dφk]

= 6dφj ∧ dφk ∧ dφl = 6dφk ∧ dφl ∧ dφi = 6dφl ∧ dφi ∧ dφj = 6dφi ∧ dφj ∧ dφk (3.12)

If we embed the simplicial complex into a metric space (here we use R
3), we can visualize the

Whitney 0-, 1-, 2- and 3-forms. Under the Euclidean metric, inside the tetrahedron, the Whitney

0-forms are piecewise-linear hat functions. More specifically, only the corresponding vertex has value

1 while other vertices are zero. Values inside the cell are linearly interpolated. Further, the 3-forms

are constant functions over the tetrahedron (proportional to the reciprocal of the volume). The 1-

and 2-forms cases, together with the forms inside the octahedron, are not so straightforward. The

following sections addresses these difficulties.

3.2.2 Whitney Forms in the Tetrahedron

Now we start to calculate Whitney 1- and 2-form inside a 3-simplex T . We embed T into a 3-

dimensional affine coordinate system shown in Fig. 3.4.

A(a,0,0)

B(0,b,0)

C(0,0,c)

P(x,y,z)

O(0,0,0)
x

y

z

Figure 3.4: Mathematical setting for calculating Whitney forms in a 3-simplex

In this setting we have

φA =
x

a
, φB =

y

b
, φC =

z

c
⇒ dφA =

1

a
(1, 0, 0), φB =

1

b
(0, 1, 0), φC =

1

c
(0, 0, 1). (3.13)
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Thus, the Whitney 1-form vector with respect to the edge AB is

φAB = φAdφB − φBdφA =
1

ab
(−y, x, 0). (3.14)

The vector field associated with this result is shown in Fig. 3.5(1). All the vectors are perpendicular

to the edge OP and the integral of the vector field along all edges only yields nonzero value on AB.

Furthermore, the Whitney 2-form vector with respect to the facet ∆ABC is

φABC = 2φAdφB ∧ dφC + 2φBdφC ∧ dφA + 2φCdφA ∧ dφB =
2

abc
(x, y, z). (3.15)

The vector field associated with this result is shown in Fig. 3.5(2). For each vector, φABC is parallel

to OP . Similar to the 1-form case, the integral of the vector field on all facets only yields nonzero

value on ∆ABC.

A

B

(1) 1-form

B

A

C

(2) 2-form

Figure 3.5: Whitney forms in the tetrahedral cell

3.2.3 Whitney Form in the Octahedron

Unfortunately, Whitney forms were originally only defined on simplices and there is no closed-form

formula for the Whitney forms inside the octahedron. However, we can use linear 1- and 2-form

subdivision (Section 4.1) to approximately model the Whitney forms in the octahedron. We only

present the results here. Details of this method are discussed in Appendix A.3.2. As one can see

from Fig. 3.6, integrating the vector field on all edges or facets yields nonzero value only on the edge

or facet which carries nonzero 1- or 2-form coefficient.
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B

A

(1) 1-form

B

A

C

(2) 2-form

Figure 3.6: Whitney forms in the octahedral cell

3.3 Cochain Subdivision

3.3.1 Subdividing the Vector Field

Refinable functions play a vital role as reconstruction bases in subdivision theory and scaling func-

tions in wavelet theory. These functions have a certain level of self-similarity properties. For example,

a single-variable function f is said to be refinable with respect to the mask h if it satisfies the re-

finement equation (also known as the dilation equation) f(x) =
∑

k∈Z
hkf(2x− k). The refinement

equation can be interpreted as the discrete convolution with the discrete mask h followed by a

dilation operation.

Take Whitney 0-forms as an example. In one dimension, these are just piecewise-linear hat

functions (Fig. 3.7(1)) which satisfy a simple two-scale dilation relation (f(x) = 1
2f(2x − 1) +

f(2x)+ 1
2f(2x+1), Fig. 3.7(2)) that yields piecewise-linear interpolation if we subdivide the function

infinitely often.

(1) Coarse level, 1D (2) Refined level, 1D (3) Coarse level, 2D (4) Refined level, 2D

Figure 3.7: Refinement equations in 1D and 2D cases
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We can generalize the concept of refinability into higher dimensions. The function f(x) on R
2

is said to be refinable with respect to the discrete mask h if it satisfies the refinement equation

f(x) =
∑

k∈Z2 hkf(2x − k). The Whitney 0-form satisfies a similar refinement equation that also

yields piecewise-linear interpolation (Fig. 3.7(4)). Furthermore, Whitney r-forms can be derived

from Whitney (r − 1)-forms (Eq.(3.8)). Thus, in the two-dimensional case, as Whitney 1-forms

are induced by piecewise-linear functions, the refinement equation for Whitney 1-forms result in a

piecewise-linear interpolation of vectors valued at vertices.

For f(x) on R
3, the refinement equation can be similarly defined as

f(x) =
∑

k∈Z3

hkf(2x − k). (3.16)

Although the piecewise-linear hat function in 3D domain can no longer be visualized, the concept

is identical. Similarly, the refinement equations for 1- and 2-forms lead to a piecewise-linear inter-

polation of vectors valued at vertices. One can observe these facts by inspecting results in Fig. 3.5.

However, such subdivision rules for vector fields have at least two drawbacks. First, for the

octahedral cell, the refinement relation is not obvious: we can no longer utilize a piecewise-linear

interpolation of vectors valued at vertices. Second, vector fields rely not only on the topological

structure of the mesh, but also on the metric space the mesh embedded in. What we really want is the

refinement rule of the r-form coefficients which lie on r-simplices and is based only on the topological

structure. Next, based on the refinement relation for vector fields (i.e., linear interpolation), we

introduce the concept and notation of the refinement rules of the form coefficients.

1/2

1/21/2

-1/2

(1) Whitney subdivision stencil for 1-forms in the
tetrahedral cell

1/4

1/8

1/8

1/8

1/8

(2) Whitney subdivision stencil for 2-forms in the
tetrahedral cell

Figure 3.8: Linear subdivision schemes for vector fields associated with Whitney 1- and 2-forms in
the tetrahedral cell

The 1- and 2-form subdivision rules calculated from the linearly interpolated vector field are

illustrated in Fig. 3.8. The stencil is calculated by integrating the vector field along the simplices in

the refined mesh and is called the Whitney subdivision scheme or linear subdivision scheme. This

will serve as the basis of a smoother subdivision scheme which we construct later. The subdivision

rule for octahedral cells is still missing here. Assume the octahedral cells also have a refinement

relation in a similar formulation, then for the whole octet mesh, by iterating the cells around a
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specific edge or facet, we are able to write down a refinement equations that in the format of matrix

equations. For completeness, we write down such generic expression for the 0-, 1-, 2- and 3-forms in

the octet meshes:

Φv = φvSL
v , Φe = φeSL

e , Φf = φfSL
f , Φc = φtSL

c . (3.17)

Here, Φs represent the forms associated with the coarse mesh while φs correspond to the fine mesh.

Because of the difficulties for octahedral cells and the coordinate-dependent nature of the vector

field subdivision approach, we start to look for a subdivision scheme which purely relies on the

topological structure of the mesh. These algorithms, which are called cochain subdivision schemes,

update the 1- and 2-form coefficient fields from the coarse mesh to the refined mesh and reconstruct-

ing the vector field (e.g., by Whitney forms) after the subdivision. In the next section, we present a

formal representation of refinement equations for form coefficient fields in the octet mesh subdivision

problems.

3.3.2 Subdividing 1- and 2-Form Coefficient Fields

Consider differential forms on a 3D regular octet mesh M in R
3 space. As we discussed in Sec-

tion 2.1.2, the geometric elements in a regular octet mesh can be classified into several equivalence

classes based on a one-to-one mapping to the Z
3-lattice. Assume the r-simplices in M can be di-

vided into Nr equivalence classes, then the r-form coefficients associated with these r-simplices can

also be grouped into an Nr-vector Φr(x) = (Φr
1(x), · · · , Φr

Nr
(x)). We extend the definition of the

refinement equation in Eq.(3.16) into the matrix formulation, i.e., if there exist Nt ×Nt matrices P r
k

such that

Φr(x) =
∑

k∈Z3

P r
kΦr(2x − k), (3.18)

the r-form Φr is said to be refinable.

Remark: Note that the above definition is well posed for r = 0, 1, 2 and 3. Although the transla-

tion step size of the tetrahedral or octahedral equivalence class is 2×Z
3, in the refinement equation

we still need to sum over the Z
3 lattice because the 3-form coefficient of a specific tetrahedron (oc-

tahedron) in the coarse level not only depends on the coefficients of the tetrahedron (octahedron)

but also depends on the coefficients of the octahedron (tetrahedron) in the refined level.

Indeed, an n × n matrix coefficient {Pk : k ∈ Z
3} induces a uniform stationary subdivision

scheme. If {φk ∈ R
n : k ∈ Z

3} in the coarse level are given, we can subdivide them and obtain

{Φk ∈ R
n : k ∈ Z

3} in the refined level by computing

Φ = Sφ, s.t. Φk =
∑

l∈Z3

Pk−2lφl, for ∀k ∈ Z
3. (3.19)
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Furthermore, if for any set of initial control vectors φ0 ∈ R
n × Z

3 there exits a continuous function

f : R
3 → R

n such that limj→∞ supk∈Z3 ||(Sjf0)k − f(2−j
k)|| = 0, the subdivision scheme is said

to be uniformly convergent. One can refer to [13] and [22] for details.

Fourier Domain Because each element in one of the Nr×Nr blocks in {P r
k
} corresponds to a

point in the Z
3 lattice, we can perform the discrete Fourier transformation on the matrix coefficients

{P r
k
}k∈Z3 to get the generating function of the corresponding subdivision stencil by computing

Ŝr(z) =
∑

k∈Z3

P r
kz

k, z = (x, y, z). (3.20)

Mapping Ŝr back to the subdivision scheme in the real domain is straightforward. To obtain the

contribution of an r-form in the coarse mesh to an r-form in the refined mesh, we just collect the

coefficient of the term with the correct power in the generating polynomial.

One may wonder why we need the matrix subdivision scheme in the Fourier domain: after all,

we update form coefficients on the mesh in the spatial domain. We do so because the generating

function not only provides a succinct expression of the subdivision scheme, it also simplifies the

process of creating smoother subdivision schemes by convolving with a smoothing operator.

3.4 Commutative Relations and Smooth Subdivision Schemes

Given a simplicial complex Kd with the corresponding continuous manifold K, if ω ∈ Ωr(K), then

dω ∈ Ωr+1(K). For any (r + 1)-chain c ∈ Cr+1(Kd), we know ∂c ∈ Cr(Kd)), Stokes’ Theorem says

R(dω) · A = R(ω) · ∂A = dR(ω) · A ⇒ R(dω) = dR(ω) (3.21)

where R is the de Rham map mentioned in Section 3.2.1. Correspondingly, Whitney forms defined

in Eq.(3.8) satisfy commutative relations. That is, given an r-simplex σr ∈ Kd, for any ωd ∈ Cr(Kd)

the Whitney form Wσr satisfies

W · dωd = dW · ωd. (3.22)

As an example, we verify Eq.(3.22) using the explicit expression of Whitney forms (Eqs.(3.9)–(3.11)).

Specifically, consider a 3-dimensional simplex vivjvkvl. For r = 1, between 0- and 1-forms we have:

d(ciφi + cjφj + ckφk + clφl)

= (cj − ci)(φidφj − φjdφi) + (ck − ci)(φidφk − φkdφi) + (cl − ci)(φidφl − φldφi)

+ (ck − cj)(φjdφk − φkdφj) + (cl − cj)(φjdφl − φldφj) + (cl − ck)(φkdφl − φldφk)

= (cj − ci)φij + (ck − ci)φik + (cl − ci)φil + (ck − cj)φjk + (cl − cj)φjl + (cl − ck)φkl. (3.23)
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Similarly, we can verify Eq.(3.22) by noticing that

d(cijφij + cikφik + cilφil + cjkφjk + cjlφjl + cklφkl)

= (cij + cjk − cik)φijk + (cij + cjl − cil)φijl + (cik + ckl − cil)φikl + (cjk + ckl − cjl)φjkl (3.24)

and

d(cijkφijk + cijlφijl + ciklφikl + cjklφjkl) = (cijk − cijl + cikl − cjkl)φijkl . (3.25)

Notice that the coefficient lying on an edge is the difference, or signed sum, of the coefficients

at the two ends (the value at the end minus the value at the beginning). The signs depend on

orientations of edges. Similarly, the coefficient lying on a facet is the signed sum of the coefficients

on surrounding edges whose signs depend on orientations of both facets and edges: the orientation

of the facet induces orientations of the surrounding 3 edges (e.g., in a clockwise manner). If the real

orientation of the edge equals to the induced orientation, then the sign is positive, otherwise it is

negative. Finally, the coefficient of a tetrahedron is the signed sum of the coefficients on surrounding

facets whose signs depend on orientations of facets. If the facet points towards the interior of the

tetrahedron, the sign is negative, otherwise it is positive.

Actually, the de Rham complex of Whitney forms on a 3D simplicial complex embedded in R
3

can be expressed using vector calculus operators as

0 → W0(M)
∇−→ W1(M)

∇×−−→ W2(M)
∇·−→ W3(M) → 0. (3.26)

Furthermore, in the 3D case, Eq.(3.22) together with the refinement relations in Eqs.(3.17) give

us the commutative relations dSL
v = SL

e d, dSL
e = SL

f d, dSL
f = SL

c d which, as we will see soon, play

an crucial role during our construction of 1- and 2-forms subdivision rules.

The subdivision operators for the general finite subdivision stencil introduced in Eq.(3.19) also

follow similar commutative relations,

dvSv = Sed
v, deSe = Sfdf , dfSf = Scd

f , (3.27)

if the kernel of the coboundary operator is an invariant subspace of the subdivision operator [42].

In Section 2.2.2 we mentioned that, in the regular setting, subdivision schemes with higher

regularity can be constructed using convolution. From Eq.(2.11) we know that, based on the linear

subdivision scheme, the smoothing filter in the Fourier domain is

C =
1

8
ŜL

v , (3.28)
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where SL
v is explicitly given in Eq.(2.10). Similar to Eq. (2.11), we can construct the generating

functions for the smoother 1-, 2- and 3-form subdivision schemes by computing

Ŝe = CŜL
e , Ŝf = CŜL

f , Ŝc = CŜL
c . (3.29)

Note that, unlike in the 0-form case, the generating functions for these higher-order form sub-

division stencils are matrices. However, because the smoothing operator C is a scalar, the above

constructions are still well defined and we can write down the stencil in the real domain through

inverse Fourier transformation. This corresponds to simply collecting the coefficients associated with

corresponding polynomial terms.

Similarly to the subdivision operators, the coboundary operators can be represented in terms of

generating polynomials. For example, from Fig. 2.7, we know

d̂v =




−1 + x−1

−1 + y−1

−1 + x−1y−1z−1

−1 + y−1z−1

−1 + z−1

−1 + x−1z−1




, d̂e =




0 x−1z−1 −1 0 0 1
−y−1z−1 0 1 −1 0 0

0 −z−1 0 1 −1 0
z−1 0 0 0 1 −1
0 −yz 0 yz −z 0
xz 0 0 0 z −xz
0 xyz −xyz 0 0 xz

−xyz 0 xyz −yz 0 0




,

d̂f =




0 1 0 y−1 y−1z−1 0 x−1y−1z−1 0
1 0 x−1 0 0 x−1z−1 0 x−1y−1z−1

1 1 1 1 x−1y−1z−2 x−1y−1z−2 x−1y−1z−2 x−1y−1z−2


 . (3.30)

It is simple to verify that the commutative relations (Eq.(3.27)) also hold for linear subdivision

schemes in the Fourier domain, i.e.,

d̂vŜL
v = ŜL

e d̂v, d̂eŜL
e = ŜL

f d̂e, d̂f ŜL
f = ŜL

c d̂f . (3.31)

For the smooth schemes constructed in Eq.(3.29), because the smoothing operator C is just a scalar,

we have d̂vŜv = d̂vCŜL
v = Cd̂vŜL

v = CŜL
e d̂v = Ŝed̂v. Similarly we can prove d̂eŜe = Ŝf d̂e and

d̂f Ŝf = Ŝcd̂f . Thus, the commutative relations also hold in the Fourier domain for these smooth

subdivision stencils.
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Chapter 4

Subdivision in the Regular Case

This chapter constructs smooth 1- and 2-form subdivision stencils step-by-step using the theory

introduced in Chapter 3. Section 4.1 reviews the construction of linear subdivision schemes. The

commutative relations between 0-, 1-, 2- and 3-form subdivision operators determine the stencils up

to one free parameter. In section 4.2, we carry this free parameter and construct smooth subdivision

schemes using convolutions. Section 4.3 develops a method to determine the free parameter based

on spectral and momentum considerations.

4.1 Linear Schemes for 1- and 2-Form Subdivision

4.1.1 Tetrahedral Cells

The indexing rule for a single tetrahedral cell is illustrated in Fig 3.1. Here, Fig 4.1 shows the

topological setting of the linear stencil. The orientation of edges are marked with arrow heads. To

orient facets, we use the convention that directions always point towards the exterior of tetrahedra.

1 1/2 1/2

(1) 0-form stencil

a

cb

-b

(2) 1-form stencil

d

e

e

e

f

(3) 2-form stencil

1/8

(4) 3-form stencil

Figure 4.1: Linear subdivision stencil for a single tetrahedral cell
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Linear subdivision matrices and boundary operators for a single tetrahedral cell can be written

as

SL
v,t =




1 0 0 0
1
2

1
2 0 0

1
2 0 1

2 0
1
2 0 0 1

2


 , SL

e,t =




at 0 0 0 0 0
0 at 0 0 0 0
0 0 at 0 0 0

−bt bt 0 ct 0 0
0 −bt bt 0 ct 0
bt 0 −bt 0 0 ct




, SL
f,t =




dt 0 0 0
0 dt 0 0
0 0 dt 0

−et −et −et ft


 , SL

c,t =

(
1

8

)
,

(4.1)

dv,L
t =




−1 1 0 0
−1 0 1 0
−1 0 0 1
0 −1 1 0
0 0 −1 1
0 1 0 −1




, de,L
t =




1 −1 0 1 0 0
0 1 −1 0 1 0
−1 0 1 0 0 1
0 0 0 −1 −1 −1


 , df,L

t = (1 1 1 1 ) ,

(4.2)

where we use the footnote t to distinguish these coefficient from the octahedral case later. Substi-

tuting these variables into the commutative relations Eqs(3.27), we have





dv,L
t SL

v,t = SL
e,td

v,L
t

de,L
t SL

e,t = SL
f,td

e,L
t

df,L
t SL

f,t = SL
c,td

f,L
t

⇒ at =
1

2
, bt =

1

4
, ct =

1

4
, dt =

1

4
, et =

1

8
, ft =

1

8
. (4.3)

Remark: From Fig. 4.1(2) and Fig. 4.1(3) (left) we find that, for linear subdivision schemes, if

the target geometric object in the refined mesh is restricted to a facet f in the coarse mesh, then

the stencil is f . Consider subdivision schemes restricted on f : the subdivision results should be

identical to the results from subdivision schemes of Whitney forms on triangles (i.e., the 2D surface

case). Based on this fact, we can directly conclude that at = 1
2 , bt = 1

4 , ct = 1
4 and dt = 1

4 . After

substituting these values into original subdivision matrices in Eq.(4.1), we can solve for et and ft

using commutative relations (which are now a smaller linear system) and get the stated solutions.

4.1.2 Octahedral Cells

The indexing rule and the topological setting for a single octahedral cell are illustrated in Fig. 3.2

and Fig. 4.2. We follow the convention that orientations of facets point towards the interior of their

adjacent octahedral cells.

Similarly, linear subdivision matrices and boundary operators for a single octahedral cell can be
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1 1/2 1/2

(1) 0-form stencil

a
-b e eb

g

g

-f

-f
-f

c

h

-f

e
e

d

(2) 1-form stencil

p
q

-r-r

u
vv

-t

w

(3) 2-form stencil

1/32
1/8

(4) 3-form stencil

Figure 4.2: Linear subdivision stencil for a single octahedral cell
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written as

SL
v,o =




1 0 0 0 0 0
1
2

1
2 0 0 0 0

1
2 0 1

2 0 0 0
1
2 0 0 1

2 0 0
1
2 0 0 0 1

2 0
1
6

1
6

1
6

1
6

1
6

1
6




, SL
e,o =




ao 0 0 0 0 0 0 0 0 0 0 0
0 ao 0 0 0 0 0 0 0 0 0 0
0 0 ao 0 0 0 0 0 0 0 0 0
0 0 0 ao 0 0 0 0 0 0 0 0

−bo bo 0 0 co 0 0 0 0 0 0 0
0 −bo bo 0 0 co 0 0 0 0 0 0
0 0 −bo bo 0 0 co 0 0 0 0 0
bo 0 0 −bo 0 0 0 co 0 0 0 0
do eo go eo eo fo −fo −eo go fo ho fo

eo do eo go −eo eo fo −fo fo go fo ho

go eo do eo −fo −eo eo fo ho fo go fo

eo go eo do fo −fo −eo eo fo ho fo go




,

SL
f,o =




po 0 0 0 0 0 0 0
0 po 0 0 0 0 0 0
0 0 po 0 0 0 0 0
0 0 0 po 0 0 0 0
qo −ro −to −ro uo vo −wo vo

−ro qo −ro −to vo uo vo −wo

−to −ro qo −ro −wo vo uo vo

−ro −to −ro qo vo −wo vo uo




, SL
c,o =

(
1

8

)
,

(4.4)

dv,L
o =




−1 1 0 0 0 0
−1 0 1 0 0 0
−1 0 0 1 0 0
−1 0 0 0 1 0
0 −1 1 0 0 0
0 0 −1 1 0 0
0 0 0 −1 1 0
0 1 0 0 −1 0
0 −1 0 0 0 1
0 0 −1 0 0 1
0 0 0 −1 0 1
0 0 0 0 −1 1




, de,L
o =




1 −1 0 0 1 0 0 0 0 0 0 0
0 1 −1 0 0 1 0 0 0 0 0 0
0 0 1 −1 0 0 1 0 0 0 0 0
−1 0 0 1 0 0 0 1 0 0 0 0
0 0 0 0 −1 0 0 0 1 −1 0 0
0 0 0 0 0 −1 0 0 0 1 −1 0
0 0 0 0 0 0 −1 0 0 0 1 −1
0 0 0 0 0 0 0 −1 −1 0 0 1




,

df,L
o = (1 1 1 1 1 1 1 1 ) .

(4.5)

To simplify calculations, we use the argument mentioned above that takes advantage of the

known linear stencil restricted to a facet, i.e.,

ao =
1

2
, bo = co = po =

1

4
. (4.6)

Then we solve for the coefficients by substituting above matrices and operators into commutative
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relations:





dv,L
o SL

v,o = SL
e,od

v,L
o

de,L
o SL

e,o = SL
f,od

e,L
o

df,L
o SL

f,o = SL
c,od

f,L
o

⇒
do = 0, eo = 17+ζ

96 , fo = 9+ζ
96 , go = − 1+ζ

48 , ho = 0,

qo = − 7
96 , ro = − ζ

96 , to = 19+2ζ
96 , uo = − 3+2ζ

96 , vo = 8+ζ
96 , wo = 1

96 .

(4.7)

Here, the linear system is underdetermined so one free parameter ζ remains.

Remark: We are able to obtain do = 0 and ho = 0 by using the symmetries in the topology. For

example, from Fig. 4.2 we can see that, if we flip the orientation of the edge d or h, the contribution

of the flipped edge in the coarse mesh to the target edge in the refined mesh does not change.

Therefore the contribution must be zero.

4.2 Smooth Subdivision Rules

4.2.1 Topological Settings

In this section, we construct smooth subdivision schemes based on linear schemess obtained in

Section 4.1. Schemes with higher regularity have larger supports than linear schemes. As discussed

in Section 2.2, vertices in the regular octet mesh can be grouped into three types: (V1) old vertices,

(V2) edge centers and (V3) octahedron centroids (see Fig. 2.9). Here, we also group edges and facets

into 3 and 4 types respectively:

Edges:

◮ E1 edges: Connected to one V1 vertex and one V2 vertex (Fig. 4.3(1)). These edges come from

edges in the coarse mesh.

◮ E2 edges: Connected to two V2 vertices (Fig. 4.3(2)). These edges are in the interior of facets in

the coarse mesh.

◮ E3 edges: Connected to one V2 vertex and one V3 vertex (Fig. 4.3(3)). These edges are in the

interior of octahedra in the coarse mesh.

(1) E1 edges (2) E2 edges (3) E3 edges

Figure 4.3: Three types of edges. Note that for each type, we only highlight some of the edges for
simplicity.
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(1) F1 facets (2) F2 facets (3) F3 facets (4) F4 facets

Figure 4.4: Four types of facets. Note that for each type, we only highlight some of the facets for
simplicity.

Facets:

◮ F1 Facets: Connected to one V1 vertex and two V2 vertices (Fig. 4.4(1)). These facets come from

facets in the coarse mesh.

◮ F2 Facets: Connected to three V2 vertices (Fig. 4.4(2)). These facets are in the interior of

tetrahedra in the coarse mesh.

◮ F3 Facets: Connected to two V2 vertices and one V3 vertex (Fig. 4.4(3)). These facets are in the

interior of octahedra in the coarse mesh.

◮ F4 Facets: Connected to three V2 vertices (Fig. 4.4(4)). This type is the center piece of four

refined facets after subdividing a facet in the coarse mesh.

Specifically, stencil coefficient variables are shown in Fig. 4.5–4.11. For dimensions of subdivision

matrices, Sv is (19 × 19), Se is (60 × 60), Sf is (56 × 56), dv is (60 × 19) and de is (56 × 60). For

succinctness, we include exact forms of these matrices in the supplementary electronic material

rather than here.

A simpler method for deriving these large subdivision matrices is to utilize symmetries in the

regular octet mesh. In surface subdivisions, we can group edges into L classes, e.g., in Fig. 1.5 where

L = 4. Then the 1-form subdivision matrix can be written as an (L × L)-block matrix in which

every block has a circulant symmetric structure. In volumetric domain subdivisions, symmetries

are more complicated than circulant symmetries. As an example, consider the contributions of E2

edges in the coarse mesh to E3 edges in the refined mesh (i.e., the (1,3) block of the subdivision

matrix). As shown in Fig. 4.12, the blue edge in the coarse mesh have the same contribution to the

red edge in the refined mesh for both figures. To identify this equivalence, one can flip/rotate the

mesh using 8C3, 6C2 and 6C4/3C2 operations shown in Fig. 2.6 until the red edge overlaps with the

red edge in another mesh and then identify the location of the blue edge. Formally, these symmetries

can be summarized using a permutation table (Eq.(4.8)). The column and row indices represent

indices of edges in the coarse and refined mesh ({eC
i }i=1,··· ,24 and {eR

i }i=1,··· ,24). From the table we

know that eC
i have the same contribution A on eR

i for all i = 1, · · · , 24. We can also express the
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(1) a1 (2) a2 (3) a3 (4) a4

(5) b1 (6) b2 (7) b3 (8) b4 (9) b5

(10) c1 (11) c2 (12) c3 (13) c4 (14) c5 (15) c6

(16) 0

Figure 4.5: Smooth subdivision stencil for E1 edges
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(1) d1 (2) d2 (3) d3 (4) d4 (5) d5

(6) e1 (7) e2 (8) e3 (9) e4 (10) e5 (11) e6

(12) e7 (13) e8 (14) e9 (15) e10 (16) e11 (17) e12

(18) f1 (19) f2 (20) f3 (21) f4 (22) f5

(23) f6 (24) f7 (25) f8 (26) f9 (27) f10

(28) 0

Figure 4.6: Smooth subdivision stencil for E2 edges
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(1) g1 (2) g2 (3) g3 (4) g4 (5) g5 (6) g6

(7) h1 (8) h2 (9) h3 (10) h4 (11) h5

(12) h6 (13) h7 (14) h8 (15) h9 (16) h10

(17) i1 (18) i2 (19) i3 (20) i4 (21) i5 (22) i6

(23) i7 (24) i8 (25) i9 (26) i10 (27) i11 (28) i12

(29) 0

Figure 4.7: Smooth subdivision stencil for E3 edges
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(1) j1 (2) j2 (3) j3 (4) j4 (5) j5

(6) j6 (7) j7 (8) j8 (9) j9 (10) j10

(11) j11 (12) j12 (13) j13 (14) j14

(15) k1 (16) k2 (17) k3 (18) k4 (19) k5 (20) k6

(21) l1 (22) l2 (23) l3 (24) l4 (25) l5

(26) l6 (27) l7 (28) l8 (29) l9 (30) l10

(31) l11 (32) l12 (33) l13 (34) l14

Figure 4.8: Smooth subdivision stencil for F1 facets
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(1) m1 (2) m2 (3) m3 (4) m4 (5) m5 (6) m6

(7) n1 (8) n2 (9) n3 (10) n4

(11) o1 (12) o2 (13) o3 (14) o4 (15) o5 (16) o6

Figure 4.9: Smooth subdivision stencil for F2 facets

aforementioned example by saying “eC
10 and eC

4 have the contribution J on eR
1 and eR

2 , respectively”.

These permutation relations form a non-Abelian group. For each block in a subdivision matrix,

we only have to write down the first row; the remainder of the block can be generated using the

permutations table.




A B C D E F G H I J K L M N O P Q R S T U V W X
C A B J K L D E F G H I P Q R S T U M N O W X V
B C A G H I J K L D E F S T U M N O P Q R X V W
D E F A B C T U S R P Q V W X K L J I G H M N O
J K L C A B N O M U S T W X V H I G F D E P Q R
G H I B C A Q R P O M N X V W E F D L J K S T U
F D E R P Q A B C T U S K L J I G H V W X N O M
L J K U S T C A B N O M H I G F D E W X V Q R P
I G H O M N B C A Q R P E F D L J K X V W T U S
E F D T U S R P Q A B C I G H V W X K L J O M N
K L J N O M U S T C A B F D E W X V H I G R P Q
H I G Q R P O M N B C A L J K X V W E F D U S T
M N O V W X K L J I G H A B C T U S R P Q D E F
P Q R W X V H I G F D E C A B N O M U S T J K L
S T U X V W E F D L J K B C A Q R P O M N G H I
N O M K L J I G H V W X R P Q A B C T U S F D E
Q R P H I G F D E W X V U S T C A B N O M L J K
T U S E F D L J K X V W O M N B C A Q R P I G H
O M N I G H V W X K L J T U S R P Q A B C E F D
R P Q F D E W X V H I G N O M U S T C A B K L J
U S T L J K X V W E F D Q R P O M N B C A H I G
V W X M N O P Q R S T U D E F G H I J K L A B C
W X V P Q R S T U M N O J K L D E F G H I C A B
X V W S T U M N O P Q R G H I J K L D E F B C A
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(1) p1 (2) p2 (3) p3 (4) p4 (5) p5

(6) p6 (7) p7 (8) p8 (9) p9 (10) p10

(11) p11 (12) p12 (13) p13 (14) p14

(15) q1 (16) q2 (17) q3 (18) q4 (19) q5 (20) q6

(21) r1 (22) r2 (23) r3 (24) r4 (25) r5

(26) r6 (27) r7 (28) r8 (29) r9 (30) r10

(31) r11 (32) r12 (33) r13 (34) r14

Figure 4.10: Smooth subdivision stencil for F3 facets
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(1) s1 (2) s2 (3) s3 (4) s4 (5) s5

(6) s6 (7) s7 (8) s8 (9) s9 (10) s10

(11) s11 (12) s12 (13) s13

Figure 4.11: Smooth subdivision stencil for F4 facets

(1) Case 1 (2) Case 2

Figure 4.12: Example of equal contributions
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After we write down all subdivision matrices and coboundary operators, we can substitute them

into commutative relations and solve the resulting linear system. However, unlike the linear subdivi-

sion case where the solution is determined up to only one free parameter (ζ), the linear system here

is severely underdetermined. Nearly half of the unknown variables cannot be determined using this

approach. However, these subdivision matrices are still useful when we start to calculate eigenforms

of the subdivision scheme (see Section 4.3).

4.2.2 Generating Function and Discrete Convolution

In Section 3.3.2 we discussed that, in the regular setting, the Fourier transformation of a subdivision

scheme yields the generating polynomial of the scheme. Section 3.4 introduced an approach to con-

struct smooth subdivision schemes by multiplying the generating polynomials of linear subdivision

schemes with a smooth operator. We implement this approach for the 3D 1- and 2-form subdivision

problems in this chapter.

1-Form Subdivision Generating Function In Section 2.1.2, we grouped edges in the

regular octet mesh into 6 equivalence classes, each of which corresponds to the Z
3-lattice (Fig. 2.7(2)).

Using this classification, the 1-form subdivision matrix can be written as a block matrix that has

(6 × 6) blocks (Eq.(3.19)). Furthermore, as shown in Eq.(3.20), the generating function for the

1-form linear subdivision scheme can be expressed as a (6 × 6)-matrix ŜL
e . ŜL

e is redundant: many

blocks are identical because of the symmetry of the regular octet mesh. For example, as shown in

Fig. 2.7(2), for example, contributions of class-i edges in the coarse mesh to class-j edges in the

refined mesh are identical to contributions of class-j edges in the coarse mesh to class-i edges in

the refined mesh. Indeed, we only have to specify the first row (or first column) of blocks in ŜL
e to

calculate all unknown variables in the subdivision stencil:

ŜL
e 1,1 = ao + aox + coxyz + coxz + coz

−1 + coy
−1z−1 + goy + goxy + goy

−1 + goxy−1 (4.8)

ŜL
e 1,2 = dox − doxy−1 + hoxy − hoxy−2 (4.9)

ŜL
e 1,3 = box + boy

−1z−1 + eoz
−1 + foxy + foy

−2z−1 + eoxy−1 (4.10)

ŜL
e 1,4 = −box − boxy−1z−1 − foxy − eoxz−1 − eoxy−1 − foxy−2z−1 (4.11)

ŜL
e 1,5 = −box − boxz−1 − eoxy − foxyz−1 − foxy−1 − eoxy−1z−1 (4.12)

ŜL
e 1,6 = box + boz

−1 + eoxy + foyz−1 + foxy−1 + eoy
−1z−1 (4.13)
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Furthermore, from Eq. (2.11) we know that the smoothing operator can be written as

C =
1

8
ŜL

v

=
1

8
+

1

16

(
xyz + x−1y−1z−1 + xz + x−1z−1 + x + x−1 + yz + y−1z−1 + y + y−1 + z + z−1

)

+
1

48

(
xyz2 + x−1y−1z−2 + xy + x−1y + xy−1 + x−1y−1

)
. (4.14)

As discussed in Section 3.4, we can construct the generating polynomial Ŝe for the smooth 1-form

subdivision scheme by multiplying the generating function of the linear 1-form subdivision scheme

ŜL
e with the smoothing operator C. We then obtain the subdivision stencil in the spatial domain by

extracting the coefficients of the terms of this polynomial with the corresponding power. This leads

to:

a1 =
11

72
− ζ

3
, a2 =

221

4608
+

5ζ

48
, a3 =

49

2304
+

ζ

24
, a4 =

35

1152
− ζ

12
(4.15)

b1 =
29

1152
+

ζ

12
, b2 =

5

384
+

ζ

12
, b3 =

17

4608
+

ζ

48
, b4 =

35

2304
− ζ

24
, b5 =

1

512
+

ζ

48
(4.16)

c1 =
17

4608
+

ζ

48
, c2 =

11

1152
+

ζ

12
, c3 = − 1

2304
− ζ

24
, c4 =

1

512
+

ζ

48
,

c5 =
1

512
+

ζ

48
, c6 = − 1

576
− ζ

6
(4.17)

d1 =
115

1536
+

3ζ

16
, d2 =

13

256
− ζ

8
, d3 =

29

768
+

ζ

8
, d4 =

25

1536
+

ζ

16
, d5 = 0 (4.18)

e1 =
43

384
− ζ

4
, e2 =

49

1536
+

ζ

16
, e3 =

11

512
+

ζ

16
, e4 =

1

192
, e5 =

17

1536
+

ζ

16
,

e6 =
1

192
, e7 =

3

512
+

ζ

16
, e8 = 0, e9 = 0, e10 =

5

384
− ζ

4
, e11 = 0, e12 = 0 (4.19)

f1 =
17

768
+

ζ

8
, f2 =

17

1536
+

ζ

16
, f3 =

1

256
− ζ

8
, f4 =

13

768
+

ζ

8
,

f5 = 0, f6 = 0, f7 =
3

512
+

ζ

16
, f8 = 0, f9 = 0, f10 = 0 (4.20)

g1 =
41

1536
+

ζ

16
, g2 =

91

1536
+

3ζ

16
, g3 =

53

768
− 3ζ

8
, g4 = 0, g5 = 0, g6 =

7

768
− ζ

8
(4.21)

h1 =
91

1536
+

3ζ

16
, h2 =

1

24
, h3 =

41

1536
+

ζ

16
, h4 =

59

1536
+

3ζ

16
,

h5 = 0, h6 = 0, h7 =
3

512
+

ζ

16
, h8 = 0, h9 = 0, h10 = 0 (4.22)

i1 =
53

768
− 3ζ

8
, i2 = 0, i3 =

3

512
+

ζ

16
, i4 =

7

768
− ζ

8
, i5 = 0, i6 =

59

1536
+

3ζ

16
,

i7 = 0, i8 = 0, i9 = 0, i10 = 0, i11 = 0, i12 = 0. (4.23)

2-Form Subdivision Generating Function We perform the same smoothing procedure

for the 2-form linear subdivision scheme. Similarly, we only have to specify the first row of blocks
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in the generating function ŜL
f :

ŜL
f 1,1

= wo + woxz + woxyz + toz + toyz + toxyz2 + etx (4.24)

ŜL
f 1,2

= uoz + poxz + uoxyz2 (4.25)

ŜL
f 1,3

= −ftx − qoxz − qoxyz − woxyz2 (4.26)

ŜL
f 1,4

= uoz + poxz + uoxyz2 (4.27)

ŜL
f 1,5

= uoxyz3 + uoxy2z3 + poxyz2 (4.28)

ŜL
f 1,6

= −ftx
2yz2 − woxyz3 − qox

2yz3 − qoxyz2 (4.29)

ŜL
f 1,7

= −wox
2yz2 − rox

2yz3 − rox
2y2z3 − roxyz2 (4.30)

ŜL
f 1,8

= −ftx
2yz2 − woxyz3 − qox

2yz3 − qoxyz2. (4.31)

The stencil of the smooth 2-form subdivision scheme is obtained using the same method as in

the 1-form case:

j1 =
101

1536
− 7ζ

24
, j2 =

1

128
− ζ

12
, j3 =

37

1152
+

ζ

6
, j4 =

7

4608
, j5 =

53

4608
+

ζ

12
,

j6 =
29

4608
+

ζ

48
, j7 =

7

4608
, j8 = − ζ

48
, j9 =

1

4608
− ζ

16
, j10 =

23

1536
− ζ

24
,

j11 =
1

128
− ζ

48
, j12 =

37

4608
− ζ

8
, j13 =

1

576
+

ζ

48
, j14 =

19

4608
+

ζ

24
(4.32)

k1 =
1

128
, k2 = 0, k3 = 0, k4 = 0, k5 =

1

128
, k6 = 0 (4.33)

l1 =
55

4608
+

ζ

8
, l2 =

31

4608
+

ζ

16
, l3 =

1

1536
− ζ

48
, l4 = − ζ

48
, l5 =

1

1536
− ζ

12
,

l6 = − 1

384
− ζ

6
, l7 = − 1

1536
− ζ

24
, l8 =

1

576
+

ζ

48
, l9 =

1

144
+

ζ

12
, l10 =

1

576
+

ζ

48
,

l11 =
19

4608
+

ζ

24
, l12 =

133

4608
+

7ζ

24
, l13 =

1

4608
, l14 =

1

4608
(4.34)

m1 =
1

64
− ζ

8
, m2 =

5

512
+

ζ

16.0
, m3 =

1

192
, m4 = 0, m5 =

3

256
− ζ

4
, m6 = 0 (4.35)

n1 =
1

16
, n2 = 0, n3 = 0, n4 = 0 (4.36)

o1 =
23

768
+

ζ

4
, o2 =

1

1536
− ζ

16
, o3 = 0, o4 = 0, o5 =

1

96
+

ζ

8
, o6 = 0 (4.37)

p1 =
5

256
+

ζ

8
, p2 =

7

1536
, p3 =

1

128
− ζ

16
, p4 =

11

384
, p5 =

13

1536
− 3ζ

16
, p6 = − ζ

16
,

p7 =
1

192
, p8 = 0, p9 =

19

1536
+

ζ

8
, p10 = 0, p11 = 0, p12 =

25

384
+

ζ

2
, p13 = 0, p14 = 0 (4.38)

q1 =
1

64
, q2 =

1

128
, q3 = 0, q4 = 0, q5 = 0, q6 = 0 (4.39)
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r1 =
11

384
− ζ

2
, r2 =

5

1536
− ζ

8
, r3 =

1

192
+

ζ

16
, r4 = 0, r5 =

31

1536
+

3ζ

16
, r6 =

1

192
+

ζ

16
,

r7 = 0, r8 = 0, r9 =
1

1536
, r10 = 0, r11 = 0, r12 =

1

768
− ζ

8
, r13 = 0, r14 = 0 (4.40)

s1 =
35

512
+

3ζ

8
, s2 =

49

1536
− ζ

8
, s3 =

7

1536
, s4 =

5

1536
− ζ

8
, s5 =

1

384
,

s6 =
23

1536
+

ζ

8
, s7 = 0, s8 =

1

384
− ζ

16
, s9 =

1

192
+

ζ

16
, s10 = − 3

512
− 3ζ

8
,

s11 =
1

1536
, s12 =

19

1536
+

ζ

8
, s13 =

1

384
. (4.41)

Remark: We can substitute these stencil variables into the subdivision matrices and verify

that the commutative relations are still valid. Although the 1- and 2-form subdivision matrices are

ζ-dependent, they satisfy all commutative relations in Eq.(3.27). We use this calculation to check

the correctness of our calculations on stencil variables.

4.2.3 Results and Discussions

We choose ζ = 5 (the reason will be revealed in Section 4.3) to generate some results. In order to

avoid irregularities due to boundaries in this section, we choose a larger initial mesh MI (Fig. 4.13)

where only a single edge and a single facet are assigned nonzero form coefficients.

(1) Initial mesh MI : 1-form (2) Initial mesh MI : 2-form

Figure 4.13: MI : an initial mesh with nonzero form coefficients on only one edge and one facet

For most vector field visualization tasks in this thesis, two types of illustrations are included:

vector-type visualizations and streamline-type visualizations. Advantages and disadvantages of both

methods will be discussed in Section 4.3.2. Fig. 4.14 shows the process of 1- and 2-form subdivisions

up to three times, starting from MI . These results illustrate that vector fields associated with both

1- and 2-forms in MI become smoother as we progressively subdivide the mesh.
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Even if the form coefficient field and the mesh are both symmetric, the generated vector field

may not be because two sources of asymmetries are introduced during the visualization. First, when

we calculate local vectors using Whitney forms, the seed-generation is not symmetric for technical

reasons discussed in Appendix A.3.1. Second, when streamlines are generated, the sampling is

random and only statistically uniform.

(1) Step 0, 1-form,
vector-type

(2) Step 1, 1-form,
vector-type

(3) Step 2, 1-form,
vector-type

(4) Step 3, 1-form,
vector-type

(5) Step 0, 1-form,
streamline-type

(6) Step 1, 1-form,
streamline-type

(7) Step 2, 1-form,
streamline-type

(8) Step 3, 1-form,
streamline-type

(9) Step 0, 2-form,
vector-type

(10) Step 1, 2-form,
vector-type

(11) Step 2, 2-form,
vector-type

(12) Step 3, 2-form,
vector-type

(13) Step 0, 2-form,
streamline-type

(14) Step 1, 2-form,
streamline-type

(15) Step 2, 2-form,
streamline-type

(16) Step 3, 2-form,
streamline-type

Figure 4.14: Subdivision results for MI , ζ = −5. Boundary issues are ignored here.

We try to determine the optimal ζ by substituting different values and visually inspecting the

smoothness of the subdivision results. Unfortunately, as shown in Fig. 4.15, for ζ = −1,−3,−6 and
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−7, there is no significant difference between the results and the ζ = 5 case (Fig. 4.14(4)). However,

if ζ deviates more, as shown in Fig. 4.16 where ζ = 11 and ζ = −17, the subdivision results are no

longer smooth. If ζ deviates further, e.g., if ζ = 17 or ζ = −26 as shown in Fig. 4.17, the vector

field blows up during the subdivision.

(1) ζ = −1, vector-type (2) ζ = −3, vector-type (3) ζ = −6, vector-type (4) ζ = −7, vector-type

(5) ζ = −1, streamline-
type

(6) ζ = −3, streamline-
type

(7) ζ = −6, streamline-
type

(8) ζ = −7, streamline-
type

Figure 4.15: 1-form subdivision results for MI when ζ 6= −5. It is difficult to distinguish the
difference in the quality of the results compared to the ζ = 5 case.

(1) ζ = 11, vector-type (2) ζ = 11, streamline-
type

(3) ζ = −17, vector-
type

(4) ζ = −17,
streamline-type

Figure 4.16: When ζ deviates from the range [−5,−7) more, the 1-form subdivision results start to
lose smoothness.

Our conclusions are similar for 2-forms. No significant difference among the results for ζ = −7

(Fig. 4.20(4)), ζ = −1 (Fig. 4.18(1)) and ζ = −5 (Fig. 4.14(12)) is detected. However, in our

experiments, we found that 2-form results are more sensitive to the deviation of ζ than the 1-form:

as shown in Fig. 4.18(3), when ζ = −17, the 2-form vector field blows up more severely than the

1-form case (Fig. 4.17(1)) above. The reason will be explored in the next section.
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(1) ζ = 17, vector-type (2) ζ = 17, streamline-
type

(3) ζ = −26, vector-
type

(4) ζ = −26,
streamline-type

Figure 4.17: If ζ deviates significantly from the range [−5,−7), the 1-form subdivision results blow
up.

(1) ζ = −1, vector-type (2) ζ = −7, vector-type (3) ζ = −17, vector-
type

(4) ζ = −1, streamline-
type

(5) ζ = −7, streamline-
type

(6) ζ = −17,
streamline-type

Figure 4.18: 2-form subdivision results for different values of ζ
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4.3 Using Eigenforms to Determine the Free Parameter

4.3.1 Eigenanalysis of the Subdivision Stencil

We can perform eigendecomposition on the 1- or 2-form subdivision matrix. Each eigenvector

corresponds to an 1- or 2-form coefficient field that is invariant under the subdivision up to a

scaling factor, i.e., the associated eigenvalue. Geometrically, “invariant” means that, to perform

the subdivision, form coefficients from the coarse mesh, after being modulated by the associated

eigenvalues, can be directly assigned to corresponding simplices in the refined mesh. These invariant

forms are called eigenforms.

We calculate the eigenvalues of subdivision matrices. For 1-forms, we have the eigenvalues

1

2
,
1

2
,
1

2︸ ︷︷ ︸
3

,
1

4
,
1

4
,
1

4
,
1

4
,
1

4
,
1

4
,
1

4
,
1

4
,
1

4︸ ︷︷ ︸
9

,
1

8
,
1

8
,
1

8
,
1

8
,
1

8
,
1

8
,
1

8
,
1

8
,
1

8
,
1

8
,
1

8
,
1

8
,
1

8
,
1

8︸ ︷︷ ︸
14

,
5

48︸︷︷︸
1

,
1

12
,

1

12︸ ︷︷ ︸
2

,

1

16
,

1

16
,

1

16
,

1

16
,

1

16
,

1

16
,

1

16︸ ︷︷ ︸
7

,
1

32
,

1

32
,

1

32
,

1

32︸ ︷︷ ︸
4

,
1

48
,

1

48︸ ︷︷ ︸
2

,−ζ + 1

48
,−ζ + 1

48
,−ζ + 1

48︸ ︷︷ ︸
3

,

−ζ + 1

96
,−ζ + 1

96
,−ζ + 1

96
,−ζ + 1

96
,−ζ + 1

96
,−ζ + 1

96
,−ζ + 1

96
,−ζ + 1

96
,−ζ + 1

96︸ ︷︷ ︸
9

,

−ζ + 1

128
,−ζ + 1

128
,−ζ + 1

128︸ ︷︷ ︸
3

,−7(ζ + 1)

1152
,−7(ζ + 1)

1152
,−7(ζ + 1)

1152︸ ︷︷ ︸
3

. (4.42)

Here, numbers under brackets indicate multiplicities of corresponding eigenvalues. Similarly, for

2-forms, we have the eigenvalues

1

4
,
1

4
,
1

4︸ ︷︷ ︸
3

,
1

8
,
1

8
,
1

8
,
1

8
,
1

8
,
1

8
,
1

8
,
1

8
,
1

8︸ ︷︷ ︸
9

,
1

16
,

1

16
,

1

16
,

1

16
,

1

16
,

1

16
,

1

16
,

1

16
,

1

16
,

1

16
,

1

16︸ ︷︷ ︸
11

,

1

32
,

1

32
,

1

32
,

1

32
,

1

32
,

1

32
,

1

32
,

1

32
,

1

32
,

1

32︸ ︷︷ ︸
10

,
1

48
,

1

48︸ ︷︷ ︸
2

,
1

64
,

1

64
,

1

64︸ ︷︷ ︸
3

,−1 + ζ

48
,−1 + ζ

48
,−1 + ζ

48︸ ︷︷ ︸
3

,

−1 + ζ

96
,−1 + ζ

96
,−1 + ζ

96
,−1 + ζ

96
,−1 + ζ

96
,−1 + ζ

96
,−1 + ζ

96
,−1 + ζ

96
,−1 + ζ

96︸ ︷︷ ︸
9

,

−1 + ζ

128
,−1 + ζ

128
,−1 + ζ

128︸ ︷︷ ︸
3

,−7(1 + ζ)

1152
,−7(1 + ζ)

1152
,−7(1 + ζ)

1152︸ ︷︷ ︸
3

. (4.43)

An arbitrary form coefficient field can be decomposed as a linear combination of eigenforms.

Components associated with large eigenvalues (principal forms) shrink slower than the ones asso-

ciated with small eigenvalues. In other words, after a few steps of subdivision, the principal forms

will dominate the results. As shown in Eq.(4.42) and Eq.(4.43), if ζ stays in a small range around
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-5, leading eigenvalues and associated eigenforms are independent of ζ. This is why the subdivision

results look similar when we vary ζ between -1 and -7 (Fig. 4.15).

On the other hand, if ζ deviates more from -5, ζ-dependent eigenvalues become the leading

eigenvalues and the corresponding eigenforms become important during the subdivision. When

ζ = −26 or 17, the eigenvalue − ζ+1
48 becomes the largest and exceeds 1

2 , so the subdivision scheme is

divergent. When ζ = −17 or 11, in the 1-form case, the eigenvalue − ζ+1
48 becomes the second largest

eigenvalue so the subdivision results are still rough. However, − ζ+1
48 is still the largest eigenvalue

for the 2-form subdivision matrix, hence the 2-form scheme is divergent and the vector field blows

up during the subdivision.

4.3.2 Visualization of Eigenforms

We first visualize eigenforms associated with ζ-free eigenvalues using both the vector-type and the

streamline-type visualization. The color in both types encodes the magnitude of the local vector

in the field. Vector-type visualization works well when the field is simple (e.g., Fig. 4.19(1) and

Fig. 4.19(2)) but becomes difficult to interpret when the field has many delicate local structures

(e.g., Fig. 4.19(3)): we are unable to see the structure of the region with small vectors. In these

situations, streamline-type visualization becomes more informative (e.g., Fig. 4.19(6)): vector field

directions in the small-vector region becomes clearer. However, streamline-type visualizations have

two drawbacks. First, we can only interpret the magnitude of local vectors using colors. For example,

in Fig. 4.19(9), from the vector-type visualization, one can easily tell that the vector field in the

corner region of the octahedral cell is dominant. But this feature is difficult to interpret using the

streamline-type visualization in Fig. 4.19(12). Second, unlike the vector-type visualization which is

calculated locally, streamlines are calculated using numerical integrations which introduce another

source of numerical error. This error may have large effect for regions near the boundary or in the

cases where delicate structures exist.

The key information conveyed by Fig. 4.19 is that, as the eigenvalue becomes smaller, the as-

sociated eigenform corresponds to a rougher vector field. Eigenforms associated with the first few

largest eigenvalues are very smooth. In the extreme, the leading principal eigenform yields a con-

stant vector field in both 1- and 2-form cases. These smooth eigenforms are likely to be dominant in

results when we subdivide an 1- or 2-form for only a few steps. This is why the subdivision results

for ζ = −1,−3,−5,−6 and −7 are smooth.

However, as we can see from Fig. 4.20, ζ-dependent eigenforms are less smooth than eigen-

forms associated with leading ζ-independent eigenvalues. Furthermore, these ζ-dependent eigen-

forms change very little when we tune ζ. If we cannot make these ζ-dependent eigenforms smooth,

we should make the associated ζ-dependent eigenvalues as small as possible to obtain a fast shrinkage

on these rough eigenforms and reduce their overall effect in the final results. Previous researchers
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(1) Eigen-1-form associ-
ated with the largest
eigenvalue 1

2
(vector-

type)

(2) Eigen-1-form asso-
ciated with the sec-
ond largest eigenvalue 1

4

(vector-type)

(3) Eigen-1-form asso-
ciated with the fourth
largest eigenvalue 5

48

(vector-type)

(4) Eigen-1-form as-
sociated with the
largest eigenvalue 1

2

(streamline-type)

(5) Eigen-1-form asso-
ciated with the sec-
ond largest eigenvalue 1

4

(streamline-type)

(6) Eigen-1-form asso-
ciated with the fourth
largest eigenvalue 5

48

(streamline-type)

(7) Eigen-2-form associ-
ated with the largest
eigenvalue 1

4
(vector-

type)

(8) Eigen-2-form asso-
ciated with the sec-
ond largest eigenvalue 1

8

(vector-type)

(9) Eigen-2-form asso-
ciated with the fourth
largest eigenvalue 1

32

(vector-type)

(10) Eigen-2-form
associated with the
largest eigenvalue 1

4

(streamline-type)

(11) Eigen-2-form asso-
ciated with the sec-
ond largest eigenvalue 1

8

(streamline-type)

(12) Eigen-2-form asso-
ciated with the fourth
largest eigenvalue 1

32

(streamline-type)

Figure 4.19: Eigenforms associated with some of the ζ-independent eigenvalues
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(1) Eigen-1-form associ-
ated with the largest ζ-
dependent eigenvalue for
ζ = −5 (vector-type)

(2) Eigen-1-form associ-
ated with the largest ζ-
dependent eigenvalue for
ζ = −7 (vector-type)

(3) Eigen-2-form associ-
ated with the largest ζ-
dependent eigenvalue for
ζ = −5 (vector-type)

(4) Eigen-2-form associ-
ated with the largest ζ-
dependent eigenvalue for
ζ = −7 (vector-type)

(5) Eigen-1-form associ-
ated with the largest ζ-
dependent eigenvalue for
ζ = −5 (streamline-
type)

(6) Eigen-1-form associ-
ated with the largest ζ-
dependent eigenvalue for
ζ = −7 (streamline-
type)

(7) Eigen-2-form associ-
ated with the largest ζ-
dependent eigenvalue for
ζ = −5 (streamline-
type)

(8) Eigen-2-form associ-
ated with the largest ζ-
dependent eigenvalue for
ζ = −7 (streamline-
type)

Figure 4.20: Eigenforms associated with the largest ζ-dependent eigenvalue for different values of ζ

have found that ζ should be within the range of (−7,−5] due to stability concerns [42]. Discus-

sions of these techniques are beyond the scope of our thesis. Here we set ζ = −5 to minimize the

magnitude of all the ζ-dependent eigenvalues.
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Chapter 5

Subdivision in the Boundary Case

Initial mesh MI only has nonzero discrete differential form coefficients on interior geometric elements

so the ignoring of boundary issues does not affect subdivision results. Because of the complexity of

the boundary problems, Section 5.1 introduces similar issues in 2D surface subdivision problems. In

3D cases where boundary edges or facets carry nonzero 1- or 2-form coefficients, Section 5.2 discusses

consequences if boundary issues continue to be ignored. Undesirable attenuation phenomenon is

observed in the boundary region. To address this issue, two methods are discussed and compared.

Section 5.3 introduces the projection-scaling method which first projects the real differential form

coefficient field into a subspace spanned by low-order differential form coefficient fields and then

perform the subdivision. However, because of the shrinking of the octet mesh using the original

0-form subdivision scheme, the vector field near the boundary is enlarged. Scaling is introduced

for elements near the boundary to offset the effect of the mesh shrinkage, but the vector field near

the boundary still exhibits some undesirable curvatures. Alternatively we can start from scratch to

construct a new nonshrinking 0-form subdivision scheme (Section 5.4) and build up compatible 1-

and 2-form subdivision schemes based on it (Section 5.5).

5.1 Introduction: Boundary Problem in 2D Cases

Fig. 5.1(1) shows a surface with boundary. The black vertex in the center is regular. Similar to the

3D volumetric domain cases we discussed in Section 2.1, we use red and blue to denote two types

of boundary vertices. If we apply Loop’s subdivision scheme on the mesh, the algorithm will try to

identify vertices in the stencil (Fig. 1.1) for each vertex in the refined mesh and perform geometric

smoothing to update the position.

However, for boundary vertices, we cannot extract a complete local stencil. A naive strategy is

to simply ignore missing vertices (i.e., drop the missing terms when we use the linear combination

of nearby vertices to update the position of the target vertex). Another remedy is to expand the

mesh. As shown in Fig. 5.1(2) and Fig. 5.1(3), after this 2-step expansion treatment, vertices in
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(1) Original mesh (2) Expansion: step 1 (3) Expansion: step 2

Figure 5.1: Example: expand a mesh with boundary

the original mesh all become interior vertices while all boundary vertices are in the virtual mesh

grown around the real mesh. We can simply apply the original Loop’s scheme on the extended mesh

and trim the virtual mesh after the subdivision. Furthermore, similar issues exist for 1- and 2-form

subdivision tasks. For boundary edges or facets, stencils shown in Fig. 1.4 are incomplete. After we

extend the original mesh, we can also extend the differential form coefficient field onto the virtual

mesh.

The rest of this chapter discusses the details of this idea in 3D volumetric domain subdivision

problems.

5.2 Simple Method

Subdivision schemes in this chapter are tested on the initial mesh MB (Fig. 5.5) where nonzero 1-

and 2-form coefficients are assigned to three edges and two edges, respectively. A boundary edge

or facet doesn’t need to have all vertices lying on the boundary. Indeed, if we cannot extract a

regular stencil (i.e., an ME-like structure) around the edge/facet, then it is a boundary edge/facet.

Note that, for the subdivision scheme discussed in Chapter 4, this definition of boundary elements

is equivalent to the definition in Eq(2.9), i.e., an edge or facet is defined to be on the boundary if it

has at least one vertex lying on the boundary.

We first study consequences if we continue to ignore differential form coefficients on the boundary.

Specifically, for an edge or facet in the refined mesh is on the boundary, we simply assign 0 to it.

Fig. 5.3 shows results using this method.

From results we can see that, the interior part of the vector field is smooth. However, the

vector field starts to attenuate as it gets closer to the boundary and completely vanishes on the

boundary (Fig. 5.4). Therefore, the simple method is incorrect when initial boundary edges or facets

are associated with nonzero differential form coefficients: 1- and 2-form coefficients on boundary

elements cannot be replicated by integrating the vector field over these elements. We discuss several
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(1) Initial mesh MB: 1-form (2) Initial mesh MB: 2-form

Figure 5.2: MB: initial mesh with nonzero differential form coefficients in both the interior and
the boundary. For simplicity, interior edges or facets with zero differential form coefficients are not
shown here.

alternative methods to fix this problem in following sections.

5.3 Projection Method

We take the 1-form field as an example in this section. Given a vector field without source or sink

in the volumetric domain, the vector field corresponds to a potential field, i.e., a scalar coefficient

field associated with vertices. Reversely, for every edge, the associated 1-form coefficient can be

obtained by calculating the difference between potential values at the end and the beginning of the

oriented edge, or in other words, the path integral of the vector field along this edge. Furthermore,

as shown in Fig. 5.5(1), we can construct a local coordinate system in the boundary region. A

low-order potential field is a potential field whose values on vertices follows low-order polynomials of

coordinates of these vertices, e.g., 1, x, y, z, x2, y2, z2, xy, xz, yz, · · · . A low-order 1-form is induced by

the low-order potential field and is denoted as d1(trivial), dx, dy, dz, dx2, dy2, dz2, dxy, dxz, dyz, · · · .
If a potential field follows a low-order polynomial whose form is known a priori, it can be naturally

extend beyond the boundary by simply following the same polynomial. The motivation underlying

the projection method is to preserve low-order components of the potential field and the induced

vector field. Specifically, for an arbitrary 1-form field, we first project the 1-form coefficients vector

into the subspace spanned by low-order 1-form coefficients vectors. Three rules are followed:

◮ During the construction of the subspace, we only use potential values on vertices belong to the

boundary layer of cells, i.e., the size of the “extrapolation stencil” is similar to the size of the original

0-form subdivision stencil. In other words, we only use potential values restricted in the boundary



64

.

(1) Step 0, 1-form,
vector-type

..

(2) Step 1, 1-form,
vector-type

.

(3) Step 2, 1-form,
vector-type

.

(4) Step 3, 1-form,
vector-type

.

(5) Step 0, 1-form,
streamline-type

.

(6) Step 1, 1-form,
streamline-type

.

(7) Step 2, 1-form,
streamline-type

.

(8) Step 3, 1-form,
streamline-type

(9) Step 0, 2-form,
vector-type

(10) Step 1, 2-form,
vector-type

(11) Step 2, 2-form,
vector-type

(12) Step 3, 2-form,
vector-type

(13) Step 0, 2-form,
streamline-type

(14) Step 1, 2-form,
streamline-type

(15) Step 2, 2-form,
streamline-type

(16) Step 3, 2-form,
streamline-type

Figure 5.3: Subdivision results for MB using the simple method. We simply assign 0 to all boundary
geometric elements in the refined level.
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(1) Details near the boundary after
three steps of subdivision using the
simple method (1-form)

(2) Details near the boundary after
three steps of subdivision using the
simple method (2-form)

Figure 5.4: Details near the boundary after subdivide MB for three times using the simple method.
Vector fields attenuate near the boundary and vanish completely on the boundary.

x

y

z

(1) Boundary layer before subdivi-
sion

(2) Boundary layer after subdivision

Figure 5.5: Boundary layer before and after the original 0-form subdivision. Interior edges are
denoted by black while boundary edges are denoted by red. The boundary layer will shrink in the
normal direction after the subdivision (for simplicity, only even edges are shown in the refined mesh).
We can also introduce local coordinate system to construct local low-order potential fields for the
projection method.
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layer to infer what we should assign beyond the boundary.

◮ Under the “restricted-stencil” constraint mentioned above, some low-order potential fields are

perfectly correlated. Geometrically, this means, for example, the potential fields of z and z2 are

completely equivalent on the boundary layer cells so they are undistinguishable (see Fig. 5.5(1)).

Thus, when we construct the basis of the subspace, we exclude any low-order field which is not

linearly independent with previously included lower-order fields, i.e., the differential form coefficients

vectors in the basis are mutually linearly independent and the subspace is nondegenerate.

◮ We include as many low-order fields as above constraints allow up to a certain order to minimize

the error induced by this linear-projection approximation.

Based on these three rules, if we set the cut-off order to be 3 (i.e., the potential field subspace is

cubic while the induced 1-form field subspace is quadratic), the subspace basis contains 12 low-order

fields: x, y, z, x2, y2, xy, xz, yz, x3, y3, x2y, xy2. Subdivision results are shown in Fig. 5.6.

.

(1) Step 0, 1-form,
vector-type

.

(2) Step 1, 1-form,
vector-type

.

(3) Step 2, 1-form,
vector-type

.

(4) Step 3, 1-form,
vector-type

Figure 5.6: 1-form subdivision results for MI using the projection method

Boundary Layer Shrinkage Problem Based on the boundary rule defined in the original

0-form subdivision scheme, the size of the volumetric domain keeps shrinking during the subdivision.

From the stencil in Fig. 2.13 we know that, if an even vertex lies on the boundary, through averaging

with positions of adjacent vertices, the boundary vertex will move towards the side which, for a

convex coarse mesh, is the interior of the boundary cell. Therefore, the boundary cells shrink in the

normal direction after the subdivision (Fig. 5.5(2)). Because 1- and 2-form subdivision schemes under

the projection method have not included such shrinkages into the construction, corresponding vector

fields in boundary cells are enlarged (i.e., with the same differential form coefficients but shrunk

edges, reconstructed vectors are larger in order to obtain same path integral results). Shrinkage

features and induced enlarging artifacts near initial edges and corner vertices are more complicated.

There are two ways to solve the incompatibility between the 0-form and the 1-/2-form sub-

divisions: (1) multiply form coefficients associated with boundary elements with a scaling factor

that equals to the shrinkage rate of those elements; (2) construct a nonshrinking 0-form subdivision

scheme and compatible 1-/2-form subdivision methods. We will discuss the first method here and

the second method in the next two sections.
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Scaling For ME , we can calculate that the boundary layer shrinks 50% in the normal direction

after one step of subdivision. Thus, a simple remedy is to shrink all 1-form coefficients associated with

shrunk edges by the same ratio. A more uniform vector field is achieved using this method (Fig. 5.7).

From results, we notice that the enlarging phenomenon of vector fields in boundary cells are removed.

However, the projection-scaling method has two drawbacks. First, in the example above we can see

that streamlines in boundary cells exhibit some curved features because subdivision results are

affected by initial boundary edges and corner vertices. Second, shrinking the form coefficient for

a constant ratio is ad hoc and not robust enough for general meshes with more exotic boundary

shapes.

.

(1) Step 0, 1-form,
vector-type

..

(2) Step 1, 1-form,
vector-type

.

(3) Step 2, 1-form,
vector-type

.

(4) Step 3, 1-form,
vector-type

.

(5) Step 0, 1-form,
streamline-type

.

(6) Step 1, 1-form,
streamline-type

.

(7) Step 2, 1-form,
streamline-type

.

(8) Step 3, 1-form,
streamline-type

Figure 5.7: 1-form subdivision results for MB using the projection method with scaling in the
normal direction to the boundary facets

5.4 Nonshrinking 0-Form Subdivision

Conceptually, a nonshrinking subdivision scheme can be constructed through an “expansion-trim”

process which is summarized in Algorithm 1.

Remark: The shrinkage phenomenon only exists in the boundary layer of cells. After one step of

subdivision, the extended virtual layer splits into two virtual layers. Therefore, we trim one virtual

layer and keep the other one as the boundary layer to protect the real mesh. We need to trim both

virtual layers after the last time of subdivision.

During the expansion, we first extend initial facet by adding in additional virtual B1 boundary

vertices, then we extend initial edges by adding in additional virtual B2 border vertices and finally we
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Algorithm 1 Nonshrinking 0-form subdivision

Require: The mesh is well defined, complete and free of conflict

1: (Preprocessing) Expand the mesh by growing an additional layer above
the boundary.

2: for i from 1 to the maximum step of subdivisions do

3: Subdivide the expanded mesh using the original 0-form scheme
4: Trim the boundary layer
5: end for
6: (Postprocessing) Trim the boundary layer

extend initial B3 corner vertices by adding in virtual corner vertices. As an example, the expansion

process on ME mesh is shown in Fig. 5.8. Specifically, we discuss the expansion method for all

types below.

(1) Step 0 (2) Step 1 (3) Step 2 (4) Step 3

Figure 5.8: Three steps in the expansion process of the original mesh. Black lines sketch the expanded
mesh in the previous step while red lines sketch additional structures added in the current step.

◮ (Extend initial facets) We insert a new virtual boundary vertex associated with each boundary

facet that adjacent to an octahedron (red facets in Fig. 5.9). To calculate the position of the newly

inserted vertex, we extract each of the three facets adjacent to the “red” facet, i.e., blue facets

shown in Fig. 5.9(5), and obtain the position of the virtual vertex by forming a parallelogram. The

final position of the virtual vertex is calculated through averaging these three trivial extrapolations.

Equivalently, this extrapolation process can be summarized in the stencil shown in Fig. 5.9(4).

Finally, after virtual vertices being inserted, we need to link them with proper edges, facets and

cells.

◮ (Extend initial edges) The extrapolation stencil depends on whether the edge is adjacent to a

tetrahedron or an octahedron. The processes and stencils are shown in Fig. 5.10 and Fig. 5.11.

◮ (Extend initial vertices) The extrapolation stencil for the corner vertex also depends on the type

of cell it adjacent to. For a corner vertex adjacent to a tetrahedron, the expansion process contains
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(1) Step 0, red facets are
the boundary

(2) Step 1, add one vir-
tual vertex above each
facet adjacent to octa-
hedron using stencil in
Fig. 5.9(4)

(3) Step 2, add proper
edges, facets and cells

-1/3

-1/3 -1/3

2/3

2/3 2/3

(4) Extrapola-
tion stencil in
step 1

(5) The stencil in Fig. 5.9(4) is obtained through
averaging three trivial extensions.

Figure 5.9: Process to extend the boundary facets

(1) Step 0, red edges
are the border, blue
edges are finished in
the facet-extension
step

(2) Step 1, add
one virtual vertex
above each border
vertex using stencil
in Fig. 5.10(4)

(3) Step 2, add
proper edges, facets
and cells

2

-1

(4) Extrapo-
lation stencil
in step 1

Figure 5.10: Process to extend the boundary edges adjacent to tetrahedra

(1) Step 0, red edges are
the border, blue edges
are finished in the facet-
extension step

(2) Step 1, add one vir-
tual vertex above each bor-
der vertex using stencil in
Fig. 5.11(4)

(3) Step 2, add proper edges,
facets and cells

2

-1

(4) Extrapo-
lation stencil
in step 1

Figure 5.11: Process to extend the boundary edges adjacent to octahedra
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three steps as shown in Fig. 5.12. Furthermore, if a corner vertex is adjacent to an octahedron, then

most works are already finished in the facet- and edge-extension steps. Additionally, We introduce

a virtual corner vertex following the stencil in Fig. 5.13 and then introduce proper edges, facets and

cells around it.

(1) Step 0,
red vertex
is the cor-
ner

(2) Step 1, add three
vertices using stencil
in Fig. 5.10(4)

(3) Step 2, add six
vertices using stencil
in Fig. 5.12(5)

(4) Step 3, add three
vertices using stencil in
Fig. 5.13(3)

1

1

-1

(5) Extrapo-
lation stencil
in step 1

Figure 5.12: Process to extend a corner vertex adjacent to a tetrahedron

(1) Step 0, red ver-
tex is the corner, blue
and green edges are fin-
ished in the facet-/edge-
expansion steps

(2) Step 1, add one
vertex using stencil in
Fig. 5.13(3)

1/2

1/2 1/2

1/2

-1

(3) Extrapola-
tion stencil in
step 1

(4) The stencil in
Fig. 5.13(3) is obtained
through averaging two
trivial extensions.

Figure 5.13: Process to extend a corner vertex adjacent to an octahedron

Mathematically, for boundary vertices in the mesh, we can write down new geometric smoothing

stencils which incorporate the expansion-trim process and the regular mesh subdivision stencil. New

stencils can be generalized to deal with more complicated situations: if an original corner vertex is

adjacent to multiple cells, we can calculate the position of the vertex in the refined mesh using each

single cell and average these results to get the final position; similarly, for initial edges adjacent to

multiple cells, we can also calculate the position for each wedge and average all results to update

the position of the vertex.

We test the nonshrinking subdivision scheme on ME and MX (Fig. 2.10). For the former dataset,

compared to original results in Fig. 2.2.2, the shrinkage phenomenon are completely removed in the

results using the expansion method (Fig. 5.14). In the special case of ME , the subdivision process

is identical to a topological splitting process. For initial meshes with more complicated geometric
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features, e.g., MX , compared to original results (Fig. 2.2.2), concavities are better preserved using

the expansion method. The difference between two subdivision methods around concave regions

can be seen more clearly from Fig. 5.16. Recall that, for the original 0-for subdivision scheme, the

updating of original boundary vertices (i.e., even vertices lying on the boundary) is done through

an affine combination with adjacent vertices which only lie in one side. The boundary vertex will

move towards the side where other vertices are located, i.e., in concave regions, the exterior of the

cell. As a result, the concavity is reduced. This difference between the two schemes becomes clearer

if we increase the concavity in the original dataset MX (see Fig. 5.17).

Figure 5.14: 0-form subdivision result using the expansion method for ME

Figure 5.15: 0-form subdivision result using the expansion method for MX

(1) Without expansion (2) With expansion

Figure 5.16: Zoomed-in results near the boundary of MX using both of the simple method and the
expansion method. Concavity is better preserved using the latter method.

5.5 Extension Methods for 1-Form and 2-Form

Fig. 5.18 shows the method to extrapolate 1- and 2-form coefficient fields to the virtual mesh obtained

through the algorithm in Section 5.4.

Fig. 5.19 shows results using the extension method which has two advantages: comparing the

zoomed-in illustrations in Fig. 5.4 with previous results (Fig. 5.20), one can see that the attenuation
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Figure 5.17: The figure in the left is the initial mesh M′
X . The two figures in the middle are M′

X

after 2 and 4 steps of subdivision without using the expansion method. The two figures on the right
used the expansion method so the concave features are better preserved.

(1) (1-form) Case 1 (2) (1-form) Case 2

(3) (2-form) Case 1 (4) (2-form) Case 2 (5) (2-form) Case 3 (6) (2-form) Case 4

Figure 5.18: Extend the 1- and 2-form coefficients field to the virtual mesh. Blue edge is the real
edge which carries nonzero 1-form coefficient while red edge is the corresponding edge in the virtual
mesh to which we copy the coefficient.
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phenomenon near the boundary is removed; furthermore, comparing Fig. 5.19 with results in Fig. 5.6,

initial edges or vertices, under the new extension method, introduces no noticeable curvatures in

streamline-type visualizations.

.

(1) Step 0, 1-form,
vector-type

(2) Step 1, 1-form,
vector-type

.

(3) Step 2, 1-form,
vector-type

.

(4) Step 3, 1-form,
vector-type

.

(5) Step 0, 1-form,
streamline-type

.

(6) Step 1, 1-form,
streamline-type

.

(7) Step 2, 1-form,
streamline-type

.

(8) Step 3, 1-form,
streamline-type

(9) Step 0, 2-form,
vector-type

(10) Step 1, 2-form,
vector-type

(11) Step 2, 2-form,
vector-type

(12) Step 3, 2-form,
vector-type

(13) Step 0, 2-form,
streamline-type

(14) Step 1, 2-form,
streamline-type

(15) Step 2, 2-form,
streamline-type

(16) Step 3, 2-form,
streamline-type

Figure 5.19: 1- and 2-form subdivision results for MB using the extension method. Previous artifacts
(attenuation, enlarging or bend) are removed when the extension method is applied.
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(1) Details near the boundary after
three times subdivision using the expan-
sion method (1-form)

(2) Details near the boundary after
three times subdivision using the expan-
sion method (2-form)

Figure 5.20: Details near the boundary after subdividing MB for three times using the extension
method. The vector field is not attenuating near the boundary.
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Chapter 6

Conclusions

Although the field of surface subdivision has existed for a long time, edge-based subdivision or 3D

volumetric domain subdivision has not received much attention in the graphics community until

recent years. In this thesis, we presented a novel subdivision method lying on the intersection of

these two problems: a smooth differential forms subdivision method in the 3D volumetric domain.

The construction of 1- and 2-form subdivision stencils in regular cases contains three steps. First,

linear subdivision schemes are constructed by solving commutative relations among 0-, 1-, 2- and

3-form subdivision matrices. Stencils for 1- and 2-forms can be determined up to a free parameter

ζ. We tried to solve commutative relations to obtain stencils of subdivision schemes with higher

regularity but found it is an intimidating task because of the large size of the support (and hence the

subdivision matrices). Alternatively, we kept the free parameter ζ and obtained stencils for smooth

schemes by convoluting the generating function of linear schemes with a smoothing operator. We

finally determine the optimal value for ζ using a novel technique based on spectrum and momentum

considerations. We observe that, when we assign different values to ζ, the ζ-related eigenforms

are similar and, compared to the ζ-independent eigenforms, are unsmooth. In short, if we cannot

make these free-parameter-related eigenforms smooth, we can choose the free parameter such that

corresponding eigenvalues become small.

The convolution method does not apply to boundary edges or facets. If we simply ignore any

nonzero form coefficient associated with boundary edge/facet, vector fields attenuate near the bound-

ary and vanish completely on the boundary. To address this problem, we presented the projection

method and the extension method.

The former method projects arbitrary differential forms into the subspace spanned by low-order

forms (i.e., differential forms associated with potential fields following low-order polynomials). Sub-

division stencil can be obtained then because we know how to extend low-order forms beyond the

boundary. But under this method, the 1- or 2-form scheme is not compatible with the 0-form

scheme. Under the original 0-form subdivision scheme, the volumetric domain, or more specifically,

the normal direction of the boundary layer of cells, shrinks during the subdivision. This introduces
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enlarged vectors near the boundary of the mesh. A quick remedy is to introduce a scaling factor

which offsets the shrinkage in the normal direction. However, in our experiment, some undesirable

curvatures are introduced in the boundary region.

Alternatively, we amend boundary rules of the original 0-form subdivision and construct a non-

shrinking version of the scheme. The new 0-form subdivision scheme can be interpreted as a product

of a “expansion-trim” process. Essentially, the idea is to grow an additional virtual boundary layer

above the real boundary layer to protect it. 1- and 2-forms can be straightforwardly extended

into virtual elements. In our final experiment, we find no noticeable artifact such as attenuation,

enlarging or undesirable curvature.

6.1 Future Works

The current project can be extended from at least three aspects: theory, implementation method

and potential applications.

From the theoretical point of view, it is worthwhile to develop a systematic way to analyze the

smoothness of the subdivision algorithm over octet meshes. For our algorithm, the smoothness in the

regular setting is simple to study [44]. Further, previous researcher discussed the smoothness of the

0-form subdivision on initial facets using the joint spectral radius test [38]. However, as we proceed

to the irregularities associated with initial edges (X2) or initial vertices (X3), smoothness analyses

become extremely difficult because of the complexity of the topological/combinatorial configurations.

For the boundary cases, although we proposed a method to expand the real mesh and perform the

subdivision on the enlarged mesh, there is no guarantee that it is the optimal way to perform the

cochain subdivision. Although a complete solution for either the irregular setting or the boundary

setting may seems infeasible, we anticipate that future researchers can propose a systematic technique

to analyze the smoothness for each specific topological configuration.

The implementation details of the current project can be found in Appendix A. This data

structure is expeditious for the regular mesh. Based on this data structure, we can visit geometric

elements efficiently, e.g., given a vertex and one of the adjacent octahedra, we can implement a useful

helper function to visit the octahedron in the opposite direction. Iterators of the subdivision stencil

can then be implemented based on the current design of data structure and these helper functions.

However, to achieve the same level of efficiency in arbitrary irregular cases, e.g., visit tetrahedra or

octahedra attached to an X3 vertex based on a certain sequence, one need to design a more generic

and robust data structure.

Last but not least, there are a lot of potential applications of our discrete differential form

subdivision. While the 1-form subdivision algorithm in the surface case can be used to construct fur

shaders, the volumetric version can also be used in rendering and texture synthesis because functions



77

such as non-uniform internal texture synthesis, volume rendering and anisotropic reflection are based

on a vector/tensor field in the volumetric domain [41].

Applications also exist in fields outside graphics. As the ending of the thesis, we discuss one

potential use of the method in the mixed finite element method, or specifically, in the area of

computational electromagnetism. In the classical field theory, physical quantities such as H and

E in Maxwell’s equations can be recognized as 1-forms while B and J can be recognized as 2-

forms [4, 5]. Circulations of H and E along certain paths or flux of B and J through certain facets

all have physical meanings. On the other hand, Whitney forms on simplicial complex are related

to finite elements, e.g., Nédélec elements and Raviart and Thomas elements are Whitney 1- and

2-forms, respectively [31, 32, 35]. Under our setting, higher-order Whitney forms are constructed

through cochain subdivisions: commutative relations are preserved and smoothness across elements

boundaries is guaranteed. These properties imply the sequence of de Rham complex which plays

an important role in applications such as electromagnetism. Furthermore, subdivision operation

and its transpose can also be recognized as prolongation and restriction in multigrid methods [19].

Finite elements based on subdivisions provide a hierarchy of granularities that can be utilized for

coarse grid corrections. Therefore, we expect more explorations in the connection between discrete

differential form subdivision and mixed finite elements in future research projects.
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Appendix A

A Brief Review of the

Implementation

This chapter briefly reviews implementation details of the 3D octet mesh form subdivision and vector

field generation algorithms. As shown in Fig. A.1, from the top level, our process is identical with

most subdivision algorithms. However, there are two main difficulties:

1. Unlike the classical 0-form subdivision scheme which is factorizable (see Section 2.2), for 1- and

2-forms, we need to create an efficient iterator over a much larger support, i.e., ME (Section 2.1.2),

which contains 60 edges and 56 facets. This requires us to create a robust and generic data structure

based on that we can create a rich syntax to efficiently visit and iterate all geometric elements, e.g.,

“efficiently find out the vertex opposite to another vertex v in the octahedra o” or “efficiently find

out all edges from the vertex v in the tetrahedron t”. Details are discussed in Section. A.1.

2. Create a method to visualize 3D vector fields in the volumetric domain. The illustration need

to catch as much information as possible and convey a clear interpretation based on that we can

judge the smoothness of the subdivision scheme. Details are discussed in Section A.3.

Start End

Read in data
file and build
the initial 
mesh

Subdivision:
topological
splitting and
smoothing

Uniform space 
sampling and 
vector field 
generation

Output the
result in 
standard
mesh format

Subdivide?
Enough
steps?

YES YES

NO

NO

Figure A.1: Process of the subdivision

A.1 Data Structure

Fig. A.2 shows three layers in our data structure. This data structure provides generic and purely

combinatorial containers. Based on these containers, concrete geometric elements can be defined.

For example, we can use Simplices<Facet> to define a Simplices container for facets and use
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Connector<Edge, Tet> to define a Connector container to store all topological connection relations

between edges and tetrahedral cells.

Edge

Point

Vertex

Facet

Tet

Oct

Mesh

Bottom Layer
Simplex items

Middle Layer
Simplices & Connector

Top Layer
Polyhedron

Connector Simplices

Figure A.2: The three-layer data structure in the design

A.1.1 Bottom Layer

The bottom layer is the simplex layer where all types of the simplices are defined. In the octet

mesh case, we have Vertex, Edge, Facet, Tet and Oct. All simplex items are Vertex based. For

convenience, we also included the Point type in this layer.

Specifically, Edge, Facet, Tet and Oct contain indices of all included vertices. Indices are stored

in a strictly ascending order. The sign of the form coefficient associated with a simplex may be

flipped during the construction of the object. For example, if we want to define an edge from vertex

63 to vertex 57 with the 1-form coefficient 1.5, then in the mesh, what finally stored is an edge from

vertex 57 to vertex 63 with the 1-form coefficient -1.5. This strictly ascending order helps us to

implement the associative-container-based data structure in the middle layer and enables us to use

functions similar to the hash-table find (Section A.1.2).

Furthermore, a one-to-one correspondence between all Point objects and Vertex objects is en-

forced. The former carries geometric information such as the coordinate of the control point while

the latter only carries topological and combinatorial information. The geometric information defined

in Point will only be used in the geometric smoothing step in the 0-form subdivision and in the

calculation of Whitney forms. The topological splitting of the mesh can be accomplished by purely

using those “topological simplex” items (i.e., Vertex, Edge, Facet, Tet and Oct).
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A.1.2 Middle Layer

The simplices data structure (abbreviate to Simplices) is a sequential-and-associative-container-

based data structure which is capable to store information of all vertices, edges, facets, tetrahedra

and octahedra. The Simplices provides two main functions which are extensively used throughout

the implementation:

1. Given the index of a specific simplex, return the reference referred to the simplex;

2. Given a concrete simplex object, return the index of this object in the mesh.

Remark: The second function is implemented through a hash table find. For Vertex, Edge,

Facet, Tet and Oct, we use indices of all included vertices as the key and use the index of the

simplex as the value. Because vertices are stored in an increasing order of indices, we can compare

two simplices directly. However, for Point, we used the coordinate of the object as the key. When

we compare two points, numerical precision issues need to be considered.

The connector data structure (abbreviated to Connector) is an associative-container-based data

structure which is capable to accomplish following tasks.

1. Maintain adjacency-inclusion information among all simplices in the mesh. For example, we

can find out facets adjacent to a specific edge or vice versa, edges included in a specific facet using

Connector.

2. Maintain parent-child relationship information between the same type of simplices (here

we define the Tet and the Oct as the same type) in two consecutive levels of meshes during the

subdivision. For example, the map between one facet in the coarse mesh and the corresponding four

child-facets in the refined mesh can be found using Connector.

A.1.3 Top Layer

The top layer (polyhedron layer in our case) is a collection of all elements belong to the middle

layer. Other applications such as subdivision surfaces can also be build up based on the bottom and

middle layers by excluding Tet- and Oct-related elements, containers and connectors.

One may extend the top layer to include additional data members that are useful for specific

tasks. For example, in volumetric domain form subdivision tasks, we add in Boolean variables

to indicate whether the geometric smoothing step is needed for a specific geometric element, i.e.,

for a geometric element, if all corresponding elements in the subdivision support have zero form

coefficients, we only need to perform the topological splitting it. We can also include additional

Boolean variable associated with every cell to indicate if the cell contains any nonzero 1- or 2-form

coefficient. If all edges and facets carry zero coefficient, then we don’t need to generate vector fields

inside the cell. These indicator are initialized in the preprocessing step before the subdivision.
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A.2 Topological Splitting and Geometric Smoothing

The subdivision process is summarized in Algorithm 2. Given a coarse mesh with specific size,

we can calculate the size of the refined mesh (Table A.1). Correct amount of containers can be

dynamically acquired before the splitting.

Before splitting After splitting

Vertices Nv Nv + Ne + No

Edges Ne 2Ne + 3Nf + 12No

Facets Nf 4Nf + 4Nt + 24No

Tetrahedra Nt 4Nt + 8No

Octahedra No Nt + 6No

(A.1)

A.3 Visualization

A.3.1 Uniform Sampling

In order to visualize the vector field associated with a form coefficient field on the mesh, we create

a sample in the volumetric domain and then calculate the vector from each sample point (seed).

In many applications, we want seeds to be uniformly distributed. For surface subdivisions, the

uniform sampling, together with related problems such as isotropic surface remeshing and surface

parameterization, are highly nontrivial. However, in the volumetric domain, we simply create points

equally distant in all three axes. The most efficient method is to create a uniform sample for each

single cell separately. However, as required by the streamline calculations, we need to embed a

uniform structured rhombohedral mesh (a sampling mesh) into the volumetric domain and use the

vertices in the sampling mesh as seeds.

After creating the sampling mesh, we need to classify all points into the correct cell. This step

is time consuming although it is simple to be parallelized. For N seeds and K cells, the complexity

is O(NK). For examples we provided in previous chapters, N & 104 and K & 105. Because of this

efficiency issue, for the sampling mesh, besides the requirement of covering the whole domain with

nonzero form coefficients, we want the rhombohedral sampling mesh to be as small as possible. In

order to achieve this, we collect all cells with nonzero form coefficient (i.e., with nonzero vector field

inside) and perform the principal axes computation over vertices of these nonzero cells to obtain the

orientation and size of the rhombohedral sampling mesh.

Similar to Section 3.1.1, in order to determine if a seed is inside a specific cell, we create a half-line

from the seed and count its number of intersections with all facets in the mesh. If the there is odd

number of intersections, the seed is inside, otherwise it is outside. Numerical precision issues need
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Algorithm 2 Single-Step 3D Mesh Form Subdivision

Require: The mesh is well defined, complete and free of conflict

1: for Each cell (tetrahedron or octahedron) in the mesh do

2: for Each facet in the cell do

3: for Each edge in the facet do

4: if The edge has not been split then

5: Insert 1 new vertex in the center of the edge and create 2 E1
child-edges

6: Perform the geometric smoothing on the 2 E1 child-edges
(Fig. 4.5)

7: Mark the parent-edge as being split

8: end if

9: end for

10: if The facert has not been split then

11: Insert 3 E2 child-edges in the center, 3 F1 child-facets in the
corner and 1 F4 child-facet in the center of the parent facet

12: Perform the geometric smoothing on the 3 E2 edges (Fig. 4.6),
3 F1 facets (Fig. 4.8) and 1 F4 facet (Fig. 4.11)

13: Mark the parent-facet as being split

14: end if

15: end for

16: if The cell is a tetrahedron then

17: Insert 6 F2 child-facets in the center, 4 child-tetrahedra in the cor-
ner and 1 child-octahedron in the center of the parent-tetrahedra

18: Perform the geometric smoothing on the 6 F2 facets (Fig. 4.9), 4
tetrahedra and 1 octahedron

19: Mark the parent-tetrahedron as being split

20: else {The cell is an octahedron}
21: Insert a new vertex in the center of the octahedron

22: Insert 12 E3 child-edges in the center, 24 F3 child-facets in the
center, 8 child-tetrahedra in the center and 6 child-octahedra in
the corner of the parent-octahedra

23: Perform the geometric smoothing on the 12 E3 edges (Fig. 4.7), 24
F3 facets (Fig. 4.10), 8 tetrahedra and 6 octahedra

24: Mark the parent-octahedron as being split

25: end if

26: end for



83

to be treated carefully in all steps. However, if a seed lies on a facet, it induces ambiguity in the

classification. This issue will almost surely be avoided if we create a slightly larger rhombohedral

sampling mesh and introduce small random numbers as offsets of boundaries.

A.3.2 Vector Field Generation

As we mentioned in Section 3.2.2, for seeds inside a tetrahedron, we can collect the form coefficients

from all edges and facets to construct the vector associated with the 1- and 2-form, respectively, by

using the closed form formula in Eq(3.13) and Eq(3.13).

However, there is no closed form expression for Whitney form inside the octahedral cell. Alter-

natively, we use the linear subdivision introduced in Section 4.1 to subdivide the single octahedral

cell up to a certain number of steps. During these subdivisions, if the seed ever falls into a tetra-

hedron, we can calculate the vector associated with it using the closed form formula. If it always

lies in octahedral cells (for simplicity, we call these parts the octahedron-region), we use one of the

approximation rules discussed below to estimate the vector.

Remark: As mentioned in Section 2.2, the linear 0-form subdivision is the same as the topological

splitting, i.e., the volumetric domain is preserved during the subdivision.

For a single regular octahedral cell, we can estimate the proportion of the octahedron-region after

L times of linear subdivision. One step of subdivision generates 8 tetrahedron and 6 octahedron

in the refined level. Because the volume of one child-octahedra is 4 times of the volume of one

child-tetrahedra, after one step of subdivision, 6×4
6×4+8×1 = 3

4 of the volumetric domain remains to

be in one of the child-octahedra. Similarly, after L steps,
(

3
4

)L
of the initial volume will be the

octahedron-region (e.g., after 8 times of linear subdivision, the ratio will be 10% approximately).

We propose three strategies to approximate vectors associated with seeds in the octahedron-

region:

Strategy 1: Assign zero vectors to these seeds. This is the fastest way. If we finally illustrate

the vector field using arrows, we can get nice visualizations because after enough times of linear

subdivision (based on our experience, 5 to 8 times are usually enough), each octahedral cell in

the octahedron-region will be small and these cells are uniformly spread out in the original single

octahedral cell. However, if we the streamline-type visualization, artifacts will be introduced because

of these “fake-zero-seeds”.

Strategy 2: For a specific octahedron in the octahedron-region, iterate all adjacent tetrahedra

and calculate vectors associated with barycenters of these tetrahedra. Then we simply use the mean

of these vectors to approximate vectors in the octahedron. Artifacts introduced by Strategy 1 are

removed using this method.

Strategy 3: In Strategy 2, we essentially implemented a spatial moving average filter near the

octahedron-region. Because octahedra in the octahedron-region are usually small, the filtered result
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is usually a good approximation. However, when ill-conditioned tetrahedron exists, the approxima-

tion error may become large.

(1) Strategy 2. (2) Strategy 3.

Figure A.3: Comparison between Strategy 2 and 3 in the ill-conditioned tetrahedron case. Red
dot(s) represents the points we will collect to perform the moving average approximation.

As shown in Fig. A.3(2), to reduce the approximation error, instead of collecting barycenters, we

can collect points near interface vertices to perform the vector averaging. These points (red dots)

are obtained using an affine combination between interface vertices and the barycenter. All results

in this thesis, such as the illustrations of Whitney forms inside octahedron (Fig. 3.6), are produced

using Strategy 3.
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