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Abstract

My thesis centers around the study of neutron stars, especially those in massive binary

systems. To this end, it has two distinct components: the observational study of neutron

stars in massive binaries with a goal of measuring neutron star masses and participation

in NuSTAR, the first imaging hard X-ray mission, one that is extremely well suited to the

study of massive binaries and compact objects in our Galaxy.

The Nuclear Spectroscopic Telescope Array (NuSTAR) is a NASA Small Explorer mis-

sion that will carry the first focusing high energy X-ray telescope to orbit. NuSTAR has

an order-of-magnitude better angular resolution and has two orders of magnitude higher

sensitivity than any currently orbiting hard X-ray telescope. I worked to develop, calibrate,

and test CdZnTe detectors for NuSTAR. I describe the CdZnTe detectors in comprehensive

detail here—from readout procedures to data analysis. Detailed calibration of detectors is

necessary for analyzing astrophysical source data obtained by the NuSTAR. I discuss the

design and implementation of an automated setup for calibrating flight detectors, followed

by calibration procedures and results.

Neutron stars are an excellent probe of fundamental physics. The maximum mass of a

neutron star can put stringent constraints on the equation of state of matter at extreme

pressures and densities. From an astrophysical perspective, there are several open questions

in our understanding of neutron stars. What are the birth masses of neutron stars? How

do they change in binary evolution? Are there multiple mechanisms for the formation of

neutron stars? Measuring masses of neutron stars helps answer these questions. Neutron

stars in high-mass X-ray binaries have masses close to their birth mass, providing an oppor-

tunity to disentangle the role of “nature” and “nurture” in the observed mass distributions.

In 2006, masses had been measured for only six such objects, but this small sample showed

the greatest diversity in masses among all classes of neutron star binaries. Intrigued by
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this diversity—which points to diverse birth masses—we undertook a systematic survey to

measure the masses of neutron stars in nine high-mass X-ray binaries. In this thesis, I

present results from this ongoing project.

While neutron stars formed the primary focus of my work, I also explored other topics

in compact objects. appendix A describes the discovery and complete characterization of a

1RXS J173006.4+033813, a polar cataclysmic variable. appendix B describes the discovery

of a diamond planet orbiting a millisecond pulsar, and our search for its optical counterpart.
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Chapter 1

NuSTAR: The Nuclear Spectroscopic Telescope

Array

1.1 Hard X-rays

As the universe evolves around us, astronomers examine it from a single vantage point to

piece together its working. The pieces of this jigsaw puzzle are information obtained from

various wavelengths. Evolving well beyond the old optical telescopes, observational astro-

physics now assimilates information from the entire electromagnetic spectrum: extending

from the low energy radio waves to high energy gamma rays, spanning over 10 orders of

magnitude in energy. Astrophysics also incorporates information from non-electromagnetic

channels like cosmic rays, neutrinos and eventually will directly utilize gravitational waves.

Harwit (2003) makes an excellent case that technological breakthroughs have ushered in

major advances in our knowledge of the cosmos: sometimes by opening up a new energy



3

range for study, at other times by greatly increasing the sensitivity in an energy range.

A relatively underexplored part of the electromagnetic spectrum is the hard X-ray band.

X-rays are high energy photons, with energies from few hundred electron volts (eV) to

several hundred kilo electron volts (keV) (figure 1.1). This interval is loosely divided into

soft X-rays and hard X-rays. Here, we will refer to the energy range covered by NuSTAR

(6 to 80 keV) as the Hard X-ray band.

Figure 1.1. The electromagnetic spectrum. The four axes from bottom to top show the wavelength

(m), frequency (Hz), energy (eV), and a characteristic temperature (K) for radiation

ranging from high energy gamma rays on the left to radio waves on the right. Shaded

areas represent energy ranges for a few telescopes. NuSTAR will probe the hard X-ray

band from 6 keV to 80 keV (0.15 – 2 Å).

Extending sensitivity to high energy X-rays enables studies of nonthermal processes,

often masked at lower energies by thermal plasma emission. For example, synchrotron ra-

diation from hot ionized gas in galaxy clusters is detected in radio wavelengths. However,

neither the magnetic field strength nor the number density of electrons can be indepen-

dently calculated from these data (Rephaeli et al., 2008). The same electrons responsible
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for the synchrotron radiation will Compton upscatter cosmic microwave background (CMB)

photons into the X-ray band. In the soft X-ray band, this radiation is dwarfed by thermal

emission from the cluster. Hard X-ray observations are the key to detecting and charac-

terizing the nonthermal emission to further our understanding of the intracluster medium

(ICM).

Enhanced sensitivity at higher energies also opens unique opportunities to study emis-

sion from radioactive decay. For example, both core collapse and thermonuclear supernovae

produce radioactive 44Ti, which emits nuclear deexcitation lines at 68 and 78 keV during

radioactive decay. Theoretical predictions for 44Ti production in both types supernovae are

widely scattered, and are sensitive to the turbulence and asymmetry in the explosion. For

core collapse supernovae, the amount of 44Ti produced depends on the location of the mass

cut: the boundary ejecta and material that falls back. The total luminosity in these lines

provides a direct measure of the amount of 44Ti produced, thus constraining the explosion

physics.

Hard X-ray radiation is highly penetrating. Some sources, e.g., Compton thick AGN, are

enshrouded in dust and gas, which absorb and reprocess most of the source radiation. As

the absorption cross section for X-rays in material of typical abundances decreases sharply

with energy, these sources can still be studied in hard X-rays.

Sensitive hard X-ray telescopes can provide valuable insights into the physics of these

and many other astrophysical sources. I discuss current hard X-ray telescopes in Section 1.2,

followed by an overview of a next-generation hard X-ray telescope, NuSTAR (Section 1.3).

1.2 Hard X-ray Telescopes

As the Earth’s atmosphere is opaque to X-rays, developments in X-ray astronomy lagged

significantly behind those in optical or radio astronomy. In 1948, a set of detectors on

board a V2 rocket detected X-rays from the Sun—the first detection of non–terrestrial X-

rays (Tousey et al., 1951). It took well over a decade for the detection of a cosmic point

source: a feat accomplished by Giacconi et al. (1962) by the discovery of Sco X-1. Ever

since, the history of X-ray astronomy has been marked by technological breakthroughs going
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hand-in-hand with astronomical motivation to make better and better satellites,1 ,2 which

are many orders of magnitude more sensitive than these pioneering experiments (Table 1.1).

These developments in technology warrant a bit more attention to place NuSTAR in

context. The most basic elements of an X-ray telescope are the light gathering aperture

and the detectors. Early X-ray experiments had very little directionality. Solar X-rays were

first discovered by a crude pinhole camera payload on board a Naval Research Laboratory

rocket, with no means to collimate or focus the incoming radiation. The next evolutionary

step was to add collimators in front of the detectors. Collimators enable basic imaging

of the sky in the same way a single dish radio telescope does: by pointing and imaging

one field of view at a time. They are still used primarily for X-ray timing, for example

in the Proportional Counter Array on board the Rossi X-ray Timing Explorer (RXTE;

Jahoda et al., 1996). Finer imaging is achieved by using coded aperture masks—which uses

the principle of pinhole cameras. The aperture consists of a mask with a non–repeating

pattern of holes, placed some distance away from a detector (Figure 1.2). The location

of a point source in the sky can be inferred from the shadow it casts. The sky image is

reconstructed by deconvolving the observed image with the pattern of holes in the aperture.

As in pinhole cameras, the angular resolution is governed by the size of holes in the mask and

the mask-to-detector distance. Coded aperture masks have a wide field of view, making

them the preferred instruments for monitoring transients. Current coded aperture mask

instruments include the Burst Alert Telescope (BAT; Barthelmy et al., 2005) on Swift as

well as IBIS (Imager on Board the Integral Spacecraft) and ISGRI (the Integral Soft Gamma-

Ray Imager) on Integral (Ubertini et al., 2003; Lebrun et al., 2003).

A major breakthrough in soft X-ray astronomy came with the development of focusing

optics. Unlike visible light, X-rays do not reflect near normal incidence. The index of

refraction of solids for X-rays is slightly lower than unity. Hence, if X-rays are incident on

a surface at incidence (or graze angles) below the critical angle, they undergo total external

reflection. Based on this principle, the Einstein Observatory (HEAO 2; Giacconi et al.,

1979) became the first satellite to use focusing X-ray optics. Today, focusing optics are

regularly employed in soft X-ray telescopes. Most notable among them is Chandra, which

attains subarcsecond angular resolution (Weisskopf et al., 2000).

1https://en.wikipedia.org/wiki/History_of_X-ray_astronomy
2http://heasarc.gsfc.nasa.gov/docs/heasarc/headates/heahistory.html

https://en.wikipedia.org/ wiki/ History_of_X-ray_astronomy
http://heasarc.gsfc.nasa.gov/ docs/heasarc/ headates/heahistory.html
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Table 1.1. Currently operating X-ray telescopes compared to NuSTAR

Telescope / Detector Energy Energy Optics Effective Angular Field Launch

Instrument type range resolution type area resolution of view

(keV) (keV)a (cm2) (FWHM)

Chandra ACIS CCD 0.1–10 0.13 Focusing 235 1′′ 17′ 1999

XMM-Newton EPIC PN CCD 0.2–12 0.13 Focusing 851 ∼ 6′′ 30′ 1999

Suzaku XIS CCD 0.2–12 0.12 Focusing 1000 < 1.5′ 19′ 2005

Suzaku HXD PIN diodes 10–60 3 Collimators 140 34′ 34′ 2005

Integral IBIS/ISGRI CdTe 15–1000 9% (100 keV) Coded Aperture ∼ 2600 cm2 12′ 19◦ b 2002

Swift BAT CZT 15–150 7 Coded Aperture 5240 17′ 1.4 sr c 2002

NuSTAR CZT 6–80 1 Focusing 920 10′′ 13′ 2012

Note. — Data sources: Suzaku PIN: Takahashi et al. (2007), Integral: Ubertini et al. (2003), Swift: Barthelmy et al. (2005), NuSTAR: Harrison et al. (2010),

all others from http://heasarc.nasa.gov/docs/heasarc/missions/comparison.html, retrieved on 2012 March 12. Other relevant high energy telescopes not

mentioned here include HETE-2, MAXI, AGILE, Fermi and the upcoming HXMT, SRG (with ART-XC), Astro-H, AstroSat and GEMS.

aEnergy resolution at 6 keV for soft X-ray instruments and 60 keV for hard X-ray instruments.

bPartially coded FOV. Fully coded field is 9◦.

cHalf coded field. 1.4 sr = 4600 sq. deg.

http://heasarc.nasa.gov/ docs/heasarc/ missions/comparison.html
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Figure 1.2. Imaging with a coded aperture mask. When light from astrophysical sources (red)

is incident on the coded aperture mask (blue), it casts a particular shadow on the

detector plane (black). The shape of the shadow and its location on the detector uniquely

determine the location of the source in the sky. If the source extent is greater than the

angle subtended by an individual mask “pixel” on the detector, then source morphology

can be inferred from the image as well.

Image from http://swift.sonoma.edu/about_swift/instruments/bat.html.

Focusing telescopes concentrate light from the source onto a detector much smaller than

the telescope aperture. Since sources can be extracted from smaller parts of the detector,

the contributions from astrophysical and detector backgrounds are greatly reduced relative

to a coded aperture mask. For example, NuSTAR has a collecting area of ∼ 400 cm2 at

20 keV. Hard X-rays from a point source are focused into a few square-millimeter spot.

As compared to a coded aperture mask where the detector area is about a factor of two

larger than the aperture, this reduces the background in the extraction region by 104 and

improves the SNR by a factor of 100 in background–limited observations. Compared to

coded aperture masks, focusing telescopes are also more sensitive to diffuse sources.

In spite of the advantages they offer, several technical challenges have prevented adaption

of focusing optics to hard X-ray. The critical angle below which X-rays undergo total

http://swift.sonoma.edu/about_swift/ instruments/bat.html
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Figure 1.3. A sketch of Wolter-I focusing optics (Wolter, 1952a,b). X-rays incident from the right

side are first reflected toward the focus F1 by a parabolic surface, shown in solid black.

These rays undergo a second reflection from a hyperbolic surface (shown in solid blue)

to converge at the focus F2. The two-mirror arrangement reduces the total focal length

by roughly a factor of two, and improves image quality across the entire field of view.

Image reproduced with permission from http://www.x-ray-optics.de, retrieved 2012

March 07.

external reflection varies approximately linearly with wavelength. Hence, for a given focal

length, the maximum aperture area of a hard X-ray telescope working at 10 keV that

relies only on critical angle reflection is approximately one-hundredth that of a soft X-ray

telescope working at 1 keV.

One way to overcome the critical angle limitation is to use multilayer coatings (Christensen et al.,

1992; Madsen et al., 2009; Christensen et al., 2011). A multilayer is a stack of thin, alter-

nating layers of two different materials. Multilayers extend reflectivity beyond the critical

angle using Bragg reflection. Because partial reflection happens at interfaces between mate-

rials of different index of refraction, the stack acts as a periodic lattice, enhancing reflectivity

by constructive interference where the Bragg condition is satisfied: 2d sin θ = mλ. Here,

d is the bilayer thickness, θ is the angle of incidence, λ is the wavelength of the incident

photon, and m is the order of reflection. A fixed-thickness multilayer design will lead to

enhanced reflectivity at fixed energies where the Bragg condition is satisfied. Broadband

reflectivity can be enhanced by using depth-graded multilayers, where a varying thickness

http://www.x-ray-optics.de
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in the d-spacing as a function of depth in the coating shifts the Bragg peaks through the

spectrum. The reflectance at an interface is proportional to the density (or refractive in-

dex) contrast between the two materials. Hence, multilayers are composed of a high density

(high refractive index) and a low density material, like tungsten and silicon. The effect of

the multilayers is to increase the reflectance angle above the critical angle, with reflectance

depending on the minimum d-spacing and design of the layers (Mao et al., 1999). Even

with multilayers, extending reflectivity to high energies required telescopes with graze an-

gles smaller than utilized in soft X-rays. For a single surface, the ratio of mirror surface

area to the projected collecting area is very low. Collecting area is increased by nesting

multiple optics with the same focal point. Hence, many mirrors with large surface area need

to be coated with multilayers and aligned within strict tolerances: a technically challenging

procedure. Developing depth graded multilayer coated optics was a key item enabling the

NuSTAR telescope.

Of equal importance to enabling NuSTAR was developing hard X-ray position sensitive

detectors. X-ray detectors employ a wide range of technologies ranging from gas propor-

tional counters (e.g., in the upcoming AstroSat ; Agrawal, 2006) to fine pixelled CCD de-

tectors in focusing soft X-ray telescopes. However, these detectors have certain limitations

(Section 2.1). Proportional Counter Arrays have to strike a trade-off between bulkiness and

efficiency. Silicon detectors like CCDs are relatively transparent in the hard X-ray band.

Some Coded Aperture Mask instruments use Cadmium Zinc Telluride (CdZnTe) detectors

with large pixels for imaging. NuSTAR and other upcoming focusing hard X-ray tele-

scopes require detectors with a pixel pitch less than a millimeter, without compromising on

quantum efficiency or energy resolution. The development and calibration of such CdZnTe

detectors at Caltech is the focus of the first half of this thesis.

1.3 NuSTAR

The Nuclear Spectroscopic Telescope Array (NuSTAR) is a NASA small explorer mission

that will carry the first focusing hard X-ray optics into space (Harrison et al., 2010). With

a pair of coaligned focusing telescopes (Figure 1.4), NuSTAR has an order of magnitude

better angular resolution and is two orders of magnitude more sensitive than any existing

hard X-ray instrument (Table 1.2, Figure 1.5).
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Figure 1.4. A schematic of NuSTAR. The satellite consists of two identical coaligned telescopes.

Both optics are mounted on the “optics bench,” which is connected to the “focal plane

bench” by a deployable mast. The mast is in a stowed configuration at launch, and

extends to 10.15 meters when deployed. Detectors (known as hybrids) are housed in-

side two focal plane modules which contain active shielding, readout electronics, and

beryllium entrance windows. The optics are 38 cm in diameter.

NuSTAR was has four primary science goals:

1. Locate massive black holes,

2. Study the population of compact objects in the Galaxy,

3. Understand explosion dynamics and nucleosynthesis in core collapse and Type Ia

supernovae,

4. Constrain particle acceleration in relativistic jets in supermassive black holes.

Table 1.2. Sensitivity of hard X-ray telescopes

Satellite (Instrument) Energy range Sensitivity

Integral (ISGRI) 20–100 keV ∼ 500 µCrab (>Ms exposures)

Swift (BAT) 15–150 keV ∼ 800 µCrab (>Ms exposures)

NuSTAR 10–30 keV ∼ 0.7 µCrab (1 Ms)
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Figure 1.5. Comparing the NuSTAR effective area (both telescopes combined) to Chandra and

XMM-Newton as a function of energy. NuSTAR utilizes a low graze angle design with

depth-graded multilayer coatings to extend the sensitivity to 80 keV. The sharp cutoff

at 80 keV is caused by a K-shell absorption edge in platinum used in the coatings.

In addition, the science team has identified several other compelling science programs (Ta-

ble 1.3). Many of these science goals have been incorporated in the observing plan for the

two year baseline mission. A Guest Observer (GO) program will be proposed at the end of

the baseline mission to broaden the scientific output from the mission.

NuSTAR builds on the technology developed for the balloon mission “HEFT” (High

Energy Focusing Telescope; Harrison et al., 2006). NuSTAR’s performance is made possible

by leveraging three key technological breakthroughs: efficient hard X-ray focusing optics,

state-of-the-art CdZnTe detectors, and a deployable mast. Below I describe the telescope

design in more detail.

NuSTAR employs low grazing angle focusing optics which are conical approximations

to the Wolter-I design (Hailey et al., 2010). Each of the two optics modules on board the

spacecraft has 133 concentric, confocal shells with a focal length of 10.15 m. Individual
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optics shells are made by slumping glass on cylindrical mandrels. These sections are then

clamped into place, with precisely machined graphite spacers that constrain the glass into

the appropriate conical shape. The high energy reflectance of shells is enhanced by using

multilayer coatings (Section 1.2). The coatings employ a combination of W/Si bilayers on

the outer 43 shells, and Pt/C on the inner 90 shells. Pt has a K-shell absorption edge

produces a sharp drop in the effective area at 79 keV.

Table 1.3: A representative list of NuSTAR science targets

Galactic plane survey Magnetars AGN physics

Sgr A* X-ray binaries Compton-thick AGN

Supernova Ia ToO Pulsars Blazars

Supernova remnants Gamma-ray binaries Starburst galaxies

Solar physics Extragalactic surveys Galaxy clusters

Flaring protostars Ultraluminous X-ray sources Radio galaxies

Planetary wind nebulae Targets of opportunity (ToO) ULIRGs

The optics have an angular resolution of ∼ 12′′ (FWHM)3, and a field of view of

∼ 10′. The reflectivity of optics shells starts decreasing with increasing angle of incidence

of photons. This effect is more pronounced at higher energies and the field of view drops to

6′ at 60 keV (Figure 1.6).

Each telescope has a corresponding Focal Plane Module (FPM) consisting of four 32×32

pixel CdZnTe detectors. These detectors have energy resolution of ∼ 1% and high quantum

efficiency over the entire NuSTAR energy range. Detectors are discussed in greater detail

in Chapter 2.

Small explorer (SMEX) missions are NASA’s smallest astrophysics platform and the

launch vehicle fairing cannot accommodate a fixed 10 m telescope. To overcome this lim-

itation, the instrument is launched in a compact stowed configuration. After launch, a

deployable mast developed by ATK Space Systems, Goleta4 extends to achieve the 10.15 m

focal length.

NuSTAR will be launched in the Summer of 2012 on a Pegasus XL rocket by Orbital

3The half power diameter (HPD) is ∼ 50′′.
4http://www.atk.com/capabilities_multiple/goleta.asp.

http://www.atk.com/capabilities_multiple/goleta.asp
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Figure 1.6. Off-axis response of NuSTAR as a function of angle, for various energies. The on-axis

response is normalized to unity independently for each energy. The field of view is 10′

in diameter at 10 keV and decreases to about 6′ at 60 keV.

Sciences Corporation into a 6◦ inclination, 575 × 600 km Low Earth orbit. The orbit is

selected to avoid passages in the South Atlantic Anomaly (SAA) where the concentration

charged particles in the Earth’s atmosphere increases, leading to high background noise.

The low earth orbit results in frequent earth occultations for several targets. The satellite

does not reorient during earth occultation, decreasing the observing efficiency to near 50%

for most targets, leaving it closer to 90% for polar targets.

The mission has a nominal lifetime of 2 years, during which it will address primary

science goals. This will include a few Target-of-Opportunity (ToO) observations with a

response time of < 1 day. There are no consumables on board and the mission life is

limited by the ∼ 10 year orbit decay timescale. The data will be downlinked to Malindi,

Kenya, and transferred to the Mission Operations Center (MOC) at UC Berkeley. The

Science Operations Center (SOC) at Caltech validates the data and converts it to FITS

format conforming to OGIP standards. NuSTAR science data have no proprietary period,

after a six-month interval to calibrate the instrument and verify performance, all data will

be uploaded to the HEASARC5 public archive within two months of completion of an

observation.

5High Energy Astrophysics Science Archive Research Center; http://heasarc.nasa.gov/.

http://heasarc.nasa.gov/
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Chapter 2

Cadmium Zinc Telluride Detectors

I discuss the desired properties of hard X-ray detectors in Section 2.1, followed by specifics

of NuSTAR CdZnTe detectors (Section 2.2). Section 2.5 deals with details of how a photon

is processed and read out by NuSTAR hardware. The rest of the chapter discusses various

aspects of data analysis: calculating event rates (Section 2.4), calculating photon energies

(Section 2.5), and photon pileup (Section 2.6).

2.1 Hard X-ray Detectors

The performance requirements of detectors are driven by the scientific goals of a mission and

the accessible technology. As NuSTAR is an imaging telescope, the primary requirement

is to develop imaging detectors with a pixel pitch that optimally samples the point spread

function (PSF) of the optics. The FWHM of the optics PSF is ∼ 12′′. At a focal length

of 10 m, that translates to a physical size of ∼ 600 µm. This requirement drives the pixel

size of the NuSTAR detectors. We selected CdZnTe as the material of choice for NuSTAR

detectors, to make compact, segmented detectors with good energy resolution. CdZnTe

functions well at 0◦–10◦ C, simplifying the readout electronics. These temperatures can be

attained in orbit by passive cooling, thereby eliminating the need for cryogenics.

In hard X-ray, the dominant process by which photons interact with high-Z matter

used in X-ray detectors is photoelectric absorption (Longair, 1992, Chapter 4). A photon of

energy hν can eject electrons with binding energies Ei ≤ hν from atoms. The energy levels

in atoms for which hν = Ei are called absorption edges, where the absorption probability

of a photon increases sharply as it can interact with electrons from this energy level. For
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Figure 2.1. Comparing the X-ray absorption properties of various elements. The green curve shows

the absorption by 15 cm of dry air at 1 atmosphere—this small air column is essentially

transparent to X-rays above 10 keV. The purple curve is the absorption curve for 15 cm

of Xe, similar to the gas-filled detector LAXPC on the upcoming Astrosat (Agrawal,

2006). The opacity rises sharply at the 34.5 keV K-edge for Xe. Solid state detectors

like Ge (blue) perform better. A 2 mm thick CdZnTe crystal like ones used in NuSTAR

hybrids absorbs almost all X-rays up to 80 keV (red curve, top).

example, Xe has an absorption edge at 34.5 keV (Figure 2.1). For photons with energies

greater than the absorption edge, the cross section for photoelectric absorption from this

level decreases roughly as ν−3. At a given photon energy, the photoelectric absorption cross

section also strongly depends on the atomic number (Z) of the material. At hard X-ray

energies, the absorption cross section for K-shell electrons of atoms is proportional to the

fifth power of the atomic number. Thus, CdZnTe (mean Z = 49.11) absorbs hard X-rays

above 10 keV better than, say, Si (Z = 14).

In a semiconductor detector, when a photon with energy hν ejects an electron with

1Atomic numbers are Cd = 48, Zn = 30, Te = 52.
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binding energy Ei, the remaining energy hν − Ei is converted into kinetic energy of the

ejected electron. Part of this energy is lost to the lattice of the substrate, but much of the

rest of it serves to excite electrons from the valance band to the conduction band, creating

thousands of electron–hole (e−–h+) pairs. The total number of e−–h+ pairs generated

depends on the energy of the incoming photon and the characteristics of the substrate,

in particular the band gap. Thus, we can calculate the energy of the incident photon by

measuring the charge generated in the detector. This process of “event reconstruction” is

discussed in more detail in Section 2.5.

Finally, another important consideration for X-ray instruments is the timing capabilities.

The times of arrival of photons carry information about the emission characteristics of the

source. For example, pulsations and periodicities in X-ray binaries can be analyzed to

understand the properties of the compact object and orbital characteristics of the system.

Typical count rates from astrophysical sources in the hard X-ray band are rather low: an

X-ray source with a flux of about 1 mCrab gives about 10−4 photons cm−2 s−1 in the 15–

50 keV band. With typical apertures of a few hundred square centimeters, the total count

rates remain well within the processing realm of modern electronics.

In summary, a good hard X-ray detector should accurately measure the position, energy,

and time of arrival for every X-ray photon that strikes it, while having high Quantum Effi-

ciency (QE) and space-suitable features like compact geometry. Requirements for NuSTAR

detectors are given in Table 2.1.

2.2 NuSTAR Detector Architecture

The Space Radiation Laboratory (SRL) at Caltech started developing hard X-ray detec-

tors over a decade ago, for a balloon experiment named “High Energy Focusing Telescope”

(HEFT; Harrison et al., 2006). The technologies developed for that first generation of de-

tectors were adapted and refined to make NuSTAR detectors. NuSTAR has two focal plane

modules, each consisting of four “hybrids” consisting of a CdZnTe crystal mounted on a

custom integrated circuits (Figure 2.2). Each hybrid is an array of 32× 32 pixels of 605 µm

each. These sizes were determined from considerations of the smallest pixel size which can

still incorporate the necessary circuitry, and the largest practical size of a uniform CdZnTe

crystal. Hybrids assembled and selected for NuSTAR are designated by numbers, like H82,
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Table 2.1. NuSTAR focal plane configuration summary

Parameter Value

Pixel size 0.6 mm/12.3′′

Focal plane size 13′ × 13′

Pixel format 32× 32

Threshold 2.5 keV (each pixel)

Max processing rate 400 evt/s

Max flux meas. rate 104/s

Time resolution 2µs

dead-time fraction (weak source) 2%

H95, etc. Let us look at the two components of the hybrid to understand their basic working

principles. For more details, see Iniewski (2010), Chapter 3.

The readout circuitry of the hybrid is a custom ASIC (Application Specific Integrated

Circuit) developed at Caltech and manufactured by ON semiconductors. The ASIC fulfills

the requirements for NuSTAR, with low power consumption, low readout noise, and a

“rad hard by design” implemention to tolerate the space radiation environment. Each

pixel contains a charge sensitive low-noise preamplifier, 16 sampling capacitors, a shaping

amplifier, a discriminator, and a latch. The design also incorporate test probes like a

programmable analog output for studying with oscilloscopes. A precision test pulsar in

each pixel can be used to test the performance of the preamplifiers and measure linearity,

offset, and noise characteristics. For NuSTAR, the ASIC is operated in a “charge pump

mode,” achieving very low electronic noise (∼ 200 eV FWHM). In this mode, it can handle

detector leakage currents up to 200 pA. The total noise of the electronics depends on the

impedance in the feedback loop, where the capacitance is a dominant term. The detector

crystal is directly bonded onto the ASIC, eliminating coupling networks and minimizing the

input capacitance. To ensure that the input capacitance at the anode pads is lower than the

parasitic capacitance between anode pixel pads (about 300 fF), the ASIC–crystal spacing
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Figure 2.2. A NuSTAR hybrid (shiny square) mounted on a motherboard (green). The hybrid

measures about two centimeters on a side. The top surface is the Pt cathode. A tiny

wire from the capacitor “A” forms the connection for applying a negative high voltage.

The three empty quadrants can hold one hybrid each.

needs to be ∼ 50 µm. This spacing is achieved by bonding a gold wire to the ASIC input

pad, and attaching the other side to the CdZnTe using a conductive epoxy. The ASIC is

controlled by an external microprocessor. In NuSTAR, a MISC (Minimum Instruction Set

Computer) and some peripheral state machines on an Actel FPGA (Field Programmable

Gate Array) control the four ASICs in a Focal Plane Module.

The detector substrate is a 2 mm thick CdZnTe crystal, manufactured by eV microelec-

tronics (now EI Detection & Imaging Systems2). The front surface seen in Figure 2.2 is a

1000 Å thick continuous Pt cathode. The anode contacts are a combination of about 1000 Å

Pt and 3000 Å gold, laid out in a 605 µm pitch square grid matching the ASIC. Adjacent

anode contacts are separated by 50 µm gaps. Unlike the familiar CCD (Charge Coupled De-

vice) technology, there is no physical insulation within the semiconductor substrate between

pixels. The segmented anode pattern forms the pixels in the detector. Having a larger spac-

2http://www.evmicroelectronics.com/

http://www.evmicroelectronics.com/
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Figure 2.3. Schematic of a NuSTAR CdZnTe detector as seen from the top. The gray grid of squares

mark the pixels, and the black dashed box is the physical boundary of the detector. The

top and left edges are the “critical edges,” intersecting at the critical corner. The four

hybrids in a FPM are placed with their critical corners at the center. Row numbers

increase from from 0 at the top to 31 at the bottom, and are also referred to as RAWY.

The row with RAWY = 18 is highlighted as an example. Column (RAWX) numbers increase

from left to right. Pixels are numbered as (COL, ROW) or (RAWX, RAWY)—for example the

pixel highlighted in red is (27, 2).
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ing decreases the parasitic inter pixel capacitance, and decreases noise—but leads to higher

charge loss (Bolotnikov et al., 1999). Hence, we use the minimum possible gap dictated by

EI’s fabrication process. Near the edge of the detector, a guard ring with a tunable bias

voltage steers the electric fields to the edge pixels. The detectors have two “critical edges,”

where the pattern is laid out close to the physical edge of the crystal with strict tolerance

needs (Figure 2.3). This allows 4 hybrids to be placed together in a NuSTAR focal plane

module with an effective gap less than a pixel. In normal operation, the cathode is biased

at about −300 to −500 V with respect to the anode, using an external high voltage power

supply.

2.3 Photon Trigger and Readout

To understand the working of the detector, let us consider a hard X-ray photon incident on

the detector (Figure 2.4). It preferentially interacts with an inner-shell electron, eventually

creating e−–h+ pairs as discussed in Section 2.1. For CdZnTe, the “effective band gap,” or

energy consumed per e−–h+ pair is about 4.85 eV. The electron cloud drifts towards the

anode under the applied voltage. As the e− cloud drifts, it expands due to diffusion and

self-repulsion. The electrons follow the electric field and are collected on one or more anode

pixel pads. The mobility of holes in CdZnTe is significantly lower than electron mobility, so

the holes essentially remain frozen in place at the interaction site. They induce a mirror

charge on the anode pixels, with opposite polarity as the electron signal.

A charge–sensitive preamplifier connected to each anode pads produces two outputs. A

current output is sequentially routed to a bank of sixteen sampling capacitors in a round-

robin fashion. The programmable sampling interval is normally set to 1µs3. The second

preamplifier output is a voltage signal proportional to the current. This output is fed in to a

shaping amplifier with shaping time of approximately 0.5 µs. A discriminator compares the

shaping amplifier output to an externally set voltage to generate a hardware trigger. This

external voltage thus sets the trigger threshold, viz. the minimum charge deposit required

to trigger a pixel. Due to manufacturing tolerances, this threshold corresponds to a slightly

different photon energy for each pixel and needs to be measured during calibration.

3The onboard clock frequency is fclk = 14.7456 MHz. Each capacitor is connected for 15 clock ticks,

giving tsamp = 15/fclk = 1.017 µs.
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Figure 2.4. Working principle of CdZnTe detectors. (a) The NuSTAR hybrids consist of a CdZnTe crystal (shown in gray) with a continuous Pt

cathode (blue, top), biased at −300 to −500 V with respect to a pixelled anode (blue, bottom). The anode contacts are shown in

yellow. (b) An incident hard X-ray photon interacts to generate a charge cloud of e−–h+ pairs. (c) The electrons (shown in red) drift

to the anode under the applied potential. The cloud expands due to diffusion and self-repulsion. Holes (light blue) remain frozen

in-place. (d) Electric field created by the trapped holes, and the resulting induced charge on the electrodes. For simplicity, the electric

field due to the applied voltage is not shown.
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The hardware trigger for pixel is stored in a latch. These hardware triggers are sequen-

tially combined in OR gates in a row to produce one trigger signal per row (at column

31). These 32 signals are combined in a OR gate into a single ASIC hardware trigger. The

trigger outputs from all 4 ASICs are routed off-board to the FPGA, where all or a subset

of them can be OR-ed to produce a FPM trigger signal. So far, the trigger processing

is asynchronous. It is converted to a synchronous pulse in two clock ticks and fed to a

state machine called the “pico processor” on the FPGA, which issues a “lockout” signal

to stop processing further triggers in the ASICs. Thus, the “coincidence window” between

the hardware trigger and the lockout signal is two to three clock cycles. We will revisit

this number in Section 2.4. The round-robin sampling of capacitors is stopped after 6 more

clock cycles, so that the capacitor banks have eight pre- and post- trigger samples each.

The MISC controls the processing and readout of the trigger. The event is rejected as a

noise event if two hybrids triggered within the coincidence window. If the trigger was from

a single hybrid, the MISC reads out a trigger map consisting of one bit per pixel, from the

latch of each pixel. This map is then searched for hardware triggers starting from pixel

(31, 31), progressing upwards along a column to pixel (31, 0), and repeating the procedure

for columns 30–0. From charge sharing considerations, we expect that astrophysical hard

X-ray photons will not deposit significant charge in more than four pixels. So, the search

for hardware triggers is terminated after finding the first four triggers in this order. The

number of processed triggers can be changed by a software setting.

At this point, the sixteen capacitors in each pixel hold 8 charge samples before the

trigger and 8 after. We denote these samples by s0, s1−s15. In case multiple pixels triggered

within the coincidence window, the sampling process stops after 8 clock ticks from the first

hardware trigger. These capacitors are read out one by one to a charge-rebalance Analog-

to-Digital Converter (ADC). To first order, the relation between the value read out and

deposited charge is independent of the actual on-chip capacitances, making it robust to

manufacturing variations. For each pixel, we calculate the pre- and post- trigger charge

levels:

PRE = s0 + s1 + s2 + s3 + s4 + s5, (2.1)

POST = s9 + s10 + s11 + s12 + s13 + s14. (2.2)
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The charge deposit in each pixel is calculated as the difference between the POST and PRE

sums. The pixel with the highest charge deposit is selected as the central trigger pixel.

The misc then reads out the eight nearest neighbors of only this pixel and calculates their

PHAs. If any of the neighbors had hardware triggers, they have been read out already and

are not processed again.

The exact time of the photon trigger within the 1 µs sampling window can be estimated

by assuming a linear rise in deposited charge for the first few samples after the trigger. We

calculate a weighted mean of these samples as the time-of-rise estimator, which is used later

in event reconstruction to correct for the time shifts in the sampling that affect the energy

measurement (Section 2.5). The estimator is defined as

TOR =
−3(s6 − s5)− 1(s7 − s6) + 1(s8 − s7) + 3(s9 − s8)

(s6 − s5)− (s7 − s6) + (s8 − s7) + (s9 − s8)

=
3s5 − 2s6 − 2s7 − 2s8 + 3s9

s9 − s5
,

TOR =
NUMRISE

DENRISE
, (2.3)

where the 16 capacitor samples are numbered s0 − s15 as before. The MISC calculates the

NUMRISE and DENRISE terms and the division is carried out in post processing.

Each photon event is packaged into an “event” and immediately sent to the Central

MISC or central processor on board the NuSTAR satellite. The event data (Figure 2.5)

contain all relevant event information, including

• Packet synchronization header.

• Column (RAWX) and row (RAWY) of the central pixel, number of the starting capacitor

for the sixteen samples (S CAP).

• FPM and detector number to identify among the eight hybrids on board NuSTAR.

• Timing information: Time since the once-per-second frame sync signal, live-time since

last event, and time since last charge pump reset.4

4In charge pump mode, the feedback capacitor on the preamplifier is reset once every millisecond to

remove any charge deposited by the leakage current. The pixel is marginally more susceptible to noise for a

few microseconds after this reset.
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Figure 2.5. NuSTAR event data packet format. Event packets are 56 bytes long and contain all

information about a photon event: the PRE and POST trigger sums, time of rise estimator,

event timing information, pixel and detector ID, etc. (See Section 2.3 for a detailed

description.)
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• NUMRISE and DENRISE for the time-of-rise estimator.

• PRE and POST trigger sums for the central pixel and the 8 nearest neighbors.

The event time is referenced to a once-per-second sync signal from the spacecraft. Stability

of the onboard clocks allows relative timing accuracy of tens of microseconds. The absolute

timing accuracy of NuSTAR is ∼ 100 ms, determined by the spacecraft to UTC time

synchronization.

The MISC can reject certain types of events based on programmable criteria. Any

events with photons detected on two hybrids within the coincidence window are rejected

as they likely originate from a particle shower induced event. The PMT (Photomultiplier

tube) in the active CsI shield generates SHIELDHI and SHIELDLO signals when it detects

light above a high and low threshold respectively. A SHIELDHI trigger corresponds to high

amplitude signal generated in the PMT. Hence, the anticoincidence window is digitally

stretched to 500 µs to allow sufficient time for the PMT to stabilize again before starting

event processing again. These signals are digitized and processed by the MISC, where

an algorithm computes whether any photon event should be vetoed based on the shield

triggers. The MISC software can be set to either discard rejected events or to transmit

them in special rejected event packets that contain only relevant information, like time

since previous event.

The MISC then resets all latches, initiates the round-robin sampling of capacitors and

the detector becomes live again after 8 samples. The entire readout process takes 2.50 ms.

Any new photon events during this window are not processed. In other words, the detector

is “dead” during this time, an effect discussed in detail in the next section.

2.4 live-time, dead-time, and Event Rates

As discussed in Section 2.3, there is a τD ≈ 2.50 ms dead-time window in the focal plane

after a photon trigger, when that event is being processed. During this window, the focal

plane does not trigger on any other incident photons. At low count rates, this does not

significantly alter the inferred count rate or spectrum. If the incident rate on a focal plane

(4 detectors combined) is high, then it is likely that photons will be incident on the detector

during the dead-time windows. These photons are lost as they do not trigger the detector
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(Figure 2.6).

Figure 2.6. Top: Events (Ei) triggering the detector at a low count rate. Gray rectangles denote

dead-time windows during which the event is processed. At low count rates, there is a

very low probability of receiving photons in the dead-time interval following any trigger.

Bottom: At higher count rates, several photons (shown in red diamonds) are incident

during the dead-time intervals, and are lost. The measured count rate is thus lower than

the incident count rate.

This effect starts becoming significant when the incident count rate Ri becomes high

enough that the mean time between events is comparable to the dead-time τD. The limiting

case is where the detector is triggered as soon as it goes live—this corresponds to Ri,crit ∼

τ−1
D = 400 counts s−1.

Since the detector can detect incident photons only in “live” intervals, the incident count

rate Ri is given by

Ri =
Number of photons

Live time
. (2.4)

If we observed No photons in a time interval ∆t, then the live-time is tlive = ∆t−NoτD.

Substituting this in Equation (2.4), we get

Ri =
No

∆t−NoτD

=
No/∆t

1− (No/∆t)τD

=
Ro

1−RoτD
, (2.5)

where Ro = No/∆t is the observed (measured) count rate. Equation (2.5) can be inverted
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to calculate Ro from Ri:

Ro =
Ri

1 + τDRi
. (2.6)

The transformation between Ri and Ro is given in Table 2.2 and plotted in Figure 2.7.

Figure 2.7. Count rate conversion: each event trigger in NuSTAR hybrids is associated with 2.5 ms

dead-time. As a result, the measured count rate is a nonlinear function of the incident

count rate (Section 2.4, Table 2.2).

Apart from the basic conversion above, there are other effects like rejected events, charge

pump resets, and shield veto events which can contribute to detector dead-time. In practice,

the count rate is calculated by one of two methods. First, the MISC maintains a live-

time counter which, as the name suggests, counts the number of clock ticks for which the

detectors were live in a given second. A slight downside to this approach is that only one

second averages of live-time are available.

The second method is to calculate the livetime from event data itself. The event data for

every photon contains the live-time since last event, known as PRIOR (Figure 2.5). Adding

up the PRIORs from all event packets, in principle, gives the total live-time of the detector.

However, this is complicated slightly because of rejected events. Consider a case where a

photon event is rejected because of multidetector hits or a shield veto. The MISC sends
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Table 2.2: Observed count rate (Ro) as a function of incident count rate (Ri).

Ro 20 50 75 100 150 180 200 220 240

Ri 21 57 92 133 240 327 400 489 600

Ro 250 260 270 280 290 300 310 320 330

Ri 667 743 831 933 1055 1200 1378 1600 1886

Ro 340 350 360 370 380 385 390 395 399

Ri 2267 2800 3600 4933 7600 10,267 15,600 31,600 159,600

Note. — The incident count rate Ri is for ground calibrations, and does not include effects like shield

vetos which are expected in orbit.

a lockout signal, starts processing the event, and decides to veto it. The detector remains

dead for less than the nominal 2.5 ms window. However, this resets the “time since last

event” counter. As this event did not enter the data stream, the associated dead-time is

not counted when we add up the PRIORs for all accepted events. Rejected event packets,

if enabled, contain the live-time prior to each rejected event. Combining this information

from accepted and rejected events, we can also calculate the dead-time associated with

processing each rejected event. Using all this information we can calculate exact incident

count rates.

2.5 Event Reconstruction

The raw spacecraft telemetry packets (“Level 0” data) are converted to produce scientific

products (“Level 3”) through several stages of processing (Table 2.3). Here, I describe the

processing algorithms for calculating the energy of the incident photon using data from

the event packets. For analyzing NuSTAR data, these algorithms are implemented in the

NuSTAR Data Analysis Software (NuSTARDAS).

The data for each event contains the pre- and post- trigger sums for the trigger pixel

and its eight nearest neighbors. First, we calculate the RAWPHAS from these values,

RAWPHAS[9] = POSTPHAS[9]− PREPHAS[9]. (2.7)
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Table 2.3. Data-processing overview

Stage Name Description Output

1 Data Calibration Processing of FITS formatted Level 0 telemetry Level 1a calibrated unfiltered event

files

2 Data Screening Filtering of the calibrated event files by applying con-

ditions on specified attitude/orbital/instrument pa-

rameters

Level 2 cleaned event files

3 Products Extraction Extraction of high-level scientific products (images,

light-curves, spectra, exposure maps) from cleaned

event files

Spectra, light-curves, images, expo-

sure maps
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In this discussion, we use the suffix [9] for parameters which are stored separately for each

of the nine pixels read out. The relation between the deposited charge and the ADC output

varies slightly from capacitor to capacitor. We correct for this effect by subtracting offsets

(OFFSET[9]) calculated for the starting capacitor S CAP for every pixel.

OFFPHAS[9] = RAWPHAS[9]− OFFSET[9] (2.8)

We apply a time-of-rise correction to remove the effect of exact time of incidence of the

photon within the 1 µs sampling interval. For this, we use the NUMRISE and DENRISE terms

calculated by the MISC, and a table of TIMERISE coefficients measured for each pixel:

TRPHAS[9] = OFFPHAS[9]×

(

1 +
NUMRISE

DENRISE
× TIMERISE[9]

)

. (2.9)

Next, we apply the “common mode correction” to calculate PHAS. The signal seen by a

trigger pixel is the number of electrons collected by that pixel, less the hole charge imaged

on that pixel (Figure 2.4). We separate pixels which have charge contributions from the

photon (type “E+”) from type “E−” pixels that see only the imaged hole charge. We

estimate the hole charge signal from the E− pixels and use it to correct the E+ signal.

Note that the sign convention here refers to the energy deposited. The actual polarity of

the signal is negative because the hybrids read out an electron signal (Section 2.3). The

boundary between E+ and E− signals, known as the software trigger threshold (EVTTHR),

is determined empirically for each pixel. The 9 pixels are divided into three distinct groups:

M pixels that are located outside the detector (for edge pixels) or are bad / hot pixels; N

pixels (type “E+”) with TRPHAS[9] ≥ EVTTHR[9]; and 9 −N −M pixels (type “E−”) with

TRPHAS[9] < EVTTHR[9]. The common mode noise term is calculated as

〈E−〉 =
ΣE−

9−N −M
. (2.10)

We apply this correction only to the “E+” pixels, to get

PHAS[9] = TRPHAS[9]− 〈E−〉. (2.11)

Values for the 9−N −M type “E−” pixels are left unchanged (PHAS[9] = TRPHAS[9]), while
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the M outside/bad pixel values are zeroed out (PHAS[9] = 0). Similarly, we also compute

SWTRIG[9] for pixels, such that SWTRIG[9] = 1 for the “E+” pixels and SWTRIG[9] = 0

for others. We calculate the scalar SURR by adding together the PHAS[9] for pixels with

SWTRIG[9] = 0.

This is followed by assigning a GRADE from 0 to 31 to each event, based on the morphology

of the SWTRIG[9] map (Figure 2.8). All these steps are implemented in the nucalcphamodule

of NuSTARDAS.

Figure 2.8. Grades are assigned to multiple pixel events based on the morphology of triggered pixels.

The pixel grid is oriented as in Figure 2.3. In each case, the central pixel (red) is the one

with the highest energy deposit. The nearby pixels shown in yellow have energy deposit

higher than the software trigger threshold, and optionally greater than the hardware

trigger threshold. Typically, about 90%–95% photon events in NuSTAR hybrids fall

under the grades 0–12 shown here.

Next, we convert the PHAS into PIs in three steps. PI (Pulse Invariant) is expressed

in units of 40 eV. This number was selected to be a factor of few smaller than the energy
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resolution of NuSTAR detectors. First, we use the grades to apply pixel- dependent gain

and offset corrections to PHAS[9]:

PI′[9] = PHAS[9]× GAIN[9] + OFFSET[9]. (2.12)

The PI′ calculation requires interpolation of coefficients in temperature and time. First, the

two temperature measurements (in satellite housekeeping data) closest in time to the instant

of the photon interaction are identified. For each of these two temperature measurements, a

GAIN and OFFSET value is calculated by interpolating between tabulated GAIN, OFFSET values

from the two nearest temperatures. The final GAIN[9] and OFFSET[9] values are calculated

by interpolating with respect to time between these two coefficients.

The second step is to apply a charge loss correction for event grades 1–8 (two- and

three-pixel events), based on the relative amount of charge deposited in the pixels. For

grades 1–4, the corrected energy (PI) is given by Equation (2.13):

Ecorrected = rA(sinφ+ cosφ), (2.13)

where

r =
√

E2
center + E2

second,

Ecenter is the grade 0 gain corrected PHA for the center pixel,

Esecond is the grade 0 gain corrected PHA for the side pixel,

φ = tan−1(Esecond/Ecenter),

A = C[X,Y,G] × sin(2φ),

C[X,Y,G] are charge loss correction coefficients for each column (X), row (Y ),

and grade (G) combination, for grades 1–4.

A fraction of high energy photons cause fluorescence events. In this case, the incident

photon interacts in the detector to deposit some energy in a pixel, releasing a Cd or Te

florescence photon. This photon may travel to an adjacent pixel and deposit energy in it.

Since this is not the same phenomenon as the typical two pixel events, we do not apply a

charge loss correction for fluorescence events. So, if Esecond = (26.7112−1.0)±0.5 keV (Cd)

or (31.8138 − 1.0) ± 0.5 keV (Te) then Ecorrected = Ecenter + Esecond.



33

For three pixel events of grades 5–8, the procedure is modified a bit:

Ecorrected = Ecenter + r1A1 sinφ1 + r2A2 sinφ2, (2.14)

where,

r1 =
√

(Ecenter + Ethird)2 + E2
second,

r2 =
√

(Ecenter + Esecond)2 + E2
third,

Ecenter is the grade 0 gain corrected PHA for the center pixel,

Esecond is the grade 0 gain corrected PHA for the pixel with second highest PHA,

Ethird is the grade 0 gain corrected PHA for the pixel with third highest PHA,

φ1 = tan−1(Esecond/(Ecenter + Ethird)),

φ2 = tan−1(Ethird/(Ecenter + Esecond)),

A1 = C[X,Y,G] × sin(2φ1),

A2 = C[X,Y,G] × sin(2φ2),

C[X,Y,G] are charge loss coefficients for grades 1–4 as above.

The charge loss coefficient depends only on the two pixels used in calculating Ai. Hence,

even for charge loss correction to grades 5–8, we use the same charge loss coefficients as

grades 1–4.

For all other grades (grade 0, grade > 12), we simply sum the E+ pixels to get Ecorrected

without applying a charge loss correction. For example, for four pixel events (grades 9–12),

the final energy is calculated as

Ecorrected = Ecenter +Esecond + Ethird + Efourth. (2.15)

The third and final step to calculate PI values is to correct for gain, and apply a fixed

offset:

PI = Ecorrected × GAIN′ + OFFSET0. (2.16)

GAIN′ values are tabulated for each grade for each pixel. PI are expressed as integer values

in units of 40 eV. In addition, OFFSET0 is subtracted from the “grade gain corrected energy”

so that PI = 0 corresponds to an energy of 1.6 keV.

As mentioned before, the measured charge at pixel anodes is affected by the imaged
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hole signal. For photons with a given energy, as the depth of photon interaction in CdZnTe

increases, the hole contribution increases, reducing the total energy. The common mode

correction does not completely remove this effect. However, we can use the total hole signal

in E− pixels to estimate the depth of interaction. So, we calculate a scalar SURRPI to make

it available for the science user for filtering on depth cuts:

SURRPI = SURR× GAIN+ OFFSET, (2.17)

where GAIN and OFFSET values for the central pixel are used.

After applying all these corrections, we obtain an events list with photon energies in PI

units. Figure 2.9 shows laboratory spectra of radioactive elements measured by a NuSTAR

CdZnTe hybrid. The uncertainty in energy arises primarily from three terms: electronic

noise, Fano noise, and charge transport effects. Using the precision test pulsar in the

ASIC, we have measured the electronic noise associated with the readout procedure to be

≈ 250 eV (FWHM) per pixel. This includes a contribution from leakage current flowing

in CdZnTe due to the applied high voltage. Fano noise is the variation in N±, the number

of e−–h+ pairs created by a photon of fixed energy incident on the detector. The noise is

typically less than noise expected from Poisson statistics. This is described by the “Fano

factor” F , defined such that ∆E/E =
√

F/N±. For example, a 60 keV photon gener-

ates N± = 60 keV/4.85 eV ≈12,400 e−–h+ pairs. Using F ∼ 0.1 (Harrison et al., 2008;

Niemela & Sipila, 1994), the uncertainty in the calculated photon energy is ∆E ≈ 170 eV.

Charge transport effects arising from nonuniformity of the CdZnTe substrate dominate the

uncertainty in energy reconstruction. Using only single pixel events (∼ 1/2 of all events), we

attain an energy resolution of < 600 eV FWHM at 60 keV and 1 keV FWHM at 86 keV on

NuSTAR hybrids. Including two-, three-, and four-pixel events in analysis slightly worsens

the energy resolution.

The final step in event reconstruction is to calculate the detector coordinates for each

photon events. This is done using the spatial probability distribution for event grades for

each pixel, measured in ground calibration (Section 3.5). The probability distribution for

event grades 0–12 is tabulated as a 7× 7 grid in the Focal Plane Bench coordinate system,

DET1. The DET1 system uses integer coordinates with pixel size corresponding to 12′′.3/5

at the focal plane. For each event, we assign (DET1X, DET1Y) coordinates based on the
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Figure 2.9. Radioactive source spectra measured by a NuSTAR CdZnTe hybrid. Independently ac-

quired spectra for 57Co, 155Eu and 241Am are plotted together, with peak counts normal-

ized to unity. Only grade 0 events were used for making these spectra. All radioactive

lines show a sharp core with some tailing towards lower energies. The core of the

59.54 keV 241Am line has a FWHM of 600 eV. We obtain an energy resolutions of 400 eV

at 6 keV.

probability distribution for the corresponding (RAWX, RAWY, GRADE) combination. These

coordinates are later converted to the Optics Bench (DET2) using the mast aspect solution,

and eventually to SKY coordinates.

2.6 Pileup

Pileup refers to two photons being incident on a detector in such a short duration, that they

are read out as a single photon of higher energy. Pileup is not a major concern for pixelled

detectors. However, for bright point sources, photons are incident at a high rate in a few

pixel region of the detector, creating the possibility of pileup. Pileup was seen in laboratory

measurements with the X-ray generator (Section 3.5) and the 55Fe QE scans (Section 3.6).

Suppose a photon is incident on a detector pixel “A” at time t = t0. We consider four

time windows for the purpose of pileup:

1. Trigger to lockout : This time window spans the first 2 – 3 µs from the asynchronous
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photon trigger to the MISC issuing a lockout signal to stop further triggers. A second

photon incident in this duration on one of the 9 pixels to be read out will cause

a hardware trigger. This is indistinguishable from a split pixel event arising from

a photon with roughly the energy of both photons combined. This mode of pileup

becomes important when the mean interval between photon arrival is a few times the

coincidence window. In other words, Rpile ∼ 1/(few × 2 µs) ∼ 105 counts/s.

2. Lockout to end of sampling : In the interval from (t0 +3 µs) to (t0 +8 µs), the hybrid

will not issue any hardware triggers. However, if another photon is incident on one of

the 9 pixels which will eventually be read out, then charge deposited by the photon

still contributes to the POST sample sum for that pixel. Such events start occurring

at count rates a few times lower than Rpile. They can be screened out in careful

postprocessing by searching for pixels which have enough energy deposited to cause

a hardware trigger, but did not actually have a hardware trigger. Note that a few

pathological cases are possible where this screening procedure will not identify such

events. For example, if the second photon was incident next to the trigger pixel at

t ≈ t0+6 µs, it may raise the POST sum to a level between the hardware and software

trigger thresholds. This will be missed by the screening procedure but will raise the

measured energy of the event (pileup).

3. End of sampling to just before detector live: Any photons incident from (t0 +8 µs) to

(t0 +2.5 ms− 8 µs) neither trigger the hybrid, nor contribute to the energy deposited

in the event.

4. Last 8 µs of dead-time: Consider the case where photon “P” is incident on pixel “A”

within 8 µs of the detector going live. The PRE sum for that event contains some

capacitor samples while the detector was still dead. If a photon “Q” was incident on

one of the 9 pixels (say, pixel “B”) during those samples, then it would not trigger

the detector. But, the charge deposited by that photon still contributes to the PRE

samples for that pixel. Such events start occurring at count rates a few times lower

than Rpile, and their consequences are slightly complicated. If photon P does not

deposit any energy in pixel B, then the POST − PRE value for this pixel will actually

be negative. This will add some extra energy to PHA of the triggered pixel A when we
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apply the common mode correction (Equation (2.11)). Like case 2 above, this can be

screened out in postprocessing. On the other hand, if photon P deposited significant

charge in pixel B, then the measured POST − PRE value will be lower than the true

energy deposited in that pixel. Whether this can be screened out or not depends on

the energy deposited by both photons in pixel B.

Most astrophysical sources will have count rates significantly lower than Rpile and these

effects can be safely ignored. However, we will also carry out simulations to estimate the

magnitude of these effects for NuSTAR observations of bright point sources.

Attaining the best performance from each hybrid requires careful calibration in the

laboratory, a procedure which took a few hundred hours per flight hybrid. In the next

chapter, I discuss the details of this calibration procedure.
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Chapter 3

Calibration

Let us follow the optical path of an astrophysical source photon as it makes its way to

a NuSTAR detector. The photon first passes through the optics thermal cover. Then it

is reflected twice by the optics, and passes through the back thermal covers. The optics

reflectivity has a sharp cutoff at 79 keV due to the K-edge of Pt. Closer to the focal plane,

there are baffles which stop most of the stray light from near the field, which did not make

it through the optics (Figure 3.1). The photon then passes through Be windows mounted

on top of the detectors. These windows absorb lower energy photons (. 3 keV)—this is

important to keep the count rate reasonable by letting only photons in the energy range

of interest reach the detectors. Finally, the photon interacts with the CdZnTe crystal and

triggers a pixel. This initiates readout, and a photon event data packet is created and

handed off to the spacecraft.

Each element of NuSTAR that a photon interacts with needs to be calibrated with great

care in the laboratory to fully characterize the performance of the telescope. The degree of

certainty in calibrations reflects directly on the quality of scientific output of the mission.

In Section 3.1, I describe the performance requirements for NuSTAR and how they lead to

calibration requirements at the component level. In Section 3.2, I discuss the calibration

steps for every hybrid. In the remainder of this Chapter, I discuss all steps that I executed as

a part of the hybrid calibrations, followed by transparency calibrations for the Be windows

and optics thermal covers.
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Figure 3.1. A NuSTAR focal plane module. The deployable aperture stop (top, black) sits on three

telescoping rods. A copper can holds the Be windows, which block low energy photons.

A CsI anti-coincidence shield surrounds the assembly, and a photomultiplier tube under

the hybrids monitors any scintillation events in the shield. The hybrids are enclosed near

the base of the golden assembly. On the left, a radiator passively cold-biases the entire

module, heaters near the hybrids maintain operating temperature (∼ 5◦C). Control

electronics are mounted on the right.

3.1 Requirements

Calibration requirements for NuSTAR are laid out from the primary science objectives. In

brief, the relevant requirements are:

• Absolute flux calibration: For a source with a power-law spectrum with a photon

spectral index of 1.7, the systematic uncertainties in flux should be less than 30% (3-σ)

over the central 11′×11′ of the field of view (FOV), and less than 15% in the 6–10 keV

band in the central 2′ × 2′. In order to accurately measure 44Ti lines, the systematic

uncertainty in absolute flux measurements should be < 15% in the 60–79 keV band

in the central 8′ × 8′.



40

• Spectral calibration: For a source with a power law spectrum of the form F =

kE−α, −1 < α < 1 the systematic error in measuring α should be less than 0.15 (3-σ)

in the 6–10, 10–30, and 30–79 keV bands over the central 11′× 11′ of the FOV. In the

60–79 keV band, the uncertainty should be < 0.15 in the central 8′ × 8′ of the FOV.

• Point spread function characterization: The integrated value of the instrument

Point Spread Function (PSF) from 70%–90% encircled energy should be determined to

10% (3-σ) over the central 11′×11′ of the FOV. The radial and azimuthal variations of

the PSF (70% encircled energy) should be characterized to 3% and 10% (3-σ) accuracy

respectively, over the central 11′ × 11′ of the FOV.

The instrument level requirements derived from these calibration requirements are listed

in Table 3.1. This is the net performance requirement for NuSTAR, including ground-based

and in-orbit calibrations, in order to meet the science objectives. The motivation for defining

the energy range for NuSTAR is to obtain hard X-ray spectra that complement existing

soft X-ray data, without leaving behind any gap in the spectrum. This desire to have a

sufficient energy overlap with soft X-ray missions drives our calibration requirements at the

low energy end (6–10 keV). At the highest energies (60–80 keV), one of the science goals

is to study the 44Ti line emission in young supernovae remnants. To properly analyze the

lines, we need to characterize the underlying continuum well, and in turn must understand

the telescope response with high accuracy with good energy resolution. Requirements on

characterizing the PSF stem from the aim of accurately understanding point images to

study diffuse emission around them in the galactic plane.

It is impossible to measure the performance of the instrument at every possible combi-

nation of energy, incident angle, etc. Instead, we have very detailed models and simulations

for each component of NuSTAR. The aim for ground and in-orbit calibration is to obtain

select data sets to fit for a few model parameters, and verify the model. For example, the

optics are illuminated with an intense X-ray beam at a range of angles, and the data are

used to fit and verify a raytrace model. For the hybrids, the event reconstruction described

in Section 2.5 are based on working knowledge of the electronics, and a charge transport

model for CdZnTe.
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Table 3.1. Instrument-level calibration requirements

Topic Requirement Rationale

Alignment

Optical Axis Knowledge 15′′ Throughput determination

Effective Area

Absolute effective Area: 6–10 keV (central

2′ × 2′)

15% Cross calibration with low-energy

missions

Absolute effective area: 6–10, 10–30, 30–

79 keV bands (11′ × 11′)

25% Hardness ratio determination and

surveys

Absolute effective area in each 2 keV bin be-

tween 60 and 80 keV

12% 44Ti yield measurement

Relative effective area in each 2 keV bin be-

tween 6 and 79 keV over central 8′ × 8′

5% Spectral index fitting and bright

sources

Relative effective area in each 2 keV bin in

the 60–79 keV range in central 8′ × 8′

3% Continuum modeling and sub-

traction for 44Ti

Point Spread Function

Integrated PSF 70–90% encircled energy over

11′ × 11′

10% Mapping diffuse features/point

sources

PSF as function of radius out to 70% encir-

cled energy

3% Flux determination. Remove

point sources in diffuse emission

PSF as function of azimuth out to 70% en-

circled energy over 11′ × 11′

10% Mapping diffuse extended fea-

tures and jets
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The high level calibration requirements translate into the following requirements that

apply directly to focal plane calibration.

1. The uncertainty in position bias correction in the measurement of the X-ray interaction

relative to a physical detector coordinate system shall be less than 100 µm anywhere

on the active area. This pertains to the systematic part of the positioning due to

detector distortions.

2. The Quantum Efficiency of each focal plane hybrid detector shall be determined to

5% accuracy in the 6–80 keV range.

3. The photopeak efficiency shall be determined to 3% accuracy in the 6–80 keV range.

4. The transparency of the Be entrance window shall be determined to 0.5% accuracy

between 6 and 80 keV.

5. The focal plane/electronics system shall measure the absolute energy of an X-ray to

better than 0.5 keV (3-σ) from 10 to 60 keV.

Apart from these five requirements for the Focal Plane Module (FPM), we also worked

to verify the transparency of the optics thermal covers at low energies. The transparency

data fold into the overall uncertainty of the optics throughput at low energies.

3.2 Detector Screening, Selection, and Calibration Steps

NuSTAR flight hybrids were made by the Space Radiation Laboratory (SRL) at Caltech,

spanning the full range from design to testing and calibration. The life of hybrids begins

with selecting the right ASIC and crystals. The manufacturer of CdZnTe (EI Detection &

Imaging Systems, Saxonburg, Pennsylvania) provided us with IR diffraction images of the

wafers, to select suitable uniform regions to be diced into NuSTAR CdZnTe crystals. These

crystals were then taken to Brookhaven National Laboratory (BNL) for X-ray diffraction

imaging. The diffraction images were examined to identify any crystal defects which could

degrade charge transport properties of the detector. The best crystals which passed these

inspections were selected for attaching anode and cathode contacts. A final selection step

was to measure the bulk and surface conductivities as a proxy for leakage current. High
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leakage crystals were rejected. In parallel, ASICs from ON semiconductors were tested for

basic functioning. They were then subjected to “burn in”—an accelerated device aging test

by heating at high temperature for one week. The ASICs were tested again and ones with

low number of disfunctional pixels and no degradation through bakeout were selected as

flight ASICs. The best CdZnTe crystals and the best ASICs were bonded to form candidate

flight hybrids. At this stage, we commenced the selection and calibration of eight hybrids

to be flown on board NuSTAR (Figure 3.2). Some selection steps were interspersed with

calibration, as hybrids showing poor performance were demoted from “flight” to “backup”

status.

Figure 3.2. Overview of the calibration procedure. The left column lists various measurements un-

dertaken in the laboratory. The right column lists the requirements and “measureables”

for calibration. Calibration steps may be related to multiple requirements, and vice

versa.
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3.2.1 Hybrid Selection and Screening

The first screening step is to shine a radioactive source like 241Am on a hybrid and generate

an output spectrum. This allows to verify the functioning of the hybrid including noise

performance, number of dead pixels, and approximate energy resolution. Next, we under-

take more detailed characterization of the noise to make noise maps. We also measure the

interpixel conductance (IPC) and reject any hybrids with high IPC values. To improve

energy resolution, it is desirable to operate hybrids with higher values of potential differ-

ence between the anode and cathode. However, increasing the high voltage (HV) increases

the leakage current in the pixel, and thus the baseline charge deposited in each sampling

capacitor in a sampling interval. This, in turn, increases the probability of getting false

triggers due to a voltage above the trigger threshold. We measure the leakage current for

each hybrid to select its optimal operating HV. The measurement is repeated at various

temperatures, to verify stability around the operating point. Based on these characteristics,

we identify the few noisiest pixels in each hybrid, and disable them during regular operation.

Pixels are triggered when the charge deposited exceeds a certain threshold value. This

threshold value is set by an external Digital-to-Analog Converter (DAC) on the mother-

board. We want to set the threshold value as low as possible, to detect lower energy photons.

However, this also increases the spurious noise triggers, decreasing the instrument live-time.

Hence, we test various threshold values to determine the lowest possible setting where the

noise contribution remains negligible, with less than ten noisy pixels disabled.

3.2.2 Pixel Response Calibration

As discussed in Section 2.5, we need to establish a channel to keV conversion for each pixel

and grade combination. We calculate this mapping using X-ray line emission from the

radioactive isotopes 57Co, 241Am, and 155Eu (Figure 2.9). To obtain sufficient statistics to

calculate these conversions, we undertake “γ flood” integrations for 48 hours for 241Am and

24 hours each for the other two isotopes.

Several aspects of the functioning of the hybrids depend on extrinsic factors. The

electronic noise and pixel gains vary with operating temperature. At higher temperatures,

the leakage current in CdZnTe increases and can effectively saturate the readout. The

ASICs do not function properly at very low temperatures. We take 241Am spectra at varying
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temperatures to measure these variations and determine the operating temperature. It was

seen that the hybrids perform best at ∼5◦ C, well within the temperature range attainable

in-orbit. Leakage current and pixel gains depend on the applied HV, too. Hence, we take

241Am spectra at the operating temperature with different HV settings. It was found that

the optimal HV is −400 V for four of the flight hybrids and −450 V for the other four.

Data from these HV scans are also analyzed for measuring the µτ products for electrons

and holes in CdZnTe, to be used in modeling the detector charge transport properties.

3.2.3 X-ray Pencil Beam Scan

Pixels in NuSTAR hybrids are formed the spacing anode pads and are not physically in-

sulated from each other (Figure 2.4). From X-ray diffraction images, we know that the

CdZnTe crystals have various defects which will deform the electric fields. Apart from these

impurities, we also have to map out which regions of the hybrids preferentially give single

or multiple pixel events. With this aim in mind, we scanned every hybrid with a fine X-ray

pencil beam. From charge transport simulations, we expect that split pixel events will typ-

ically occur roughly in a hundred micron wide region near pixel boundaries. To effectively

map this, we selected a beam size one-tenth the size of the 605 µm pixel. These scans are

the first ever to probe the structure and functioning of CdZnTe detectors at such fine scales.

The design, setup, and execution of these scans forms a large part of my thesis work, and

will be discussed in detail in Sections 3.3 — 3.5.

3.2.4 Quantum Efficiency Measurement

The final step in calibration of the hybrids is measurement of the absolute quantum effi-

ciency. The modus operandi for QE measurements is to take a well-calibrated radioactive

source, and measure its total fluence using a NuSTAR flight hybrid. The ratio of the counts

detected in the hybrid to the known source intensity is the QE. In practice, we measured

the QE independently at various energies and for different regions of each hybrid. These

measurements of average QE of regions of the hybrid are augmented by the X-ray scan data

to calculate the absolute QE of each pixel. QE measurements are discussed in detail in

Section 3.6.
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3.3 The X-ray Generator Laboratory

I designed and implemented the X-ray Generator (XRG) Laboratory setup for undertaking

the X-ray pencil beam scans and QE measurements. Later, we also adapted the setup for

transparency measurements of the flight Be windows and optics thermal covers. Let us look

at the essential details of the XRG lab to obtain context for the sections to follow.

3.3.1 Hardware Design

The primary hardware component of X-ray pencil beam scans is an X-ray generator with a

collimator to produce the fine beam. For scanning, it is practical to translate the hybrids in

front of a stationary X-ray beam. The enclosure for the hybrids should maintain operating

conditions. External hardware provides power, data, and control signals. The same setup

should allow replacement of the X-ray beam with a radioactive source for QE measurements.

The workhorse instrument is a 3 kW X-ray generator by Rigaku Corporation.1 We use

the XRG with a Molybdenum (Mo) tube, obtaining a Bremsstrahlung spectrum superposed

with Mo K lines. The X-ray tube is housed in the XRG tower—an Al cylinder lined with

lead on the outside to contain the intense radiation. A 12 × 4 mm aperture produces a

divergent beam (opening angle ∼45◦). We collimate this beam down by using a pinhole at

the end of a 43 cm beam tube (Figures 3.3, 3.4). Due to space restrictions, the beam tube

has to be placed a short distance from the tower aperture. To contain any radiation that

may leak from this space, we added an acrylic cylinder with lead sheets on the inside to

contain all scattered radiation. A second layer of safety is provided by leaded glass panels

with interlocks, which switch off the X-ray beam if opened. Lastly, the side of the enclosure

which directly intercepts the beam has thick Al plates. The total radiation leak from the

entire setup under operation is undetectable for our “low energy” configuration, and under

0.07 mR/hr for the “high energy” configuration.

The design goal is to obtain a beam of ∼60 µm at the detectors. Space constraints and

safety considerations dictate that the detector surface is at least a few centimeters from the

pinhole. With the small desired spot size and relatively short beam length, beam divergence

becomes a serious consideration. One way to control the beam size is to add multiple colli-

mating pinholes along the beam path. However, this significantly decreases the source flux

1http://www.rigaku.com

http://www.rigaku.com
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Figure 3.3. Schematic of XRG setup. A hybrid (gray) is mounted vertically in a cold box that can be

translated on X-Y stages (not shown). The stage coordinate system is shown in the lower

left. X-rays are generated by an X-ray tower on the right (not shown). The divergent

X-ray beam travels along the −Z direction through horizontal beam tube (blue) to a

pair of slits forming a pinhole. The pinhole forms a mildly divergent pencil beam which

is incident on the hybrid. For “QE scans,” a radioactive source is inserted in the beam

pipe, and the pinhole is replaced by a square mask. A photograph of the setup is shown

in Figure 3.4.
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Figure 3.4. Photograph of XRG setup. X-rays are generated by an X-ray tower contained within a

protective cylinder lined with lead (gray, right). X-rays travel through horizontal beam

pipe to a pinhole concealed beneath the protective flange (white). Hybrids are mounted

vertically in the controlled environment of the “cold box.” The cold box is mounted

on X-Y stages for translation. A MISC board with external connections is seen on the

upper left of the cold box.

and makes alignment extremely difficult. Instead, we choose to account for the divergence

in design by using a smaller pinhole and using the minimum practical pinhole–detector dis-

tance. This leads to a desired pinhole diameter of ∼40 µm, surrounded by material thick

enough to block the intense X-ray beam. The pinhole needs to be elongated in one direction

to compensate for the rectangular aperture of the X-ray tower. We accomplished this by

using a pair of crossed slits, made from tinned lead. The slit widths were tweaked to the

desired size under a microscope and the blades were then clamped down by screws. After

multiple iterations, I achieved a slit size of 30×50 µm. Using a raytrace model, I calculated

that the spot size on the detectors is 70× 50 µm (FWHM, Figure 3.5).

We modify the same setup for QE scans. A slot cut in the X-ray beam tube can be

opened to insert a radioactive source holder. The three calibration sources (57Co, 241Am,
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155Eu) were mounted in their respective holders throughout the calibration process, to min-

imize variations of experimental conditions. A pin on the source holder ensures accurate

source positioning to better than a mil (25 µm). The fine slit is removed and replaced with

a “QE mask”: a sheet of tinned lead with a precisely milled square hole at the center. In

this configuration, the radioactive source illuminates a 12× 12 pixel grid on the hybrid.

Figure 3.5. Simulated profile of the fine XRG beam on a detector. The beam is collimated by a

30× 50 µm pinhole.

The hybrids are mounted on a motherboard screwed in vertically inside a “cold box”

(Figure 3.4). X-rays are incident on the hybrid through a Mylar film. The box is cooled

by pumping in cold, dry air from a forced air unit through an opening on the side. The

box has 1/2” to 1” thick insulating foam on the inside to decouple it thermally from the

surroundings. Air flowing directly onto the hybrid can excite microphonic vibrations in the

detector, which result in increased electronic noise. To counter this problem, we have a

diffuser which sends the cold air in through several small apertures such that no stream is
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directly incident on the hybrid. The exit hole is diagonally opposite the entrance hole to

ensure proper air circulation inside the cold box.

We use a pair of Newport LTA-HS translation stages to scan the cold box and the

hybrids across the X-ray beam. These stages have an absolute accuracy of ±7.5 µm and are

positional repeatability of ±1 µm. The 50 mm stage traverse leaves a few millimeter margin

over the desired range for scanning all four hybrids mounted together on the motherboard.

In practice, scheduling issues led to calibration of one detector at a time. The stages are

controlled by a Newport ESP-300 stage controller, commanded by custom software on a PC

(Section 3.3.2). The entire assembly is designed so that the mounting of the detector relative

to the beam (including joints to motherboard, cold box, stage, optics plate) is repeatable to

about a millimeter. The final position is tweaked by checking the beam position in software,

and issuing an offset command to get the beam to an expected location. Hardware and

software limits ensure that there is neither excess strain in connectors, nor any physical risk

to flight hardware due to erroneous stage operation.

For reasons discussed later, the lab humidity is usually maintained at around 50%.

When hybrids are cooled for testing, condensation develops on the outside of the cold box.

We employed several measures to mitigate any risk of water seeping to the hybrid. First,

the cold box is designed and mounted so that any liquid drip path completely bypasses

the hybrids. Second, and more importantly, we decided to put the entire apparatus in a

nitrogen environment in a purge box (Figure 3.6). Before cooling down the apparatus, we

start the N2 flow to purge out the vapour–bearing room air from the box. The purge box is

designed so that opening and closing it is quick: this allows us to make minor modifications

inside the box (like swapping radioactive sources) in a short duration and close the box

again without any risk of getting condensation on the cold box.

A major concern in handling our hardware is electrostatic discharge (ESD). The poten-

tial difference in such discharges can be as high as kilovolts, and can potentially damage

the electronic components. Even partial damage to any electronic components is a high

risk, as the component may fail during the mission lifetime in orbit. We take several steps

to mitigate the risk of ESD in the lab. All equipment are connected to a common ground

to ensure that they are at the same potential. Ambient humidity is maintained at near

50% while handling all electronics, as dry air greatly increases the risk of ESD. Lastly, we
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Figure 3.6. Cooling and purge systems for the XRG setup. Cold, dry air from a forced air unit (not

seen) enters the cold box from the right and flows onto the hybrid through baffles for

diffusing the air flow. Another air pipe leads the air out through the top of the enclosure.

The transparent enclosure is the purge box. N2 boiloff from a liquid nitrogen tank is fed

into the box by a copper pipe (top). The gas diffuses out through spaces in the box,

maintaining a dry environment inside.

take steps to avoid discharge spikes. Insulating surfaces are conducive for large buildup of

charge, while conductive surfaces facilitate rapid discharge. To avoid both these cases, most

lab surfaces are specially coated to be static dissipative: such surfaces dissipate charge at

a low enough rate to not risk any hardware damage. All lab operators are trained in ESD
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safety precautions as per JPL guidelines.

3.3.2 Control Software

The X-ray generator setup is controller through custom software. The basic requirements

of the software were

1. Command interfaces to the ESP300 stage controller and the NuSTAR ASIC,

2. Automation of XRG and QE scans,

3. Combine stage and ASIC data into a flight-like format which can be processed by

existing analysis software,

4. Ability to remotely control and monitor operation,

5. Complete and comprehensive logging of all hardware and user interaction, even in

case of crashes,

6. Ability to manually override any steps if required,

7. Flexibility to execute test cases.

To take advantage of existing code and availability of drivers, we decided to use Microsoft

Windows to interface with the hardware. To execute the calibration scans, I developed

a graphical user interface (GUI) in VC++ (Figure 3.7). This custom StageGUI software

interfaces with the hybrid as well as the stage controller. The hybrid interface utilizes

two RS422 ports. First, the MISC is initialized and booted over the command port. The

bidirectional port is then used for sending commands in the forth language and monitoring

responses. The other port is the unidirectional data port, which is continuously monitored

for event data. For test and debugging purposes, a WinForth terminal on the PC can be used

for interfacing with the hardware. The ESP300 stage controller provides a fully functional

command interface for controlling any connected translation stages. We use the RS232 serial

interface to the controller. To ensure repeatability of scans, stageGUI initializes all basic

parameters of the stages, including units, software limits, velocities, and accelerations.

A typical XRG or QE scan begins with a default bootup procedure, followed by inter-

actively commanding the hybrid to establish stable working conditions. The operator then
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Figure 3.7. StageGUI control software. The principle “Calibration Scan” tab (left screenshot) guides

a user through powering up the hardware and establishing stable operating conditions.

Individual tabs allow direct command access to the ESP300 stage controller or to the

hybrid. Other tabs are used to set up the XRG scan (right screenshot) or QE scans.

The config and comments tabs are used for logging information.

sets the parameters of the scan to define the movement pattern for stages. StageGUI con-

trols the movement of the hybrid by commanding ESP300 appropriately. Event data from

the hybrid is recorded as a continuous stream. At predefined intervals, StageGUI queries

the stage position and adds a stage position packet to the data stream. The stage packets

follow the NuSTAR data format, so that any existing analysis software simply ignore these

packets and are still able to process data.

All user interactions and automated commands are logged to the screen and written

directly to disc without buffering. This ensures traceability of crashes and issues. Debug

modes can be invoked to override the default command sequence. Toggling of debug modes

is logged as well. Remote monitoring is achieved by using the Teamviewer software, with re-
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dundant access is obtained by using the logmein service.2 Data are periodically transferred

to sarasvarti, the main NuSTAR server.

3.4 Calibrating the Setup

We undertook extensive characterization of the setup to qualify it for calibrating NuSTAR

flight hardware. For XRG scans, the primary requirements are measurement of the pencil

beam profile and verifying that the XRG flux is constant over the duration of a scan. For

the QE setup, we had to measure the fluence of each source with high accuracy. Here

I describe how I accomplished each of these goals. We also tested the reproducibility of

various quantities calculated from scans. These tests are discussed later, with the analysis

of respective scans.

3.4.1 Beam Shape

As seen in the raytrace (Figure 3.5), we expect the pencil beam to be symmetric in both X

and Y directions. We measured the X and Y profiles of the beam with a knife edge scan.

We place a detector at some distance from the slit such that it intercepts all the X-rays

coming from the slit, then move a knife edge to progressively occult greater fractions of the

beam, and measure after each step of the knife edge. The difference in count rates between

successive steps is the count rate in the obscured part of the beam. We used an Amptek

Si detector with a circular input collimator of 2.38 mm diameter. We know from raytrace

modeling that this detector will intercept the full X-ray beam even at several inches from

the slits. Since we want to measure the beam profile at the fiducial CdZnTe surface, the

knife edge is kept in that plane, while the Si detector is mounted further away from the

slit. We acquired data by stepping the knife edge by small amounts (∼10 µm) between

integrations. We measured the beam FWHM to be ≈50 µm in X and ≈70µm in the Y

direction (Figure 3.8). Consistent results were obtained on repeating the knife edge scan

after several months, after calibration of flight hybrids.

2http://www.logmein.com

http://www.logmein.com
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Figure 3.8. XRG beam profile with a knife edge scan in the X (left panel) and Y directions (right

panel). The blue lines show the differential count rate measured by moving the knife

edge in steps of 5 µm, normalized such that the peak response is unity. The dashed

error bars show Poisson uncertainties in fluxes. The physical coordinates are set to be 0

at the peak intensity of the beam. The measured beam FWHM (∆) from multiple knife

edge scans is ∆X ≈50 µmand ∆Y ≈70 µm.

3.4.2 Rate Stability

The rate stability of the XRG was tested in two ways: first, with a Si detector and a scalar,

and then with NuSTAR detectors.

I set up the X-ray generator (XRG) with a 50 × 70 µm slit, which generates a spot

size of 100 × 100 µm at the detector. I used a Mo tube, operated at 45 kV, 20 mA. Data

were acquired using the Amptex Si detector and a scalar. The background rate for this

detector is negligible: ∼0.03 counts/s. I aligned the Si detector to the XRG beam using

the MCA for quick readout. The detector position was adjusted to achieve maximum count

rate. Then I swapped the MCA with the scalar. The measurements were done by manually

starting and stopping the scalar acquisition as per a stopwatch. The time recorded on the

stopwatch (≃10 s) was used to calculate count rates. The RMS scatter in the time intervals

is 0.1 s. I took 50 readings for the XRG, at a count rate of about 400 counts per second.

For comparison, I also obtained 20 readings with an 241Am source, with distance adjusted

to get a similar count rate.
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Figure 3.9. XRG stability measurements. The red curve is a histogram of counts per second obtained

in a 22 hour integration. The mean of the histogram is sensitive to the input count rate,

while the width depends on the dead-time per event. The dashed blue histogram shows

a simulated distribution adjusted for the input count rate, using 2.5 ms dead-time per

event. The residuals (green histogram) demonstrate the good quality of the fit.

The measured counts for the 241Am have a mean of 440 counts/s. The scatter in readings

is 6.6 counts/s—consistent with a Poisson distribution. This test shows that the Si detector

and scalar combination gives a reliable measurement of the count rate. For the XRG, the

mean count rate is 412 counts/s, with a standard deviation of 6.4 counts/s. This is consistent

with the expected scatter for a Poisson distribution.

Next, I conducted a stability measurement using the NuSTAR detectors themselves. I

set up the XRG at 20 kV, 2 mA, and placed H78 in a the cold box to intercept the beam.

The stages were manually adjusted so that the beam was placed close to the center of a

pixel. I measured a count rate of about 333 counts/s. Data were acquired for ∼22 h,

yielding about 79,000 one-second count rate measurements. It was observed that the count

measured by the detector was constant over the entire run. Due to the dead-time interval
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associated with reading out each event, the count-rate distribution is a modified Poisson

process (Figure 3.9). The observed data are in excellent agreement with a simulated count

rate distribution for an incident beam with constant flux. The mean of this distribution

is sensitive to the total count rate, while the width depends on the dead-time per event.

Using this data set, I verified that the dead-time per event is 2.50 ms.

3.4.3 Radioactive Source Fluence

As explained in Section 3.2.4, the quantum efficiency measurements consist of shining a

radioactive source with a known count rate on a part of the detector, and calculating the

QE from the measured count rate. A prerequisite for this is knowing the source flux well.

We accomplished this by measuring the source count rate with good statistics, using a

Ge detector. We have a detailed model for the response of the Ge detector from previous

work. We placed each radioactive source in turn in the beam tube with the QE mask, and

placed it such that the distance from the Ge detector was same as the distance from the

CZT detector during calibrations. The calibration Mylar window covering the cold box was

also added in the beam path. In this configuration, the Ge detector intercepts the entire

beam coming from the QE mask. During calibration, the source and detector were both

inside the purge box, in a nitrogen environment. In the ≈2.5 in gap between the source

and detector, air absorbs about 15% radiation at 6 keV, while N2 absorbs only about 12%:

a significant difference. Ambient humidity further increases the absorption in air. So, we

placed the entire setup in a nitrogen bag. We then took long integrations to beat down

Poission noise, and measured source fluxes with high precision. The count rate of the 55Fe

(∼40,000 counts/s) is too high for the Ge readout electronics. We could not revert to the

Amptex Si detector since its active area there is too small to intercept the full beam. Hence,

we decided to insert an attenuator to reduce the count rate on Ge to about 180 counts/s. In

turn, we would calibrate the attenuator itself using the Si detector, by simply taking an I/I0

pair of measurements with and without the attenuator respectively. With a combination of

these steps, we calculated the final fluence of the 3 calibration sources through the QE mask

to be ≈150 counts/sfor 155Eu, ≈60 counts/sfor 241Am, and ≈30,000 counts/sfor 55Fe. The

uncertainties in these measurements were propagated through to the uncertainty in-flight

detector quantum efficiency measurements.
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3.5 Pixel Centroids and Areas

We use X-ray generator scans to measure the spatial response of hybrids to X-rays and cal-

culate the centroid and area of each pixel. I describe the scan configuration and procedures

in Section 3.5.1, followed by data analysis and results in Section 3.5.2.

3.5.1 Procedure

In the XRG configuration, we mount the fine slit (30× 50 µm) in front of the beamline. A

hybrid is mounted in the cold box on a flow bench. We mount the cold box on the translation

stages and commence the cooldown procedure. The operators follow a hardcopy checklist

throughout this process. When the hybrid stabilizes at operation conditions, we check the

position of the X-ray beam and recenter it as needed. Throughout our calibrations, we

found that the absolute position of hybrids was repeatable to about a millimeter.

We undertake two types of scans: a Low Voltage (LV) scan and a High Voltage (HV)

scan (Table 3.2). For the LV scan, we operate the XRG at 20 kV, generating a relatively

“soft” spectrum. The e-folding path of a 15 keV photon in CdZnTe is merely 36 µm, so most

of the photon interactions occur very close to the cathode. The charge cloud moves through

the full depth of the CdZnTe crystal, so LV scan results reflect charge transport properties

of the entire detector. Higher energy photons penetrate deeper into CdZnTe. The electron

cloud generated by such an interaction will be unaffected by any crystal defects close to the

cathode. To study this effect, we repeat the scans in HV mode with the XRG set to 60 kV

(Figure 3.10). To avoid being dominated by the LV counts, we add a 2.3 mm Al slab in the

beam path which absorbs the low energy component.

A typical scan consists of a full raster across the detector, once across rows and once

across columns. The beam is moved across the full detector with some margin so that it

definitely crosses over the edge of the detector. We call this the scan direction. Then we

move it sideways (raster direction) by a step equal to the beam size in that direction, and

then move it back over the detector to the other side (Figure 3.11). Such a scan is very

effective in determining pixel boundaries perpendicular to the scan direction. In order to

complete the mapping of pixels, we repeat the scan with raster and scan directions switched.

Based on exact scan settings, we get ten to fifteen thousand counts in each pixel.

The NuSTAR requirement L4-FPE-65 states, “The uncertainty in the position bias
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Table 3.2. X-ray generator settings for hybrid scans

Mode Voltage Current Incident Measured

Count Rate Count Rate

kV mA counts s−1 counts s−1

LV 20 2 ≈2000 ≈330

HVa 60 2 ≈10000b ≈385

aIn HV mode, a 2.3 mm thick Al plate was added as a “fil-

ter” to decrease the total count rate by preferentially blocking

lower energy photons.

bThe beam had broad wings in HV mode, so only about

one-fourth of the photons actually hit the target pixel, other

photons were detected all over the detector.

correction in the measurement of the X-ray interaction relative to a physical detector co-

ordinate system shall be less than 100 microns anywhere on the active area.” This can be

broken down into two sub-requirements: first, determining the centroids of each pixel on

a hybrid, and second, measuring the relative positions of all detectors on the focal plane.

The combined uncertainty from these two steps should be less than one hundred microns.

For planning the XRG scans, I carried out extensive simulations to determine the number

of counts required per pixel, to attain the desired centroiding accuracy. I found that we

can easily get this with as low as 360 counts per pixel, the centroid of pixels is determined

to better than 8 µm (1-σ). We also need to map pixel boundaries reliably to measure the

areas of pixels, as discussed later in Section 3.6. This places more stringent requirements

on scans: the mean spacing between photon hits in a single pass of the X-ray beam should

be ∼1 µm. Since the mean output count rate is 350–390 counts/s, this translates to a scan

rate of 400µm s−1, or about 8 hours per scan. For scheduling convenience, we extended the

scan duration to 11 hours, such that the total duration of the start up procedure, LV scan,

HV scan, and shutdown procedure is 24 hours.
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Figure 3.10. XRG spectrum in HV mode. The XRG was set at 60 kV, with a Mo target, and the

spectrum was measured with a Si detector with a Cu + Sn collimator. The resultant

spectrum is Bremsstrahlung superimposed with Mo Kα (17.4 keV), Kβ (19.6 keV), and

the Mo K-edge (∼20 keV). To reduce the count rate, we added a 2.3 mm thick Al filter in

the beam path. This preferentially absorbs the low energy photons, giving the dropoff

around 15 keV.

After completing every scan, we ran several tests to verify integrity of the data. Parts

of this work were completed as the SURF3 project of Nancy Wu. The first check was to

plot all stage positions to ensure coverage of the entire detector. Next, we checked the

number of raw stage data packets in each pass of the stage over the detector and the

duration of each pass took, looking for outliers. Nancy visually examined zoomed–in plots

of each pass to verify that the translation stages were not stuck in any part of the scan.

The stage hardware was used with only a small margin under the maximum load limits, so

occasional malfunctions were detected in data. In only a few cases, we had to rerun scans

due to hardware issues. In hindsight, we would have designed the setup with a higher safety

3Caltech Summer Undergraduate Research Fellowship, http://surf.caltech.edu/.

http://surf.caltech.edu/
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Figure 3.11. XRG scan procedure. The stages drive the hybrid so that the X-ray beam rasters over

all pixels. Shown here, the beam traverses a pixel in the scan direction, then is stepped

over by one beam width in the raster direction and traverses the pixel in the other

direction. After completing such a scan over the entire detector, the scan and raster

directions are swapped and the full scan is repeated.

margin, and compensated some of the stage loading by a pulley mechanism.

3.5.2 Analysis and Results

Scan data recorded in a flight-like binary format are transferred to the NuSTAR workhorse

linux server “sarasvarti,” where the files are converted to fits. All my analysis codes

are written in IDL4 and placed under version control on a SVN server.

The first analysis step is to calculate pixel centroids in stage coordinates. For events

corresponding to every (pixel, grade) combination, we want to calculate the centroid of that

area of the detector which generates such events. The net distribution of photons on the

hybrid over a complete scan is uniform. So the area centroids simply the mean position of

all photons generating the particular (pixel, grade) triggers. For LV scans, the beam is well

contained within a narrow 50× 70 µm spot, so the location of the translation stages at the

time of the event trigger is a good proxy actual photon interaction position. This average

of stage positions for all events forms the first estimate of the centroid. This position is

iteratively refined by rejecting any events outside a 5-pixel-wide box centered on the current

centroid estimate. This process is repeated until the centroid estimate shifts by less than

4http://www.exelisvis.com/idl/

http:// www.exelisvis.com/ idl/
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15 µm in an iteration, or up to 5 iterations. Centroid calculations for HV scans are a bit

more involved, as only about one-fourth of all photons are in the core of the wing, with

three-fourths being distributed in very broad wings extending beyond the hybrid. As a

result, the mean position of all photon hits is always close to the center of the hybrid.

To surpass this hurdle, we use LV centroids as the starting estimate. As before we select

photons within a 5-pixel-wide box around this start estimate. Most of the photons in such

a box are from the core of the beam, and the ∼2% contribution from the wings can be

ignored. The HV centroids are then iteratively refined as before.

The acid test for reliability of data is repeatability. I ran two complete LV calibration

scans for H78, and analyzed the data sets independently to calculate centroids for each

pixel. Comparing the results, we see that there is a small systematic offset between the

centroids calculated from both scans: ∆X = 44 µm and ∆Y = 2 µm (Figure 3.12). After

correcting for this offset, the scatter between the centroids calculated from both the runs

were σx = 11 µm and σY = 8 µm, comfortably smaller than the calibration requirements

for NuSTAR.

Next, we use XRG scan data to calculate the boundaries and areas of individual pixels.

The boundary mapping algorithm, developed as a part of Nancy Wu’s SURF project, is as

follows: the XRG scans are first split into individual passes over the detector. A typical

flight calibration scan consists of about 400 passes in the Y direction and 300 passes in the

X direction. For each of these passes, we assign events to the pixels with highest energy,

independent of event grade. The boundary between two pixels is defined as the point where

photons equally likely to trigger either pixel. XRG scan passes along the X direction are

sensitive only to boundaries between pixel rows, while column boundaries are mapped from

passes along the Y direction. The boundary of pixel (C, R) is calculated as the intersection

of the column C and row R using the IDL inside5 routine. Areas are calculated for each

pixel and uploaded to the SVN server.

3.6 Quantum Efficiency Measurements

Measurement of absolute QE of pixels is a two-step process: determining the “Bulk QE”

of a part of the detector using radioactive sources, followed by measuring “relative QE” of

5http://www.idlcoyote.com/tips/point_in_polygon.html

http://www.idlcoyote.com/tips/point_in_polygon.html
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Figure 3.12. Comparison between centroids measured with two consecutive XRG LV scans for H78.

The offsets were 44 µm in X and 2 µm in the Y direction. After correcting for this

offset, the scatter between the centroids calculated from both the runs were 11 µm in

the X direction and 8 µm in the Y direction.

various pixels from XRG scans.

3.6.1 Procedure

Absolute QE measurements were conducted with QE scans. We make minor modifications

to the XRG scan setup: a well-calibrated radioactive source is inserted in the XRG beam

tube and the fine slit is replaced by a QEmask (Section 3.3.1). This configuration is designed

to illuminate a 12×12 region of the hybrid. In contrast to the continuous scanning procedure

for XRG scans, the hybrid is parked at a single location for a “dwell” spanning 25–45 min

depending on the radioactive source used. These durations are selected such that each dwell

has &105 counts, decreasing the uncertainty from Poisson statistics to well under a percent.

After each dwell, the StageGUI software moves the hybrid over by half a mask size and
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commences the next integration. Initial flight hybrid calibration scans consisted of a 6× 6

grid of dwells. For dwells on the outer boundary of this grid, part of the source flux was

incident beyond the active area of the hybrid, which rendered them less useful for absolute

QE determination. For later calibration scans we narrowed down to a 4× 4 grid of dwells,

where all the source radiation was incident on an active part of the hybrid.

3.6.2 Analysis and Results

For the “Bulk QE” measurement, we split the scan data into individual dwells of the QE

scan. Each dwell probes a different region of the hybrid. The data were reduced via standard

NuSTAR pipelines to form spectra. We identified regions containing the photopeak and any

tailing from a given line and added up all the counts in those regions to get count rates.

The absolute QE is the ratio of the livetime corrected count rate for a hybrid to the total

expected count rate from the radioactive source. For NuSTAR flight hybrids, the absolute

QE is ∼98% in a significant part of the energy range of interest (Figure 3.13). QE values

for different regions of the detector are constant within measurement errors.

To calculate absolute QE for individual pixels, we couple this data with “relative QE”

measurements from XRG scans. While we have not calibrated the absolute flux of the

XRG beam, we have verified that it is extremely stable over timescales of calibration scans

(Section 3.4.2). Thus, any pixel-to-pixel variation in count rates in a XRG scan is indicative

of the relative QE of pixels in that energy range. In particular, when the beam is near the

center of some pixel, that pixel should detect all the counts from the beam, with no loss due

to charge sharing or split pixel events. For each pixel, I extract counts from a 200×225 µm

box around its grade 0 centroid (Section 3.5.2). Then I obtain the count rate by dividing

by the hybrid livetime. A subtle but important effect arises from event triggers in other

pixels. The data packet for each includes the livetime prior to the event. While events in

other pixels should not be counted for measuring the count rate in the pixel of interest, we

still have to add up the “prior” livetime from those events in the total livetime. The count

rate is given by

Count Rate =
Number of events in pixel of interest

Total livetime of hybrid during the pass

=
Number of events in pixel of interest

Σ (Prior time of events in ALL pixels during that pass)
. (3.1)
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Figure 3.13. Absolute QE measurements for the four NuSTAR FPM-A hybrids. The QE is close

to 98% over a significant part of the NuSTAR energy range. Plot courtesy Takao

Kitaguchi.

The normalized distribution of these count rates gives us the relative QE of pixels (Fig-

ure 3.14).

In default XRG LV calibration scans, typical pixels record between 1000 and 2000 counts

in the central extraction region. Thus, even for a detector with uniform QE for all pixels,

we expect a ∼3% scatter in the measured values of QE. As in Section 3.5.2, we tested

the repeatability of relative QE measurements in laboratory data. I calculated relative

QE for all pixels H78 pixels independently from two scans. Comparing the two sets of

measurements, I found no evidence for statistically significant variations in QE among

pixels. This is consistent with the observation that the bulk QE for various regions of the

detector is constant within measurement uncertainties.
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Figure 3.14. Relative QE measurements for H82. The color scale and histogram denote the count

rate in the centers of pixels measured in XRG LV scans, which is proportional to the

pixel QE. Apart from the low QE pixels in the lower left, the scatter is within that

expected from Poisson noise.

3.7 Transparency

As discussed at the start of this Chapter, we adapted the XRG lab setup to measure

transparency of two components of NuSTAR: Be windows and optics thermal covers.

3.7.1 Beryllium Windows

The NuSTAR focal plane modules have Be windows in the photon path, to block off low

energy photons (Figure 3.1). This is important as even photons with energies lower than

the pixel trigger thresholds can increase the background noise. In extreme cases, a high flux

of X-rays can slightly lower the gain of the detectors. The aim of laboratory calibrations

was to measure the attenuation of Be windows as a function of energy and position on the

∼3 inch diameter window.

To measure attenuation, we set up a radioactive source and a detector and measure
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the source flux (I0) in some X-ray line. Then we insert the Be window between them and

measure the attenuated line flux (I). The ratio I/I0 gives the attenuation at that energy.

We repeat this procedure using radioactive lines at various energies. The attenuation of

the window depends on its thickness and composition. We can calculate the expected

attenuation curve based on composition information provided by the vendor (Table 3.3).

Then, we fit the curve to data with thickness as the only free parameter.

Figure 3.15. Best-fit attenuation curve for Be, using the composition from Table 3.3 and data from

Table 3.4. We see that the vendor-specified composition gives a good fit to data.

The attenuation varies strongly with energy in the low energy (3–10 keV) range. At

higher energies, the attenuation is lower and varies less strongly with energy—so this energy

range can be sampled sparsely. We use the 55FeKα and Kβ lines as the lowest energy probes.

For intermediate energies, we use fluorescence lines from various materials irradiated by the

XRG (Table 3.4). We modified the XRG setup to mount a target at 45◦ to the X-ray beam

and placed the Amptek Si detector to intercept fluorescent X-rays. The observed spectrum

consists of strong fluorescence lines superposed on a relatively weak compton scattered XRG

spectrum.
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Table 3.3. Be window composition

Element/Compound Fraction by massa

Be 0.99145

BeO 0.0070

Al 0.0004

C 0.0001

Fe 0.0008

Si 0.0002

aComposition based on information pro-

vided by Brush Wellman. Heat number

5226, Beryllium assay 99.4%

Table 3.4. Be window transmission

Line Energy (keV) Transmission

55Fe Kα 5.89 0.9363(6)

55Fe Kβ 6.49 0.9485(16)

Cu Kα 8.05 0.9685(7)

Zn Kα 8.64 0.9652(21)

Cu Kβ 8.91 0.9759(7)

Ge Kα 9.88 0.9805(7)

Ge Kβ 10.98 0.9834(18)

Ag Kα 22.16 0.9967(11)

Cd Kα 23.17 0.9941(9)
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We undertook the following measurements for 3 Be windows: first, we measured the full

attenuation curve at the center of the window with I/I0 measurements. Next, we move the

window and measure the attenuation at a single energy at various positions on the window.

The attenuation for each of the three windows is in excellent agreement with expectations.

The window thickness varies slightly with radius (within manufacturing specifications). On

examining the results, the more uniform windows were selected as flight windows. These

windows are nominally 110 µm thick and one of them shows a slight radial increase in

attenuation (Figure 3.16).

Figure 3.16. Radial variation of thickness for flight Be windows. The thickness was calculated using

the 5.89 keV 55Fe Kα and 6.49 keV 55Fe Kβ lines.
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3.7.2 Optics Cover

Thermal covers for optics are made of Mylar film. Ribs added for structural integrity occupy

about 1% of the area of the cover. Calibration requirements for these covers are folded into

requirements for overall optics calibrations. We were tasked with verifying the transparency

of these covers at low energies. We selected the 55Fe source and the Amptex Si detector

for calibration. The source radiates a rather wide X-ray beam, while the detector has a

2.38 mm circular collimator. As in the Be window calibrations, we first lined up the source

and detector and measured the source flux I0. We mounted a “flight spare” optics cover

close to the detector and measured the attenuation for at various points on the surface

(Figure 3.17). The mean transparency at 5.9 keV is 96%, in exact agreement with design

requirements.

Figure 3.17. Setup used for measuring the transparency of the optics thermal cover at low (∼6 keV)

energies.
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3.8 Summary

As I write this thesis, all the calibrated components have been mounted in the Focal Plane

Modules, and the instrument and spacecraft are ready for launch. Calibration data has

been processed into data products required for analyzing astrophysical source data from

NuSTAR. The results are being converted into the appropriate format for distribution with

NuSTARDAS. With NuSTAR scheduled for launch in Summer 2012, we look forward to

the exciting science to come!





Part Two: Masses of Neutron Stars

X-Mas: A Search for

eXtra Massive Neutron Stars

Image: Artists illustration of a galactic Black Hole high-mass X-ray binary Cygnus X-1.

Credit: ESA/Hubble, via Wikimedia Commons.

http://www.spacetelescope.org/extras/posters/cygnus_x1/
http://en.wikipedia.org/wiki/File:Cygnus_X-1.png
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Chapter 4

High-Mass X-ray Binaries

This part of the thesis focuses on the masses of neutron stars. In this Chapter, I motivate the

case for measuring neutron star masses. Then I narrow down the sample to high-mass X-ray

binaries and discuss the methods and techniques for measuring masses. In Chapters 5 and 6,

I provide the results of X-Mas: our systematic survey of neutron star masses in high-mass

X-ray binaries to shed light on the formation processes of NSs. In Chapter 7, I describe

some constraints on the evolution of a two solar mass neutron star.

4.1 Weighing in on Neutron Stars

Neutron stars (NSs) are compact remnants of high mass stars. The following three questions

are central to our study of neutron stars: (1) What is the relation between the mass of the

progenitor star and the mass of the neutron star (the initial-final mass mapping)? (2) Are

there multiple channels to form neutron stars? (3) Are there exotic states of matter in the

interiors of neutron stars? As explained below, measuring the masses of neutron stars helps

answer these three questions.

The global structure of a neutron star depends on the equation of state (EOS) of matter

under extreme conditions, i.e., the relation between pressure and density in the neutron star.

Given an EOS, the maximum mass of a neutron star can be calculated (Figure 4.1). If the

EOS is “Soft,” then kaon condensates or strange matter can form in the interior of neutron

stars, and an upper limit of <1.55 M⊙ is expected for NS masses (Lattimer & Prakash,

2005). Our current understanding of nuclear physics predicts a “stiff” EOS, where a given

density can support higher pressure. This claim is further bolstered by the discovery of a
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2 M⊙ NS (Demorest et al., 2010; Lattimer et al., 2010).

Figure 4.1. Theoretical mass-radius relationships for neutron stars. Solid curves are models calcu-

lated assuming different equations of state (EOS), labeled as per Lattimer & Prakash

(2007). The discovery of massive neutron stars, e.g., the 2 M⊙ PSR J1614-2230, rules

out the soft equations of state. Figure credit (Lattimer & Prakash, 2007), reproduced

with permission from Elsevier.

The primary observables of neutron stars—spin periods, radii, and masses—can be used

to constrain their properties and internal structure. The fastest pulsar periods and periods

of quasi-periodic oscillations in accreting NSs provide limits on the radii and masses of

neutron stars (Lattimer & Prakash, 2007). Radii inferred from neutron star cooling or

modeling of photospheric expansion bursts have also been used to test NS models from

various equations of state (Steiner et al., 2010). Dynamical measurements of masses of NS

in binaries provide an important test to these models. In compact object binaries (NS–

NS, NS–white dwarf), very precise mass measurements can be obtained from relativistic
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effects like the advance of periastron (Freire et al., 2008) or measurement of the Shapiro

delay (Demorest et al., 2010).

The mass of the supernova remnant depends on the evolutionary state of the progenitor,

the nature of core collapse (CC), and post-CC evolution. I restrict the discussion here

to birth masses of neutron stars, and revisit some aspects of post-CC evolution in our

work on the companion to the 2 M⊙ PSR J1614-2230 in Chapter 7. Model calculations

by Timmes et al. (1996) predict that type II (core-collapse) supernovae should form NSs

with a bimodal distribution of masses peaked at 1.28 and 1.73 M⊙, while Ib supernovae

will produce NSs with masses in a small range around 1.32 M⊙. If the NS is born in a

binary, then it may accrete matter from the companion, spreading out these distributions.

In addition, neutron stars formed in electron-capture supernovae likely have lower mass

(Nomoto, 1984), and may be present in some of the binary pulsars (Schwab et al., 2010).

Knigge et al. (2011) suggested that this alternative formation channel might also account

for the observed bimodality in the properties of Be X-ray binaries, where in contrast to the

majority of systems, some have low eccentricity, suggesting a small natal kick.

As of summer 2012, masses have been measured for over fifty five neutron stars.1 The

dynamical masses of neutron stars can be measured only in binary systems. Most of the

mass measurements are for NSs in radio pulsar binaries or NS-white dwarf (WD) bina-

ries. Several groups have analyzed the mass measurements and inferred that NS masses

have a bimodal distribution (Kiziltan et al., 2010; Zhang et al., 2011; Valentim et al., 2011;

Özel et al., 2012). This bimodality likely stems from NSs accreting mass from their com-

panion during the spin-up (recycling) process. The differences in mass accreted in the

recycling process may dominate over any intrinsic variations in the birth masses of such

pulsars. Being restricted to these two types of binaries may not reveal the complete range

of neutron star masses.

The third major class of NS binaries, X-ray binaries (XRBs), trace distinct evolutionary

pathways for NSs. XRBs are sub-divided into high-mass X-ray binaries (HMXBs) and low

mass X-ray binaries (LMXBs) based on the spectral type and mass of the companion star.

My work focuses on the HMXB subset of this population, which we explore in detail next.

1A complete list of measured masses is at http://stellarcollapse.org/nsmasses .

http://stellarcollapse.org/nsmasses
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4.2 High-Mass X-ray Binaries

High mass X-ray binaries (HMXBs) are binary systems containing a neutron star or a black

hole (secondary) and massive (& 8 M⊙) OB (primary) companions, with orbital periods

ranging from days to months. In 2006, there were 114 known HMXBs in the Milky Way

(Liu et al., 2006) and 128 in the Magellanic Clouds (Liu et al., 2005). A new population

of highly obscured HMXBs was discovered by the Integral satellite (Chaty et al., 2010). In

this thesis, I discuss HMXBs with a NS as the secondary, unless explicitly stated otherwise.

High mass X-ray binaries can be observationally divided into several types:

1. Be X-ray binaries have a non-supergiant, fast-rotating Be star as the optical compan-

ion (e.g., Cep X-4, GX 304 − 1). Compared to normal B-type stars, Be stars show

emission lines and excess infrared emission at some point in their lives. These features

are attributed to the formation of an equatorial disc around the star, the origins of

which are not fully understood yet (Reig, 2011, and references therein). Most Be

XRBs have eccentric orbits (e & 0.3) and show transient X-ray emission near perias-

tron passages, though lower luminosity persistent systems also exist. Almost all Be

XRBs show X-ray pulsations and are inferred to have NS counterparts: there are no

candidate Be–black hole binaries (Paul & Naik, 2011; Reig, 2011).

2. Classical X-ray binaries are XRBs where the optical companion is a supergiant OB

star (Chaty, 2011). This companion emits a substantial wind, and the NS orbits

inside this wind (e.g., Vela X-1). Although capture from a high-velocity stellar wind

is inefficient, the large mass-loss rate in the wind can result in an appreciable mass

accretion rate onto the neutron star that is sufficient to emit radiation in X-ray band

(Paul & Naik, 2011). In some objects of this type, the orbit is compact enough that

the OB star fills its Roche lobe. For such objects, the accretion rate is greatly enhanced

and may be mediated through an accretion disc (e.g., SMC X-1, LMC X-4).

3. Supergiant Fast X-ray Transients (SFXTs) are hard X-ray transients with a high dy-

namic range (103 − 105) in their X-ray lightcurves (e.g., IGR J17544−2619,

AX J1841.0−0536). They show recurrent outbursts on few-hour timescales, super-

posed on outbursts lasting a few days (Sidoli, 2011). This is a relatively new class

with about 10 members, all of which are associated with blue supergiants. Pulsations
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have been detected in only five of the SFXTs (Sidoli, 2011), but it is generally assumed

that all SFXTs harbor neutron stars. This class is sometimes considered a subclass

of classical HMXBs and it is possible that SFXTs and classical wind-fed HMXBs lie

along a continuum (Chaty, 2011).

NS masses in HMXBs will be close to the birth masses. After the neutron star is formed,

it can accrete mass from the companion by various mechanisms like wind accretion, disk

accretion, or Roche lobe overflow. If the accretion is spherically symmetric, it will be limited

by the Eddington accretion rate. For a NS of radius ∼ 14 km, the limiting accretion rate

is ṀEdd ≈ 2× 10−8 M⊙ yr−1, independent of its mass. In this case, in the ∼107 yr lifetime

of the OB companion, the NS can accrete at most ∼0.1 M⊙. Hence, measuring the masses

of NSs in HMXBs allows us to measure the distribution of their birth masses.

Radial velocity measurements for these OB stars are complicated by several factors.

Some of the spectral lines, especially Hα and Hβ, are variable. In some objects, lines

are produced at different parts of the stellar photosphere and may have different radial

velocities. Many of the systems are highly extincted and are visible only in IR. However,

among the very few measurements, there is a large scatter in masses (Table 4.1). Among

the five HMXBs with reasonably secure masses, one has a high value of M = 1.8± 0.3 M⊙

(Vela X−1; Barziv et al., 2001; Quaintrell et al., 2003). As discussed above this indicates

that this neutron star may have been born heavy.

4.3 NS mass measurements in HMXBs

Motivated by the spread in known NS masses in HMXBs despite them being close to their

masses at birth, we undertook “X-Mas,” an extensive program to measure masses for more

such neutron stars by radial velocity (RV) studies of the OB companions. Here I outline the

general method, observations and data analysis for such mass measurements. In Chapter 5, I

present first results for a few HMXBs obtained from data taken with the 200” Hale telescope

at Palomar, followed by the constraints on the mass of the compact object in an eclipsing

HMXB in M33 (Chapter 6).
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Table 4.1. Masses of neutron stars in high-mass X-ray binaries

Object MX Mopt Reference

4U1700-37 2.44±0.27 58±11 Clark et al. (2002)

4U1538-52 1.06+0.41
−0.34 · · · van Kerkwijk et al. (1995)

SMC X-1 1.06+0.11
−0.10 15.7+1.5

−1.4 van der Meer et al. (2007)

Cen X-3 1.34+0.16
−0.14 20.2+1.8

−1.5 van der Meer et al. (2007)

LMC X-4 1.25+0.11
−0.10 14.5+1.1

−1.0 van der Meer et al. (2007)

Vela X-1 1.88±0.13a 23.1±0.2 Barziv et al. (2001); Quaintrell et al. (2003)

2.27±0.17b 27.9±1.3

EXO 1722-363 1.4±0.4a 13.6±1.6 Mason et al. (2010)

1.5±0.4b 15.2±1.9

IGR J18027-2016 1.4±0.2a 18.6±0.8 Mason et al. (2011b)

1.6±0.3b 21.8±2.4

OAO 1657-415 1.4±0.3a 14.2±0.4 Mason et al. (2011a)

1.7±0.3b 17.0±0.7

aAssuming edge-on orbit (i = 90◦).

bAssuming Roche lobe filling companion (β = 1).
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4.3.1 Method

The masses of both components in a binary can be calculated by characterizing its orbit. A

binary orbit is fully described by seven orbital elements: the semi-major axis (a), period (P ),

eccentricity (e), inclination (i), longitude of the ascending node (Ω), longitude of periastron

(ω) and the time of periastron passage (T0) (Figure 4.2). In HMXBs, the orbital elements

for the NS are often calculated by X-ray pulse timing measurements in different parts the

orbit. In our study, we measure the radial velocity of the OB companion around the orbit.

Using the optical and X-ray data, we can calculate the mass function, and in some cases

the mass of the neutron star.

We follow the method introduced by Joss & Rappaport (1984), which is widely used

(see for example, van der Meer et al., 2007; Mason et al., 2011b). We can write the masses

of the optical companion and the X-ray source (Mopt and MX, respectively) in terms of the

mass functions:

Mopt =
K3

XP (1− e2)3/2

2πG sin3 i
(1 + q)2, (4.1)

and

MX =
K3

optP (1− e2)3/2

2πG sin3 i

(

1 +
1

q

)2

, (4.2)

where KX and Kopt are the semiamplitudes of the respective radial velocity curves, (i) is

the inclination,2 and q is the mass ratio of the components, defined as

q ≡
MX

Mopt
=

Kopt

KX
. (4.3)

In practice, X-ray timing results are often quoted as the projected semi-major axis of

the pulsar’s orbit in light-seconds, aX sin i, from which we get KX = 2πc aX sin i/P . Our

optical or IR spectra can provide a value for Kopt.

2 i is defined as the angle between the orbital plane to the line of sight, with 90◦ being edge-on.
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Figure 4.2. The elements of an elliptical orbit. The observer is located below the the gray horizontal

plane of reference, viz., the sky plane. All angles are measured with the center of mass

of the orbit as the vertex. The inclination of the orbit to the sky plane (i) is measured

such that i = 90◦ for an edge-on orbit. The ascending node is where the object crosses

the plane of the sky, receding from the observer. The longitude of the ascending node

(Ω) is the angle between the reference direction Υ (north) and the ascending node. It

can be measured only for resolved binaries, and does not enter our calculations. The

argument of periastron (ω) is the angle in the plane of the orbit between the periastron

(periapsis) and the ascending node. At a given time T , the location of the object along

the orbit is given by its true anomaly ν. The reference time T0 is usually defined as the

time when the object is at periastron.

Image reproduced fromWikimedia Commons (http://commons.wikimedia.org/wiki/File:Orbit1.svg

http://commons.wikimedia.org/wiki/File:Orbit1.svg
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The orbital inclination is usually unknown, making it impossible to solve explicitly for

component masses. Equations (4.1) and (4.2) are then recast in terms of the mass function

f :

fX ≡
M3

X sin3 i

(MX +Mopt)2

=
K3

optP (1− e2)3/2

2πG
(4.4)

= 1.036 × 10−7(1− e2)3/2K3
optP M⊙,

where mass is measured in solar masses, velocity in kilometers per second and period in

days.

Since sin i ≤ 1, we can use Equation (4.4) to calculate a lower limit MX as a function of

Mopt. In turn, Mopt can be estimated from the spectral class of the OB star. For most of

the systems in our sample, we calculate such lower bounds on masses (Chapter 5).

If the HMXB shows eclipses, we can calculate the inclination from the eclipse duration.

Assuming a spherical companion star, the inclination of the system is related to the eclipse

half-angle3 θe, the stellar radius R, and the orbital separation a by

sin i =

√

1− (R/a)2

cos θe
. (4.5)

Following the approach in Rappaport & Joss (1983), the radius of the companion star is

some fraction of the effective Roche lobe radius,

R = βRL, (4.6)

where RL is the sphere-equivalent Roche lobe radius. We will refer to the fraction β as the

“Roche lobe filling factor.” Combining Equations (4.5) and (4.6) yields

sin i =

√

1− β2 (RL/a)
2

cos θe
. (4.7)

For a co-rotating secondary, Eggleton (1983) gives an expression for RL/a, the ratio of

3The eclipse half-angle θe, or more specifically the semi-eclipse angle of the neutron star, represents half

of the eclipse duration.
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the effective Roche lobe radius and the orbital separation:

RL

a
≈

0.49q−1/3

0.6q−2/3 + ln(1 + q−1/3)
. (4.8)

In some cases, the secondary star might not be corotating with the system. The ra-

tio of the rotational frequency of the optical companion to the orbital frequency of the

system is defined as Ω. In other words, it is a measure of the degree of synchronous ro-

tation, where Ω = 1 is defined to be synchronous. In this case, we use approximations by

Rappaport & Joss (1983):
RL

a
≈ A+B log q + C log2 q, (4.9)

where the constants A, B, and C are

A = 0.398 − 0.026Ω2 + 0.004Ω3,

B = −0.264 + 0.052Ω2 − 0.015Ω3, (4.10)

C = −0.023 − 0.005Ω2.

These four expressions give the value of RL to an accuracy of about 2% over the ranges

of 0 ≤ Ω ≤ 2 and 0.02 ≤ q ≤ 1 (Joss & Rappaport, 1984). If we substitute Ω = 1 in

Equation (4.10), then the RL/a values of Equations (4.8) and (4.9) agree to within 1% in

the range 0.01 . q . 1.

In noneclipsing binaries, sin i is usually unconstrained. For such binaries, we can only

place lower limits on MX (Equation (4.4)). In binaries without accurate NS pulse timing

data, neither KX nor aX sin i are known. For such systems, the mass estimates are indirect.

Where good spectra are available, they can be used to estimate the spectral type and

thereby the mass of the optical component. In rare cases where the distance to the binary

is known, it provides an independent constraint on the physical scale of the system—for

example by calculating the absolute magnitude of the components (Chapter 6). However,

calculating masses from these methods is model dependent to some extent.
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4.3.2 Observations

The accurate measurement of radial velocities, and in turn of orbital solutions, depends on

several factors before, during and after the observing run. This chapter provides a general

overview of the observing procedure, more details of specific observing runs are given in

Chapters 5 and 6.

For our program, the key factors for an observing run are

1. Select proper instrument settings to cover all prominent spectral features with suffi-

cient wavelength resolution,

2. Calculate the desired SNR and deduce the exposure time,

3. Select epochs of observation to maximize phase coverage,

Depending on the spectral and luminosity class, OB star spectra have strong Balmer

series lines, as well as lines from He, C, N, O etc. in the blue part of the optical spectrum

(∼3500 Å–5500 Å). In contrast, there are considerably fewer spectral features at wavelengths

longer than ∼5500 Å. The SNR of the spectra at these wavelengths is lower, as the flux of

OB stars in this wavelength range is lower than the blue range, and the background noise is

higher due to intrinsic sky emission. Hence, we concentrate on the blue spectra for measuring

radial velocities. The absorption lines are rotationally broadened to few hundred kilometers

per second, corresponding to a FWHM of few angstroms in this wavelength range. Thus,

low resolution spectrographs with resolving power of few thousand are sufficient to resolve

the lines. Considering the large desired wavelength coverage, we selected the Double Beam

Spectrograph on the 5 m Hale telescope at Palomar (DBSP; Oke & Gunn, 1982) for most of

our observations. For the fainter target XMMUJ013236.7+303228 (Chapter 6), we obtained

data with the Low Resolution Imaging Spectrograph on the 10 m Keck-I telescope (LRIS;

Oke et al., 1995), with upgraded blue (McCarthy et al., 1998; Steidel et al., 2004) and red

cameras (Rockosi et al., 2010).

We planned exposures to ensure all acquired spectra have a high enough signal-to-noise

ratio for measuring radial velocities with desired accuracy, as follows: From Equation (4.1),

the mass depends on K3
opt. To measure Mopt with ∼10% accuracy, we need to measure Kopt

with ∼3% accuracy. Typical values ofKopt for HMXBs are few tens of kilometers per second,
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and we had planned a few epochs per target, so this translates to a requirement of measuring

velocity with an accuracy of about 5 km s−1 per epoch. I simulated DBSP and LRIS spectra

and measured radial velocities from them to calculate expected errors as a function of SNR.

Our project requires SNR of ∼100 per pixel, which translates to an exposure time of 80 min

for a mV = 15 target with DBSP. In practice, we divided this exposure time into four

or more spectra, measured velocities on each spectrum independently, and combined the

results into a single velocity measurement for that epoch.

To fit an orbit to radial velocity data, measurements need to be well spaced in orbital

phase. Ideally, monitoring programs like RV measurements are best executed on queue–

scheduled telescopes. For our program at Palomar, we applied for well-spaced nights. We

obtained good phase coverage for most of our targets from pseudorandom spacing of these

observations. Our target for the Keck observing run (XMMUJ013236.7+303228) has a pe-

riod of 1.73 days, so we obtained observations on two full consecutive nights. Unfortunately,

the phase coverage was not optimized.

Last, but not the least, we ensured careful logging of our observing runs. Any anomalies

like cloud cover, worsened seeing, tracking issues, etc., can distort the spectrum. Some of

these effects can be canceled out in data analysis, while others cannot. While analyzing

data, we reject some spectra based on observing logs before calculating the final orbit (see,

for example, Chapter 6). In this regard, the equatorial mounting of the 200” Hale telescope

is a great advantage, as it gives excellent tracking performance even at high airmass (low

altitude).

4.3.3 Data Reduction and Analysis

After the observing runs, RV measurements can broadly be broken into two steps. The

first step, data reduction, refers to converting the raw telescope data into spectra: a table

of flux as a function of wavelength. The second step, analysis, involves calculating stellar

parameters, radial velocities and binary orbits from the reduced spectra.

I used IRAF4 to reduce all spectra. I trim and bias-subtract all spectra, followed by a

spectral response correction to remove the small-scale variations in raw data. Then I use

arc lamp exposures acquired at the start of the observing night to calculate the wavelength

4http://iraf.noao.edu/
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solution and extract 1-D spectra from raw data. The standard procedure often involves

using arc lamp exposures taken closest to the science exposure. However, I have verified that

for both DBSP and LRIS, the wavelength solution is extremely stable modulo a constant

offset. In other words, the relative spacing of various lines in the arc lamps is constant in

all exposures taken at various telescope pointings through the night. Emission lines in the

sky spectrum are extremely stable (Figueira et al., 2010) and provide an excellent reference

for measuring and correcting for this offset. I use the O I 5577.340 Å line to calculate

wavelength offsets for LRIS spectra, and the Hg 4046.564 Å, 4358.336 Å lines for DBSP

spectra. Sesar et al. (2012, in prep) adopted this approach, and found that the velocity

measurements using this method are accurate to ∼2.5 km s−1. Finally, I use the standard

and calibrate procedures in IRAF to remove large-scale variations and flux calibrate the

spectra.

I have developed a software (getvel) in IDL to analyze these fluxed spectra and measure

radial velocities. One approach to measuring radial velocity from a spectrum is to measure

the location of individual spectral lines, and to average that information (van der Meer et al.,

2007). However, we often see that lines like Si IV, C III that show up in combined spectra

are too weak to be detected in individual spectra. In order to utilize this information buried

in noise, we measure radial velocities by fitting the entire spectrum with a template. I first

determine the spectral type of the target by comparing the lines with the Gray spectral

atlas5 and those referred to in Walborn & Fitzpatrick (1990). Then I select a close range of

model stellar spectra (templates) from the GAIA spectral library by Munari et al. (2005).

For each observed spectrum, I measure the seeing using the width of the spectral trace in

the slit direction. Then I generate an instrument response function by taking a Gaussian

matched to the seeing, truncating it at the slit size, and convolving it with the pixel size. I

convolve the fluxed templates this instrument response, then redshift them to a test velocity.

If the extinction is known, I redden the spectrum using coefficients from Cox (2000). I use

IDL6 mpfit (Markwardt, 2009) to calculate the normalization to match this spectrum with

the observed spectrum, and measure the χ2. By minimizing the χ2 over test velocities, I

find the best-fit velocity and the error bars. Lastly, I convert this velocity to a barycentric

radial velocity using the baryvel routine in Astrolib (Landsman, 1993).

5http://ned.ipac.caltech.edu/level5/Gray/frames.html
6http://www.ittvis.com/ProductServices/IDL.aspx
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I use the measured radial velocities and known binary parameters like the period P ,

phase T0, and eccentricity e to calculate the best-fit orbital solution for the secondary star.

Using the orbital solution, primarily Kopt, I calculate the mass of the neutron star following

the procedures in Section 4.3.1.
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Chapter 5

X-Mas at Palomar

“X-Mas” at Palomar is a systematic radial velocity survey of HMXBs using the 200” Hale

telescope, with the aim of understanding the distribution of masses of NS in HMXBs. We

obtained data with the Double Beam Spectrograph on six nights in 2009, hereafter referred

to as “Epochs” (Table 5.1). We used the D55 dichroic to split incoming light into the blue

and red channels at 5500 Å. On the blue side, we used a 1200 lines/mm grating blazed at

5000 Å, with a resolution of 0.55Å/pix. On the red side we used the 1200 lines/mm grating

blazed at 7100 Å, with a resolution 0.65 Å/pix. Depending on the observing conditions, we

used 1′′ or 1′′.5 wide slits. Further details of planning the observing runs and data analysis

steps are detailed in Section 4.3.

We selected a total of eight NS–HMXBs with known orbital periods. The nature of

the compact object can be inferred from the X-ray spectrum, as accreting black holes

have harder spectra than NSs. In some objects, the presence of a NS is confirmed by

detection of X-ray pulsations. Here, I present the RV measurements and analysis of six

HMXBs. We obtained orbital solutions and calculate masses for two of these objects:

IGRJ17544-2619 (Section 5.1) and SAXJ2103.5+4545 (Section 5.2). Our RV data for the

Be HMXB GROJ2058+42 can used to calculate the mass if more X-ray timing data is

obtained (Section 5.4). Our velocity measurements for 1H2138+579 do not show a clear

orbital trend, which is discussed in Section 5.3. We are in the process of calculating orbital

solutions for two more targets: 4U 2206+543 and KS1947+300. After we completed obser-

vations, it was discovered that two candidates were misidentified. Negueruela & Schurch

(2007) had proposed a tentative counterpart for AX J1820.5−1434, however a later study

by Kaur et al. (2010) confirmed another star as the optical component of this HMXB. In
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Table 5.1. DBSP observations

Label Epocha Seeingb Barycentric radial velocity (km s−1)

IGRJ17544-2619 SAXJ2103.5+4545 1H 2138+579 GROJ2058+42

a 2009 June 19 1.9′′ −9± 3 −63± 2 −83± 6 −82± 4

b 2009 June 29 1.9′′ −12± 4 −72± 2 −125 ± 8 −90± 5

c 2009 July 31 1.9′′ −46± 4 −51± 2 −105 ± 7 −102± 4

d 2009 August 16 2.0′′ −42± 3 −85± 3 −91± 8 −69± 5

e 2009 August 23 1.8′′ −1± 3 −65± 4 −112 ± 7 −103± 3

f 2009 September 18 2.0′′ · · · −68± 3 −93± 13 −108± 5

aDates in Pacific time at the start of an observing night.

bSeeing is measured by fitting a Gaussian to the trace of the blue spectrum in the spatial direction. The number

quoted here is the median value for all science exposures for that night.
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case of IGR J17391-3021, the counterpart detected in IR (Smith, 2004) was misidentified

in the optical band.

In this chapter I provide the early results from “X-Mas at Palomar,” adding two crucial

data points to the small sample of NS with known masses in HMXBs.

5.1 IGRJ17544-2619

IGRJ17544-2619 was discovered by Integral during an outburst in 2003 (Sunyaev et al.,

2003). The source is a SFXT consisting of a neutron star (in ’t Zand, 2005) and a supergiant

O-type primary (Smith, 2004; Pellizza et al., 2006). Follow-up observations with RXTE

(Rossi X-ray Timing Explorer) established the spin and orbital period of the NS: Pspin =

71.49 s, Porb = 4.9278(2) d (Drave et al., 2012). However, the pulsations were seen only

in one observations and could not be reproduced in our analysis of the same data. This

precludes the inference of other orbital parameters, e.g., aX sin i.

The supergiant primary is a O9 Ia star, with T = 31000 K, and has foreground extinction

Figure 5.1. Blue side spectrum of the primary in IGRJ17544-2619. Major H and He lines are marked.

The primary is O9 Ia star, with T = 31000 K, and has foreground extinction AV =

6.3± 0.4 (Pellizza et al., 2006).
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Figure 5.2. Radial velocity fit for IGRJ17544-2619. We assume a circular orbit and measureKopt =

25.0± 1.6 km s−1, γopt = −17.6± 1.3 km s−1 and T0 = 2553735.77± 0.07 (HJD), with

χ2 = 1.8 for two degrees of freedom.

AV = 6.3 ± 0.4 mag (Pellizza et al., 2006). We measure the temperature and extinction

by fitting our spectra with model spectra with solar metallicity, no rotational broadening,

and surface gravity log(g) = 4.0 (Munari et al., 2005). While supergiant stars usually have

log(g) ≈ 3.0 (Cox, 2000), our choice was governed by the availability of model spectra.

Using spectra from different epochs (Figure 5.1), we infer T = 31400 ± 1200 K and AV =

6.5± 0.3 mag, consistent with Pellizza et al. (2006) values.

We use the model atmospheres with these parameters in the getvel software to measure

radial velocities (Table 5.1). Owing to the short orbital period and the supergiant nature

of the primary, we assume that the orbit is circular. We measure Kopt = 25.0±1.6 km s−1,

γopt = −17.6±1.3 km s−1 and T0 = 2553735.77±0.07 (HJD), with χ2 = 1.8 for two degrees

of freedom (Figure 5.2). Kopt is robust to the choice of model atmospheres: for example,

varying T from 27000 K to 33000 K changes Kopt by less than 0.5-σ.

Pellizza et al. (2006) infer that the mass of the primary is in the range of 25 – 28 M⊙.

Plugging this value of Kopt into Equation 4.4, we calculate lower limits on MX as a function

of Mopt (Figure 5.3a). For Mopt in the range 25 – 28 M⊙ (Pellizza et al., 2006), the lower
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Figure 5.3. Lower limits on MX for IGRJ17544-2619. Top: The solid red curve relatesMX and Mopt

assuming sin i = 1, forKopt = 25 km s−1. The blue curves are±1-σ limits corresponding

to a velocity uncertainty of ∆Kopt = 1.6 km s−1. The vertical black dashed lines at Mopt

= 25, 28 M⊙ are the bounds ofMopt from Pellizza et al. (2006). The corresponding lower

limits are MX > 1.79± 0.11 M⊙ and MX > 1.93± 0.12 M⊙ respectively. Bottom: The

non-detection of eclipses places upper limits on sin i as a function of the stellar radius R,

changing the MX –Mopt relation. The solid line corresponds to sin i = 1 (R = 0), and

dashed lines are contours of MX,min for various values of R. Adopting Rmin = 12.7 R⊙

and Mopt,min = 25 M⊙, we deduce MX > 1.91± 0.13 M⊙.
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limits on the NS mass are MX > 1.79± 0.12 M⊙ and MX > 1.93± 0.12 M⊙ at the extreme

values of Mopt.

We further revise this estimate based on the non-eclipsing nature of this SFXT. For

a circular orbit with semi-major axis a and primary stellar radius R, eclipses are seen if

cos i < R/a. The semi-major axis is a function of the binary period P and masses of the

components. For the O star in IGRJ17544-2619, 12.7 R⊙ < R < 23 R⊙ (Rahoui et al.,

2008; Clark et al., 2009). The lower limit on R can be used to calculate a corresponding

upper limit on sin i. Substituting this upper limit in Equations 4.2 or 4.4, we calculate

a revised lower limit on MX (Figure 5.3b). For the most conservative scenario (Mopt =

25 M⊙, R = 12.7 R⊙) we calculate MX > 1.91 ± 0.13 M⊙. Using other values in the

(R,Mopt) parameter space results in even stronger lower limits (higher values of MX,min).

The existence of such massive neutron stars puts strong constraints on the equation

of state of matter. If X-ray pulsations are detected in IGRJ17544-2619 in more epochs,

we can measure aX sin i, and in turn the mass ratio q (Equation 4.3). This will provide

an additional constraint on MX, independent of R. Given the significant implications of

verifying a high NS mass, X-ray timing observations are of utmost importance. We plan

to apply for observing time with XMM and NuSTAR to monitor IGR J17544-2619 for

pulsations.

5.2 SAXJ2103.5+4545

Discovered with BeppoSAX in an outburst in 1997, SAXJ2103.5+4545 is an an X-ray

pulsar with a 358.61 s pulse period (Hulleman et al., 1998). The system is a Be HMXB,

consisting of a NS and a B0 Ve star in a 12.7 d orbit. Based on the foreground extinction

(AV = 4.2 ± 0.3) and spectral type, system is at 6.5 ± 0.9 kpc (Reig et al., 2004). We

obtained spectra SAXJ2103.5+4545 on all six “X-Mas at Palomar” epochs (Figure 5.4).

Typical B0 stars have T = 30000 K and log(g) = 4.0 (Cox, 2000). Fitting the spectra

with (Munari et al., 2005) log(g) = 4.0 model atmospheres as discussed in Section 5.1, we

calculate T = 29200± 700 and AV = 4.0± 0.3. Using spectra with T = 30000 K and log(g)

= 4.0 and varying the rotational velocity, we calculate vrot sin i = 246±8 km s−1, consistent

with the past measurement (240 ± 20 km s−1; Reig et al., 2004).

We use model stellar spectra with T=29,000 K, log(g)= 4.0, and vrot = 250 km s−1 to
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Figure 5.4. Blue side spectrum of the primary in SAXJ2103.5+4545. Major H and He lines are

marked. The primary is B0 Ve star, with T = 29200± 700 K and projected rotational

velocity vrot sin i = 246± 8 km s−1. The broad bump in continuum around 3900 Å is an

artifact of flatfielding.

calculate radial velocities (Table 5.1). Two of the four spectra acquired on 2009 Aug 23 were

acquired through variable cloud cover and have low SNR. We excluded these two spectra

while calculating the RV for this epoch. On folding the data at the orbital period, the data

point “c” from 2009 July 31 is seen to be an outlier (Figure 5.5). Including this point in

the fitting procedure does not give any satisfactory solution. We examined the observing

logs and spectra to look for possible causes of a change in radial velocity, but did not find

any. To verify the accuracy of our wavelength solution, we measured the centroid of the

interstellar Ca K line, which should be independent of the radial velocity of the target. We

found that the location of the line on this epoch is the consistent with other epochs within

the ∼ 10 km s−1 measurement error. We acknowledge this discrepancy but exclude this

point while fitting the orbit.

We fit the orbit using the following NS parameters from Camero Arranz et al. (2007):

MJD at periastron T0 = 52548.577

Orbital period P = 12.66528 ± 0.00051
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Figure 5.5. Radial velocity fit for SAXJ2103.5+4545. I use a model atmosphere with T=29,000 K,

log(g)= 4.0, vrot = 250 km s−1. T0 and phase 0 is defined as the periastron passage,

corresponding to MJD 52548.577. Orbital period P = 12.66528± 0.00051, ωX = 241◦ ±

2◦, and e = 0.40 ± 0.02 are held fixed at the best fit values by Camero Arranz et al.

(2007). Note that ωopt = ωX − 180◦. We calculate γ = −72.3± 1.3 km s−1 and kopt =

−12.5± 2.0 km s−1. The data point c corresponds is from 2009 July 31 and is excluded

from the fit (see text).

Longitude of periastron ωX = 241◦ ± 2◦

Eccentricity e = 0.40 ± 0.02

For the B star, ωopt = ωX−180◦. Using the five data points (a, b, d, e, f), we calculate

γ = −72.3 ± 1.3 km s−1 and kopt = −12.5 ± 2.0 km s−1, with χ2 = 2.7 for 3 degrees of

freedom (Figure 5.5).

Camero Arranz et al. (2007) analyze the times of arrival of X-ray pulses and calculate

aX sin i = 80.81 ± 0.67 lt-s = (2.42 ± 0.02) × 107 km. Following Hilditch (2001, Equations

2.46, 2.50), we convert this to KX:

KX =
2π

(1− e2)1/2
aX sin i

P
(5.1)
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If we measure P in days, aX sin i in km and velocity in km s−1, we get:

KX =
7.27 × 10−5

(1− e2)1/2
aX sin i

P
(5.2)

= 152 ± 6 km s−1 (5.3)

For SAXJ2103.5+4545, the uncertainty is dominated by the uncertainty in e. Using our

best-fit value of Kopt, we get q = MX/Mopt = Kopt/KX = 0.082 ± 0.013. Assuming Mopt

≈ 17.5 M⊙, we get MX = 1.44 ± 0.14. Assuming a reasonable range of B0 V star masses

(Mopt = 17.5 ± 2 M⊙), we conclude MX = 1.4± 0.3 M⊙.

5.3 1H 2138+579

1H 2138+579 is a Be HMXB with a 66 s period transient X-ray pulsar. Observations by

Bonnet-Bidaud & Mouchet (1998) revealed a B1.5 Ve primary with foreground extinction

AV = 4.0 ± 0.3, corresponding to a distance d = 3.8 ± 0.6 kpc. The measured projected

rotational velocity vrot sin i = 460 km s−1 is close to the breakup velocities of B1-B2V stars

Figure 5.6. Blue side spectrum of the primary in 1H2138+579. Major H and He lines are marked.

Hβ is seen in emission, while Hγ has an emission core.
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Figure 5.7. Radial velocity measurements for 1H2138+579. I use a model atmosphere with

T=24,000 K, log(g)= 4.0, vrot = 500 km s−1. The orbital period is P = 20.85 d.

For this plot, data were folded with an arbitrarily selected heliocentric Julian date,

T0 = 2455015.866.

(Bonnet-Bidaud & Mouchet, 1998, and references therein). Assuming that the B star

rotation is aligned with the orbit, they conclude i > 65◦.

The blue side DBSP spectrum of 1H 2138+579 shows Hβ and Hγ in emission (Fig-

ure 5.6). The emission components likely arise from a “shell” or the disc around the Be

star. Their strength varies from epoch to epoch, and the emission often fills up the broader

absorption component from the stellar photosphere. He lines are relatively weak, as expected

in a B1–B2 V star.

Typical B1–B2 V stars have T = 20000−26000 K, log(g) = 4.0 (Cox, 2000). For velocity

measurements, we use Munari et al. (2005) model atmospheres with T = 24000 K, log(g)

= 4.0, vrot = 500 km s−1 and solar metallicity. We calculate the foreground extinction to

be AV = 3.7 ± 0.2, and hold it fixed at AV = 3.7 for RV measurements. The measured

velocities do not show any clear orbital trend (Table 5.1, Figure 5.7).

Assuming Mopt = 11 M⊙, MX = 1.5 M⊙, e = 0 and sin i = 0.95 (i = 72◦), we expect

Kopt ≈ 20 km s−1, comparable to values we have measured for other objects. We attribute

the non-detection of this signal to the variability of the H lines and the relatively low strength

of other lines. Further analysis is under way to try and circumvent this limitation.
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5.4 GROJ2058+42

GROJ2058+42 was discovered by the Compton Gamma Ray Observatory as a 198 s pulsar

(Wilson et al., 1998). It is a Be HMXB with a 55.03 d period, at distance of 9.0± 1.3 kpc.

The primary is a subgiant or a dwarf star of spectral class O9.5–B0 (Wilson et al., 2005),

with projected rotation velocity vrot sin i = 240±50 km s−1 (Kzlolu et al., 2007). Assuming

that the spin of the primary is aligned with the orbit, they constrain the inclination i to be

> 40◦ based on the break–up rotation velocity.

We obtained 36 spectra of GROJ2058+42 over the six epochs (Figure 5.8). We fit

Munari et al. (2005) model atmospheres to our observed spectra and calculate AV = 4.4±

0.4, consistent with AV = 4.3± 0.3 measured by Kzlolu et al. (2007). The data are best fit

by model atmospheres with T = 33000 − 35000 K and log(g) = 4.0, as expected from the

spectral type (Cox, 2000). Hence, we use model spectra with T = 33000 K, log(g)= 4.0,

vrot = 250 km s−1 and solar metallicity for measuring radial velocities (Table 5.1).

On folding the data on the orbital period, it is evident that the orbit is not circular, as

is the case with many Be HMXBs. The radial velocity solution to an eccentric orbit has

two additional parameters: eccentricity e and argument of periastron ω. We choose not

Figure 5.8. Blue side spectrum of the primary in GROJ2058+42. Major H and He lines are marked.
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Figure 5.9. Radial velocity measurements for GROJ2058+42. I use a model atmosphere with T =

33000 K, log(g) = 4.0, vrot = 250 km s−1. The orbital period is P = 55.03 d. For

this plot, I assumed e = 0.4, ω = 60◦, and got T0 = 52534.6 ± 0.5, γ = −102 ± 2,

Kopt = 26 ± 4. While these are reasonable parameters and values, that is too many

assumptions for 6 data points.

to fit a five parameter (Kopt, γ, T0, e, ω) solution to 6 data points. To demonstrate the

feasibility of such an approach, we show a representative fit in Figure 5.9. We assume the

values e = 0.4 and ω = 60◦, similar to SAXJ2103.5+4545, and calculate other parameters

from the RV data. We find T0 = 52534.6 ± 0.5, γ = −102 ± 2, and Kopt = 24 ± 4. While

these are reasonable values for the parameters, they are calculated by assuming values of e

and ω and as such, should not be taken at face value. The preferred approach would be to

obtain X-ray timing data to measure e, ω, T0 and the projected semi-major axis aX sin i.

Combining this information with our RV measurements, we can constrain the mass of this

neutron star.

In conclusion, the ongoing “X-Mas at Palomar” project has yielded constraints on

masses of two NSs (SAXJ2103.5+4545, IGRJ17544-2619), and has set the stage for a

third (GROJ2058+42). In the coming months, results for the six targets will be compiled

into a publication, increasing the sample size of NS–HMXB mass constraints by 50%.
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Chapter 6

Constraints on the Compact Object Mass in the

Eclipsing HMXB XMMUJ013236.7+303228
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aCahill Center for Astrophysics, California Institute of Technology, Pasadena, CA 91125, USA

bDepartment of Astronomy and Astrophysics, University of Toronto, 50St. George Street, Toronto, ON

M5S 3H4, Canada.

Abstract

We present optical spectroscopic measurements of the eclipsing High Mass X-ray Binary

XMMUJ013236.7+303228 in M 33. Based on spectra taken at multiple epochs of the 1.73 d

binary orbital period we determine physical as well as orbital parameters for the donor star.

We find the donor to be a B1.5IV sub-giant with rough uncertainty of 0.5 spectral in spectral

class and one luminosity class. The effective temperature is T = 22, 000−23, 000 K. From the

luminosity, temperature and known distance to M33 we derive a radius of R = 8.9±0.5 R⊙.

From the radial velocity measurements, we determine a velocity semi-amplitude of Kopt =

63 ± 12 km s−1. Using the physical properties of the B-star determined from the optical

spectrum, we estimate the star’s mass to be Mopt = 11 ± 1 M⊙. Based on the X-ray

spectrum, the compact companion is likely a neutron star, although no pulsations have yet

A version of this chapter has been submitted to the Astrophysical Journal. It is reproduced here with

permission from AAS.
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been detected. Using the spectroscopically derived B-star mass we find the neutron star

companion mass to be MX = 2.0 ± 0.4 M⊙, consistent with the neutron star mass in the

HMXB Vela X-1, but heavier than the canonical value of 1.4 M⊙ found for many millisecond

pulsars. We attempt to use as an additional constraint that the B star radius inferred from

temperature, flux, and distance, should equate the Roche radius, since the system accretes

by Roche lobe overflow. This leads to substantially larger masses: MX < 2.7+0.7
−0.6 M⊙

and Mopt < 18.9+2.0
−1.9 M⊙. We find from known systems that by applying this technique

in its simplest form the masses are consistently overestimated, and conclude that precise

constraints require detailed modeling of the shape of the Roche surface.

6.1 Introduction

The range of possible neutron star masses depends on many factors, such as the initial

mass of the progenitor’s stellar core, the details of the explosion (in particular mass ac-

cretion as the explosion develops), subsequent mass accretion from a binary companion,

and the pressure–density relation, or equation of state (EOS), of the neutron star matter.

On the low-mass end, producing a neutron star requires the progenitor’s core to exceed

the Chandrasekhar mass, which depends on the uncertain electron fraction. Theoretical

models place this minimum mass in the range Mcore & 0.9 – 1.3 M⊙ (Timmes et al., 1996).

The largest possible neutron star mass depends on the unknown physics determining the

EOS—for example whether kaon condensates or strange matter can from in the interior

(See, for example, Lattimer & Prakash, 2005). The highest-mass neutron star to date with

an accurate measurement weighs in at 1.97 ± 0.04 M⊙ (Demorest et al., 2010), which al-

ready rules out the presence of exotic hadronic matter a the nuclear saturation density

(Demorest et al., 2010; Lattimer et al., 2010).

Testing the predictions of supernova models, binary evolution models, and finding ob-

jects at the extremes of the mass spectrum require determining neutron star masses in a

variety of systems with differing progenitor masses and evolutionary history. Neutron stars

accompanying either a high-mass star or another neutron star are thought to have accreted

little to no matter over their lifetimes. In contrast, neutron stars in low-mass X-ray bina-

ries and millisecond pulsars, typically in close orbits around a white dwarf, have undergone

extended accretion periods that will make the current mass exceed that at birth. Different
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types of binaries will also have different average neutron star progenitor masses.

High mass X-ray binaries (HMXBs)—binaries containing a neutron star and a massive

(≃20 M⊙) companion–are particularly interesting systems in which to pursue mass mea-

surements. In most cases the neutron star progenitor will have been more massive than

the observed donor star, yielding a relatively high-mass pre-supernova core. Furthermore,

the NS mass will be close to the birth mass, since even for Eddington rates ≤ 0.1M⊙

can be accreted in the ∼ 107 yr lifetime of the OB companion. Indeed, among the five

HMXB with reasonably secure masses, one (Vela X-1) has M = 1.8 M⊙ (Barziv et al.,

2001; Quaintrell et al., 2003), indicating that this neutron star may have been born heavy.

Determining NS masses in HMXBs is, however, difficult. In compact object (NS–NS,

NS–white dwarf) binaries, highly precise mass measurements can be obtained from rela-

tivistic effects like the precession of periastron (Freire et al., 2008) or measurement of the

Shapiro delay (Demorest et al., 2010). In HXMBs, however, accurate mass measurements

are limited to eclipsing systems where orbital parameters for both the NS and its stellar

companion can be measured. For the NS this is done through X-ray or radio pulse timing,

and for the companion through radial velocity measurements derived from doppler shifts in

the stellar lines. In the event pulsations are not detected, the NS mass can still be deter-

mined if good spectra are available to estimate the mass of the optical component. In rare

cases where the distance to the binary is known, this provides an independent constraint

on the physical scale of the system—for example by calculating the absolute magnitude of

the components. However, calculating masses from such constraints is model dependent.

In this paper we present optical spectroscopic measurements of the donor star in the

eclipsing HMXB XMMUJ013236.7+303228 using the Low Resolution Imaging Spectro-

graph on the 10 m Keck-I telescope (LRIS; Oke et al., 1995) aimed at determining the mass

of the compact companion. XMMUJ013236.7+303228 was discovered by Pietsch et al.

(2004) in their XMM-Newton survey of M 33. In follow-up observations, Pietsch et al.

(2006) identified it as an eclipsing High Mass X-ray Binary with a 1.73 d period. The X-ray

spectrum is hard, and the shape implies that the compact object is a neutron star. However

we did not detect any pulsations in the X-ray data, so a black hole cannot be ruled out.

Shporer et al. (2006) discovered an optical counterpart (Figure 6.1) which shows variability

consistent with ellipsoidal modulation of the OB star. Given high quality spectra we are
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able to obtain a spectroscopic mass for the donor, and therefore determine the compact

object mass. Using the known distance to M33 combined with the B stars luminosity and

temperature we derive a physical radius, which we equate with the Roche radius based

on the observation that accretion is occurring via Roche lobe overflow. This provides an

additional orbital constraint that we use to independently estimate the compact object

mass.

Figure 6.1. A V-band CFHT image showing the optical counterpart to XMMUJ013236.7+303228,

located at α = 01h32m36.s94, δ = +30◦32′28.′′4 (J2000). The image was obtained from

CFHT online data archive, and a WCS was added using astrometry.net (Lang et al.,

2010).
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6.2 Observations And Data Reduction

We observed XMMUJ013236.7+303228 on UT 2009 October 16 and October 17, with

the Low Resolution Imaging Spectrograph on the 10 m Keck-I telescope (LRIS; Oke et al.,

1995), with upgraded blue (McCarthy et al., 1998; Steidel et al., 2004) and red cameras (Rockosi et al.,

2010), covering a wavelength range from 3,200 Å to 9,200 Å. We set up LRIS with the

600/4000 grism on the blue side and the 600/7500 grating on the red side, to get dis-

persions of 0.6 Å/pix and 0.8 Å/pix respectively Table 6.1. To maximize stability of the

spectra, we used the “stationary rotator mode,” where the instrument rotator was held

fixed near zero degrees rather than tracking the parallactic angle while observing. Atmo-

spheric dispersion was compensated for by the ADC (Atmospheric Dispersion Corrector).

We acquired a total of 28 spectra of the target, with exposure times ranging from 300 to

1800 seconds. The spectrophotometric standard EG 247 was observed for flux calibration.

The data were reduced in IRAF1. The spectra were trimmed and bias subtracted using

overscan regions. No flatfielding was applied. Cosmic rays were rejected using L.A.Cosmic

(van Dokkum, 2001). Atmospheric lines are stable to tens of meters per second (Figueira et al.,

2010), so the wavelength solution for the red side was derived using sky lines for each image.

For the blue side, the wavelength solution was derived from arcs taken at the start of the

night. The spectra were then rectified and transformed to make the sky lines perpendicular

to the trace, to ensure proper sky subtraction. The wavelength solutions for arcs taken at

various points during the night are consistent with each other to a tenth of a pixel, with only

an offset between different arcs. We corrected for this offset after extracting the spectra,

by using the 5577.34 Å [O I] line. The spectra were extracted with APALL, and fluxed with

data for EG 247 and the standard IRAF lookup tables. We further tweaked the fluxing by

using a EG 247 model spectrum from the HST Calibration Database Archive.2 We used

just one standard spectrum per night, and enabled airmass correction in IRAF during flux

calibration.

1http://iraf.noao.edu/ .
2ftp://ftp.stsci.edu/cdbs/current calspec/ .
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Table 6.1. Details of individual exposures

Image Name MJD Seeinga SNR Heliocentric Velocityb χ2 Notesc

arcsec km s−1

b091016 0062 55120.276 1.0 5.2 -106 ± 24 0.96 Rejected: Logs, Poor SNR

b091016 0063 55120.283 1.0 21.7 -49 ± 5 1.05 Selected

b091016 0064 55120.305 1.0 23.0 -32 ± 5 1.08 Selected

b091016 0066 55120.333 1.0 22.8 -57 ± 5 1.20 Selected

b091016 0080 55120.394 1.0 22.7 -101 ± 6 1.36 Rejected: Logs

b091016 0081 55120.418 1.0 8.7 -109 ± 15 0.99 Rejected: Poor SNR

b091016 0082 55120.425 1.1 20.1 -50 ± 6 1.16 Selected

b091016 0087 55120.457 1.1 13.7 -47 ± 9 1.09 Selected

b091016 0088 55120.474 1.4 4.2 -65 ± 30 1.14 Rejected: Logs, Poor SNR

b091016 0098 55120.501 1.2 18.3 -103 ± 6 1.08 Rejected: Logs

b091016 0099 55120.524 1.1 19.0 -68 ± 6 1.02 Selected

b091016 0106 55120.560 1.2 15.5 -131 ± 8 1.22 Selected

b091016 0108 55120.586 1.1 11.4 -119 ± 11 1.00 Selected

b091016 0109 55120.597 1.1 7.6 -162 ± 19 1.09 Rejected: Poor SNR

b091016 0110 55120.608 1.2 6.3 -128 ± 24 1.03 Rejected: Logs, Poor SNR

b091017 0057 55121.279 0.9 11.3 -42 ± 11 0.99 Rejected: Logs

b091017 0059 55121.305 0.7 18.8 -96 ± 6 0.94 Selected

b091017 0060 55121.327 0.9 19.6 -79 ± 6 0.93 Selected

b091017 0068 55121.367 0.8 22.5 -75 ± 5 0.93 Selected

b091017 0069 55121.389 0.8 22.5 -61 ± 5 0.97 Selected

b091017 0071 55121.419 1.0 19.5 -77 ± 6 0.99 Selected

b091017 0078 55121.457 1.0 19.7 -57 ± 6 0.95 Selected

b091017 0079 55121.478 1.1 16.9 -27 ± 7 1.03 Selected

b091017 0081 55121.507 1.1 18.0 -46 ± 7 0.98 Selected

b091017 0087 55121.541 1.1 17.2 -44 ± 7 1.02 Selected

b091017 0089 55121.567 1.1 15.1 -53 ± 8 1.03 Selected

b091017 0090 55121.589 1.1 8.7 -70 ± 13 0.89 Rejected: Poor SNR

b091017 0091 55121.600 1.1 8.4 -32 ± 15 0.88 Rejected: Poor SNR

Note. — LRIS was set up with a 1′′ slit, the D560 dichroic and clear filters on both red and blue arms. To

maximize stability, we used the stationary rotator mode. The 600/4000 grism gives a dispersion of 0.61 Å/pix

on the blue side. On the red side, we configured the 600/7500 grating at 27◦.70 (central wavelength 7151 Å),

and get dispersion of 0.80 Å/pix.

aSeeing was measured as the median FWHM of Gaussians fitted to the trace of the blue side spectrum at

several points.

bErrors quoted here do not include an additional 15 km s−1 error to be added in quadrature, due to motion

of star on the slit.
cSpectra were not included in the final analysis if either the observing logs mentioned that the star had

moved from the slit, or if the signal-to-noise ratio (SNR) per pixel in the extracted spectrum was below 10.
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Figure 6.2. Observed spectrum and best-fit model for XMMUJ013236.7+303228. The blue line is the average of the ten good spectra obtained on

UT 2009 October 17, shifted to the rest wavelength using velocities from Table 6.1. The spectrum is smoothed with a 5 pixel (3 Å)

boxcar for plotting. The red line is the best-fit template spectrum with T = 22000 K, log(g) = 3.5, vrot sin i = 250 km s−1, solar

metallicity. The template is reddened using AV = 0.395, and scaled appropriately. Shifting the spectra to the rest frame blurs out the

Ca II interstellar line and the 4430 Å interstellar band. The observed higher Balmer lines are less strong than those of the model,

suggesting that the surface gravity is slightly higher than log g = 3.5 (consistent with our estimated spectral type and with our fit

results; see text).
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Figure 6.3. Observed red spectrum for XMMUJ013236.7+303228. The blue line is the median combination of 48 spectra obtained on UT 2009

October 17, shifted to the rest wavelength using the velocity solution from Table 6.2. The flux axis differs from Figure 6.2. The

spectrum is smoothed with a 5 pixel (4 Å) boxcar for plotting. The source is much fainter than the sky in this wavelength region. For

reference, the green dashed line shows the extracted sky spectrum, scaled down by a factor of 100 for plotting. We do not use the red

side spectra for any fitting.
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The final spectrum is shown in Figures 6.2 & 6.3. The signal-to-noise ratio per pixel is

>10 for most blue side spectra (Table 6.1). The first night, we experienced some tracking

issues with the telescope, so the target did not remain well centered on the slit at all times.

A similar problem was experienced for the first exposure on the next night, where the object

was at a high airmass. In all following discussions, we reject some such spectra based on

observing logs, and spectra with signal-to-noise ratio per pixel of <10 (Table 6.1).

6.3 Donor Star Parameters and Orbit

We determine the best-fit stellar parameters and orbital solution using an iterative tech-

nique. First, we estimate a spectral type for the primary (donor) from individual spectra.

We use appropriate spectral templates to calculate the orbital solution (Section 6.3.2). Next,

we shift spectra to the rest frame and combine them to get a higher quality spectrum. We

calculate stellar parameters from this combined spectrum, and use a template spectrum

with these refined parameters to recalculate the velocities. In this section, we describe the

final iterations of both these steps.

6.3.1 Stellar Parameters

Based on photometry of XMMUJ013236.7+303228, Pietsch et al. (2009) estimate that the

companion is a 10.9 M⊙ object with Teff = 33000 K and log(g) = 4.5, with χ2 = 2.4 for

their best-fit model. They then assume a distance of 795 kpc to M33, and calculate that

the star has an absolute magnitude MV ∼ −4.1 and the line of sight extinction is AV = 0.6,

so derive a stellar radius of 8.0 R⊙.

We deduce the spectral type by comparing our spectra to Walborn & Fitzpatrick (1990)

and the Gray spectral atlas.3 The absence of He II lines (Figure 6.2) implies a spectral

type later than O, while the relative strengths of the Mg II 4482 Å/He I 4471 Å lines

point to a spectral type earlier than B3. The strength of He I lines, and a weak feature at

4420 Å indicate a spectral type around B1, for main sequence stars. A bump blueward of

H8 3889 Å is characteristic of spectral type B2. The weakness of C III 4650 Å, and the

relative strengths of C III/O II near 4650 Å refine the spectral type to between B1 and B2

3http://ned.ipac.caltech.edu/level5/Gray/frames.html .
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for both dwarfs and giants. Finally, the weakness of Si IV Hδ 4101 Å, gives a spectral type

of B1.5. To determine the luminosity class, we note that the O II 4415–4417 Å and Si III

4552 Å lines are present, but are weak as compared to He I 4387. We conclude that the

donor is a B1.5IV star, with rough uncertainties of 0.5 spectral classes and one luminosity

class.

Tabulated values of stellar parameters are usually provided for luminosity class III and

V stars. For B1.5V stars, T ≈ 23000 K, log(g) = 4.14, and MV = −2.8. For B1.5III

stars, T ≈ 22000 K, log(g) = 3.63, and MV = −3.4 (Cox, 2000). The B1.5IV target will

have values intermediate to these. This inferred temperature is significantly cooler than

T ∼ 33000 K reported by Pietsch et al. (2009). However, the absence of He II lines at, e.g.,

4541 and 4686 Å, clearly exclude such a high temperature.

The colors of a star depend on its temperature and surface gravity. These expected colors

can be compared to the observed colors to calculate the reddening and extinction. The

expected color is (B − V )0 = −0.224 for a 22000 K sub-giant star, and (B − V )0 = −0.231

for a 23000 K main sequence star (Bessell et al., 1998). From Pietsch et al. (2009), the

mean magnitudes are mg′ = 21.03± 0.02, mr′ = 21.36± 0.02. Using the Jester et al. (2005)

photometric transformations for blue, U − B < 0 stars,4 mV = 21.21 ± 0.03, (B − V )obs =

−0.09± 0.04. The color excess is E(B − V ) = (B − V )obs − (B − V )0 = 0.14± 0.04. Using

the standard ratio of total-to-selective extinction, RV = 3.1 we get AV = 0.43 ± 0.12. For

comparison, the foreground extinction to M33 is AV = 0.22.

We measure various stellar parameters by fitting our combined, fluxed spectrum with

model atmospheres (taking into account the instrumental broadening; see Section 6.3.2).

For a Roche lobe filling companion (discussed in Section 6.4), we expect a radius of 6–10 R⊙,

surface gravity log(g) ≃ 3.7 (consistent with our luminosity class), and projected rotational

velocity vrot sin i ≃ 250 km s−1. We use these values as starting points to select model

atmospheres from a grid calculated by Munari et al. (2005). These templates are calculated

in steps of 0.5 dex in log(g), so we use models with log(g) = 3.5, 4.0. For the initial fit,

we assume vrot sin i = 250 km s−1 and solar metallicity. The only free parameters are a

normalization and an extinction. We use extinction coefficients from Cox (2000), assuming

RV = 3.1. We find that the best-fit model for log(g) = 3.5 has T = 22100 ± 40 K and

4V = g − 0.59(g − r)− 0.01± 0.01; B − V = 0.90(g − r) + 0.21± 0.03.
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AV = 0.401(3), with χ2/DOF = 1.13 for 3600 degrees of freedom, while for log(g) = 4.0,

we get T = 23500 ± 50 K and AV = 0.425(3) with χ2/DOF = 1.22. The temperatures

are consistent with those expected for a B1.5 subgiant star, and the extinction is within

the range derived from photometric measurements. Pietsch et al. (2009) obtained a higher

extinction for the target, which explains why they estimated the source temperature to be

higher. Munari et al. (2005) templates are calculated in temperature steps of 1000 K in this

range. For further analysis, we use the best-fit template: log(g) = 3.5 and T = 22000 K.

Since log(g) is slightly higher than this value, for completeness we also give results using the

best fit template for log(g) = 4.0, which has T = 23000 K. For both these templates, the

best-fit extinction is AV = 0.395(3). We then keep T and log(g) constant and vary vrot sin i.

For both the log(g), T combinations, we measure vrot sin i = 260± 5 km s−1. Finally, using

the same templates but with varying metallicity, we get the best fits for [M/H] = 0. The

0.5 dex steps in [M/H] are too large to formally fit for uncertainties.

Next, we calculate the luminosity of the object to obtain a radius–temperature re-

lation. The distance modulus to M 33 is (m − M)M33 = 24.54 ± 0.06 (d = 809 kpc;

McConnachie et al., 2005; Freedman et al., 2001), which gives, accounting for the redden-

ing of AV = 0.4, MV = −3.74 ± 0.07. The bolometric luminosity of a star is related to its

temperature and radius by Lbol ∝ R2T 4. To obtain the visual luminosity, one must apply a

temperature-dependent bolometric correction, BC = Mbol−MV . Torres (2010) give formu-

lae for bolometric correction as a power series in log(T ). We calculate BC = −2.11(−2.21)

for T = 22000(23000) K (which are consistent with Bessell et al. (1998) tables for main

sequence stars.). After some basic algebra, we obtain:

5 log

(

R

R⊙

)

+ 10 log

(

T

T⊙

)

+BC(T ) = Mbol,⊙ −mV + (m−M)M33 +AV (6.1)

= 8.48 ± 0.07.

Here, Mbol,⊙ = 4.75 (Bessell et al., 1998). The resultant radius-temperature relationship

is shown in Figure 6.4. For T = 22000(23000) K, we infer R = 9.1(8.7) ± 0.3 R⊙. The

absolute magnitude and radius are both consistent with a B1.5 sub-giant.
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Figure 6.4. Radius–temperature constraint from the observed luminosity. We calculate the absolute

visual magnitude from the apparent magnitude, distance modulus and best-fit extinc-

tion. We then apply a temperature-dependent bolometric correction to calculate the

bolometric magnitude. For any given temperature in this range, the uncertainty in

radius is about 3%.
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6.3.2 Orbital Parameters

We measure the radial velocities of the B star using model stellar spectra by Munari et al.

(2005), as follows. For each observed spectrum, we measure the seeing using the width of

the spectral trace. We then generate an instrument response function by taking a Gaus-

sian matched to the seeing, truncating it at the slit size, and convolving it with the pixel

size. Fluxed synthetic spectra (templates) are convolved with this instrument response,

then redshifted to a test velocity. Then we redden the template using the measured value of

extinction, AV = 0.395, with coefficients from Cox (2000). We use IDL5 mpfit (Markwardt,

2009) to calculate the reddening and normalization to match this spectrum with the ob-

served spectrum, and measure the χ2. By minimizing the χ2 over test velocities, we find

the best-fit velocity and the error bars. This velocity is converted to a barycentric radial

velocity using the baryvel routine in Astrolib (Landsman, 1993). Table 6.1 lists the ra-

dial velocities for all spectra, measured using the best-fit stellar template: T = 22000 K,

log g = 3.5, [M/H] = 0.0 and vrot sin i = 250 km s−1.

Red side spectra are not useful for radial velocity measurement for several reasons. The

flux of the B star at redder wavelengths is lower than the blue wavelengths, and there

are fewer spectral lines in this range. Also, the background noise is higher, from the large

number of cosmic rays detected by the LRIS red side and from intrinsic sky emission. Hence,

all further discussion omits red side spectra.

We calculate an orbital solution for the B star using these radial velocities. Owing to

the short 1.73 d period of the system, we assume that the orbit must be circularized. The

orbital solution is then given by:

v(t) = γopt +Kopt sin

(

2π
t− T0

P

)

(6.2)

where γopt is the systemic velocity, Kopt is the projected semi-amplitude of radial velocity,

and T0 is the epoch of mid-eclipse. We adopt T0 = 2453997.476 ± 0.006 from Pietsch et al.

(2009). We obtain γopt = −80 ± 5 km s−1, and Kopt = 64 ± 12 km s−1. The best-fit has

χ2/DOF = 5.1 for 16 degrees of freedom, which is rather poor. We find that an additional

error term ∆v = 15 km s−1 needs to be added in quadrature to our error estimates to

5http://www.ittvis.com/ProductServices/IDL.aspx
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Figure 6.5. The radial velocity curve for XMMUJ013236.7+303228. Solid blue circles denote points

which were used in the final fit, and gray crosses are points which were rejected based

on observing logs or a signal-to-noise ratio under 10 (Table 6.1). The solid blue curve is

the best-fit orbital solution, and the dashed blue line is the mean systemic velocity.

obtain χ2
red = 1. We attribute this to movement of the star on the slit. If the target has

systematic offset of 0′′.1 from the slit center over the entire 30 min exposure, it shifts the line

centroids by about 0.45 pixels or 18 km s−1. For comparison, van Kerkwijk et al. (2011)

find a similar scatter (13 km/s−1) in their observations of a reference star when using LRIS

with a similar configuration (600/4000 grating, 0′′.7 slit). Future observations should orient

the spectrograph slit to obtain a reference star spectrum to correct for such an offset.

When we fit Equation 6.2 to data including the 15 km s−1 error in quadrature, we

obtain γopt = −80 ± 5 km s−1, and Kopt = 63 ± 12 km s−1 (Figure 6.5, Table 6.2). For

the epoch of observations, the uncertainty in phase is 0.019 d. If we allow T0 to vary, we

get T0,fit = 2453997.489 ± 0.019 (Heliocentric Julian Date), γopt = −77.8 ± 2.1 km s−1,

and Kopt = 59 ± 5 km s−1. These values are consistent with those obtained using the

Pietsch et al. (2009) ephemeris. Hence, for the rest of this paper, we simply assume their

best-fit value for T0.
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Table 6.2. System parameters for XMMUJ013236.7+303228

Property Value

From Pietsch et al. (2004)

Period (P ) 1.732479 ±0.000027

HJD of mid-eclipse (T0) 2453997.476 ±0.006

Eclipse half-angle (θe) 30◦.6 ±1◦.2

This work

Systemic velocity (γopt) −80 ±5 km s−1

Velocity semi-amplitude (kopt) 63 ±12 km s−1

HJD of mid-eclipse (T0) 2453997.489 ±0.019

Spectroscopically inferred

OB star spectroscopic mass (Mopt) 11 ±1 M⊙

NS mass (MX) 2.0 ±0.4 M⊙

Distance-based calculations

OB star mass (Mopt) 18. +2.0
−1.9 M⊙

NS mass (MX) 2.7 +0.7
−0.6 M⊙
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To investigate the sensitivity of the result to the choice of the stellar template, we repeat

the measurement with a variety of templates. We vary the temperature from O9 (33,000 K)

to B3 (18,000 K) spectral classes. As before, we use templates with log(g) = 3.5, 4.0;

vrot sin i = 250 km s−1 and solar metallicity. Repeating the orbit calculations for each of

these models, we find that the systemic velocity γopt may change between models being

fit: the extreme values are −77 ± 6 km s−1 and −90 ± 5 km s−1, a 1.7-σ difference. We

suspect that the reason for this variation is the difference in shape of the continuum, as the

extinction was held constant in these fits. For hotter templates with a steeper continuum,

the red side of a line has lower flux than the blue side, so lowest χ2 will be obtained at a

slightly higher redshift, as seen. The magnitude of this effect should be independent of the

intrinsic Doppler shift of the spectrum, and should not affect the velocity semi-amplitude

Kopt. This is indeed the case: Kopt is constant irrespective of templates. The extreme

values are 62 ± 12 km s−1 and 63 ± 12 km s−1, differing by less than 0.1σ. Dynamical

calculations depend only on Kopt, hence they are robust to the selection of template.

6.4 Component Masses

The general method for accurately determining masses in X-ray binaries (Joss & Rappaport,

1984) requires measuring the orbit for both components, as well has having a constraint on

the orbit inclination. In general, the mass (M1) of a component is expressed in terms of

five parameters: the orbital period P , the radial velocity semi-amplitude of the companion

(K2), the eccentricity e, the orbital inclination i and mass ratio q = M1/M2. The first

three parameters can be readily obtained by characterizing the orbit of either component

through pulse timing of the NS in the X-ray or radio, or by spectroscopically measuring the

radial velocity of the optical companion at optical or infra-red wavelengths. Determining

the mass ratio requires measuring orbital parameters for both components: q = K2/K1.

In an eclipsing system, the inclination can be constrained to be nearly edge-on (i ≈ 90◦),

with a lower limit derived from eclipse duration and Roche-lobe arguments. Using these

measurements, masses of both components in the system can be directly determined without

model assumptions (see for example, van der Meer et al., 2007; Mason et al., 2011b).

Because no pulsations have been detected from the compact object in XMMUJ013236.7+303228,

we need one more constraint in addition to the radial velocity semi-amplitude of the donor.
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In Section 6.4.1 we use the spectroscopically inferred mass of the secondary to calculate

mass of the secondary from the mass ratio. Because we know the distance to M33, and

hence to XMMUJ013236.7+303228, we can also estimate the physical size of the secondary

from the distance, its luminosity and temperature. This provides a cross check on the mass

determination derived from the spectroscopic donor mass (Section 6.4.2).

6.4.1 The Spectroscopic Method

In the following, we will denote the masses of the compact object and donor star by MX and

Mopt respectively. The mass of the compact object (MX) is related to the radial velocity of

the B star (Kopt) as follows:

MX =
K3

optP (1− e2)3/2

2πG sin3 i

(

1 +
1

q

)2

, (6.3)

where q = MX/Mopt is the ratio of masses, defined so that higher values of MX relate to

higher values of q. P is the orbital period of the binary, e is the eccentricity, and i is the

inclination of the orbit. For eclipsing systems, the inclination is constrained by,

sin i =

√

1− β2 (RL/a)
2

cos θe
, (6.4)

whereRL is the volume radius of the Roche lobe, a is the semi-major axis, and β is the Roche

lobe filling factor (Joss & Rappaport, 1984). For XMMUJ013236.7+303228, the eclipse

half-angle is θe = 30◦.6± 1◦.2 (Pietsch et al., 2009). Owing to the short orbital period, we

assume that the orbit is circular and the B star rotation is completely synchronized with

its orbit. For co-rotating stars, Eggleton (1983) expresses RL/a in terms of q:

RL

a
=

0.49q−2/3

0.6q−2/3 + ln(1 + q−1/3)
. (6.5)

The constant, relatively high X-ray luminosity, sustained over the non-eclipsed parts of

the orbit, strongly indicates that accretion is occurring via Roche lobe overflow. In Roche

lobe overflow, matter flowing through the Lagrangian point may form a disc around the

compact object before being accreted onto it. This disc can occult the compact object,

causing periods of low X-ray luminosity. Both these characteristics are seen in the X-ray
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lightcurves of XMMUJ013236.7+303228 (Pietsch et al., 2009). If mass is being accreted

onto an object in a spherically symmetric manner, the accretion rate is limited by the

Eddington rate, ṀEdd and the peak luminosity is LEdd/L⊙ = 3 × 104M/M⊙. For a 1.5 –

2.5 M⊙ compact object, LEdd = 1.8−3×1038 erg s−1. At its brightest, the source luminosity

in the 0.2 – 4.5 keV band was 2.0 × 1037 erg s−1—about 0.1LEdd. This luminosity was

sustained throughout Chandra ObsID 6387, which covered about 0.72 d of the non-eclipsed

orbit (Pietsch et al., 2009). Comparable flux was observed in the non-eclipsed parts of the

orbit (0.73 d) in Chandra ObsID 6385. Such high luminosity sustained over significant parts

of the orbit is not observed in wind-fed systems, which have typical luminosities an order of

magnitude smaller. Further, the short 1.73 d orbital period is not consistent with Be X-ray

binary or wind-fed systems. We conclude therefore the B star fills its Roche lobe.

The Roche lobe radius as a function of B star mass is plotted in Figure 6.6 for various

neutron star masses. For a Roche-filling companion, we infer 3.6 ≤ log(g) ≤ 3.8. For a

NS mass in the range 1.4–2.4 M⊙ and B star mass 8–20 M⊙, the B star radius lies in the

range 6–10 R⊙. Further, the assumed synchronous rotation requires the surface rotational

velocity to be in the range 200 km s−1 . vrot . 285 km s−1. These values are consistent

with those derived in Section 6.3.1.

Figure 6.7 plots MX as a function of Mopt, calculated by solving Equations (6.3), (6.4)

and (6.5) under known constraints. If we know Mopt, we can calculate MX. We use the

physical properties of the primary (Section 6.3.1) to estimate the mass of the primary

by comparing it with stellar evolutionary models, assuming that binary evolution has not

drastically changed the mass-luminosity relation. First, we place the primary on a HR

diagram (Figure 6.8) using models by Brott et al. (2011). We conservatively allow for a

0.5 mag error in luminosity. We also plot evolutionary tracks on a log(g)-T figure, to utilize

the stricter constraints on log(g) from Roche lobe arguments. From these plots, we see

that the primary is approximately a 15 Myr old, ∼ 11 M⊙ star. This is consistent with the

typical mass of a B1.5IV star (Cox, 2000).
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Figure 6.6. Mass–radius relation for the OB star. The solid lines show the Roche lobe radius for the

OB star, assuming a 2.4 M⊙ (upper blue line) and a 1.4 M⊙ (lower red line) neutron star.

The dashed green lines are contours for log(g) in steps of 0.5 dex, for which Munari et al.

(2005) synthetic spectra are available. In the range 3.5 < log(g) < 4.0, dotted log(g)

contours are separated by steps of 0.1 dex. The stars denote the masses and radii of

typical isolated B stars.
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Figure 6.7. The solid blue line shows the compact object mass (MX) as a function of OB star mass

(Mopt). Dashed blue lines are ±1-σ errors. The estimated mass of the B1.5IV primary

is 11 M⊙, marked by the vertical dotted line. The corresponding mass of the neutron

star is 1.86± 0.16 M⊙.
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Figure 6.8. Evolutionary tracks and isochrones for massive stars (adapted from Brott et al., 2011). Left panel: the conventional HR diagram with

luminosity and temperature. The primary star has 22000 K . T . 23000 K. We calculate luminosity from the observed mV , and

allow a 0.5 mag offset to calculate the lower limit (see discussion in Section 6.4.1). This region is shown by a shaded gray box. Right

panel: same, but plotted as log(g) versus T . log(g) for the primary is constrained from Roche lobe arguments (Section 6.3.1). From

both panels, we see that the primary is consistent with a 11 M⊙, 15 Myr object.
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For Mopt = 11 M⊙, we calculate MX = 2.0 ± 0.4 M⊙. From evolutionary tracks, we

estimate that the uncertainty in Mopt is ∼1 M⊙ (Figure 6.8), corresponding to ∆MX = 0.12,

much smaller than the uncertainty arising from ∆Kopt. Adding this in quadrature with with

uncertainty in the MX – Mopt conversion, we conclude MX = 2.0± 0.4 M⊙.

6.4.2 Masses From Roche Lobe Constraints

In Section 6.3.1, we calculated the radius of the primary from its apparent magnitude,

temperature and the distance to M33 (Equation (6.1)). Since the primary is filling its

Roche lobe, the stellar radius is equal to the Roche lobe radius (RL). This additional

constraint can be used in Equations (6.3) – (6.5) to solve for MX and Mopt.

We calculate the probability density function (PDF) of component masses as follows. For

every pair of assumed masses (MX, Mopt), we use the period P to calculate the semi-major

axis a. Then we calculate RL/a from Equation (6.5) and substitute it into Equation (6.4) to

calculate sin i. Using P , a and sin i we calculate the expected semi-amplitude of the radial

velocity:

K2 =
2πa sin i

P

MX

(MX +Mopt)
. (6.6)

Next, we calculate the probability for obtaining a certain value of RL and K2, given the

measured radius R (Section 6.3.1) and Kopt (Section 6.3.2):

P (RL,K2) = exp

(

−
(RL −R)2

2 ·∆R2

)

exp

(

−
(K2 −Kopt)

2

2 ·∆K2
opt

)

(6.7)

Here, we are making a simplifying assumption that the Roche volume radius (Equation (6.5))

is same as the effective radius from photometry (Equation (6.1)). We convert this PDF to a

probability density as a function ofMX, Mopt by multiplying by the Jacobian ∂(R,Kopt)/∂(MX,Mopt).

The results are shown in Figure 6.9. Red contours show the 68.3% and 95.4% confidence

intervals for masses for the best-fit template (log(g) = 3.5 and T = 22000 K). The panel on

the left shows the PDF for MX marginalized over Mopt. Similarly, the lower panel shows

the PDF for Mopt, marginalized over MX. In these panels, the the solid, dashed and dotted

lines show the peak and 68.3%, 95.4% confidence intervals respectively. We obtain MX =

2.7+0.7
−0.6 M⊙, and Mopt = 18.1+2.0

−1.9 M⊙. For completeness, fits for the less likely scenario

with log(g) = 4.0 and T = 23000 K are shown in blue. In this case, MX = 2.5 ± 0.6 M⊙,
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Mopt = 16.1+1.8
−1.7 M⊙.

To test the validity of this technique, we apply it to two well-studied targets: LMC X-4

and SMC X-1. We find that the basic application of our method is overestimating the

mass (Table 6.3). Part of this discrepancy is likely related to equating the Roche volume

radius to the effective photometric radius (Equation (6.7)). The Roche volume radius

(Equation (6.5)) is the radius of a sphere with the same volume as the Roche lobe of the

star. The effective photometric radius (Equation (6.1)) is the radius of a sphere with the

same surface area as the star. Since an ellipsoid has a larger surface area than a sphere

of the same volume, the actual Roche volume radius will be smaller than the effective

photometric radius. Using a larger radius for the Roche lobe increases the masses of both

the components in the binary.

Putting it another way, if we use the Roche volume radius to calculate the brightness

of the star, we will get a number lower than the observed brightness. A similar discrepancy

is observed by Massey et al. (2012) in massive binaries in the LMC. They find that the

absolute magnitude of LMC 172231 calculated using a spherical approximation is 0.45 mag

fainter than observed, while for the triple system [ST92]2-28, the numbers are consistent

within errors. Using system parameters derived by van der Meer et al. (2007), we find a

similar offset of 0.45 mag for LMC X-4 and 0.2 mag for SMC X-1. If we incorporate this

uncertainty by allowing offsets of 0–0.4 mag, we getMX = 2.2+0.7
−0.6 M⊙ andMopt = 13±4 M⊙.

Thus while this method has potential, more detailed modeling of the primary is clearly

required to accurately infer component masses.

6.5 Conclusion

From our spectroscopic measurements we find that the donor star in XMMUJ013236.7+303228

is a B1.5IV sub-giant with effective temperature T = 22000 − 23000 K. The higher tem-

perature, T = 33000 K reported by Pietsch et al. (2009) is inconsistent with the absence

of He II lines at, e.g., 4541 and 4686 Å in our spectra. Assuming a circular orbit, we

measure a mean systemic velocity γopt = −80 ± 5 km s−1 and velocity semi-amplitude

Kopt = 63 ± 12 km s−1 for the B star. M33 is nearly face-on, with recession velocity of

−179 km s−1 (de Vaucouleurs et al., 1991) - so this binary seems to be moving away from

the disc at 100 km s−1.
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Figure 6.9. Probability density plot for neutron star mass (MX) as a function of OB star mass (Mopt).

Red contours show the 68.3%, 95.4% and 99.7% confidence intervals for masses using the

best-fit template (log(g) = 3.5 and T = 22000 K). The panel on the left shows the PDF

for MX marginalized over Mopt. Similarly, the lower panel shows the PDF for Mopt,

marginalize over MX. In these panels, the the solid, dashed and dotted lines show the

peak and 68.3%, 95.4% confidence intervals respectively. We obtainMX = 2.61+0.32
−0.29 M⊙,

Mopt = 18.3+1.7
−1.6 M⊙, and MX > 2.0 M⊙ with 98.6% probability. Contours for the the

less likely scenario with log(g) = 4.0 and T = 23000 K are shown in blue. In this case,

MX = 2.43+0.30
−0.28 M⊙, Mopt = 16.4+1.5

−1.4 M⊙, and MX > 2.0 M⊙ with 95.1% probability.
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Table 6.3. System parameters for SMC X-1 and LMC X-4

Property SMC X-1 LMC X-4

Period (P ) 3.89 d 1.41 d

Pspin 0.708 s 13.5 s

aX sin i (lt-s) 53.4876 ±0.0004 26.343 ±0.016

Eclipse half-angle (θe) 26◦ – 30.5◦ 27◦ ±2◦

Mean systemic velocity (γopt) −191 ±6 km s−1 306 ±10 km s−1

Velocity semi-amplitude (kopt) 20.2 ±1.1 km s−1 35.1 ±1.5 km s−1

Companion spectral type B0I O8III

Companion Teff 29000 K 35000 K

Distance (d) 60.6 ±1 kpca 49.4 ±1 kpcb

Visual magnitude (mV )
c 13.3 ±0.1 14.0 ±0.1

Extinction (AV )
d 0.12 ±0.01 0.25 ±0.04

NS mass (MX)

van der Meer et al. (2007) 1.06 +0.11
−0.10 M⊙ 1.25 +0.11

−0.10 M⊙

Our calculation 1.32 +0.16
−0.14 M⊙ 2.05 +0.24

−0.23 M⊙

OB star mass (Mopt)

van der Meer et al. (2007) ≈ 15.7 M⊙ ≈ 14.5 M⊙

Our calculation 21.1 +3.2
−2.9 M⊙ 29.1 +4.8

−4.4 M⊙

Note. — Data from van der Meer et al. (2007).

aHilditch et al. (2005).

bFreedman et al. (2001).

cConservative 0.1 mag errors assumed.

dForeground extinction to galaxy only. Error bars are approximate, the dom-

inant uncertainty has been assigned to mV .
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Using the physical properties of the B star determined from our optical spectroscopy

we find a mass for the donor of Mopt = 11 M⊙. This mass is based on stellar evolution

models, and will be reasonably accurate so long as binary evolution has not significantly

altered the mass-luminosity relation. However, it is difficult to test this assumption based

on any available observations. Using this spectroscopic mass, we calculate the mass of

the compact object, MX = 2.0 ± 0.4 M⊙. This is higher than the canonical 1.4 M⊙ for

neutron stars, but comparable to masses of other neutron stars in X-ray binaries such as

the HMXB Vela X−1 (1.88 ± 0.13 M⊙; Barziv et al., 2001; Quaintrell et al., 2003) or the

Low Mass X-ray binaries Cyg X−2 (1.71±0.21 M⊙; Casares et al., 2010) and 4U 1822−371

(1.96±0.35 M⊙; MunozDarias et al., 2005). Since no pulsations have been detected we have

only indirect evidence, based on the X-ray spectrum, that the compact object is a neutron

star. However, the mass we derive here is smaller than would be expected for a black hole.

Based on the stable X-ray flux, we infer that the donor is transferring mass to the

neutron star by Roche lobe overflow. By equating the Roche lobe radius to physical radius

of R = 9.1(8.7) ± 0.3 R⊙, derived from the known distance to M33, combined with the

stellar luminosity and temperature, we derive an additional orbital constraint. From a

first pass calculation with a spherical approximation for the shape of the primary we get

MX = 2.7+0.7
−0.6 M⊙ and Mopt = 18.1+2.0

−1.9 M⊙. However, applying this technique to the well-

studied binaries LMX X-4 and SMC X-1, both of which have measured component masses,

we find this technique consistently overestimates the compact object mass. This is likely

because the Roche surface is not spherical but elongated, which is not taken into account in

our calculation. Future efforts to more accurately model the system geometry will improve

the accuracy of this technique, which is applicable to Roche lobe overflow systems with

known distances.
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Chapter 7

The White Dwarf Companion of a 2 M⊙ Neutron

Star

Varun B. Bhalerao and S. R. Kulkarni

Department of Astronomy, California Institute of Technology, Pasadena, CA 91125, USA

Abstract

We report the optical discovery of the companion to the 2 M⊙ millisecond pulsar PSR J1614–

2230. The optical colors show that the 0.5 M⊙ companion is a 2.2 Gyr old He–CO white

dwarf. We infer that Ṁ during the accretion phase is < 10−2 Ṁedd. We show that the

pulsar was born with a spin close to its current value, well below the rebirth line. The spin-

down parameters, the mass of the pulsar, and the age of the system challenge the simple

recycling model for the formation of millisecond pulsars.

7.1 PSR J1614–2230

PSR J1614–2230, a 3.15 ms pulsar, was discovered in a radio survey of unidentified EGRET

gamma ray sources using the Parkes Radio Telescope (Hessels et al., 2005). Subsequently,

X-ray emission from Newton XMM (Roberts et al., 2007) and γ-ray emission from Fermi

A version of this chapter was published in the Astrophysical Journal (Bhalerao & Kulkarni, 2011). It is

reproduced here with permission from AAS.
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Gamma Ray Large Area Space Telescope (Abdo et al., 2010) was detected. Like most mil-

lisecond pulsars (MSPs), PSR J1614–2230 is in a binary system. The circular orbit is

consistent with the pulsar having undergone mass transfer and spun up. The mass function

derived from pulsar timing indicated a companion with mass M2 > 0.4 M⊙ (Hessels et al.,

2005).

The system recently came into prominence when Demorest et al. (2010) reported the

mass of the pulsar to be 1.97±0.04 M⊙. The detection of such a massive neutron star (NS)

places very strong constraints on the equation of state of matter at extreme nuclear densities

(see, for example, Lattimer & Prakash, 2004, 2005). The rather exquisite precision of this

mass measurement was possible due to the orbit being almost perpendicular to the plane

of the sky. As a result, the Shapiro delay caused by the companion is very large, resulting

in a precise estimate of the mass of the companion, M2 = 0.500 ± 0.006 M⊙. The 8.7 day

orbital period is significantly shorter than ∼ 120 days expected for a low-mass X-ray binary

with such a massive secondary (Rappaport et al., 1995)—suggesting a peculiar evolutionary

history for this binary.

Given the importance of the result of Demorest et al. (2010) additional verification or

consistency checks of physical parameters of PSR J1614–2230 can be expected to be of

some value. A 0.5 M⊙ white dwarf (WD) at the inferred distance of PSR J1614–2230

(d ∼ 1.2 kpc), even if a few Gyr old, is within the reach of present-day optical telescopes.

It is this search for the WD that constitutes the principal focus of this Letter.

7.2 Observations at the W. M. Keck Observatory

We observed PSR J1614–2230 (Figure 7.1) in g and R bands using the imaging mode of

the Low Resolution Imaging Spectrograph (LRIS) on the 10 m Keck-I telescope (Oke et al.,

1995), with upgraded red1 and blue cameras (McCarthy et al., 1998; Steidel et al., 2004).

Several images were acquired at each target location, dithering the telescope by small

amounts between each exposure. The observing conditions on UT 2010 May 15 were poor

(seeing 1′′.4), so only data acquired on UT 2010 July 8 (R band seeing 0′′.85 FWHM) were

used in this analysis. The total exposure on this night was 960 s in the R band and 1010 s

in the g band. The plate scale is 0′′.135 pixel−1 for both cameras

1http://www2.keck.hawaii.edu/inst/lris/lris-red-upgrade-notes.html
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Table 7.1. Positions and magnitudes of reference stars

ID RA Declination mR
a mg

α− 16h14m δ − (−22◦)

A 36s.98(8) 29′18′′.78(11) 17.94(8) 18.73(3)

B 36s.29(7) 29′31′′.97(7) 17.71(8) 18.38(3)

C 35s.88(9) 30′18′′.70(10) 19.76(10) 20.41(4)

D 34s.39(5) 30′12′′.11(12) 19.15(8) 21.24(4)

Eb 35s.66 31′04′′.17 21.38(9) 22.04(5)

F 34s.92(16) 30′59′′.46(2) 20.18(9) 21.36(5)

Gb 37s.50 30′43′′.69 20.71(8) 21.87(4)

Q 36s.47(7) 30′35′′.90(4) (Saturated) 17.20(3)

R 35s.92(2) 30′30′′.45(1) 20.10(8) 20.94(4)

S 36s.50(10) 30′13′′.93(13) (Saturated) 17.75(3)

Note. — Stars A–G were used as reference stars for pho-

tometry. Right ascension and declination were obtained from

USNO-B1.0 unless otherwise specified.

aR band magnitudes calculated using SDSS magnitudes and

Jester et al. (2005) transformation equations (Section 7.2).

The numbers in parenthesis do not include a 0.03 mag un-

certainty in absolute calibration due to the transformations.

bCoordinates obtained from our final R-band science image.

The World Coordinate System for this image was calculated

using a total of 33 USNO-B1.0 stars (Section 7.2).
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Table 7.2. Coordinates of PSR J1614–2230 at different epochs

Method Epoch Ecliptic Ecliptic RA Declination

Longitude (λ) Latitude (β) α − 16h14m δ − (−22◦30′)

Timing J2005.63 245.78827556(5) −1.256744(2) 36s.5051(1) 31′′.080(7)

Timing J2000.00 245.78826025(12) −1.256697(5) 36s.5034(2) 30′′.904(19)

Timing J2007.32 245.78828015(6) −1.256758(2) 36s.5056(1) 31′′.132(9)

Chandraa J2007.32 · · · · · · 36s.50(15) 31′′.33(20)

Timing J2010.51 245.78828886(11) −1.256785(5) 36s.5067(2) 31′′.23(2)

LRIS J2010.51 · · · · · · 36s.50(16) 31′′.72(20)

Note. — The proper motion of the pulsar as obtained from timing observations is

µλ = 9.79(7) mas yr−1, µβ = −30(3) mas yr−1. This proper motion is used to estimate

the ecliptic coordinates of the pulsar at the epoch of the Chandra and LRIS observations.

The right ascension and declination are calculated from ecliptic coordinates using the Euler

program in IDL. The equinox in all cases is J2000.

aBore-sight corrected coordinates. The target and the reference source “E” are detected

in the Chandra image. We extract source coordinates using celldetect. We assume that

the Chandra coordinate system and our R-band coordinate solution are related by a simple

offset with no rotation. Using the X-ray and R-band coordinates of source E, we calculate

that the offset is αX −αR = 0′′.21, δX − δR = −0′′.20 and correct the target position using

this offset.
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The images were processed using IRAF. After bias correction and flat fielding, cosmic

rays were rejected using L.A.Cosmic (van Dokkum, 2001). The images were then aligned

with xregister and averaged to produce the final image for each band (see Figure 7.1).

A World Coordinate System was calculated using USNO-B1.0 stars in the field, with the

imcoords package. Using 33 stars in the field, for the final R-band image we obtained an

RMS error of 0′′.14 in right ascension (R.A.) and 0′′.20 in declination, adding up to a radial

error of 0′′.24. For the final g-band image, the residuals were 0′′.13 and 0′′.18 for R.A. and

declination, respectively, giving a total error of 0′′.22.

We measured fluxes with aperture photometry using the IDL APPHOT package. For each

night, we measured the seeing (FWHM) and set the aperture to one seeing radius (Mighell,

1999). We extracted the sky from an annulus 5–10 seeing radii wide. We had observed

nearby a Sloan Digital Sky Survey (SDSS; York et al., 2000) field2 with the same settings as

the science field. The calibration field was observed immediately after the science exposures,

and had airmass 1.4 as compared to 1.6 for the target. We used the magnitudes of six

stars from that field to calculate the photometric zero point and calibrated six reference

stars in the science field (Figure 7.1, Table 7.1). R band magnitudes were calculated using

photometric transformations3 prescribed by Jester et al. (2005) for stars with Rc−Ic < 1.15.

The typical uncertainty in g-band magnitudes for stars with mg ∼ 20 is 0.03 mag. In R

band we have ∆mR = 0.07 for mR ∼ 20, including the uncertainty in the transformations.

7.3 Detection of an Optical Counterpart

In the vicinity of the nominal pulsar position, we find a faint source (labeled “P”) in the R

band (Figure 7.1). We do not detect anything within 1′′ of the target in the g band. The

optical coordinates of this source, the timing position of the pulsar and a proposed X-ray

counterpart are summarized in Table 7.2. To compare this with the source location, we first

have to correct for the 33 mas yr−1 proper motion of the source. The LRIS source P is about

0′′.50 South of the pulsar position (extrapolated for the epoch of LRIS observations). Given

the 0′′.24 (1-σ) astrometric uncertainty of the optical images, this position is consistent with

the location of the pulsar.

2Calibration SDSS field: α = 17h19m10s.10, δ = −14◦38′46′′.0.
3Photometric transforms: V = g − 0.59(g − r)− 0.01 ± 0.01 and V −R = 1.09(r − i) + 0.22± 0.03.
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The density of objects brighter than star P in this field is 0.02 arcsecond−2. Using

the 0′′.85 seeing FWHM as the mean diameter of stars, we calculate a false identification

probability of 1%. The excellent astrometric coincidence and the low probability of chance

coincidence embolden us to suggest that star P is the optical counterpart of PSR J1614–

2230.

Counterpart P is located only 4′′.2 from the 16.3 mag star USNO-B1.0 0674-0429635,

and is contaminated by the flux in the wings of its point-spread function. The proximity to

this bright source will bias both the photometry and the astrometry of the counterpart. To

calculate the bias, we injected fake Gaussian sources with FWHM matched to the seeing

and brightness comparable to the faint object. We then measured the coordinates and

magnitude of the injected source using the same procedure as for the faint object. We

find that for separations ≈ 4′′.2, the recovered position is systematically pulled towards the

bright star by 0′′.1–0′′.2. This is small enough that we do not apply this correction. The

same exercise led us to derive the photometric bias. The de-biased R-band magnitude of P

is mR = 24.3 ± 0.1.

To infer properties of the WD, we need to calculate its absolute magnitude. To calculate

the optical extinction, we assume that the ratio NH/Ne is constant along the line of sight

in the direction of PSR J1614–2230. The dispersion measure (DM) for PSR J1614–2230 is

34.5 pc cm−3 (Demorest et al., 2010), and the total DM in this direction is 104 pc cm−3 (Cordes & Lazio,

2002)—about a factor of three higher than the pulsar DM. This implies that the pulsar is be-

hind approximately one third of the galactic absorbing column. We can then scale the total

R band extinction in this direction (AR,total = 0.65; Schlegel et al., 1998) to get AR = 0.22.

We assume λeff = 0.47 µm for the g band4, and use the standard reddening law with

RV = 3.1 to get Ag = 0.34 (Cox, 2000).

Demorest et al. (2010) use the DM to estimate that PSR J1614–2230 is at a distance

d = 1.2 kpc. For this distance, the extinction-corrected R-band absolute magnitude is

MR = 13.7 ± 0.1. Furthermore, they place a lower limit of 900 pc on the distance, using

pulsar parallax from timing measurements. The corresponding absolute magnitude is MR =

14.3 ± 0.1.

4http://www.sdss.org/dr6/instruments/imager/index.html#filters
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Figure 7.1. Top: R band LRIS image of the PSR J1614–2230 field. The expected location of the

target for epoch 2010.52 is shown by two horizontal lines just below the center of the

image. The CCD shows considerable blooming in rows and columns around bright stars.

The hexagonal mirror shape gives six diffraction spikes separated by 60◦. To avoid

contamination of the target by these artifacts from the bright star Q, we set the position

angle to 300◦. Bottom: R-band (left) and g-band (right) images of PSR J1614–2230.

The target (P) is detected in the R band at α = 16h14m36s.50, δ = −22◦30′31′′.72 and

is marked with thick horizontal lines. There is a 0′′.33 offset between the expected and

observed positions of the target (Table 7.2). The target is not detected in the g-band,

but the R band location is marked for reference. The diagonal streak in the R image is

a bad CCD column.
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Figure 7.2. Inferred parameters for PSR J1614–2230 as a function of distance. The gray or dotted

regions show the error bars on each parameter. Top left: The absolute R-band magnitude

of the WD. Top right: WD cooling age inferred from Chabrier et al. (2000). The kink

at 3 Gyr may be a result of granularity of the tables. Bottom left: the intrinsic period

derivative (Ṗ ) in the pulsar frame, corrected for the Shklovskii effect. Since the pulsar

cannot be spinning up, the values of Ṗ < 0 are unphysical and are shown as the dotted

area. The maximum distance to the pulsar is inferred to be 1540 pc. Lower right:

the initial spin period of the pulsar. Birth periods slower than the current period are

excluded.
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7.4 Pulsar age and birth spin period

The measured mass (0.5 M⊙) and the inferred absolute magnitude (MR ≈ 13.7) when

applied to WD cooling models (Chabrier et al., 2000) lead to an age of τWD ∼ 2.2 Gyr. For

such a WD, the expected absolute magnitude in other bands is MB = 14.6 and MV = 14.1.

This gives mg ≈ 25.0, consistent with our non detection.

As per the standard evolutionary model for MSPs, the NS in PSR J1614–2230 was spun

up by accretion from a low- or intermediate-mass companion star. The accretion stopped

when the companion decoupled from its Roche lobe and became a WD. At this point, the

MSP started spinning down by radiating energy. The spin-down age of the MSP is thus

equal to the cooling down age of the WD.

The period of the pulsar at birth (Pinit), its spin-down age (τ), present-day period (P )

and period derivative (Ṗ ) are related to each other as follows:

τ =
P

(n− 1)Ṗ

[

1−

(

Pinit

P

)n−1
]

(7.1)

where n is the “braking index” for the pulsar, with n = 3 appropriate for a dipole radiating

into vacuum. Thus, the period at birth is given by

Pinit = P

[

1−
τṖ (n − 1)

P

]1/(n−1)

(7.2)

The measured period derivative of a pulsar (Ṗobs) is always higher than its true pe-

riod derivative (Ṗ ) owing to transverse motion (Shklovskii, 1970). The corrected period

derivative is Ṗ = Ṗobs − Pµ2d/c, where d is the distance and µ is the proper motion.

Demorest et al. (2010) measure µ = 32(3) mas yr−1 for PSR J1614–2230. Using the nomi-

nal distance d = 1.2 kpc, Ṗ = 4.8× 10−22 s s−1.

The DM inferred distance is quite uncertain, so it is useful to consider the dependence

of all parameters on distance. Figure 7.2 shows the range of values for the R-band absolute

magnitude (MR), the WD cooling age (τWD), the intrinsic period derivative in the pulsar’s

frame (Ṗ ) and the initial spin period (Pinit). Since there is no energy injection to the pulsar

now, it must be currently spinning down. This implies Ṗ ≥ 0 and allows us to calculate

an upper limit on the distance to the pulsar: dmax = 1540 pc (1-σ). The last panel in
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Figure 7.3. Pulsar P–Ṗ diagram. Period derivatives are corrected for the Shklovskii effect. Some

interesting systems are labeled. Filled symbols are pulsars in globular clusters, whose

Ṗ may be affected by the dense environment. Circles denote NS binaries with mass

measurements. The dashed lines are the pulsar rebirth lines Ṗ = (Ṁ/Ṁedd)1.1 ×

10−15 s−4/3P 4/3 (Arzoumanian et al., 1999) for Ṁ/Ṁedd = 1, 10−1 and 10−2. The

location of PSR J1614–2230 on this plot depends on the distance (see Section 7.4).

Were the pulsar to be at 900 pc, it would be born at the star symbol and evolve toward

its present-day location, the hollow circle marked “E”. If instead it is at 1200 pc, the

birth location is shown by the upward triangle, which also coincides with its present-day

location. The solid curve passing through the star and the upward triangle denotes all

possible birth locations for PSR J1614–2230. The system evolves through the shaded

gray area to its present-day location on the vertical line through E and the upward

triangle.
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Figure 7.2 shows Pinit ≥ 2.75 ms. We conclude that the pulsar in PSR J1614–2230 must

have been born with a period close to the current observed value.

The birth spin period of a NS is governed by an equilibrium between the ram pressure of

the accreting material and the magnetic field. NSs spun up by accretion at the Eddington

rate (Ṁedd) are reborn as MSPs on the “rebirth line” (Arzoumanian et al., 1999). Figure 7.3

shows this rebirth line on a P–Ṗ diagram, along with current positions of various pulsars

from the ATNF database (Manchester et al., 2005). Also shown are rebirth lines for pulsars

accreting at 10−1Ṁedd and 10−2Ṁedd. For a pulsar radiating as a dipole, the PṖ product

remains constant through its lifetime. Thus, we can calculate the initial spin-down rate of

the pulsar: Ṗinit = PṖ/Pinit, where Pinit comes from Equation 7.2. If PSR J1614–2230 is

at 900 pc, then it would have been born with Ṗinit = 3.1× 10−21 s s−1 and Pinit = 2.84 ms.

This value is indicated with a star. The pulsar then evolves toward the lower right, to the

circle marked “E”. Similarly, the birth parameters for the pulsar assuming d = 1.2 kpc are

shown by the upward triangle—it is nearly coincident with the current parameters of the

pulsar for this distance. Other possible birth locations for the pulsar lie along the solid

line passing through the star and triangle. The gray region shows all possible positions

that PSR J1614–2230 can have occupied in its lifetime. It is clear that the pulsar was born

well below the rebirth line, and the mean accretion rate during the spin-up phase (the final

major accretion phase) was lower than 10−2Ṁedd.

Two groups have run detailed simulations of the evolution of PSR J1614–2230. The

Lin et al. (2011) model and the preferred model of Tauris et al. (2011) are qualitatively

similar: the system begins as an intermediate mass X-ray binary consisting of a NS and a

∼ 4 M⊙ main-sequence secondary, which evolves to form a CO WD with an He envelope.

The secondary accretes mass onto the NS in three phases. The first phase (A1) is a thermal

timescale mass transfer at super-Eddington accretion rates, where the NS gains little mass.

The next phase (A2) is on a nuclear timescale (∼ 35 Myr), when the secondary is burning

H in the core and envelope. During this phase, the accretion rates are upto about a tenth of

the Eddington limit. During the final accretion phase (phase AB), the secondary is burning

He in its core and H in an envelope. This causes the radius of the donor star to expand,

triggering accretion at near-Eddington rates for 5–10 Myr. The NS gains the most mass

during this phase. For typical NS parameters, accreting 0.1–0.2 M⊙ is enough to spin them
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up millisecond periods (Kiziltan & Thorsett, 2010). Hence, the near-Eddington accretion

in phase AB should spin the pulsar up all the way to the rebirth line. This is inconsistent

with our inferred birth position of PSR J1614–2230.

If the stellar evolution models are correct, then there is a problem with the standard

formation scenario of MSPs (Radhakrishnan & Srinivasan, 1982; Alpar et al., 1982). In

essence, the birth period depends on factors other than the magnetic field strength and

accretion rates. For instance, Bildsten (1998, 2003) proposes that accretion induces a

quadrupole moment Q in the NS. The NS then loses angular momentum by gravitational

wave radiation. Since the magnetic fields do not play any significant role in this model,

the rebirth line becomes irrelevant, and PSR J1614–2230 may start its life anywhere on

the P–Ṗ diagram. In summary, the birth of PSR J1614–2230 away from the rebirth line

requires reconsideration of angular momentum loss mechanisms.

Going forward, on-going radio observations (pulsar timing and VLBI) should improve

the parallax and thereby decrease the uncertainty in the inferred Ṗ and thus better locate

the pulsar in the P -Ṗ diagram. The scattered light from light Q, while bothersome to the

present observations, provide an opportunity to use adaptive optics to measure the near-IR

fluxes of the WD. Grism spectroscopy with Hubble Space Telescope can potentially reveal

the presumed H+He layer posited by stellar evolutionary models of Tauris et al. (2011).
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Chapter 8

Conclusions and Future Work

When we started the X-Mas survey, masses had been measured for only six neutron stars in

high-mass X-ray binaries. To date, we have contributed three of the dozen known masses

in this list (Figure 8.1). Our measurements fully support the initial hypothesis that NSs in

HMXBs have a wide spread in masses. X-Mas is an ongoing program, and we will add a

Figure 8.1. All known masses of neutron stars in HMXBs. Red ⋆ indicate mass measurements

discussed in this thesis, blue • are measurements in literature. For Vela X-1, OAO 1654–

415, IGR J18027–2016 and EXO1722–363, the solid and hollow symbols correspond

edge-on and Roche-filling systems respectively. For references see Table 4.1.
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few more measurements to this list.

Neutron star mass measurements have come to a stage where they provide critical

feedback to fundamental physics. The recent discovery of a two solar mass neutron star

(Demorest et al., 2010) has ruled out some equations of state which preclude the existence

of such heavy NSs (Figure 4.1). We can push these limits futher by finding heavier NSs

or improving constraints on the existing heavy candidates like 4U 1700−37 (Clark et al.,

2002) and XMMUJ013236.7+303228 (Chapter 6). For instance, the discovery of a 2.5 M⊙

object can rule out most proposed EOSs, leaving only a few candidates like MS0 and MS2

(Lattimer & Prakash, 2007).

Beyond constraints on the EOS, an intriguing open question is the paucity of compact

objects in the 2.5 – 6 solar mass regime (e.g., Remillard & McClintock, 2006; Özel et al.,

2010). While all neutron stars have masses . 2.5 M⊙, the six stellar-mass black holes with

dynamical mass measurements are all heavier than 6 M⊙ (Figure 8.2). This gap in masses

of compact objects persists even after accounting for lower limits on masses of other black

holes (Özel et al., 2012). While fundamental physics sets the maximum mass for a NS, it

does not rule out the formation of, say, a four solar mass black hole. Instead, this gap must

arise from the astrophysical scenarios in which black holes form. This gap also suggests the

possibility that the distribution of NS masses will probably not have a sharp cutoff governed

by fundamental physics. Instead, the formation mechanisms pertaining to core collapse of

massive stars do not form compact objects in this regime. More and more robust neutron

star mass measurements will enable us to confirm or refute the existence of this gap.

Over the course of this project, we have developed and refined methods for obtaining

accurate radial velocity measurements of OB stars. We learned some important lessons

along the way, which will help us in planning any future observations. For planning the

observing runs, wherever possible, we will choose the spectrograph position angle to place

a reference star on the slit along with the target. We can measure the velocity of the

target with respect to this star, to overcome systematic errors in data analysis. We will

also consider using multi-slit spectrographs for this purpose. In previous observing runs,

we obtained calibration arc data at the position of each target. In data analysis we dis-

covered that DBSP and LRIS have very stable wavelength solutions, so we can save time

by skipping this step, and obtaining more arc lamp exposures and flat fields at the start
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Figure 8.2. Masses of Black Holes: Dynamical measurements have yielded masses for only six stellar

mass BHs (magenta data points, top). Lower limits on mass are known for several other

systems (blue data points). There are no known compact objects with masses in the

range of three to six solar masses. Image reproduced with permission from Özel et al.

(2012).
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of the night. It was useful to split the total observing time for a target into multiple ex-

posures. In case there were problems like tracking issues or bad readout during any of

the exposures, it does not ruin the complete data for that target for that night. We also

learned several lessons in data reduction and analysis, which often involved reprocessing

data to get better results. I have compiled these in a separate document, available online

at http://authors.library.caltech.edu/31417.

This field is in an exciting phase now, with several developments favoring the exploration

of NS masses. Integral is continuing to finding new X-ray binaries. The upcoming AstroSat

and NuSTAR missions will enable X-ray timing measurements for many such systems.

Beyond X-ray binaries, extensive radio surveys are studying neutron stars for projects like

Nanograv. Serendipitously discovered NS binaries in such systems can also be studied to

measure NS masses. This ever increasing sample of neutron star masses will help us better

understand neutron stars from the context of both: fundamental physics and astrophysics.

http://authors.library.caltech.edu/31417
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Appendix A

The Polar Catalysmic Variable

1RXS J173006.4+033813

Varun B. Bhaleraoa, Marten H. van Kerkwijka,b, Fiona A. Harrisonc, Mansi

M. Kasliwala, S. R. Kulkarnia,Vikram R. Ranac

aDepartment of Astronomy, California Institute of Technology, Pasadena, CA 91125, USA

bOn sabbatical leave from Department of Astronomy and Astrophysics, University of Toronto, 50St.

George Street, Toronto, ON M5S 3H4, Canada.

cSpace Radiation Laboratory, California Institute of Technology, Pasadena, CA 91125, USA

Abstract

We report the discovery of 1RXS J173006.4+033813, a polar cataclysmic variable with a

period of 120.21 min. The white dwarf primary has a magnetic field of B = 42+6
−5 MG,

and the secondary is a M3 dwarf. The system shows highly symmetric double peaked

photometric modulation in the active state as well as in quiescence. These arise from

a combination of cyclotron beaming and ellipsoidal modulation. The projected orbital

velocity of the secondary is K2 = 390 ± 4 km s−1. We place an upper limit of 830 ± 65 pc

on the distance.

Keywords: binaries: close—binaries: spectroscopic—novae, cataclysmic variables—stars:

individiual (1RXS J173006.4+033813)—stars: variables: other

A version of this chapter was published in the Astrophysical Journal (Bhalerao et al., 2010). It is

reproduced here with permission from AAS.
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A.1 Introduction

Cataclysmic Variables (CVs) are close interacting binary systems in which a white dwarf

(WD) accretes material from a Roche lobe filling late-type secondary star (Warner, 1995;

Hellier, 2001). In most non-magnetic CVs (B < 104 G), the material lost from the secondary

does not directly fall onto the WD because of its large specific orbital momentum: instead,

it settles down in an accretion disc around the WD.

The accretion disc is the brightest component of the CV due to the large gravitational

energy release in viscous accretion. The disc dominates the emission from the WD and

donor over a wide wavelength range.

On the other hand, the accretion geometry in magnetic CVs is strongly influenced by

the WD magnetic field. Magnetic CVs are broadly divided into two subclasses: Polars

and Intermediate Polars (IPs). Polars usually show a synchronous or near synchronous

rotation of WD with the orbital motion of the binary system and have high magnetic

fields (B > 10 MG) (for a review, see Cropper, 1990). In IPs the WD rotation is far

from synchronous and typically have magnetic field, B < 10 MG (for a review, see Hellier,

2002). The strong magnetic field in polars deflects the accretion material from a ballistic

trajectory before an accretion disc can form, channeling it to the WD magnetic pole(s).

The infalling material forms a shock near the WD surface, which produces radiation from

X-rays to infrared wavelengths. Electrons in the ionized shocked region spiral around the

magnetic field lines and emit strongly polarized cyclotron radiation at optical and infrared

wavelengths. Polars exhibit X-ray on (high) and off (low) states more frequently than the

other variety of CVs (Ramsay et al., 2004).

1RXS J173006.4+033813 (hereafter 1RXS J1730+03) is a Galactic source that is highly

variable in the optical and X-ray, exhibiting dramatic outbursts of more than 3 magnitudes

in optical. It was discovered by the ROSAT satellite during its all-sky survey (Voges et al.,

1999). Denisenko et al. (2009), in the course of their investigation of poorly studied ROSAT

sources, reported that USNO-B1.0 object 0936-00303814 which is within the 10′′ (radius)

localization of the X-ray source showed great variability (∆R of up to 3 mag) in archival data

(Palomar Sky Survey; SkyMorph/NEAT). During certain epochs the source appears to have

been undetectable (mR > 20 mag). Denisenko et al. (2009) undertook observations with

Kazan State University’s 30-cm robotic telescope and found variability on rapid timescales
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of 10 minutes.

In this paper, we report the results of our photometric, spectroscopic and X-ray follow-

up of 1RXS J1730+03.

A.2 Observations

A.2.1 Optical Photometry

We observed 1RXS J1730+03 with the Palomar Robotic 60-inch telescope (P60; Cenko et al.,

2006) from UT 2009 April 17 to UT 2009 June 5, and with the Large Format Camera (LFC;

Simcoe et al., 2000) at the 5 m Hale telescope at Palomar on UT 2009 August 26. Here we

give details of the photometry.

We define a photometric epoch as observations from a single night when the source

could be observed. We obtained 28 epochs with the P60, subject to scheduling and weather

constraints. A typical epoch consists of consecutive 90–120 s exposures spanning between

30–300 minutes (Table A.1). We obtained g ′, r ′, i ′ photometry on the first and third

epochs. After the third epoch, we continued monitoring the source only in i ′ band.

We reduced the raw images using the default P60 image analysis pipeline. LFC im-

ages were reduced in IRAF1. We performed photometry using the IDL2 DAOPHOT pack-

age (Landsman, 1993). Fluxes of the target and reference stars (Figure A.1) were extracted

using the APER routine. For aperture photometry, the extraction region was set to one see-

ing radius, as recommended by Mighell (1999). The sky background was extracted from an

annular region 5–15 seeing radii wide. We used flux zero points and seeing values output

by the P60 analysis pipeline. Magnitudes for the reference stars were calculated from a few

images. The magnitude of 1RXS J1730+03 was calculated relative to the mean magnitude

of a 9 reference stars for LFC images, and 15 reference stars for P60 images (Table A.2).

The LFC images (Figure A.1) resolve out a faint nearby star (mi′ = 20.8), 3′′.4 from the

target. The median seeing in P60 data is 2′′.1 (Gaussian FWHM): so there is a slight con-

tribution from the flux of this star to photometry of 1RXS J1730+03. We do not correct

for this contamination. The statistical uncertainty in magnitudes is ∼ 0.2 mag for P60 and

1http://iraf.noao.edu/
2http://www.ittvis.com/ProductServices/IDL.aspx
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Table A.1. Photometry of 1RXS J1730+03

Date (UT) HJD Filter namea Exposure time (sec) Magnitude Errorb

20090417 54938.832278 g ′ 120 20.8 0.13

20090417 54938.835488 i ′ 90 19.39 0.05

20090417 54938.838696 g ′ 90 20.75 0.13

20090417 54938.839953 i ′ 90 19.17 0.05

20090417 54938.841212 g ′ 90 20.67 0.13

20090417 54938.842469 i ′ 90 19.1 0.05

20090417 54938.843727 g ′ 90 20.63 0.12

· · · · · · · · · · · · · · · · · ·

20090826 55069.691401 lfci′ 60 20.4 0.05

20090826 55069.693218 lfci′ 60 20.04 0.06

Note. — This table is available in a machine readable form online. A part of the table is

reproduced here for demonstrating the form and content of the table.

aFilters g ′, r ′ and i ′ denote data acquired at P60 in the respective filters, lfci′ denotes

data acquired in the i ′ band with the Large Format Camera at the Palomar 200” Hale

telescope

bRelative photometry error. Values do not include an absolute photometry uncertainty

of 0.16 mag in the g ′ band, 0.14 mag in the r ′ band and 0.06 mag in the i ′ band. Absolute

photometry is derived from default P60 zero point calibrations.
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Table A.2. Photometry of reference stars for 1RXS J1730+03

Identifiera Right Ascension Declination g ′ magnitude r ′ magnitude i ′ magnitude

A 262:30:21.99 03:38:37.5 15.861 ± 0.003 15.600 ± 0.003 15.341 ± 0.003

B 262:30:14.57 03:37:11.0 17.372 ± 0.009 17.153 ± 0.006 16.872 ± 0.008

C, 10 262:32:45.57 03:37:17.0 16.879 ± 0.006 16.691 ± 0.005 16.423 ± 0.006

D, 9 262:32:13.84 03:38:03.0 18.161 ± 0.016 17.929 ± 0.010 17.660 ± 0.013

E 262:31:00.31 03:38:31.3 18.518 ± 0.020 17.462 ± 0.007 16.811 ± 0.007

F 262:30:55.06 03:37:26.4 18.530 ± 0.022 18.158 ± 0.012 17.816 ± 0.016

G, 8 262:31:57.98 03:38:03.9 18.621 ± 0.022 18.259 ± 0.012 17.905 ± 0.016

H 262:30:41.22 03:38:32.8 16.770 ± 0.006 16.081 ± 0.004 15.688 ± 0.004

I 262:29:45.31 03:38:43.7 17.661 ± 0.011 17.302 ± 0.007 16.969 ± 0.008

1 262:32:01.97 03:40:28.3 · · · · · · 17.059 ± 0.035

2 262:31:44.94 03:39:48.6 · · · · · · 19.855 ± 0.043

3 262:32:31.60 03:39:32.4 · · · · · · 19.148 ± 0.039

4 262:32:33.94 03:38:59.4 · · · · · · 17.622 ± 0.033

5 262:32:11.15 03:38:39.0 · · · · · · 20.777 ± 0.049

6 262:31:35.94 03:38:29.5 · · · · · · 19.843 ± 0.026

7 262:31:07.21 03:37:57.9 · · · · · · 19.057 ± 0.026

11 262:31:55.09 03:36:45.4 · · · · · · 17.471 ± 0.030

12 262:31:40.33 03:36:34.5 · · · · · · 16.339 ± 0.044

13 262:33:19.44 03:36:21.2 · · · · · · 18.006 ± 0.030

14 262:31:45.44 03:36:12.4 · · · · · · 18.085 ± 0.048

15 262:32:18.64 03:35:48.1 · · · · · · 17.392 ± 0.055

Note. — This table is available in a machine readable form online. A part of the table is reproduced here for

demonstrating the form and content of the table.

aThe letters A–I denote stars used in photometry of P60 data, numbers 1–15 denote reference stars used in photom-

etry of LFC images (Figure A.1, Section A.2.1).

bRelative photometry error. Values do not include an absolute photometry uncertainty of 0.16 mag in the g ′ band,

0.14 mag in the r ′ band and 0.064 mag in the i ′ band. Absolute photometry is derived using default P60 zero point

calibrations.
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∼ 0.05 mag for LFC, and the systematic uncertainty is 0.16 mag in the g ′ band, 0.14 mag

in the r ′ band and 0.06 mag in the i ′ band.

The resultant lightcurves are shown in Figures A.2, A.3 & A.4. Table A.1 provides the

photometry.

A.2.2 Spectroscopy

We obtained optical and near-infrared spectra of 1RXS J1730+03 at various stages after

outburst (Figure A.5). The first optical spectra were taken 13 days after the first pho-

tometric epoch. We used the Low Resolution Imaging Spectrograph on the 10 m Keck-

I telescope (LRIS; Oke et al., 1995), with upgraded blue camera (McCarthy et al., 1998;

Steidel et al., 2004), covering a wavelength range from 3,200 Å – 9,200 Å. We acquired

more optical data 34 days after outburst, with the Double Beam Spectrograph on the 5 m

Hale telescope at Palomar (DBSP; Oke & Gunn, 1982). We took 5 exposures spanning one

complete photometric period, covering the 3,500 Å – 10,000 Å wavelength range. We took

late time spectra covering just over one photometric period for the quiescent source with

the upgraded LRIS3. At this epoch, we aligned the slit at a position angle of 45 degrees

to cover both the target and the contaminator, 3′′.4 to its South West (Figure A.1). We

also obtained low resolution J-band spectra with the Near InfraRed Spectrograph on the

10 m Keck-II telescope (NIRSPEC; McLean et al., 1998). 12 spectra of 5 minutes each

were acquired, covering the wavelength region from 11,500 Å – 13,700 Å. For details of the

observing set up, see the notes to Table A.5.

We analyzed the spectra using IRAF and MIDAS4 and flux calibrated them using ap-

propriate standards. Wavelength solutions were obtained using arc lamps and with offsets

determined from sky emission lines. Figure A.6 shows an optical spectrum from each epoch,

while the IR spectrum is shown in Figure A.7.

The second LRIS epoch had variable sky conditions. Here, we extracted spectra of

the aforementioned contaminator. This object is also a M-dwarf, hence both target and

contaminator spectra will be similarly affected by the atmosphere. We estimate the i ′

magnitude of the contaminator in each spectrum, and compare it to the the value measured

3http://www2.keck.hawaii.edu/inst/lris/lris-red-upgrade-notes.html
4Munich Image Data Analysis System; http://www.eso.org/sci/data-processing/software/esomidas/
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Figure A.1. Finder chart for 1RXS J1730+03 (α = 17h30m06s.19, δ = +03◦38′18′′.8). This i ′ band

image was acquired with the Large Format Camera (LFC) at the 5 m Hale telescope

at Palomar. Stars numbered 1–15 in red are used for relative photometry in LFC data.

Stars labeled A–I in blue are used for relative photometry in P60 data (Section A.2.1).

The green circle shows the 5′′ extraction region used for calculating UVOT fluxes. The

circle includes a contaminator, 3′′.4 to the South-West of the target.
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Table A.3. Observation log for Swift ToO observations of 1RXS J1730+03.

Obs ID Start Date & Time Stop Time Exposure Filter Wavelengtha Magnitude Flux Flux

(s) (Å) (µJy)

00035571001 2006 Feb 9 16:56:43 18:42:00 1106 UVM2 2231 17.9±0.1 31±2b 51±3

XRT 0.02c 0.06 (5 keV)

00031408001 2009 May 3 18:28:56 19:02:12 1964 UVM2 2231 20.44±0.21 3.04±0.59b 5.05±0.99

00031408002 2009 May 4 18:34:04 22:12:54 4896 UVW1 2634 20.14±0.10 3.47±0.32b 8.04±0.75

00031408003 2009 May 6 03:02:21 15:36:33 5621 UVW2 2030 21.48±0.17 1.38±0.22b 1.93±0.30

XRT <0.002c <0.006 (5 keV)

aEffective wavelength for each filter for a Vega-like spectrum (Poole et al., 2007).

bFlux in the units of 10−17 erg cm−2 s−1 A−1.

cCounts s−1 in 0.5-10 keV.
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Figure A.2. P60 photometry of 1RXS J1730+03. Top panel: Epoch 1 photometry in g ′ and i ′

bands. Bottom panel: Epoch 3 photometry in r ′ and i ′ bands.
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Figure A.3. i ′ band P60 photometry of 1RXS J1730+03, for Epochs 1 to 28. The source was in

outburst in Epoch 1 and slowly faded into quiescence. The error bars denote relative

photometry errors and do not include an absolute zero point error of 0.064 mag (§ A.2.1).

The solid blue line denotes the best fit sinusoid to the photometric data. The dashed

green line is added to show the relative phase of the source in outburst, these epochs

were not used for fitting the lightcurve.
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from the LFC images to estimate and correct for the extinction by clouds.

A.2.3 X-ray and UV Observations

We observed the 1RXS J1730+03 with the X-ray telescope (XRT) and the UV-Optical

Telescope (UVOT) onboard the Swift X-ray satellite (Gehrels et al., 2004) during UT 2009

May 3-6 for a total of about 12.5 ks. The level-two event data was processed using Swift

data analysis threads for the XRT (Photon counting mode; PC) using the HEASARC FTOOLS5

software package. The source was not detected in the X-ray band.

We follow the procedures outlined by Poole et al. (2007) for analyzing the UVOT data.

The measured fluxes are given in Table A.3. The contaminator is within the recommended

5′′ extraction radius. Hence, flux measurements are upper limits.

Shevchuk et al. (2009) had observed 1RXS J1730+03 on UT 2006 February 9 with the

Swift satellite as a part of investigations of unidentified ROSAT sources. They detected

the source with a count rate of 0.02 counts s−1. The best-fit power law has a photon index

Γ = 1.8 ± 0.5 and a 0.5–10 keV flux of 1.2 × 10−12 erg cm−2 s−1. After converting to

the ROSAT bandpass assuming the XRT model parameters, this value is approximately a

factor of two lower than the archival ROSAT flux. They report a much higher UV flux

in their observations, which suggests that the source was in an active state during their

observations.

The column density inferred from the XRT data is low, NH ∼ 7 × 1020 cm−2. From

ROSAT data, this column density corresponds to AV = 0.39, which gives AUVM2 =

0.84 (Cox, 2000). For comparison, Schlegel et al. (1998) give the Galactic dust extinc-

tion towards this direction (l = 26.◦7, b = 19◦.7) to be E(B−V ) = 0.141 mag (AV = 0.44),

corresponding to a column density of about 8× 1020 cm−2.

A.3 Nature Of The Components

The optical spectra (Figure A.6) show rising flux towards the red and blue ends of the

spectrum: indicative of a hot (blue) and cool (red) component. The red part of the spectrum

shows clear molecular features, characteristic of late type stars. The blue component is

5http://heasarc.gsfc.nasa.gov/ftools/; Blackburn (1995)
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Figure A.4. i ′ band LFC photometry of 1RXS J1730+03 in quiescence, 131 days after we first saw

high variability. The variations have the same phase and period as observed during

outburst. See Figure A.3 for details.

devoid of any prominent absorption/emission features. From the overall spectral shape we

infer that 1RXS J1730+03 is a CV.

A.3.1 Red Component

The red component of 1RXS J1730+03 is typical of a late type star. In Figure A.8, we

compare the red side spectrum of 1RXS J1730+03 with several M-dwarfs. From the shape

of the TiO bands at 7053 Å – 7861 Å, we infer that the spectral type to be M3±1. This

is consistent with the relatively featureless J band spectrum (McLean et al., 2003). The

spectral type indicates an effective temperature of 3400 K (Cox, 2000). The presence of a

sodium doublet at 8183/8195 Å implies a luminosity class V.

We also fit the spectrum with model atmospheres calculated by Munari et al. (2005).

For late type stars, these models are calculated in steps of ∆T = 500 K, ∆ log g = 0.5 and

∆[M/H] = 0.5. We use model atmospheres with no rotational velocity (Vrot = 0 km s−1)

and convolve them with a kernel modeled on the seeing, slit size and pixel size. We ignore

the regions contaminated by the telluric A and B bands (7615 Å and 6875 Å). The un-

known contribution from the white dwarf was fit as a low order polynomial. We correct for

extinction using AV = 0.39 from X-ray data (Section A.2.3). To measure log g, we use the
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Table A.4. Locations of cyclotron harmonics.

Harmonic Measured Measured Inferred

number Wavelength Frequency Wavelengtha

(Å) (Hz) (Å)

7 3540 8.4 × 1014 3664

6 4440 6.7 × 1014 4275

5 5180 5.7 × 1014 5130

4 6770 4.4 × 1014 6413

3 8225 3.6 × 1014 8551

2 · · · · · · 12826

1 · · · · · · 25653

aCalculated from the best fit magnetic field strength, B = 42 MG

spectrum in the 8,000 Å – 8,700 Å region, which is expected to have fairly little contamina-

tion from the blue component. This region includes the Ca II lines at 8498, 8542 Å and the

Na I doublet, which are sensitive to log g. We then fit the spectra in the 6,700 Å – 8,700 Å

range to determine the temperature and metallicity. The best fit model has T = 3500 K,

log g = 5.0 and solar metallicity, consistent with our determination of the spectral type.

Kolb et al. (2001) state that unevolved donors in CVs follow the spectral type–mass

relation of the zero age main sequence, as the effects of thermal disequilibrium on the

secondary spectral type are negligible. For a M3 star, this yields a mass of 0.38 M⊙. As

the secondaries evolve, the spectral type is no longer a good indicator of the mass and

gives only an upper limit on the mass. The lower limit can simply be assumed to be the

Hydrogen-burning limit of 0.08 M⊙.

A.3.2 Blue Component

The blue component of 1RXS J1730+03 is consistent with a highly magnetic white dwarf.

The blue spectrum is suggestive of a hot object, but does not show any prominent absorp-
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Figure A.5. Photometric evolution of 1RXS J1730+03 in i ′ band. Data for each epoch was fit with a

sinusoid with the same period for all epochs. In contrast to Figures A.3 & A.4, the phase

was allowed to vary independently for each epoch. Top: average i ′ magnitude for each

P60 observation epoch, as a function of time. Blue arrows mark spectroscopy epochs.

Bottom: semi-amplitude of sinusoidal variations as a function of the corresponding mean

i ′ magnitudes for each epoch.
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LRIS (090430)

DBSP (090521)

LRIS (090616)

Figure A.6. Temporal evolution of 1RXS J1730+03 spectra. Some spectra are not corrected for

Telluric absorption, the affected regions are diagonally hatched. The first spectrum

was obtained 13 days after we measured high variability, the second after 34 days, and

the lowermost spectrum after 60 days. The spectra show broad Balmer features which

evolve with time. The M-dwarf features (TiO, Na I) are clearly seen at all times.
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tion/emission features. Hα is seen in emission, but other Balmer features are not detected.

The spectrum (Figure A.6) shows cyclotron humps, suggesting the presence of a strong

magnetic field. The polar nature of the object is supported by the absence of an accre-

tion disc, and the transition from an active state to an off state in X-rays (Section A.1,

Section A.2.3).
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Figure A.7. Keck NIRSPEC spectrum of 1RXS J1730+03. The spectrum is flat and nearly feature-

less, as expected for early M stars.

For analyzing the WD spectrum, we subtracted a scaled spectrum of the M-dwarf GL 694

from the composite spectrum of 1RXS J1730+03. The resultant spectrum (Figure A.9)

clearly shows cyclotron harmonics. The hump seen in the J-band spectrum (Figure A.7)

is also inferred to be a cyclotron harmonic. A detailed modeling of the magnetic field

is beyond the scope of this work, but we use a simple model to estimate the magnetic

field. We fit the cyclotron humps with Gaussians and measure the central wavelengths

(Table A.4). We then fit these as a series of harmonics, and infer that the cyclotron

frequency is νcyc = 1.17 × 1014 Hz. The magnetic field in the emission region is given by,

B = (νcyc/2.8 × 1014 Hz) · 108 G = 42× 106 G.

As a conservative error estimate, we consider the worst case scenario where our identified

locations for the cyclotron humps are off by half the spacing between consecutive cyclotron

harmonics. Using this, we estimate the errors on the magnetic field: B = 42+6
−5 MG.
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Figure A.8. Comparison of red part of 1RXS J1730+03 spectrum with M-dwarf spectra. Some

spectra are not corrected for Telluric absorption, the affected regions are diagonally

hatched. Prominent bands (TiO, CaH) and lines (Hα, Na I) are marked. Comparing

the shape of the TiO bands at 7053–7861 Å and the shape of the continuum redwards

of 8200 Å, we infer that spectral type of the red component to be M3. The presence of

a sodium doublet at 8183/8195 Å implies a luminosity class V.
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Figure A.9. Blue component spectra of 1RXS J1730+03, showing the 12 late-time LRIS exposures

(Section A.2.2, Table A.5). The spectroscopic phase at mid-exposure is indicated for

each spectrum. Dotted lines show spectra are obtained by subtracting a scaled spectrum

of GL 694 from spectra of this binary. The overlaid solid lines are smoothed versions

of the same spectra. Vertical dashed cyclotron humps at 4440 Å, 5180 Å, 6770 Å &

8225 Å. The cyclotron harmonic numbers (#3 – #6) are indicated in bold red. Two

more cyclotron humps are seen in other spectra: a feature at 3540 Å (Figure A.6), and

a J-band feature (Figure A.7).



161

A.4 System Parameters

A.4.1 Orbit

We use the best fit Munari et al. (2005) model atmosphere to measure radial velocities

of the M-dwarf. We vary the radial velocity of the model, and minimize the χ2 over the

6,500 Å – 8,700 Å spectral region, excluding the telluric O2 bands. After a first iteration,

the spectra are re-fit to account for motion of the M-dwarf during the integration time. For

the 12 spectra taken at the second LRIS epoch, we also measure the radial velocity for the

contaminator star on the slit, and find it to be constant. This serves as a useful test for

our radial velocity measurement procedure. The barycentric corrected velocities are given

in Table A.5.

We fit a circular orbit (v2 = γ2 +K2 sin([2π(t− t0)]/P )) to the measured velocities. We

define the superior conjunction6 of the WD as phase 0.

The 2009 June 16 spectroscopic data (Table A.5) give an orbital period Pest = 123 ±

3 min. We then use the photometric variability (Section A.4.2) to determine an accurate

period in this range. Next, we refine the solution with velocity measurements from the other

two spectroscopic epochs. The best-fit solution gives a period P = 120.2090 ± 0.0013 min

and K2 = 390± 4 km s−1 (Table A.6, Figure A.10).

Figure A.11 shows sections of the last epoch spectra around Hα and the Na I doublet

at 8184/8195 Å. The Na I doublet clearly matches the velocity of the M-dwarf in the orbit,

but the Hα emission seems to have a smaller velocity amplitude. A possible explanation

for this is that the Hα emission comes from the M-dwarf surface that is closest to the WD,

which may be heated by emission from the white dwarf or the accretion region.

A.4.2 Photometric Variability

The lightcurve of 1RXS J1730+03 shows clear periodicity (Figures A.2–A.4), with two peaks

per spectroscopic period. Most of the photometric data was acquired in the i ′ band, which

contains contribution from both the M-dwarf and a cyclotron harmonic from the emission

region near the WD.

A Fourier transform of the data (Figure A.12) shows a strong peak at sixty minutes.

6When the WD is furthest from the observer along the line of sight.
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Figure A.10. Velocity measurements 1RXS J1730+03. The best-fit solution gives P = 120.2090±

0.0013 min, γ2 = −48± 5 km s−1 and K2 = 390± 4 km s−1 (Section A.4.1)
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Figure A.11. Velocity modulation of Hα and the 8184/8195 Å Na I doublet. The spectra are offset

by 2 × 10−17 erg cm−2 s−1 for clarity. The wavelengths are converted into velocities

using the rest wavelengths 6563 Å and 8195 Å respectively. The vertical dotted line

marks the radial velocity of the binary barycenter. The short dashed lines mark the

radial velocities measured by fitting the complete spectrum. The Na I absorption

follows the radial velocity of the M-dwarf, but Hα seems to have a smaller velocity

amplitude.
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Table A.5. Radial velocity of the M-dwarf.

Heliocentric JD Exposure time Barycentri Instrument

Radial Velocity

(s) ( km s−1)

2454952.08721 1020 −398 ± 34 LRISa

2454952.10067 1020 −195 ± 22 LRISa

2454952.11179 600 109± 16 LRISa

2454972.92923 600 55± 92 DBSPb

2454972.93818 900 −258 ± 112 DBSPb

2454972.94896 900 −324 ± 69 DBSPb

2454972.95956 900 −430 ± 105 DBSPb

2454972.96875 600 −42± 150 DBSPb

2454998.99566 210 −421 ± 11 LRISc

2454998.99969 300 −438± 9 LRISc

2454999.00418 300 −417± 9 LRISc

2454999.00850 300 −361± 9 LRISc

2454999.01283 300 −266 ± 10 LRISc

2454999.01715 300 −163 ± 12 LRISc

2454999.02147 300 −32± 12 LRISc

2454999.02580 300 98± 15 LRISc

2454999.03012 300 186± 10 LRISc

2454999.03448 300 290± 17 LRISc

2454999.03880 300 336± 13 LRISc

2454999.04317 300 344± 13 LRISc

a Low Resolution Imaging Spectrograph on the 10 m Keck-I tele-

scope (Oke et al., 1995), with upgraded blue camera (McCarthy et al.,

1998; Steidel et al., 2004). Settings: Blue side: 3,200 Å – 5,760 Å,

grism with 400 grooves/mm, blaze 3,400 Å, dispersion 1.09 Å pixel−1,

R ∼ 700. Red side: 5450 Å–9250 Å, grating with 400 grooves/mm,

blaze 8,500 Å, dispersion 1.16 Å pixel−1, R ∼ 1,600. Dichroic: 5,600 Å,

slit: 1′′.0.

b Double Spectrograph on the 5 m Hale telescope at Palo-

mar (Oke & Gunn, 1982). Settings: Blue side: 3,270 Å–5700 Å, grating

with 600 lines/mm, blaze 4,000 Å, dispersion 1.08 Å pixel−1, R ∼ 1,300.

Red side: 5,300 Å–10,200 Å, grating with 158 grooves/mm, blaze

7,500 Å, dispersion 4.9Å pixel−1, R ∼ 600. Dichroic: D55 (5500 Å),

slit: 1′′.5.
c Low Resolution Imaging Spectrograph on the 10 m

Keck-I telescope, with upgraded blue and red cameras;

http://www2.keck.hawaii.edu/inst/lris/lris-red-upgrade-notes.html.

Settings: Blue side: 3,300 Å – 5,700 Å, grism with 400 grooves/mm,

blaze 3,400 Å, dispersion 1.09 Å pixel−1, R ∼ 700. Red side:

6,760 Å – 8,800 Å, grating with 831 grooves/mm, blaze 8200 Å,

dispersion 0.58 Å pixel−1, R ∼ 1,800. Dichroic: 5,600 Å, slit: 1′′.0.
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Table A.6. Orbital velocity parameters of the M-dwarf.

Parameter Value

γ2 ( km s−1) −48± 5

K2 ( km s−1) 390± 4

t0 (HJD) 54998.9375 ± 0.0003

P (min) 120.2090 ± 0.0013
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Figure A.12. Upper panel: Fourier transform of all i ′ data. Lower panel: expected Fourier trans-

form for a pure sinusoidal variations with a period of 60.11 min, obtained by scaling

and convolving the Fourier transform of the window function with a delta function

corresponding to the best-fit period.
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We interpret this as a harmonic of the orbital period. To determine the exact period, we

analyze the data as follows. As the object has a short orbital period, we convert all times

to Heliocentric Julian Date for analysis. We fit a sinusoid (m0 + mA sin([2π(t − t0)]/P ))

to each epoch, allowing m0 and mA to vary independently for each epoch, but we use the

same reference time t0 and period P for the entire fit. The mean magnitude is correlated

with the amplitude (Figure A.5). Note that the amplitude measured for the sinusoidal

approximation for each epoch is always less than the actual peak-to-peak variations of the

source during that epoch, as expected. The source is in the active state in the first few

epochs, and we exclude epochs 1 – 5 from the fit, to avoid contamination from the accretion

stream and/or the accretion shock.

The best-fit solution is overplotted in blue in Figures A.3 & A.4. Since epochs 1 – 5 were

not included in the fit, a sinusoid is overplotted in dashed green to indicate the expected

phase of the variations. The best-fit period is 60.1059 ± 0.0005 minutes. This formally

differs from the spectroscopically determined orbital period by 2.1σ. However, this error

estimate includes only statistical errors. There is some, difficult to determine, systematic

error component in addition, so we do not claim any significant inconsistency.

Periodic photometric variability for 1RXS J1730+03 can be explained as a combination

of two effects: cyclotron emission from the accretion region and ellipsoidal modulation. The

active state is characterized by a higher mass transfer rate from the donor to the WD, and

results in higher cyclotron emission. This emission is beamed nearly perpendicular to the

magnetic field lines, creating an emission fan beam. For high inclination systems, the ob-

server crosses this fan beam twice, causing two high amplitude peaks per orbit (Figure A.2).

In the active state when the emission is dominated by cyclotron radiation, the minimum

leads the superior conjuntion by ∼ 47◦.

In ellipsoidal modulation, and the photometric minima coincide with the superior con-

junction. It is observed that in quiescence, the photometric minimum leads the superior

conjunction of the white dwarf by ∼ 14◦. This suggests that the 0.29 ± 0.13 mag varia-

tion is caused by a combination of ellipsoidal modulation and cyclotron emission from the

accretion region.
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A.4.3 Mass Ratio

The semi-amplitude of the M-dwarf radial velocity, K2, gives a lower limit on the mass of

the white dwarf. For a circular orbit, one can derive from Kepler’s laws that:

M1,min =
PK3

2

2πG
= 0.52 M⊙ (A.1)

Tighter constraints can be placed on the individual component masses M1, M2 by

considering the geometry of the system. Eggleton (1983) expresses the volume radius R2 of

the secondary in terms of the mass ratio q = M2/M1:

R2

a
=

0.49q2/3

0.6q2/3 + ln(1 + q1/3)
(A.2)

where the separation of the components is given by a = [P 2G(M1+M2)/4π
2]1/3 . Thus for a

fixed period P , R2 depends only on M2. The radius of the white dwarf is much smaller than

that of the M-dwarf. Hence, the M-dwarf will eclipse the accretion region if the inclination

of the system is i < sin−1(R2/a). Figures A.3, A.4 show that we do not detect any eclipses

in the system.

Figure A.13 shows the allowed region for 1RXS J1730+03 in a WD mass–M-dwarf

mass phase space. The orange dotted region is excluded as the orbital velocity would be

greater than the measured projected velocity. The red hatched region is excluded by non-

detection of eclipses. The allowed mass of the primary ranges from the minimum mass

(M1 > 0.52 M⊙) to the Chandrashekhar limit. The mass of the secondary is bounded

above by the ZAMS mass for a M3 dwarf (M2 = 0.38 M⊙).

For a given M2 and a known orbital period, we can determine the radius of the secondary

using Equation (A.2), and can calculate the surface gravity (log g). For 0.38 M⊙ & M2 &

0.05 M⊙, log g ranges from 5.1 to 4.8. This is consistent with log g = 5.0 for the best fit

M-dwarf spectrum (Section A.3.1).

The donor stars in CVs are expected to co-rotate. For 1RXS J1730+03, the highest

possible rotational velocity v sin i is ∼ 160 km s−1 for a 0.38 M⊙, 0.27 R⊙ M-dwarf and

a 1.1 M⊙ WD (Figure A.13). v sin i will be lower if the WD is heavier or if the M-dwarf

is lighter. To measure rotational broadening in the spectra, we use a higher resolution

(R = 20, 000) template of the best-fit model from Zwitter et al. (2004). We take a tem-
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Figure A.13. The allowed range of masses (clear white region) for components of 1RXS J1730+03.

The orange dotted region is excluded by the minimum inferred masses from radial

velocity measurements. The red hashed region is excluded by non-detection of eclipses

(Figures A.3, A.4). The black dash-dot lines show contours of constant log g. The

best fit spectra yeild log g = 5.0. The solid blue lines are calculated contours for

the rotation velocity (km s−1) of the M-dwarf. A measurement of v sin i will help to

constrain masses of the components.
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plate with zero rotation velocity and broaden it to different rotational velocities using the

prescription by Gray (2005). Then we use our fitting procedure (Section A.3.1) to find the

best-fit value for v sin i. For this measurement, we use only the 12 relatively high resolution

spectra from the second LRIS epoch (UT 2009 June 16). The weighted v sin i from the

twelve spectra is 97± 22 km s−1, but the measurements show high scatter, with a standard

deviation of 54 km s−1. We compared our broadened spectra with rotationally broadened

spectra computed by Zwitter et al. (2004), and found that our methods systematically un-

derestimate v sin i by ∼ 20 km s−1. We do not understand the reason for this discrepancy,

hence do not feel confident enough to use this value in our analysis. A reliable measurement

of v sin i will help better constrain the masses of the two components.

A.4.4 Distance

We estimate the distance to 1RXS J1730+03 as follows. Our fitting procedure (Sec-

tion A.3.1) corrects for extinction and separates the WD and M-dwarf components of the

spectra. We correct for varying sky conditions by using a reference star on the slit. The

ratio of measured flux to the flux of the best fit model atmosphere (T = 3500 K, log g = 5.0)

is,
fmeasured

fmodel
=

(

R2

d

)2

= (6.1± 1.6) × 10−23 (A.3)

where d is the distance to the source, and R2 is given by Equation (A.2).

For 1RXS J1730+03, the maximum mass of the M-dwarf is 0.38M⊙, and the correspond-

ing radius is R2 = 0.27 R⊙. Equation (A.3) then gives d = 800 ± 110 pc. This calculation

assumes the largest possible M-dwarf radius, hence is an upper limit to distance. If the

M-dwarf is lighter, say 0.1 M⊙, we get R2 = 0.17 R⊙, yielding d = 500 ± 70 pc.

A.5 Conclusion

1RXS J173006.4+033813 is a polar cataclysmic variable, similar to known well-studied

systems like BL Hyi, ST LMi and WW Hor in terms of the orbital period, magnetic field

and variability between active and quiescent states. This source is notable for the highly

symmetric nature and high amplitude of the double–peaked variation in the active state.

This suggests a relatively high angle between the rotation and magnetic axes. Polarimetric
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observations of the source would help to better constrain the magnetic field geometry of the

system.

Most polars are discovered due to their highly variable X-ray flux. However, we mounted

a followup campaign for 1RXS J1730+03 due to its unusual optical variability properties.

This suggests that current and future optical synoptic surveys, such as PTF7 (Law et al.,

2009) and LSST can uncover a large sample of polars by cross-correlating opticaly variable

objects with the ROSAT catalog.
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Millisecond pulsars are thought to be neutron stars that have been

spun-up by accretion of matter from a binary companion. Although

most are in binary systems, some 30% are solitary, and their origin is

therefore mysterious. PSR J1719−1438, a 5.7 ms pulsar, was detected

in a recent survey with the Parkes 64 m radio telescope. We show

that it is in a binary system with an orbital period of 2.2 h. Its

companion’s mass is near that of Jupiter, but its minimum density

of 23 g cm−3 suggests that it may be an ultra-low mass carbon white

dwarf. This system may thus have once been an Ultra Compact Low-

Mass X-ray Binary, where the companion narrowly avoided complete

destruction.

Radio pulsars are commonly accepted to be neutron stars that are produced in the

supernova explosions of their progenitor stars. They are thought to be born with rapid

rotation speeds (∼50 Hz) but within a few 100,000 yr slow to longer periods because of

the braking torque induced by their high magnetic field strengths (∼1012 G). By the time

their rotation periods have reached a few seconds the majority have ceased to radiate at

radio wavelengths. The overwhelming majority (∼ 99%) of slow radio pulsars are solitary

objects. In contrast ∼ 70% of the millisecond pulsars (MSPs) are members of binary systems

and possess spin frequencies of up to 716 Hz (Hessels et al., 2006). This is consistent

with the standard model for their origin in which an otherwise dead pulsar is spun-up

by the accretion of matter from a companion star as it expands at the end of its life

(Bhattacharya & van den Heuvel, 1991). Through some process yet to be fully understood,

the recycling not only spins up the neutron star but leads to a large reduction of the star’s

magnetic field strength to B ∼ 108 G and usually leaves behind a white dwarf companion of

typically 0.2-0.5 M⊙. The lack of a compelling model for this reduction of the magnetic field

strength with continuing mass accretion, and issues between the birthrates of MSPs and

their putative progenitors, the low-mass X-ray binaries (LMXBs) led to an early suggestion

(Grindlay & Bailyn, 1988) that accretion induced collapse of a white dwarf might form

MSPs “directly” in the cores of globular clusters, and possibly in the Galactic disk.

In the standard model, the reason why some MSPs possess white dwarf companions

and others are solitary is unclear. Originally it was proposed that solitary MSPs might be
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formed from a different channel, in which a massive (M > 0.7 M⊙) white dwarf coalesces

with a neutron star (van den Heuvel & Bonsdema, 1984). The binary pulsar-white dwarf

system PSR J1141−6545 (Kaspi et al., 2000) is destined to merge in < 2 Gyr and thus is

a potential progenitor for this scenario. At lower white dwarf masses, the final product

is less clear, as the mass transfer can stabilise (Bonsema & van den Heuvel, 1985). From

an observational point of view, the “black widow” MSPs may give some insights. In these

systems an MSP is usually accompanied by a low-mass ∼ 0.02-0.05 M⊙ companion in close

orbits of a few hours. It was initially believed these systems might evaporate what was left

of the donor star (Fruchter et al., 1988), but other examples (Stappers et al., 1998) meant

that the timescales were too long.

The MSP population was further complicated by the detection of an extra-solar plan-

etary system in orbit around the fifth MSP found in the Galactic disk, PSR B1257+12

(Wolszczan & Frail, 1992). This system has two ∼3 Earth-mass planets in 67- and 98-day

orbits, and a smaller body of lunar mass in a 25 d orbit. The planets were probably formed

from a disk of material. The origin of this disk is however the subject of much specula-

tion, ranging from some catastrophic event in the binary that may have recycled the pulsar

(Wijers et al., 1992) to ablation (Rasio et al., 1992) and supernova fall-back (Hansen et al.,

2009). A large number of potential models for the creation of this system have been pro-

posed, and are summarised in the review by Podsiadlowski (1993). Although more than

another 60 MSPs (P < 20 ms) have been detected in the Galactic disk since PSR B1257+12,

until now none have possessed planetary-mass companions.

PSR J1719−1438 was discovered in the High Time Resolution Universe survey for pul-

sars and fast transients (Keith et al., 2010). This P = 5.7 ms pulsar was also detected

in archival data from the Swinburne intermediate latitude pulsar survey (Edwards et al.,

2001). Its mean 20 cm flux density is just 0.2 mJy but at the time of discovery was closer

to 0.7 mJy due to the effects of interstellar scintillation. We soon commenced regular tim-

ing of the pulsar with the Lovell 76-m telescope that soon revealed that the pulsar was a

member of a binary with an orbital period of 2.17 h and a projected semi-major axis of just

ap sin i=1.82 ms (Figure B.1). Since then we have performed regular timing of the pulsar

at the Parkes and Lovell telescopes that have enabled a phase-coherent timing solution over

a one year period. There is no evidence for any statistically significant orbital eccentricity
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with a formal 2-σ limit of e < 0.06.

With these observations, we can explore the allowed range of companion masses from

the binary mass function that relates the companion mass mc, orbital inclination angle i

and pulsar mass mp to the observed projected pulsar semi-major axis ap, orbital period Pb

and gravitational constant G:

f(mc) =
4π2

G

(ap sin i)
3

P 2
b

=
(mc sin i)

3

(mc +mp)2
= 7.85(1) × 10−10M⊙ (B.1)

Only a few MSPs in the Galactic disk have accurate masses (Jacoby et al., 2005; Verbiest et al.,

2008; Demorest et al., 2010), and these range from 1.4–2.0 M⊙. Assuming an edge-on orbit

(sin i = 1) and pulsar mass mp = 1.4 M⊙ mc > 1.15× 10−3 M⊙, ie approximately the mass

of Jupiter.

We can accurately determine the component separation (a = ap + ac) for the PSR

J1719–1438 binary given the observed range of MSP masses using Kepler’s third law and

because, mc ≪ mp, to a high degree of accuracy,

a = 0.95R⊙

( mp

1.4 M⊙

)1/3
(B.2)

making it one of the most compact radio pulsar binaries. For large mass ratios, the Roche

Lobe radius of the companion (Paczynski, 1971) is well approximated by

RL = 0.462a

(

mc

mc +mp

)1/3

(B.3)

and dictates the maximum dimension of the companion star. For i = 90o and a 1.4 M⊙

neutron star, the minimum RL = 2.8 × 104 km, just 40% of that of Jupiter. On the other

hand, for a pulsar mass mp = 2 M⊙, and i = 18o (the chance probability of i > 18o is

∼95%), then RL = 4.2× 104 km.

A lower limit on the density ρ (the so-called mean density-orbital period relation,

Frank et al., 1985) can be derived by combining the above equations.

ρ =
3π

0.4623GP 2
b

= 23 g cm−3 (B.4)

This density is independent of the inclination angle and the pulsar mass and far in excess
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of that of Jupiter or the other gaseous giant planets whose densities are < 2 g cm−3.

The mass, radius and hence the nature of the companion of PSR J1719−1438 are

critically dependent upon the unknown angle of orbital inclination. After PSR J1719−1438,

PSR J2241−5236 (Keith et al., 2011) has the smallest mass function of the other binary

pulsars in the Galactic disk, albeit 1000 times larger (Figure B.2). The sin3 i-dependence

of the mass function could mean that PSR J1719−1438 is a physically similar system, but

just viewed face-on. This would require an inclination angle of just i = 5.7o, for which the

chance probability is 0.5%. The only binary pulsar with a similar orbital and spin period is

PSR J2051−0827, but the inclination angle required for mass function equivalence in this

case has a chance probability of only 0.1%. Of course, as the known population of black

widow systems increases, we will eventually observe examples of face-on binaries that mimic

those with planetary-mass companions. The current distribution of mass functions among

the known population is such that this is still unlikely.

If the pulsar were energetic and the orbit edge-on, we might hope to detect orbital

modulation of the companion’s light curve in the optical because the pulsar heats the

near-side. Our pulsar timing indicates the pulsar’s observed frequency derivative ν̇ is

−2.2(2)×10−16 s−2, not atypical of MSPs. However ν̇ is only an upper limit on the intrinsic

frequency derivative (Camilo et al., 1994) (ν̇i), which is related to the pulsar’s distance d

and transverse velocity VT by the Shklovskii relation.

ν̇ = ν̇i − νV 2
T/(dc) (B.5)

MSPs have relatively high velocities (Toscano et al., 1999) of 50-200 km s−1. At the nominal

distance of the pulsar from its dispersion measure (1.2 kpc; Cordes & Lazio, 2002) it would

take an MSP transverse velocity of only 100 km s−1 for almost all of the observed ν̇ to be

caused by the proper motion of the pulsar.

In the case of negligible proper motion, we can derive the most optimistic impact of

the pulsar’s radiation for optical detectability by assuming isotropic pulsar emission, a

companion albedo of unity, that the companion is a blackbody, and that the orbit is edge-

on, thus maximising the illuminated region of the companion. The spin-down energy of

a pulsar is Ė = −4π2Iνν̇, where I is the moment of inertia of a neutron star and ν is

the spin frequency. We find a maximum effective temperature of 4500 K and a peak R-
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band magnitude of 26−28, depending upon the assumed 1.2(3) kpc distance to the pulsar

(Cordes & Lazio, 2002) and the unknown radius of the companion, which we assume is close

to the Roche Lobe radius.

We observed the field surrounding PSR J1719−1438 with the Keck 10-m telescope in

the g, R and I bands using the LRIS instrument. If the binary was a face-on analogue

of PSR J2051−0827 we might expect to see a star at the location of the pulsar because

the R-band magnitude of the binary pulsar companion in the PSR J2051−0827 system is

R ∼22.5 (Stappers et al., 1999) and it is at a similar distance d from the Sun. The spin-down

luminosity of PSR J1719−1438 is however only 0.4 L⊙ which is about 30% of that of PSR

J2051−0827, and a face-on orbit would mean only half of the bright side of the companion

was ever visible. This would mean the expected R-band magnitude would be reduced to

R ∼ 24.5, however at the position of the pulsar there is no visible companion down to

a 3-sigma limiting magnitude of R=25.4 (1250s), g=24.1 (1000s) and I=22.5 (1000s) at

the anticipated maximum light, where the values in parentheses indicate the integration

times (Figure B.3). The magnitude limit would appear to reduce the probability that PSR

J1719−1438 is an extremely face-on analogue of PSR J2051–0827, with the caveat that the

assumed spin-down energy of the pulsar is still an upper limit because of Equation B.5.

We now consider the more statistically likely possibility that the orbit is nearly edge-

on. In this case the relative velocity of the two constituents is > 500 km s−1 and could

potentially lead to a solid-body eclipse for 60 s or so, or if the companion was being ablated

we might see excess dispersive delays at orbital phase 0.25 when the pulsar is on the far side

of the companion at superior conjunction. Ordinarily the 20 cm mean flux density of 0.2

mJy would make these effects difficult to detect, but a bright scintillation band occurred

during one of our long integrations on the source, increasing the flux density sufficiently for

us to assert that there are no excess delays or solid-body eclipses occurring in the system

(Figure B.1). The extremely small dimension of the Roche lobe of the companion only

precludes inclination angles of i > 87o. Inspection of Figure B.2 shows that it is completely

impossible to fit a hydrogen-rich planet such as Jupiter into the Roche Lobe of the planetary-

mass companion. Although difficult, He white dwarfs might just fit if the computational

models (Deloye & Bildsten, 2003) are slighty in error (∼ 10%), or the orbit is moderately

face on. A carbon white dwarf on the other hand can easily fit inside the Roche Lobe for
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any assumed inclination angle. We thus conclude that the companion star(planet) is likely

to be the remains of the degenerate core of the star that recycled the pulsar, and probably

comprised of He or heavier elements such as carbon.

In the standard model, this MSP would have been spun-up by the transfer of mat-

ter from a nearby companion star to near its current period. The UC LMXBs such as

XTE J0929−314 (Galloway et al., 2002) are good potential progenitors of PSR J1719−1438.

These systems have orbital periods of tens of minutes and higher (∼ 10×) companion masses.

They have also been found to exhibit Ne and O lines in their spectra (Juett et al., 2001),

suggesting that their companions are not He white dwarfs. Importantly, their spin periods

are comparable to that of PSR J1719−1438. As matter is transferred from the degenerate

companions to the neutron star, the orbits widen and the radius of the white dwarf expands

due to the inverse mass-radius relationship for degenerate objects. Deloye & Bildsten (2003)

predicted how the known UC LMXBs would evolve in the future. They demonstrated that

the UC LMXB companions could be comprised of either He or Carbon white dwarfs and

after 5-10 Gyr might be expected to end up as binary pulsars with orbital periods of ∼1.5h.

If PSR J1719−1438 was once a UC LMXB, mass transfer would have ceased when the

radius of the white dwarf became less than that of the Roche Lobe due to mass loss and

out-spiral. In the models by Deloye and Bildsten, the He white dwarfs deviate from the

M−1/3 law very near to the Roche Lobe radius and approximate mass of our companion

star for an edge-on orbit. On the other hand, another mass-radius relationship for Carbon

white dwarfs of very low mass (Lai et al., 1991) suggests that it is Carbon white dwarfs

that have dR/dM ∼ 0 near M = 0.0025M⊙ (Figure B.2). It thus seems difficult to un-

ambiguously determine the nature of the pulsar companion, but a scenario in which PSR

J1719−1438 evolved from a Carbon white dwarf in an UC LMXB has many attractive

features. It explains the compact nature of the companion, the spin period of the pulsar

and the longer orbital period due to spiral out as a consequence of the mass transfer that

spun-up the pulsar. PSR J1719−1438 might therefore be the descendent of an UC LMXB.

However, the question still remains: why are some MSPs solitary while others retain

white dwarf companions, and some, like PSR J1719−1438 have exotic companions of

planetary mass that are possibly carbon rich? We suggest that the ultimate fate of the

binary is determined by the mass and orbital period of the donor star at the time of mass
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transfer. Giants with evolved cores that feed the neutron star at a safe (d >few R⊙) distance

leave behind white dwarfs of varying mass in circular orbits, with a tendency for the heavier

white dwarfs to be accompanied by pulsars with longer pulsar spin periods (P >10 ms).

Close systems that transfer matter before a substantial core has formed might be responsible

for the black-widow MSPs. A subset of the LMXBs are driven by gravitational radiation

losses, and form the ultra-compact systems during a second stage of mass transfer. Their

fate is determined by their white dwarf mass and chemical composition at the beginning of

this phase. High mass white dwarfs do not overflow their Roche Lobes until they are very

close to the neutron star with orbital periods of a few minutes. If the orbit cannot widen

fast enough to stop runaway mass transfer we will be left with a solitary MSP or possibly

an MSP with a disk that subsequently forms a planetary system. Low mass white dwarf

donors transfer matter at longer orbital periods and naturally cease Roche Lobe overflow

near the current orbital period and implied mass of the companion of PSR J1719−1438.

The rarity of MSPs with planetary-mass companions means that the production of planets

is the exception rather than the rule, and requires special circumstances, like some unusual

combination of white dwarf mass and chemical composition.

PSR J1719−1438 demonstrates that special circumstances can conspire during binary

pulsar evolution that allows neutron star stellar companions to be transformed into exotic

planets unlike those likely to be found anywhere else in the Universe. The chemical com-

position, pressure and dimensions of the companion make it certain to be crystallized (ie

diamond).
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Parameter Value

Right Ascension (J2000) (hh:mm:ss) 17:19:10.0730(1)

Declination (J2000) (dd:mm:ss) −14:38:00.96(2)

ν (s−1) 172.70704459860(3) Hz

ν̇ (s−2) –2.2(2)×10−16

Period Epoch (MJD) 55411.0

DM (pc cm−3) 36.766(2)

Pb (d) 0.090706293(2)

ap sin i (lt-s) 0.001819(1)

T0 (MJD) 55235.51652439

e < 0.06

Data Span (MJD) 55236-55586

Weighted RMS residual (µs) 15

Points in fit 343

Mean 0.73 GHz Flux Density (mJy) 0.8∗

Mean 1.4 GHz Flux Density (mJy) 0.2

Derived parameters

Characteristic Age (Gyr) >12.5

B (G) <2×108

Dispersion Measure Distance (kpc) 1.2 (3)

Spin-down Luminosity L⊙ <0.40(4)
∗ Derived from a single observation.

Note. Differencing of two summed images at the expected maximum and minimum

light of the companion also failed to reveal any modulation of flux from any potential

candidates near the nominal pulsar position.
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Figure B.1. Upper panel: Pulse timing residuals for PSR J1719−1438 as a function of orbital phase

using the ephemeris in Table 1. Lower panel: Residuals after setting the semi-major

axis to zero to demonstrate the effect of the binary motion. There is no significant

orbital eccentricity. At superior conjunction (orbital phase 0.25) there is no evidence

for solid-body eclipses or excess dispersive delays. The arrival times and ephemeris are

provided in the supporting online material.
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Figure B.2. The locus of the companion mass and Roche Lobe radii for PSR J1719−1438, selected

ultra-compact LMXBs and black widow millisecond pulsars for different assumed orbital

inclinations. The minimum companion mass and Roche Lobe radii correspond to i = 90o

and a pulsar mass of 1.4 M⊙. As the unknown angle of inclination decreases, the

companion mass and radius increase, becoming increasingly improbable. The bullets

from lowest to highest mass represent the minimum (i = 90o), median(i = 60o), 5%

and 1% a priori probabilities that a randomly-oriented inclination would result in the

mass and radii at least as high as that indicated. The zero-temperature mass-radius

relations from Deloye & Bildsten (2003) are also shown for low-mass He and Carbon

white dwarfs. The dotted line represents the mass-radius relation for low-mass Carbon

white dwarfs computed by Lai et al. (1991). For reference the mass and radius of Jupiter

is shown with an X.
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Figure B.3. Keck/LRIS 20 minute R-band image centred on the location of PSR J1719−1438. The

image was constructed from 5 exposures taken during the expected maximum luminosity

of the companion in a total integration time of 1200s.
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