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ABSTRACT 

      Extreme conditions involve low or high temperatures (> 1500 K), high pressures (> 30 

MPa), high strains or strain rates, high radiation fluxes (> 100 dpa), and high 

electromagnetic fields (> 15T). Material properties under extreme conditions can be 

extremely different from those under normal conditions. Understanding material properties 

and performance under extreme conditions, including their dynamic evolution over time, 

plays an essential role in improving material properties and developing novel materials 

with desired properties.  

      To understand material properties under extreme conditions, we use molecular 

dynamics (MD) simulations with recently developed reactive force fields (ReaxFF) and 

traditional embedded atom methods (EAM) potentials to examine various materials (e.g., 

energetic materials and binary liquids) and processes. The key results from the simulations 

are summarized below. 

      Anisotropic sensitivity of RDX crystals: Based on the compress-and-shear reactive 

dynamics (CS-RD) simulations of cyclotrimethylene trinitramine (RDX) crystals, we 

predict that for mechanical shocks between 3 and 7 GPa, RDX is the most sensitive to 

shocks perpendicular to the (100) and (210) planes, while it is insensitive to those 

perpendicular to the (120), (111), and (110) planes. The simulations demonstrate that the 

molecular origin of anisotropic shock sensitivity is the steric hindrance to shearing of 

adjacent slip planes. 



 vi 

      Mechanisms of hotspot formation in polymer bonded explosives (PBXs): The 

simulations of a realistic model of PBXs reveal that hotspots may form at the nonplanar 

interfaces where shear relaxation leads to a dramatic temperature increase that persists long 

after the shock front has passed the interface. For energetic materials this temperature 

increase is coupled to chemical reactions that eventually lead to detonation. We show that 

decreasing the density of the binder eliminates the hotspots or reduces the sensitivity. 

      Cavitation in binary metallic liquids: We demonstrate the stochastic nature of the 

cavitation process in binary metallic liquids, and that classical nucleation theory can predict 

the cavitation rate if we incorporate the Tolman length derived from the MD simulations. 

      Synthesis the single metallic glass on amorphous substrate: We show that single 

component metallic glasses (SCMGs) can be synthesized by thermal spray coating of 

nanodroplets onto an amorphous substrate (ND-AS). The key requirements to form the 

SCMGs are the rapid cooling rates and the amorphous substrates. 

      Carbon and hydrogen phases under extreme conditions: we report on the use of 

electron force fields (eFF) in characterizing the Hugoniot relationships of carbon, which 

includes consecutive phase transitions also captured by experiments, as well as the 

Hugonoit states of hydrogen centered at various initial densities compared to experiments 

and the predictions of other theories.  

 

 

 

 



 

 

vii 

TABLE OF CONTENTS 

Acknowledgements ........................................................................................... iii 

Abstract ............................................................................................................... v 

Table of Contents ............................................................................................. vii 

 

Chapter 1: Introduction .................................................................................... 1 

1.1 Extreme environments .......................................................................... 1 

1.2 Experimental study and computational modeling of extreme  

      conditions ................................................................................................ 3 

1.3 Topics of interest.................................................................................... 6 

1.4 References ............................................................................................... 9 

 

Chapter 2: Atomistic simulation methods .................................................... 13 

2.1 Overview ............................................................................................... 13 

2.2 Molecular mechanics and conventional force fields ....................... 14 

2.3 Reactive force fields............................................................................. 18 

2.4 Rossato–Guillope–Legrand multiparticle potential ........................ 29 

2.1 Electron force field .............................................................................. 31 

2.6. References ............................................................................................ 34 

 



 

 

viii 

Chapter 3: Anisotropic shock sensitivity of cyclotrimethylene trinitramine (RDX) 

from compress and shear reactive dynamics ............................................... 39 

3.1 Overview ............................................................................................... 39 

3.2 Introduction ......................................................................................... 40 

3.3 Simulation methods and procedures ................................................. 41 

3.4 Results and discussion ......................................................................... 46 

3.5 Conclusions........................................................................................... 70 

3.4 References ............................................................................................. 72 

 

Chapter 4: Elucidation of the dynamics for hotspot initiation at nonuniform 

interfaces of highly shocked materials .......................................................... 76 

4.1 Overview ............................................................................................... 76 

4.2 Significance of modeling hotspot formation on realistic PBX ....... 77 

4.3 Simulation models of PBX .................................................................. 78 

4.4 Results and discussion ......................................................................... 84 

4.5 Conclusions........................................................................................... 91 

4.6 References ............................................................................................. 93 

 

Chapter 5: Atomistic characterization of stochastic cavitation of a binary metallic 

liquid under negative pressure ....................................................................... 97 

5.1 Overview ............................................................................................... 97 

5.2 Simulation methods ............................................................................. 98 

5.3 Results and discussion ......................................................................... 99 



 

 

ix 

5.4 Conclusion .......................................................................................... 106 

5.5 References ........................................................................................... 108 

 

Chapter 6: Synthesis of single-component metallic glasses by thermal spray of 

nanodroplets on amorphous substrates ...................................................... 112 

6.1 Overview ............................................................................................. 112 

6.2 Simulation models ............................................................................. 113 

6.3 Results and discussion ....................................................................... 114 

6.4 Conclusion .......................................................................................... 120 

6.5 References ........................................................................................... 121 

 

Chapter 7: Simulating carbon and hydrogen phases under shock compression with 

electron force field ......................................................................................... 124 

7.1 Overview ............................................................................................. 124 

7.2 Carbon phases under extreme conditions of high temperature  

 and pressure ............................................................................................ 125 

7.3 Warm dense hydrogen equations of state under extreme conditions from 

various initial states ................................................................................. 136 

7.4 References ........................................................................................... 142 

 

 

 

 



 

 

1 

Chapter 1 Introduction 

1.1 Extreme environments 

      Extreme environments exhibit extreme conditions involving low or high temperature (> 

1500 K), high pressure (> 30 MPa), high strain or strain rates, high radiation fluxes (> 100 

dpa) and high intensity electromagnetic fields (> 15T)
[1]

. The extreme environments are 

challenging for most life forms. Most of our universe is in extreme environments such as 

geographical poles, very dry deserts, volcanoes, deep ocean trenches, upper atmosphere, 

giant planets, and stars. Much fundamental physics/chemistry and many engineering 

applications also inevitably involve extreme environments. Materials under extremes are 

not only of interest in science, but also have a great impact on our living environments and 

life.        

       Material properties under extreme conditions can be extremely different from those 

under normal conditions. For example, the hydrogen might become metallic phase under 

very high pressure
[2]

. Understanding material properties and performance under extreme 

conditions, including their structure, morphology, and dynamic evolution over time, plays 

an essential role in improving material properties and developing novel materials with 

unique properties. For example, the use of ultra-supercritical steam may allow increasing 

the efficiency of today’s state-of-the-art coal-fired power plants from 35% to almost 60%, 

but this will involve raising operating temperatures by over 40% of their current capability 

(from 540
◦
C to 760

◦
C) and more than doubling the operating pressures, from 16.5 MPa to 

37.9 MPa
[3]

.  
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        Scientific research on extreme conditions covers a variety of interests and has a great 

impact on various fields.  For example, the examination of the equation of states of warm 

dense hydrogen and helium is essential to understanding the internal structure of giant 

planets, to designing the deuterated capsules for inertial confinement fusion (ICF), and to  

the many-body interactions in theory
[4]

.  

        Another example is the detonation sensitivity study on energetic materials, as well as 

hotspot formation mechanism in polymer-bonded explosives (PBX). Understanding the 

detonation sensitivity of explosives plays an important role in effective strategies for 

developing new energetic materials with high energy density and in their safe handling, and 

we have witnessed drastic improvements. The explosives are embedded in the polymer 

binder matrix for safety during storage and transportation. It is normally accepted that 

hotspot formation is the initiation of detonation in energetic materials. So understanding the 

hotspot formation mechanisms play an essential role in designing the next generation of 

explosives. 

        Extended solid refers to the polymorphs/phases of simple molecules that are currently 

formed under ultrahigh-pressure conditions, where strong intermolecular bonding and tight 

crystal packing can be induced, leading to dramatic changes in physical, mechanical, and 

functional properties. The research on extended solids provides scientific insights on 

bonding formation and breakage under high pressure, how atoms and molecules organize 

over short and long ranges, and how the kinetics and thermodynamics govern materials 

stability
[5]

. It also provides the opportunity to design novel extended solids at ambient 
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conditions, due to the high kinetic energy barrier of reversal in extended solids. For 

example, the CO2-V polymeric phase can be stable at 0.5 GPa, although it is energetically 

more stable than other CO2 solid structures over 40 GPa
[5]

.   

        There are some other research areas related to extreme conditions, such as the cavity 

process in liquids
[6]

, the various phase transitions of various materials under high 

pressures
[7]

, material properties under hypervelocity impact
[8]

, etc.   

        Overall, in extreme conditions, high temperature lowers the chemical reaction barrier 

for chemical bond breakage and formation, and speeds up the chemical reactions. The 

mechanical loading conditions change or destroy the material structure and alter the 

material mechanical properties.  It is important to use the theoretical and experimental 

methods that can capture these characteristics. 

1.2 Experimental study and computational modeling of extreme conditions 

        Great progress has been achieved in experiments and theories on extreme conditions 

over the last several decades. Experimentally the diamond anvil cell (DAC) high-pressure 

experiment can achieve over 300 GPa
[9]

 by using diamond to compress the small (sub 

millimeter sized) samples. Dynamical shock experiments, which generate the high 

temperature and high pressure by shock-wave loading, have developed from gas-gun 

driven to laser driven, leading to the improvement of temperature to 10
4
 K and pressure to 

TPa
[10]

.  
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        Theoretically, a variety of methods have been developed based on quantum-

mechanics molecular-dynamics simulations and continuum models. For example, path-

integral Monte Carlo (PIMC)
[11]

 is a quantum Monte Carlo method in the path-integral 

formulation of quantum mechanics, and can be applied to calculate the internal energy or 

free energy under very high temperature (> 10
4
 K) and pressure (> 100 GPa) accurately. 

The Car–Parrinello molecular dynamics (CPMD), which is a type of ab initio molecular 

dynamics, explicitly introduces the electron degree of freedom as a dynamic variable
[12]

. 

The CPMD is applicable in adiabatic conditions, so it is not suitable for the highly excited 

states. The recently developed electron force field (eFF)
[13]

, which also treats the electrons 

explicitly, can simulate the highly excited states where Born-Oppenheimer approximation 

may break down over long times. 

        To better understand various simulation methods and the concept of multiscale 

simulations, we give a brief introduction of computational/simulational methods. Fig. 1.1 

shows that the length and time scales of the physical processes that can be examined by 

various simulation methods.      

(1) Quantum mechanics (QM) simulation 

      In QM simulation, the many-body Schrödinger equations are solved to obtain the 

system energy as a function of nuclei and electron positions. Hartree-Fock (HF) 

approximation is normally used to solve the many-body Schrödinger equation
[14,15]

. More 

accurate methods use configuration interaction or couple clusters to obtain the electron 

correlation energy in addition to the HF approximation
[17]

. These simulation methods are 
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ab initio methods. Another popular QM method is density functional theory (DFT)
[16,17]

 

which expresses the system energy using the function of electron densities. The physical 

system size and time scale that can be treated with QM calculations efficiently are limited 

to hundreds of atoms and picoseconds, respectively.   

 

 

 

 

 

 

 

Figure 1.1 Methods for the hierarchically informed multiscale simulations 

(2) Molecular dynamics (MD) simulation. 

      Molecular dynamics (MD) is a computer simulation of physical movements of atoms 

and molecules. In most situations, the trajectories of atoms and molecules are determined 

by the Newton’s classical equation of motion. The system’s physical properties can be 

obtained over a period when the atoms and molecules move in the phase space. The 

interactions of the systems are determined by the molecular mechanics force field. Chapter 
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2 provides detailed description on the force field. The physical system size and time scale 

can be treated with MD simulations and can reach millions of atoms and nanoseconds.   

(3) Mesoscale simulation 

      The mesoscale simulation techniques ignore the atomistic details and can be applied to 

larger system size and longer time scale. One example is coarse-grain (CG) model
[18-22]

. To 

simulate larger system and longer time, CG models use pseudo-atoms to represent the 

group of atoms instead of using full atomic representations. To retain the atomic-scale 

characters, the interaction parameters of these pseudo-atoms are trained with the 

experimental data or full atomic simulations, such as solubility parameters for polymers. 

Another example is the kinetic Monte Carlo (KMC) method
[23]

 which is widely used to 

simulate a large system over a rather long time based on the known mechanisms. Other 

examples include dislocation dynamics
[24]

 which is based on the dislocation theory, and 

phase field models
[25]

 for solving the interfacial problems. Dislocation dynamics could be 

applied to simulate plastic deformation and radiation -induced brittleness of metals. The 

phase-field models are widely used in solidification dynamics
[26]

, viscous fingering
[27]

, 

fracture dynamics
[28]

, vesicle dynamics
[29]

, etc. 

(4) Continuum simulations 

      In continuum simulations, the systems are considered as a continuum medium. The 

fully developed theories, such as statistical mechanics, kinetic mechanics, and continuum 

mechanics are employed to explore the material properties in much larger spatial and 

temporal scales.  

1.3 Topics of interest 
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 The work presented here utilizes molecular dynamics simulations with recently 

developed novel methods (ReaxFF and eFF) and traditional methods (embedded atom 

method (EAM)) to examine the properties of various materials (energetic materials, binary 

liquids, single elements, etc.) under extreme conditions, including: 

(1)  Energetic materials under extreme conditions 

      Chapter 3 illustrates the molecular origin of anisotropic shock sensitivity. The 

compress-and-shear reactive dynamics (CS-RD) technique is used to study the anisotropic 

shock sensitivity of cyclotrimethylene trinitramine (RDX) crystal. The simulations 

demonstrate that the molecular origin of anisotropic shock sensitivity is the steric hindrance 

to shearing of adjacent slip planes. 

      Chapter 4 presents the initiation processes at the atomic scale, using a realistic model of 

PBXs as an example. It is observed that a hot spot forms at the nonplanar interface due to 

pronounced local shear relaxation, a mechnism of particular significance for detonation of 

energetic materials. 

(2)  Cavitation in binary metallic liquids 

      In Chapter 5 we simulate the cavitation process in binary metallic liquids with MD 

simulations and the EAM potentials, and demonstrate the stochastic nature of this 

phenomenon. We find that classical nucleation theory can predict the cavitation rate if we 

incorporate the Tolman length derived from the MD simulations. 
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(3)  Single-component metallic glass formation via nanodroplets spraying on 

amorphous substrate 

      In Chapter 6 we show that the formation of single-component metallic glasses 

(SCMGs) can be achieved by thermal spray coating of nanodroplets onto an amorphous 

substrate (ND-AS). We demonstrate this using a molecular-dynamics simulation of 

nanodroplets up to 30 nm. Although the spreading of the nanodroplets during impact on a 

substrate leads to sufficiently rapid cooling (10
1210

13
 K/sec) sustained by the large 

temperature gradients between the thinned nanodroplets and the bulk substrate, it is 

essential that the substrate be amorphous in order to ensure that the glass transition outruns 

crystal nucleation. 

(4) Carbon and hydrogen phases under extreme conditions 

      In Chapter 7, we report on the use of eFF in the characterization of the Hugoniot 

relationship of carbon, which includes consecutive phase transitions also captured by 

experiments. We also report the Hugoniot states of hydrogen centered at various initial 

densities simulated with eFF, and compare the eFF results with experiments as well as 

other theories.  

 

 

 



 

 

9 

1.4 References  

      [1] A. Jaramillo-Botero, J. Su, Q. An and W. A. Goddard III, Large-scale long-term 

nonadiabatic electron molecular dynamics for describing material properties and 

phenomena in extreme environments, J. Comp. Chem., 32 (3), 497512, 2011. 

      [2] E. Wigner, H. B. Huntington, On the possibility of a metallic modification of 

hydrogen,  J. Chem. Phys., 3, 764770, 1935 

      [3] Office of Science, U.S. Department of Energy, Basic research needs for materials 

under extreme environments Technical Report, 2008, 

http://www.sc.doe.gov/bes/reports/files/MUEE_rpt.pdf. 

      [4] M. Ross, Linear-mixing model for shock-compressed liquid deuterium, Phys. Rev. 

B, 58(2), 669677, 1998.  

      [5] A. Sengupta, M. Kim, and C. K. Yoo, Polymerization of Carbon Dioxide: A 

Chemistry View of Molecular-to-Nonmolecular Phase Transitions, J. Phys. Chem. C, 116, 

20612067, 2012. 

      [6] M. S. Plesset and A. Prosperetti, Bubble Dynamics and Cavitation, Annu. Rev. Fluid        

Mech., 9, 145–185. 1977. 

      [7] X. Wang, S. Scandolo, and R. Car, Carbon Phase Diagram from Ab Initio 

Molecular Dynamics, Phys. Rev. Lett., 95, 185701, 2005. 

      [8]   M. R. Showalter, Detection of Centimeter-Sized Meteoroid Impact Events in 

Saturn's F Ring, Science, 282, 10991102, 1998.    



 

 

10 

     [9] R. J. Hemley and N. W. Ashcroft, The Revealing Role of Pressure in the 

Condensed Matter Sciences, Physics Today, 51 (8), 26, 1998. 

     [10] M. D. Knudson and M. P. Desjarlais, Shock Compression of Quartz to 1.6 TPa: 

Redefining a Pressure Standard, Phys. Rev. Lett., 103, 225501, 2009. 

      [11] D. M. Ceperley, Path integrals in the theory of condensed helium, Rev. Mod. Phys., 

67 (2), 279–355, 1995. 

      [12] R. Car and M. Parrinello, Unified Approach for Molecular Dynamics and Density-

Functional Theory, Phys. Rev. Lett., 55, 24712474, 1985. 

      [13] J. T. Su and W. A. Goddard III, Excited electron dynamics modeling of warm 

dense matter, Phys. Rev. Lett., 99, 185003, 2007. 

      [14] D. R. Hartree, The Wave Mechanics of an Atom with a Non-Coulomb Central 

Field. Part I. Theory and Methods, Proc. Camb. Phil. Soc., 24, 89110, 1928. 

      [15] F. Fock, Näherungsmethode zur Lösung des quantenmechanischen 

Mehrkörperproblems, Z. Phys., 61, 126 (1930). 

      [16] A. Szabo and N. S. Ostlund, Modern Quantum Chemistry: Introduction to 

Advanced Electronic Structure Theory, McGraw-Hill Publishing Company, New York, 

1989. 



 

 

11 

      [17] P. Hohenberg and W. Kohn, Inhomogeneous Electron Gas, Phys. Rev., 136, B 

864871, 1964. 

      [18] W. Kohn and L. J. Sham, Self-Consistent Equations Including Exchange and 

Correlation Effects, Phys. Rev., 140, A11331138, 1965. 

      [19] A. Smith, C. K. Hall, Alpha-Helix Formation: Discontinuous Molecular Dynamics 

on an Intermediate-Resolution Protein Model, Proteins, 44 (3): 344–360, 2011 

      [20] F. Ding, J. M. Borreguero, S. V. Buldyrey, H. E. Stanley and N. V. Dokholyan, 

Mechanism for the alpha-helix to beta-hairpin transition, J. Am. Chem. Soc., 53 (2): 220–

228, 2003. 

      [21] E. Paci, M. Vendruscolo and M. Karplus, Validity of Go Models: Comparison 

with a Solvent-Shielded Empirical Energy Decomposition, Biophys. J., 83 (6): 3032–3038, 

2002. 

      [22] A. Chakrabarty and T. Cagin, Coarse grain modeling of polyimide copolymers, 

Polymer, 51, 2786–2794. 2010. 

      [23] V. V. Bulatov, J. F. Justo, W. Cai, S. Yip, A. S. Argon, T. Lenosky, M. de Koning, 

and T. D. de la Rubia, Parameter-free Modeling of Dislocation Motion: The Case of 

Silicon, Philos. Mag. A, 81 (5), 12571281, 2001. 

      [24] L. Kubin, G. Canova, M. Condat, B. Devincre, V. Pontikis, and Y. Brechet, Solid 

State Phenom., 23/24 , 455–472, 1992. 



 

 

12 

      [25] L. Q. Chen, Phase-field models for microstructure evolution, Annual Review of 

Materials Research, 32: 113140, 2002. 

      [26] W. J. Boettinger et al; Phase-field simulation of solidification, Annual Review of 

Materials Research, 32, 163194, 2002. 

      [27] R. Folch et al; Phase-field model for Hele-Shaw flows with arbitrary viscosity 

contrast. II. Numerical study, Phys. Rev. E, 60, 1734–1740, 1999. 

      [28] A. Karma et al; Phase-Field Model of Mode III: Dynamic Fracture, Phys. Rev. 

Lett., 87, 045501, 2001. 

      [29] T. Biben et al; Phase-field approach to three-dimensional vesicle dynamics, Phys. 

Rev. E 72, 041921, 2005. 

 

 

 

 

 

 

 

 



 

 

13 

Chapter 2 Atomistic Simulation Methods 

2.1 Overview 

  Over the past sixty years, atomistic simulations have been widely used in various 

research areas, such as homogeneous or heterogeneous catalysts, fuel cells, nano devices, 

G-protein coupled receptors, protein folding, and material properties under extreme 

conditions
[16]

. The most common models are quantum mechanics and molecular 

mechanics. These models calculate the system energy based on the arrangement of atoms 

and molecules. Furthermore they can determine how the energy changes as the positions of 

the atoms and molecules change. 

  These computational methods provide the tools to understand physical, chemical, and 

biological phenomena on the atomic scale and help to devise the new generation of 

materials based on these understandings. As the computational capability of modern 

computers grows, the atomistic simulations provide the potential to tackle a wide range of 

scientific issues in the future.  

  In this chapter we first describe the conventional force field
[7]

 to understand the 

development of the force-field method. Then we focus on the methods adopted in this 

thesis, which include the bond-order-based reactive force field (ReaxFF)
[8]

 and the 

Rossato–Guillope–Legrand (RGL) multiparticle potential for metal alloys
[9]

. We also 

discuss the recently developed ab initio force field method: the electron force field (eFF), 

which includes electrons explicitly using Pauli potential for complex electron 

interactions
[10]

.     
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2.2 Molecular mechanics and conventional force field 

 Molecular mechanics is based on the classical, physical description of molecule 

structures. It is an empirical “ball-and-spring” model where atoms (balls) are connected by 

springs (bonds) that can be stretched or compressed due to intra- or intermolecular forces 

[7]
.  

 The potential energy of the system is calculated based on the atomic positions. The 

potential energy is expressed as a sum of valence or bond interactions and non-bonded 

interactions as shown in Eq. (2.1). 

                                                                       (2.1) 

 The valence interactions consist of bond stretching (Ur) and angular distortions. The 

angular distortion includes the bond angle bending terms (Uθ), the dihedral angle torsion 

terms (Uφ), and the inversion terms (Uinv), if needed. The non-bond interactions include the 

van der Waals terms (UvdW), which describe the long-range attractive terms due to the 

London dispersion and the short-range repulsive terms due to two electron overlaps, and 

the electrostatic terms (Uel), which describe the ionic character of the system. It is also 

noted that some special terms should be added if hydrogen bonding is considered. The 

geometric representations of the valence bond interactions are shown in Fig. 2.1, and the 

function forms describing these interactions are discussed below. 
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Figure 2.1 Geometric representation of valence bond interaction: (a) bond stretch, (b) 

angle bend, (c) torsion, (d) inversion 

 The bond stretching interaction of two atoms (I, J) is represented by the harmonic 

function shown in Eq. (2.2) where     is the bond distance between two atoms, and     is 

the force constant. 

                                          
 

 
          

                                        (2.2) 

 To describe the dissociation more precisely, the Morse function is used for bond 

stretching rather than the harmonic function. The function form is shown in Eq (2.3), where 

    is the bond energy,     is the unstrained bond distance, and α is related with force 

constant     by equation            
   . 

                                               
  (     )                                 (2.3) 
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 The angle bend interactions, as shown in Fig. 2.1b, are normally taken as harmonic 

function of angle θ in Eq. (2.4), where      is the bending force constant and      is the 

unstrained bond angle. 

                                          
 

 
                                               (2.4) 

 A torsion potential is the attractive or repulsive force of two bonds, or four center 

interactions between centers I and J and centers K and L which are connected by a common 

bond JK. The interaction is shown in Fig. 2.1c. The torsion potential is usually described by 

the cosine expansion in φ, as shown in Eq. (2.5), where φ is the torsional angle, and       

is the force constant. The coefficient Cn is determined by the torsional barrier Uφ, the 

periodicity of the potential, and the natural angle      . 

                                               ∑         
                                (2.5) 

 In order to describe the molecular structure and vibrational frequencies, an inversion 

term is required in the force field (the amines and sp
2
 carbon centers are shown in Fig. 2.1 

d). Various ways could be used to describe the inversion interaction. For example, an MM2 

inversion term
[11]

 uses the distance R between atom I and the plane containing J, K, L, as 

shown in Eq. (2.6), where       is the force constant. 

                                                
 

 
      

                                                (2.6) 

 The van der Waals interaction could be described by a Lennard-Jones 6-12 function or 

a Buckingham potential. Eq. (2.7) is for Lennard-Jones function and Eq. (2.8) is for 
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Buckingham potential, where ρ is the nonbonded distance, AIJ, A, and B are inner-wall 

repulsion parameters, and BIJ and C6 are the attraction parameters. 

                                               
   

    
   

                                                   (2.7) 

                                                    
  

  
                                             (2.8) 

 The electrostatic interaction can be described using either point partial charges or bond 

dipoles. The point charge energy is given by Eq. (2.9), where    and    are partial charges, 

ρ is the nonbonded distance, ε is the dielectric constant, and C is used for energy unit 

conversion. The bond dipole description is given by Eq. (2.10), where    and    are the 

dipoles, αi and αj is the angle between the dipole and the bond, and χ is the angle between 

two dipoles.  

                                              
    

  
                                                           (2.9)  

                                          
    

   (                )                      (2.10) 

 For the non-bond interactions, it is the usual convention in molecular mechanics to 

exclude them for the atoms that are bonded to each other (1, 2 interactions) or bonded to a 

common atom (1, 3 interactions).  

 The pre-eminent force field for organic chemistry is MM2
[11]

, developed by Allinger 

and coworkers. MM2 have been developed to reproduce experimental structure, 

conformational energy differences, and heats of formation. The successor force field, 
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MM3, can also reproduce the vibration of frequencies, and for the solid state, heat of 

sublimation and crystal-packing geometries
[1214]

. It is worth noting that the stretch-bend, 

stretch-torsion, bend-torsion, and bend-bend cross terms are used in MM2 and MM3 to 

provide a good description of small variations in structures as a function of steric 

interactions and intra-molecular strain. 

 A number of empirical potential functions have been proposed to describe biological 

systems. The common force fields include AMBER (assisted model building and energy 

refinement)
[15]

, CHARMM (chemistry at Harvard macromolecular mechanics)
[16]

, 

GROMOS (Groningen molecular simulation system)
[17]

. These force fields all originated as 

extensions to the Gelin-Karplus protein force field
[18]

. Other force fields include OPLS 

(optimized potentials for liquid simulations)
[19]

, DREIDING
[20]

, UFF (universal force 

field)
[21]

, and Tripos
[22]

.  OPLS is developed for liquid simulations which also include 

polarization effects, and UFF is developed for the whole elemental periodic table.  

2.3 Reactive Force field 

      The conventional force fields may provide accurate predictions of geometry, 

conformation energy difference, and heat of formation. But they will fail when there are 

chemical reactions, since no bond breaking or formation is allowed. Recently developed 

ReaxFF
[8]

 is a bond-orderbond-distance-dependent force field. All the valence terms 

(bonds, angles, and torsions) depend on bond orders which are determined uniquely from 

the interatomic distance. ReaxFF can describe smoothly the changes of bond connectivity 
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during chemical reactions and provide a useful tool to examine the process where 

chemical reactions play important roles. 

      ReaxFF has been demonstrated as capable of reproducing the potential energy surface, 

geometry, and barriers for chemical reactions of various materials, including 

hydrocarbon
[8,23]

, nitramines
[24]

, ceramics
[25]

, metal
[26]

, metal oxides
[27]

, and energetic 

materials
[28]

. This indicates that ReaxFF can be applied to various complex environments, 

including extreme conditions.    

 

Figure 2.2 Distance dependency of carbon-carbon bond order in ReaxFF, from Ref. [8] 

 2.3.1 Overall system energy 

     Equation (2.11) describes the ReaxFF total system energy. We will describe the partial 

energies introduced in Eq. (2.11) in the next paragraphs. 

      
system bond lp over under val pen coa

tors conj H bond vdWaals Coulomb

E E E E E E E E

E E E E E

       

   
    (2.11) 
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2.3.2. Bond order and bond energy 

      A fundamental assumption of ReaxFF is that the bond order     
 

 between a pair of 

atoms can be obtained directly from the interatomic distance    , as given in Eq. (2.12). In 

calculating the bond orders, ReaxFF distinguishes contributions from -bonds, -bonds, 

and double- -bonds.  
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     (2.12) 

Based on the uncorrected bond orders     
 

, derived from Eq. (2.12), an uncorrected 

overcoordination    can be defined for the atoms as the difference between the total bond 

order around the atom and the number of its bonding electrons, Val. 
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                                    (2.13b) 

      ReaxFF then uses these uncorrected overcoordination definitions to correct the bond 

orders     
 

 using the scheme described in Eq. (2.14af). To soften the correction for atoms 

bearing lone electron pairs, a second overcoordination definition       (Eq. (2.13b)) is used 

in Eq. (2.14e) and (2.14f). This allows atoms like nitrogen and oxygen, which bear lone 
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electron pairs after filling their valence, to break up these electron pairs and involve them 

in bonding without obtaining a full bond-order correction.                                                                                       
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     A corrected overcoordination    can be derived from the corrected bond orders using 

Eq. (2.15). 
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      Equation (2.16) is used to calculate the bond energies from the corrected bond orders, 

    . 
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  2

1exp 1
bep

bond e ij be ij e ij e ijE D BO p BO D BO D BO               
  

      (2.16) 

2.3.3. Lone pair energy 

    Equation (2.18) is used to determine the number of lone pairs around an atom.   
  is 

determined in Eq. (2.17) and describes the difference between the total number of outer 

shell electrons (6 for oxygen, 4 for silicon, 1 for hydrogen) and the sum of bond orders 

around an atomic center.   
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                 (2.18) 

     For oxygen with normal coordination (total bond order = 2,   
  = 4), Eq. (2.18) leads to 

2 lone pairs. As the total bond order associated with a particular O starts to exceed 2, Eq. 

(2.18) causes a lone pair to gradually break up, causing a deviation   
  

, defined in Eq. 

(2.19), from the optimal number of lone pairs         (e.g., 2 for oxygen, 0 for silicon and 

hydrogen). 

                                                                        
ilpoptlp
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i nn ,, 
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      This is accompanied by an energy penalty, as calculated by Eq. (2.20).  
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2.3.4. Overcoordination 

      For an overcoordinated atom (Δi > 0), Eq. (2.21ab) impose an energy penalty on the 

system. The degree of overcoordination Δ is decreased if the atom contains a broken-up 

lone electron pair. This is done by calculating a corrected overcoordination (Eq. (2.21b)), 

taking the deviation from the optimal number of lone pairs, as calculated in Eq. (2.19), into 

account.  
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 (2.21b) 

2.3.5 Undercoordination 

      For an undercoordinated atom (Δi < 0), we want to take into account the energy 

contribution to the resonance of the π-electron between the attached undercoordinated 

atomic centers. This is done by Eq. (2.22) where Eunder is only important if the bonds 

between the undercoordinated atom i and its undercoordinated neighbor j partly have π-

bond character. 
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2.3.6 Valence Angle Terms 

2.3.6.1 Angle energy.  

      Just as for bond terms, it is important that the energy contribution from valence angle 

terms goes to zero as the bond orders in the valence angle go to zero. Equations (2.23ag) 

are used to calculate the valence angle energy contribution. The equilibrium angle    for 

     depends on the sum of π-bond orders (SBO) around the central atom j as described in 

Eq. (2.23d). Thus, the equilibrium angle changes from around 109.47˚ for sp
3
 hybridization 

(π-bond = 0) to 120˚ for sp
2
 (π-bond = 1) to 180˚ for sp (π-bond = 2) based on the geometry 

of the central atom j and its neighbors. In addition to including the effects of π-bonds on the 

central atom j, Eq. (2.23d) also takes into account the effects of over- and under-

coordination in central atom j, as determined by Eq. (2.23e), on the equilibrium valency 

angle, including the influence of a lone electron pair. Val
angle

 is the valency of the atom 

used in the valency and torsion angle evaluation. Val
angle

 is the same as Val
boc

 used in Eq. 

(2.13c) for non-metals. The functional form of Eq. (2.23f) is designed to avoid singularities 

when SBO = 0 and SBO = 2. The angles in Eq. (2.23a)(2.23g) are in radians. 
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2.3.6.2 Penalty energy 

      To reproduce the stability of systems with two double bonds sharing an atom in a 

valency angle, like allene, an additional energy penalty, as described in Eq. (2.24ab) is 

imposed for such systems. Eq. (2.19b) deals with the effects of over/undercoordination in 

central atom j on the penalty energy. 
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2.3.6.3 Three-body conjugation term 

     The hydrocarbon ReaxFF potential contains only a four-body conjugation term, which is 

sufficient to describe most conjugated hydrocarbon systems. However, this term fails to 
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describe the stability obtained from conjugation by the –NO2-group. To describe the 

stability of such groups a three-body conjugation term is included (Eq. 2.25). 
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(2.25) 

2.3.7. Torsion angle terms  

2.3.7.1 Torsion rotation barriers  

     Just as with the angle terms, we need to ensure that the energy of torsion angle ωijkl 

accounts properly for BO close to 0 and for BO greater than 1.  This is done by Eq. 

(2.26ac).  
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 2.3.7.2 Four body conjugation term.  
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       Eq. (2.27ab) describe the contribution of conjugation effects to the molecular 

energy. A maximum contribution of conjugation energy is obtained when successive bonds 

have bond order values of 1.5, as in benzene and other aromatics. 

 2

12 cot1( , , ) 1 cos 1 sin sinconj ij jk kl ijkl ijk jklE f BO BO BO p          
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(2.27b) 

2.3.8. Hydrogen bond interactions 

       Equation (2.28) describes the bond-order dependent hydrogen bond term for a X-H—Z 

system as incorporated in ReaxFF. 
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 2.3.9. Nonbond interactions  

      In addition to the valence interactions which depend on overlap, there are repulsive 

interactions at short interatomic distances due to Pauli principle orthogonalization and 

attraction energies at long distances due to dispersion.  These interactions, comprised of 

van der Waals and Coulomb forces, are included for all atom pairs, thus avoiding awkward 

alterations in the energy description during bond dissociation. 

 2.3.9.1 Taper correction 
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  To avoid energy discontinuities when charged species move in and out of the non-

bonded cutoff radius, ReaxFF employs a Taper correction. Each nonbonded energy and 

derivative is multiplied by a Taper term, which is taken from a distance-dependent 7
th

-order 

polynomial (Eq. (2.29)). 

7 6 5 4 3 2

7 6 5 4 3 2 1 0ij ij ij ij ij ij ijTap Tap r Tap r Tap r Tap r Tap r Tap r Tap r Tap                (2.29) 

      The terms in this polynomial are chosen to ensure that all 1st, 2
nd

, and 3rd derivatives of 

the non-bonded interactions to the distance are continuous and go to zero at the cutoff 

boundary. To that end, the terms Tap0 to Tap7 in Eq. (2.29) are calculated by the scheme in 

Eq. (2.30), where      is the non-bonded cutoff radius. 

                                       



Tap7  20 /Rcut
7

Tap6  70 /Rcut
6

Tap5  84 /Rcut
5

Tap4  35 /Rcut
4

Tap3  0

Tap2  0

Tap1  0

Tap0 1

                                             (2.30) 

2.3.9.2 Van der Waals interactions 

         To account for the van der Waals interactions we use a distance-corrected Morse-

potential (Eq. 2.31ab). By including a shielded interaction (Eq. 2.31b) excessively high 

repulsions between bonded atoms (12 interactions) and atoms sharing a valence angle 

(13 interactions) are avoided.  
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2.3.9.3 Coulomb Interactions 

       As with the van der Waals-interactions, Coulomb interactions are taken into account 

between all atom pairs.  To adjust for orbital overlap between atoms at close distances, a 

shielded Coulomb-potential is used. 
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                        (2.32) 

      Atomic charges are calculated using the electronegativity equalization method (EEM) 

approach
[29]

. The EEM charge-derivation method is similar to the QEq scheme
[30]

; the only 

differences, apart from parameter definitions, are that EEM does not use an iterative 

scheme for hydrogen charges (as in QEq) and that QEq uses a more rigorous Slater orbital 

approach to account for charge overlap.  

2.4 Rossato–Guillope–Legrand multiparticle potential 

      To examine the material properties of metallic alloys, we need to find a force field for 

metallic systems. From many previous studies of metal alloys, it is clear that simple two-

body pair potentials are inadequate to describe metal systems
[31]

. For example, pair 

potentials always lead to elastic constants C12=C44 (Cauchy relation) in cubic solids and the 
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ratio of the vacancy formation energy to cohesive energy as unity, both of which strongly 

deviate from the fundamental properties of metallic solids.  

      To describe the cohesive forces in normal metals requires a many-body description. 

Several such force fields have been used successfully, including the embedded atom model 

(EAM), ReaxFF, Sutton-Chen, and RGL forms.  

       In the multi particle potentials, the cohesive energy can be written in the form 
[32,33]

 

                                                       ,                                        (2.33) 

where      is the repulsive energy which can be represented as a sum of pair-repulsive 

energy, and       is the binding energy which is expressed in terms of the total density of 

states D(E).  

     In the tight-binding model the contribution of a pair of atoms to the binding energy 

depends on the distance between the atoms and the character of the neighbors. For this 

reason, in RGL potential the binding energy is of a multi particle character and can be 

represented as 

                                    ∑    
 

    
      

   

  
  

   

     ,                                    (2.34) 

where rij is the distance between the atoms i and j,   
  

 is the distance between the nearest 

neighbors in the αβ lattice, ξ is the effective exchange overlap integral, and q determines 

the dependence of the latter on distance. To ensure stability of the system, a Born-Mayer 

pair repulsion is added to the binding energy. 



 

 

31 

                                
  ∑                

  .                                                        (2.35) 

The total cohesive energy is 

 

                                  ∑      
       

                                                             (2.36) 

      The force-field parameters are optimized to reproduce QM-calculated or experimental 

properties, including the equilibrium lattice constants, cohesive energies, bulk modulus, 

and equation of states. 

2.5 Electron force field 

      In the classical force field discussed above, a single potential energy surface is 

represented in the force field which is the consequence of Born-Oppenheim approximation, 

while in the extreme conditions where the electronic excited states play important roles, the 

Born-Oppenheim approximation breaks down. One way to incorporate these non-adiabatic 

effects is to use ab initio molecular dynamics, such as time-dependent density functional 

theory (TDDFT)
[34]

. But the TDDFT method is a very expensive approach and can only be 

applied to very small system (limit  ~ 100 atoms).  Recently developed eFF
[6,10]

 is another 

non-adiabatic wave function MD approach that overcomes the heavy computational cost by 

using approximation in the electronic structure calculation with near- first-principles 

accuracy. 

       In eFF, the nucleus is represented by point charge and the electron is represented by 

single Gaussian wave package (             
    

  ), where r is the nucleus position, 



 

 

32 

xi is the electron position and si is the electron size. The electron size is a dynamical 

variable. The N-electron wave function is described as the Hartree product of the single 

Gaussian waves. Eq. (2.37) shows the energy expression of eFF, which includes the 

electron kinetic energy (EKE), the electrostatic potential energy (nucleus-nucleus ENN, 

nucleus-electron ENe, electron-electron Eee), and the spin-dependent Pauli exclusion 

interaction (Epauli), which accounts for the anti-symmetry property of electrons.  

                                                                    (2.37)     

       The energy expressions for the terms in Eq. (2.37) are shown below: 

                                                          ∑
 

   
    

                                                          ∑
    

   
     

                                                           ∑
  

   
   (

√    

  
)                            

                                                          ∑
 

   
   (

√    

√  
    

 
)                          (2.38) 

                                                     ∑             
 ∑             

 

        (
   

 

     
       

   
 

     
 )     

                                          ( 
   

 

     
 )     , 



 

 

33 

where      is a measure of the change in the kinetic energy of the electrons upon 

antisymmetrization, and Sij is the overlap between the two wave packets, which are both 

dependent on the scaled sizes,   
  and   

 , of the electrons and the scaled distance separating 

them,    
 . The ρ, size-scaling parameter, and distance-scaling parameters are the three 

universal fitting parameters used to reproduce small-molecule geometries such as CH4, 

C2H6, LiH, and B2H6.  

      The Pauli principle for fermions requires that the antisymmetric wave function is a 

Slater determinant which contains N! product terms. But evaluating the energy of such 

wave function requires N
4
 operations, mostly for the four-center electron-electron repulsive 

integrals. To avoid this, eFF electrons are independent Gaussian wave packets. The Pauli 

potential is proposed for the difference in energy between Slater determinant and the 

Hartree products of the orbitals. It is derived by considering the difference between the 

antisymmetric and symmetric combinations of valence bond states, and assuming that 

kinetic energy differences predominate. Fig. 2.3 shows the Pauli potential and electrostatic 

energy of two electrons. 

 

Figure 2.3 The general functional form of Epauli, and the particular Pauli repulsion 

between two electrons with size s = 1 Bohr, as a function of their separation, r, and spin (↑ 

and ↓). The Pauli repulsion between two same-spin electrons increases more steeply at 

short distances than the electrostatic repulsion. 
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Chapter 3 Anisotropic shock sensitivity of cyclotrimethylene trinitramine 

(RDX) from compress and shear reactive dynamics 

3.1 Overview 

      We applied the compress-and-shear reactive dynamics (CS-RD) simulation model to 

study the anisotropic shock sensitivity of cyclotrimethylene trinitramine (RDX) crystal. We 

predict that for mechanical shocks between 3 and 7 GPa, RDX is most sensitive to shocks 

perpendicular to the (100) and (210) planes; while it is insensitive for shocks perpendicular 

to the (120), (111), and (110) planes. These results are all consistent with available 

experimental information, further validating the CS-RD model for distinguishing between 

sensitive and insensitive shock directions. We find that for sensitive directions the shock 

impact triggers a slip system that leads to large shear stresses arising from steric hindrance, 

causing increased energy inputs that increase the temperature, leading to dramatically 

increased chemical reactions. Thus our simulations demonstrate that the molecular origin 

of anisotropic shock sensitivity results from steric hindrance toward shearing of adjacent 

slip planes during shear deformation. Thus strain energy density, temperature rise, and 

molecule decomposition are effective measures to distinguish anisotropic sensitivities.  We 

should emphasize that CS-RD has been developed as a tool to distinguish rapidly (within a 

few picoseconds) between sensitive and insensitive shock directions of energetic materials. 

If the high stresses and rates used here continued for much longer and for larger systems, 

they would ultimately result in detonation for all directions, but we have not demonstrated 

this. 
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3.2 Introduction 

Energetic materials (EM) are critical to applications ranging from civil constructions 

and military armaments, to propulsion systems important in the aerospace and outer 

space industries. Effective strategies for developing new energetic materials with high 

energy density have led to drastic improvements. However there is little understanding 

about the origin of the detonation sensitivity of energetic materials that is important to 

safe storage and transport. Real energetic materials are heterogeneous with many 

interfaces, impurities, and defects, making it difficult to extract information about 

specific causes of sensitivity. A breakthrough was the experimental demonstration by 

Dick et al.
[13]

 that large single crystals of pentaerythritol tetranitrate (PETN) display 

dramatically different sensitivities to shocks in different directions, so that one could 

ignore many complicating issues involving interfaces, impurities, and defects. For 

example, the pressure threshold of detonation perpendicular to the (100) shock plane is at 

least ~ 4 times that of the (110) shock plane for PETN
[4]

. In a previous report we 

developed the compress-and-shear reactive dynamics (CS-RD) strategy to examine the 

anisotropic shock sensitivity of PETN
[5]

 using the ReaxFF reactive force field
[6]

. Our 

simulations showed drastically different sensitivities for various shock directions that 

agreed completely with available experimental observations. A second study for HMX
[7]

 

also showed excellent agreement between the predicted sensitive shock directions and 

experimental observations.  
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     The anisotropic detonation sensitivity of single crystals is explained by various 

hypotheses such as steric hindrance
[1]

 and the formation of dislocation pileup released by 

plasticity
[8, 9]

. There are some indentation experiments
[1016]

 and direct shock experiments
 

[17, 18]
 on RDX crystals that suggest the possible slip systems under different shock 

directions. However, direct experimental investigation on anisotropic detonation sensitivity 

is challenging because it is hard to synthesize large single crystals and measure the 

anisotropic detonations that are required in such experiments. In this paper we use CS-RD 

to investigate the mechanism of sensitivity for the cyclotrimethylene trinitramine (RDX) 

single crystal for various shock directions. 

3.3 Simulation methods and procedures 

3.3.1 Simulation models 

Three phases of RDX, α, β, and γ
[1923] 

have been identified experimentally. The most 

stable phase at ambient conditions is the α phase with orthorhombic symmetry (space 

group Pbca). The α phase transforms to the γ phase at ~ 4.5 GPa and 300 K, as detected by 

Raman spectroscopy
[22,23]

. The β phase is formed either by evaporation of boiling solvent 

containing RDX
[24]

, deposition of RDX from solution on a glass substrate
[25]

, or under high 

temperature above 470 K and high pressure above 3.6 GPa
[23]

. 

For our simulations we focus on the most stable α phase. Starting from a unit cell of α 

RDX crystal consisting of eight molecules with experimental lattice parameters
[19]

, we 

relaxed the structure with NPT molecular dynamics using the ReaxFF reactive force field 

at 10 K and 0 GPa, using a time step of 0.1 fs for one ps. This leads to lattice parameters 



 

 

42 

of a = 13.392 Ǻ, b = 11.828 Ǻ, c = 11.238 Ǻ, compared with experimental values at 

300 K of a = 13.182 Ǻ, b = 11.574 Ǻ, and c = 10.709 Ǻ.  

We then compressed the RDX crystal uniaxially by 10% and 20% for various shock 

directions. This pre-compression leads to initial hydrostatic stresses between 3.0 and 7.0 

GPa. Previous shock experiments on RDX
[17, 18]

 measured the pressure over the range of 

P < 2.25 GPa and for 7 ~ 20 GPa. Considering the temperature increase and plastic 

deformation in real shock experiments, we consider that our simulations with direct 10% 

and 20% compression can be compared to real experiments.   

We considered shocks perpendicular to five low-index planes: (100), (210), (111), 

(110), and (120). For the sake of computational convenience, we rotated the compressed 

unit cell for each case so that the x-z plane formed the slip plane and x formed the slip 

direction in a Cartesian coordinate system. We then expanded the unit cell to 10×10×2 

supercells (1600 molecules or 33600 atoms) or 8×8×3 supercells (1536 molecules or 

32256 atoms), which were used in reactive dynamics shear simulations. 

3.3.2 Resolved shear stress  

After compressing the 2×2×2 supercell of RDX crystal, we minimized the structure 

using the steepest descents for 5000 steps. Here the energy difference converged to < 10
-9

 

kcal/mol after 1000 steps. Then we performed molecular dynamics minimization (NVT at 

10 K) for one ps. After minimization, we averaged the full stress tensors over the 

structures obtained from the last 500 steps. We then projected this stress tensor onto 

various slip systems, defined by a combination of slip plane and direction, to obtain the 

resolved shear stresses (RSS) for each slip system. Since RSS reflects the driving force 
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for shear deformation, we expect that the slip systems with larger RSS are more likely 

to be activated. We expect also that the angles between the slip plane/direction and the 

shock plane/direction should be close to 45 degrees for the preferred slip system. Based 

on these criteria, we considered the largest RSS of the slip systems with angles in the 

range of 30 ~ 60 degrees. In addition we considered the possible slip systems suggested 

from previous experiments
[1723]

. This led to 22 possible slip systems for 10% pre-

compression and 24 slip systems for 20% pre-compression for the five shock directions 

on which we performed CS-RD simulations.   

3.3.3 Compressive shear reactive dynamics 

Starting with the compressed and minimized cells described above, we heated the 

systems from 10 K to 300 K over 0.2 ps to ensure that no chemical bonds were broken 

during heating. We then equilibrated the system with NVT for one ps at 300 K. We then 

expanded the unit cells to large supercells (10×10×2 or 8×8×3) for each of the selected 

slip systems under the five shock directions (Table 3.12 and 3.13). Finally, we carried out 

shear deformation reactive dynamics (RD) on the compressed and rotated supercells for 

up to 10 ps by deforming the supercells every 10 timesteps at a constant shear rate 0.5/ps. 

No temperature constraint was applied during the shear RD.  

3.3.4 Steric hindrance counter maps 

A schematic illustration of the molecule contacts during shear deformation is shown 

in Figure 3-1. To examine the correlation between sensitivity and steric hindrance, we 

propose a geometry-based method to visualize and measure the extent of steric hindrance. 

First, we compressed the molecular crystal along a given shock direction. Then we 
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projected the geometry of molecules onto a plane that is perpendicular to both the shear 

plane and shear direction. We define a scoring scheme for molecule overlaps using 

covalent bond radius for each atom as follows: If molecules on adjacent planes overlap 

after projection, a point is given to the position on the project plane. Based on the overlap 

scores, we plot a 2D steric hindrance contour map where the overlapped regions indicate 

the areas where steric hindrance may occur during shear process. The areas of the 

overlapped regions are summed up, followed by normalization by the area of projected 

cross section. The ratio of overlapped regions relative to the projected cross section 

provides a quantitative measure of the extent of steric hindrance, hereafter denoted as the 

steric hindrance index (SHI). This SHI analysis method is efficient and independent of 

force fields, since it only requires crystal structures as input without the need of 

expensive dynamic simulations. On the other hand, SHI analysis based on rigid molecule 

geometry does not take into account geometry relaxation and chemical reactions.  

 

Figure 3.1 Unit cells of RDX crystal including schematic illustrations of molecule contacts 

during shear deformation: (a) sensitive shock plane (100) with slip system {-110}/ <110> 

with large steric hindrance; (b) insensitive shock plane (110) with slip system {010}/ 

<100> with small steric hindrance 
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3.3.5 Bond fragment analysis 
For the analysis of numerous reactions during the ReaxFF simulation, we need a 

systematic criterion to identify molecular fragments. To enable the automatic and 

systematic analysis of chemical reactions from ReaxFF simulation trajectories, we 

developed a molecular fragment analysis program, BondFrag. One general criterion 

determining the atomic connectivity is based on the comparison of inter-atomic distances 

with the van der Waals (vdW) radii. However, it is inadequate to apply the vdW radii 

defined under ambient conditions into the highly compressed and detonative conditions. 

Instead, we used the bond-order values defined in ReaxFF, ranging 0 to 1 for the systems 

considered here, to provide a quantitative criterion for defining the presence of chemical 

bonds. We optimized the bond order cutoff values from simulations of several energetic 

materials systems. These cutoff values are tabulated at Table 3.1 for various atom pairs. 

Table 3.1 Bond order cutoff values for different atom pairs. BondFrag program uses these 

values as a default parameter set (can be adjusted by the user) to determine molecular 

fragments. 

 

 

 

 

 

To ignore instantaneous fluctuations that might appear to dissociate (or form) a bond, 

we excluded the newly created (or annihilated) bond if it was annihilated (or created) again 

within the time window of one ps from our fragment analysis.  

 C H O N 

C 0.55 0.40 0.80 0.30 

H  0.55 0.40 0.55 

O   0.65 0.55 

N    0.45 



 

 

46 

After determining the molecular fragments based on bond-order cutoff values and a 

time window of one ps, the BondFrag program assigns unique identification numbers into 

molecular fragments to trace the reaction pathways and calculate the molecular properties 

such as a center-of-mass, dipole moments, and molecular charges.  

3.4 Results and discussions 

3.4.1 Resolved shear stress 

We calculated the stress tensors of the minimized and compressed crystals for the five 

shock planes under consideration. Then we projected the stress tensor onto all the low-

index slip systems ranging from {-2-2-2} to {222} to obtain the RSS of each slip system 

for each shock plane. Table 3.2 to Table 3.11 shown below list the RSS results of some 

selected slip systems for five shock planes under two pre-compressions, together with the 

angles between shock plane/slip plane (φ) and shock direction/slip direction (ψ) for the 

possible slip systems. 

Previous solution-etch pitting experiments
[11]

 on RDX crystal suggested that (010) is 

the primary slip plane, which was confirmed by x-ray crystallography studies [16]. 

Microindentation experiments on the (120), (010), (111), and (-210) planes indicated that 

{021}/<100> is an alternative primary slip system
[1215]

. The recent nanoidentation 

experiment also suggested that {011}/<100> is a slip system
[10,12,15]

. In addition, 

{021}/±<01-2> were also suggested as possible slip systems based on geometric 

considerations of intermolecular displacement
[1216]

.   
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Table 3.2 Slip systems considered based on minimized systems with 10% compression 

for (100) shock. Resolved shear stress (RSS), angle of shock plane/slip plane (φ), and angle 

of shock direction/slip direction (ψ) after minimization of 10% compression under (100) 

shock. Since no slip systems were observed for (100) shock, the two slip systems with large 

RSS and good angles (close to 45 degree; marked by asterisks) were selected for CS-RD 

simulations. Table.1 shows that these two directions lead to very similar CS-RD results. 

The stress tensor (Pxx, Pyy, Pzz, Pxy, Pyz, Pxz) = (4.14, 1.52, 2.42, 0.01, -0.02, -0.01) GPa 

is used to calculate RSS. 

 

Slip plane Slip direction φ ψ RSS (GPa) 

*{110} <1-10> 45.54 44.46 1.31 

*{-110} <110> 134.46 44.46 1.31 

{110} <111> 45.54 53.55 1.08 

{210} <1-20> 26.70 63.00 1.06 

{120} <-210> 63.86 153.86 1.04 

{101} <10-1> 47.00 43.00 0.86 

{20-1} <102> 28.20 61.80 0.71 

{2-10} <001> 26.70 90.00 0.01 

 

 

Table 3.3 Slip systems considered based on minimized systems with 10% compression for 

(210) shock. Resolved shear stress (RSS), angle of shock plane/slip plane (φ), and angle of 

shock direction/slip direction (ψ) after minimization of 10% compression under (210) 

shock. The six slip systems marked by asterisks were selected for CS-RD simulations. 

These five cases with low RSS were selected because they had previously been suggested 

as possible slip systems for (210) shock. The CS-RD finds that the top-selected slip system 

is preferred. The stress tensor (Pxx, Pyy, Pzz, Pxy, Pyz, Pxz) = (3.38, 1.72, 1.97, 0.45, 0.00, 

0.00) GPa is used to calculate RSS. 

 

Slip plane Slip direction φ ψ RSS (GPa) 

*{120} <-210> 33.82 123.82 0.94 

*{010} <100> 57.83 32.17 0.59 

*{021} <100> 67.71 32.17 0.53 

*{0-21} <100> 118.29 32.17 0.53 

{102} <20-1> 68.33 39.56 0.51 

{100} <010> 27.00 63.00 0.45 

*{011} <100> 68.16 32.17 0.41 

*{0-11} <100> 111.84 32.17 0.41 

{100} <011> 27.00 71.01 0.32 

{100} <012> 27.00 78.02 0.20 

{021} <0-12> 67.71 101.98 0.08 
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Table 3.4 Slip systems considered based on minimized systems with 10% compression 

for (111) shock. Resolved shear stress (RSS), angle of shock plane/slip plane (φ), and angle 

of shock direction/slip direction (ψ) after minimization of 10% compression under (111) 

shock. The seven slip systems marked by asterisks were selected for CS-RD simulations. 

These seven slip systems had previously been suggested as possible slip systems for (111) 

shock. The CS-RD finds that the second-selected slip system is preferred. The stress tensor 

(Pxx, Pyy, Pzz, Pxy, Pyz, Pxz) = (2.04, 1.18, 2.13, 0.14, 0.39, 0.16) GPa is used to 

calculate RSS. 

 

Slip plane Slip direction φ ψ RSS (GPa) 

*{011} <100> 28.70 61.30 0.38 

{001} <100> 48.76 61.30 0.38 

{001} <110> 48.76 41.80 0.36 

{100} <011> 55.94 34.19 0.36 

*{021} <100> 33.16 61.30 0.33 

*{010} <001> 51.94 54.63 0.19 

*{010} <100> 51.94 61.30 0.18 

*{0-11} <100> 100.71 118.70 0.16 

*{001} <010> 48.76 56.78 0.10 

*{0-21} <100> 104.87 118.70 0.02 

 

Table 3.5 Slip systems considered based on minimized systems with 10% compression for 

(110) shock. Resolved shear stress (RSS), angle of shock plane/slip plane (φ), and angle of 

shock direction/slip direction (ψ) after minimization of 10% compression under (110) 

shock. The three slip systems marked by asterisks were selected for CS-RD simulations. 

These three slip systems had previously been suggested as possible slip systems at ambient 

conditions. The CS-RD finds that the top selected slip system is preferred. The stress tensor 

(Pxx, Pyy, Pzz, Pxy, Pyz, Pxz) = (2.52, 1.63, 1.89, 0.30, 0.00, -0.01) GPa is used to 

calculate RSS. 

 

Slip plane Slip direction φ ψ RSS (GPa) 

*{010} <100> 38.48 51.52 0.39 

*{021} <100> 45.44 51.52 0.35 

{0-21} <100> 134.56 51.52 0.35 

{100} <010> 45.54 44.46 0.30 

{101} <10-1> 62.41 62.10 0.30 

{010} <101> 38.48 62.10 0.28 

*{011} <100> 56.19 51.52 0.27 

{0-11} <100> 123.81 51.52 0.27 

{100} <011> 45.54 59.78 0.21 

{001} <100> 90.00 51.52 0.00 

{001} <010> 90.00 44.46 0.00 

{100} <001> 45.54 90.00 0.00 
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Table 3.6 Slip systems considered based on minimized systems with 10% compression 

for (120) shock. Resolved shear stress (RSS), angle of shock plane/slip plane (φ) and angle 

of shock direction/slip direction (ψ) after minimization of 10% compression under (120) 

shock. The four slip systems marked by asterisks were selected for CS-RD simulations. 

Three cases were selected despite a low RSS because they had previously been suggested 

as possible slip systems in ambient conditions. The CS-RD finds that the second-selected 

slip system is preferred. The stress tensor (Pxx, Pyy, Pzz, Pxy, Pyz, Pxz) = (1.48, 2.18, 1.92, 

0.55, -0.03, -0.03) GPa is used to calculate RSS. 

 

Slip plane Slip direction φ ψ RSS (GPa) 

*{-120} <210> 44.64 45.36 0.65 

{100} <010> 63.86 26.14 0.55 

*{010} <100> 21.68 68.32 0.49 

{-110} <110> 62.91 27.09 0.49 

{201} <010> 67.65 26.14 0.46 

*{0-21} <100> 146.87 68.32 0.45 

{021} <100> 33.13 68.32 0.43 

{100} <0-11> 63.86 128.57 0.40 

*{0-11} <100> 132.04 68.32 0.37 

{011} <100> 47.96 68.32 0.33 

{012} <100> 64.63 68.32 0.20 

{102} <-201> 80.03 70.14 0.19 

{102} <010> 80.03 26.14 0.19 

 

Table 3.7 Slip systems considered based on minimized systems with 20% compression for 

(100) shock. Resolved shear stress (RSS), angle of shock plane/slip plane (φ), and angle of 

shock direction/slip direction (ψ) after minimization of 20% compression under (100) 

shock. Since no slip systems were observed for (100) shock, four slip systems with large 

RSS and good angle (close to 45 degree) marked by asterisks were selected for CS-RD 

simulations. The CS-RD finds that the third-selected slip system is preferred. The stress 

tensor (Pxx, Pyy, Pzz, Pxy, Pyz, Pxz) = (10.48, 7.12, 5.31, 0.02, 0.03, -0.15) GPa is used to 

calculate RSS.  

Slip plane Slip direction φ ψ RSS (GPa) 

*{101} <10-1> 43.63 46.37 2.58 

*{-101} <101> 136.37 46.37 2.58 

*{110} <1-10> 42.17 47.83 1.67 

*{-110} <110> 137.83 47.83 1.67 

{120} <-210> 61.10 151.10 1.45 

{210} <1-20> 24.37 65.64 1.19 

{130} <-310> 69.80 159.8 1.14 

{310} <1-30> 16.80 73.20 0.85 

{2-10} <001> 24.37 90.00 0.13 
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Table 3.8 Slip systems considered based on minimized systems with 20% compression 

for (210) shock. Resolved shear stress (RSS), angle of shock plane/slip plane (φ), and angle 

of shock direction/slip direction (ψ) after minimization of 20% compression under (210) 

shock. The six slip systems marked by asterisks were selected for CS-RD simulations. Five 

cases with low RSS were selected because they had previously been suggested as possible 

slip systems. The CS-RD finds that the top-selected slip system is preferred. The stress 

tensor (Pxx, Pyy, Pzz, Pxy, Pyz, Pxz) = (8.70, 5.19, 5.57, -0.12, 0.09, 0.04) GPa is used to 

calculate RSS. 

 

Slip plane Slip direction φ ψ RSS (GPa) 

*{120} <-210> 30.77 126.88 1.61 

*{010} <100> 54.72 35.29 0.54 

*{021} <100> 58.80 35.29 0.52 

*{0-21} <100> 121.20 35.29 0.45 

*{011} <100> 65.73 35.29 0.44 

*{0-11} <100> 114.27 35.29 0.33 

{021} <0-12> 58.80 100.68 0.20 

{100} <010> 24.37 65.64 0.12 

{100} <011> 24.37 72.99 0.02 

{100} <012> 24.37 79.32 0.02 

 

 

Table 3.9 Slip systems considered based on minimized systems with 20% compression for 

(111) shock. Resolved shear stress (RSS), angle of shock plane/slip plane (φ), and angle of 

shock direction/slip direction (ψ) after minimization of 20% compression under (111) 

shock. The six slip systems marked by asterisks were selected for CS-RD simulations. 

These six slip system had previously been suggested as possible slip systems. {0-

11}/<100> slip system is not selected due to the small RSS although it was suggested by a 

previous study. The CS-RD finds that the second selected slip system is preferred. The 

stress tensor (Pxx, Pyy, Pzz, Pxy, Pyz, Pxz) = (7.01, 5.85, 5.77, 0.83, 0.72, 0.45) GPa is 

used to calculate RSS. 

 

Slip plane Slip direction φ ψ RSS (GPa) 

*{011} <100> 25.95 64.05 1.16 

*{021} <100> 30.15 64.05 1.12 

{001} <110> 45.40 45.17 1.10 

{100} <011> 52.75 37.38 1.10 

{001} <100> 45.40 64.05 0.89 

*{010} <100> 47.71 64.05 0.88 

{100} <001> 52.75 57.74 0.72 

*{010} <001> 47.71 57.74 0.55 

*{001} <010> 45.40 64.05 0.55 

*{0-21} <100> 106.62 115.95 0.40 

{0-11} <100> 86.87 115.95 0.05 
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Table 3.10 Slip systems considered based on minimized systems with 20% compression 

for (110) shock. Resolved shear stress (RSS), angle of shock plane/slip plane (φ), and angle 

of shock direction/slip direction (ψ) after minimization of 20% compression under (110) 

shock. The four slip systems marked by asterisks were selected for CS-RD simulations. 

Three of these cases were selected despite a low RSS because they had previously been 

suggested as possible slip systems at ambient conditions. The CS-RD finds that the second-

selected slip system is preferred. The stress tensor (Pxx, Pyy, Pzz, Pxy, Pyz, Pxz) = (9.93, 

6.00, 4.53, 0.26, 0.02, 0.00) GPa is used to calculate RSS. 

 

Slip plane Slip direction φ ψ RSS (GPa) 

*{101} <10-1> 59.55 64.80 2.63 

*{010} <100> 35.24 54.76 1.07 

*{021} <100> 42.07 54.76 0.98 

{0-21} <100> 137.93 54.76 0.97 

*{011} <100> 53.00 54.76 0.80 

{010} <101> 35.24 64.80 0.79 

{0-11} <100> 127.00 54.76 0.78 

{100} <010> 42.17 47.83 0.26 

{100} <011> 42.17 62.63 0.19 

{010} <001> 35.24 90.00 0.00 

{001} <100> 90.00 54.76 0.02 

{001} <010> 90.00 47.83 0.00 

{100} <001> 42.17 90.00 0.02 
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Table 3.11: Slip systems considered based on minimized systems with 20% compression 

for (120) shock. Resolved shear stress (RSS), angle of shock plane/slip plane (φ), and angle 

of shock direction/slip direction (ψ) after minimization of 20% compression under (120) 

shock. The four slip systems marked by asterisks were selected for CS-RD simulations. 

Three cases were selected despite a low RSS because they had previously been suggested 

as possible slip systems at ambient conditions. The CS-RD finds that the second-selected 

slip system is preferred. The stress tensor (Pxx, Pyy, Pzz, Pxy, Pyz, Pxz) = (5.11, 5.99, 4.74, 

1.26, 0.03, -0.05) GPa is used to calculate RSS. 

 

Slip plane Slip direction φ ψ RSS (GPa) 

*{-120} <210> 41.28 48.73 1.33 

{100} <010> 61.10 28.90 1.26 

{201} <010> 22.66 28.90 1.07 

*{010} <100> 19.46 70.54 1.05 

*{021} <100> 30.12 70.54 0.98 

{-110} <110> 60.08 29.92 0.97 

{0-21} <100> 149.88 70.54 0.95 

*{011} <100> 44.59 70.54 0.82 

{100} <0-11> 61.102 125.33 0.81 

{0-11} <100> 135.41 70.54 0.77 

{012} <100> 61.92 70.54 0.56 

{102} <010> 78.81 28.90 0.46 

{110} <1-10> 14.26 104.26 0.36 

{102} <-201> 78.81 72.20 0.09 
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We chose six possible slip systems for the (210) shock: {120}/<-210>, {021}/<100>, 

{0-21}/<100>, {010}/<100>, {011}/<100>, and {01-1}/<100>. The {120}/<-210> slip 

system has the largest RSS with the angle in the range of 30 ~ 60 degrees, while the other 

five slip systems were proposed in previous study
[18]

. 

For the (111) shock, we chose the five slip systems proposed for (210) shock above, 

{010}/<001> as suggested by Dang et al.
[18]

, and {001}/<100> as suggested by previous 

non-reactive force-field MD simulation
[26]

.  

No slip systems were suggested experimentally for (100) shocks, so we chose the slip 

systems with the largest RSS and appropriate angles between 30 and 60 degrees.  

For the shock planes (120) and (210), we chose the slip systems with the largest RSS 

and angles in the range of 30 ~ 60 degrees or those that were suggested in previous 

nanoidentation experiments
[1923]

.  

All together we chose 22 slip systems for the five shock planes: two slip systems for 

(100) shock, six for (210) shock, seven for (111) shock, four for (120) shock, and three for 

(110) shock, respectively, as listed in Table 3.12. 

3.4.2 Compressive shear reactive dynamics  

The hint that shear deformation is critical to understanding sensitivity of energetic 

materials was provided by Plazkins’s experiment showing the initiation of detonation 

along directions with the maximum shear stress
[27]

. The CS-RD model was developed to 

mimic the shock process by first compressing the crystals (by 10% and 20%), followed 

by shear deformation along various slip systems. For the selected slip systems, we 

compressed the crystals and equilibrated for 1 ps NVT MD at T = 300 K. This leads to 
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calculated total pressures of 2.63.2 GPa after 10% compression and 7.07.6 GPa 

after 20% compression. We focus our discussions on the shear simulations from the 10% 

compression since α phase is still the most stable phase under the pressure of 2.6 ~ 3.2 

GPa. We also present the results of 20% compression-shear simulations which 

correspond to the multiple shock experiments leading to decomposition
[18]

. The results of 

10% and 20% compression are compared to examine the effects of compression ratio.  

Table 3.12 (10% pre-compression) tabulates the results from shear simulations for the 

22 selected slip systems, while Table 3.13 (20% pre-compression) does the same for the 

24 slip systems. For each of the for five shock planes we selected the most probable slip 

system, with the results summarized in Fig. 3.2 (10% pre-compression) and Fig. 3.6 (20% 

pre-compression). These results from the early stage of the shear process are expected to 

be important in understanding the anisotropic sensitivity under mechanical shock 

compression.  
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Table 3.12 Results from CS-RD simulations on the 22 slip systems selected for the five 

shock directions based on 10% compression-shear. The shear stress barrier over initial 

shear stress (τmax
-
 τ0)/τ0 represents the shear driving force required to initiate shear along a 

slip system. We used this relative stress barrier to predict the slip system expected to 

prevail for each shock direction, which is marked by an asterisk (*). The strain energy 

density (W) is the imposed mechanical work required to initiate shear deformation over 4 

ps. This strain energy density indicates the extra work needed to overcome the stress barrier, 

and correlates directly with sensitivity. Also shown are the temperatures at 8 ps, the 

reaction product ratio, NO2/RDX at 10 ps, and the stress overshoot. 

  

Sensitivity Shock 

plane 

Slip system T (K) 

at 8 ps 

NO2/RD

X (%) at 

10 ps 

τmax – 

τc 

(GPa) 

(τmax –

τ0)/ τ0 

W  

(GPa) 

sensitive (210) *{120}<-210> 1177 3.67 0.55 0.9 1.26 

  {0-21}<100> 1107 1.85 0.44 3.0 1.12 

  {021}<100> 1096 1.80 0.44 3.2 1.12 

  {010}<100> 1101 2.63 0.43 4.2 1.07 

  {0-11}<100> 1132 2.80 0.37 5.0 1.16 

  {011}<100> 1128 1.82 0.37 5.0 1.15 

sensitive (100) *{-110}<110> 1165 2.81 0.69 1.0 1.25 

  {110}<1-10> 1173 3.76 0.60 1.2 1.25 

insensitive (111) *{021}<100> 1098 1.90 0.47 3.3 1.15 

  {010}<100> 1071 1.19 0.35 4.4 1.06 

  {011}<100> 1143 2.78 0.58 5.6 1.14 

  {010}<001> 1163 3.38 1.17 5.6 1.27 

  {0-21}<100> 1064 1.55 0.42 5.9 1.03 

  {001}<010> 985 0.05 0.16 10.7 0.93 

  {0-11}<100> 1115 2.41 0.47 14.5 1.15 

insensitive (120) *{010}<100> 1094 1.44 0.31 2.1 1.08 

  {0-21}<100> 1117 2.34 0.40 2.6 1.13 

  {-120}<210> 1200 4.84 0.92 2.9 1.36 

  {0-11}<100> 1140 2.28 0.47 3.1 1.19 

insensitive (110) *{010}<100> 1093 1.63 0.42 1.4 1.15 

  {021}<100> 1102 2.27 0.41 2.1 1.12 

  {011}<100> 1134 2.60 0.45 3.5 1.17 
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Table 3.13 Results from CS-RD simulations on the 24 slip systems selected for the five 

shock directions based on 20% compression-shear. The shear stress barrier over the initial 

shear stress (τmax
-
 τ0)/ τ0 represents the shear driving force required to initiate shear along a 

slip system. We use this relative stress barrier to predict the slip system expected to prevail 

for each shock direction, which is marked by an asterisk (*). The strain energy density (W) 

is the imposed mechanical work required to initiate shear deformation over 3 ps. This strain 

energy density indicates the extra work needed to overcome the stress barrier, and 

correlates directly with sensitivity. Also shown are the temperatures at 5 ps, the reaction 

product ratio, NO2/RDX at 8 ps, and the shear stress overshoot. 

 

Sensitivity Shock 

plane 

Slip system T (K) 

at 5 ps 

NO2/R

DX (%) 

at 8 ps 

τmax – τc 

(GPa) 

(τmax –

τ0)/ τ0 

W 

(GPa) 

sensitive (100) *{110}<1-10> 1199 21.2 1.61 0.7 1.67 

  {-110}<110> 1185 17.2 1.51 0.8 1.65 

  {101}<10-1> 1095 11.8 0.47 2.6 1.49 

  {-101}<101> 1109 13.4 0.43 2.6 1.50 

sensitive (210) *{120}<-210> 1131 11.7 0.85 1.9 1.62 

  {021}<100> 1017 5.6 0.45 2.3 1.33 

  {010}<100> 992 5.0 0.72 2.4 1.27 

  {0-21}<100> 1039 7.5 0.40 2.7 1.33 

  {011}<100> 1054 9.3 0.50 2.9 1.38 

  {0-11}<100> 1054 8.9 0.53 4.3 1.41 

insensitive (111) *{021}<100> 1045 8.1 0.65 2.6 1.42 

  {010}<001> 1056 8.1 0.94 2.9 1.44 

  {001}<010> 986 5.1 0.36 3.5 1.31 

  {0-21}<100> 971 3.9 0.36 3.8 1.23 

  {011}<100> 1128 14.3 0.73 4.8 1.43 

  {010}<100> 957 4.5 0.27 8.7 1.27 

insensitive (120) *{010}<100> 1018 5.3 0.94 1.9 1.37 

  {-120}<210> 1167 17.2 1.81 2.0 1.77 

  {021}<100> 1052 9.1 1.10 2.5 1.47 

  {011}<100> 1092 10.4 1.19 3.1 1.56 

insensitive (110) *{010}<100> 979 5.1 0.38 1.2 1.24 

  {101}<10-1> 1139 17.4 0.75 1.2 1.61 

  {021}<100> 1041 7.4 0.82 1.3 1.39 

  {011}<100> 1091 10.4 0.78 1.9 1.50 
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The criterion to select most probable slip systems is the shear-stress barrier with 

respect to the initial shear stress, (τmax
-
 τ0)/τ0. This relative stress barrier correlates with 

the initial driving force required to activate a slip system. We expect that the slip system 

with minimum relative stress barrier would be more likely to be activated. It may be 

possible to trigger multiple slip systems for a particular shock, but we only choose the 

most probable slip system for further comparisons of sensitivities among various shock 

directions. Based on the relative shear-stress barrier, we chose five most probable slip 

systems corresponding to the five shock directions: {-110}/<110> for (100) shock, 

{120}/<-210> for (210) shock, {021}/<100> for (111) shock, {010}/<100> for (120) 

shock, and {010}/<100> for (110) shock under 10% pre-compression.  

Shear deformation imposes mechanical work into the systems which we determine 

from the total integrated energy to induce shearing until the shear stress is a constant for 

all directions. The imposed mechanical work can be quantified by strain energy density 

that is obtained by integrating the shear stress along stress-strain curve before most 

mechanical work converts to thermal and chemical energies. Since the shear rate in our 

simulation is constant (0.5/ps), the integration can be carried out using the stress-time 

curve [Fig. 3.2(b) and Fig. 3.6(b)] and converting the time to the shear strain. We did the 

integration to four ps for 10% pre-compression and to three ps for 20% pre-compression 

when the shear stresses converged to constant values for all five shock directions.  
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Figure 3.2 CS-RD results for the preferred slip system predicted for each of the five 

shock directions (after 10% pre-compression). (a) Temperature, (b) shear stress, (c) NO2 

products, and (d) normal stress as a function of time under the five shock directions in 

shear simulation. These calculations identify the (210)/{120}<-210> and (100)/{-

110}<110> shock/slip systems as the two most sensitive cases. In both cases the large 

shear stress overshoot in (b) for 0 to 0.5 ps results from an initial bad steric overlap. This 

bad steric contact is manifested in the large normal stress observed for 00.5 ps in (d). 

The external mechanical work necessary to overcome the large stress barrier (see Fig. 

3.3c) induces the larger temperature increase by 1 ps compared with the other slip 

systemsm as shown in (a). This extra temperature remains for the rest of the simulation, 

leading to significantly more molecule decomposition starting at 7 ps, as shown in (c). 
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For 10% pre-compression, the (100) and (210) shock led to strain energy density 

1.25 GPa and 1.26 GPa, respectively. The (111), (120), and (110) shocks led to smaller 

strain energy densities: 1.15 GPa, 1.08 GPa, and 1.15 GPa, respectively. The large strain 

energy density for (100) and (210) shocks correlates with their large sensitivity because it 

indicates that more mechanical work is imposed, some of which would in turn convert to 

thermal or chemical energies, leading to higher temperatures and more chemical 

decompositions until detonation. For sensitive directions, more mechanical work is 

required during the shearing process.  After molecules overcome the first large barriers 

(before 4 ps), the shear stress decreases, indicating that some imposed mechanical work 

converts to heat continuously being used to break chemical bonds starting at ~ 6.5 ps.  

Figure 3-2 shows the evolution of temperature, NO2 production, shear stress, and 

normal stress (σyy) during the 10 ps shear simulations for 10% pre-compression. We 

found that temperature increased most significantly, from 300 K to 1165 K after 8 ps for 

the (100) shock and {-110}/<110> slip system, and to 1177 K for the (210) shock and 

{120}/<-210> slip system. The temperatures increased moderately to 1098 K for the 

(111) shock and {021}/<100> slip system, to 1094 K for the (120) shock and 

{010}/<100> slip system, and to 1093 K for the (110) shock and {010}/<100> slip 

system. The temperature rises also indicate that (100) and (210) are the most sensitive 

shock directions, whereas (120), (110), and (111) are the insensitive shock directions. 

To track the chemical processes as the CS-RD process of RDX, we analyze the 

molecular fragments from the corresponding ReaxFF MD trajectories based on a bond-

order cutoff criterion. The sensitivity prediction based on the strain energy density is 
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further supported by the fragment analysis for NO2, the product of the initial 

dissociation of RDX under shock compression. Figure 3.2c shows that the most sensitive 

(100) and (210) shocks led to 2.81% and 3.67% NO2 per RDX molecule at 10 ps, 

respectively. On the other hand, the less-sensitive (111), (120), and (110) shocks led to 

1.90%, 1.44%, and 1.63% NO2/RDX, respectively. We found that the NO2 production 

mainly occurs after 6.5 ps when temperature increases above 1000 K.  

The overshooting of the shear stress, defined as τmax
-
 τc, is correlated to the imposed 

mechanical work during shear. The most sensitive (100) and (210) shock led to a shear 

stress overshoot of 0.69 GPa and 0.55 GPa, respectively, the largest among all shock 

directions. The less sensitive (111), (120), and (110) shocks led to stress overshoots of 0.47 

GPa, 0.31 GPa, and 0.42 GPa respectively.  

The shear-stress barrier measures the energy barrier of shear deformation. As Fig. 

3.2b shows, the shear stresses maximize within the first ps. For the most-sensitive (100) 

shock, the shear stress maximizes at ~ 0.2 ps and then relaxes to constant values. On the 

other hand, for the less-sensitive (120) shocks, the shear stress oscillates before relaxing 

to constant values. This indicates that the shear deformation encounters several small 

energy barriers in these slip systems. The normal stress shown in Fig. 3.2d also indicates 

the dramatic difference in various slip systems.  
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Figure 3.3: Correlations between strain energy density (integration of shear stress up to 4.0 

ps in Fig. 2b) and other sensitivity measurements for 10% pre-compression: (a) temperature 

at 8 ps, (b) NO2 production at 10 ps, (c) stress overshoot during CS-RD. The large strain 

energy density for the (210) and (100) shock planes leads to the large temperature increase, 

the increased NO2 dissociation, and the large stress overshoot during CS-RD. This makes 

these the sensitive shock directions and indicates that strain energy density is the 

determining factor for sensitivity. 
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Figure 3.4 Correlations between strain energy density (integration of shear stress up to 4.0 

ps in Fig. 2b) and other sensitivity measurements for all the CS-RD cases for 10% pre-

compression: (a) temperature at 8 ps, (b) NO2 production at 10 ps, (c) stress overshoot 

during CS-RD. The strain energy density shows a linear relationship with other sensitivity 

measurements. The filled symbols are the results of selected possible slip system for the 

five shock planes shown in Fig. 3.3. 
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Fig. 3.3 (10% pre-compression) and Fig. 3.7 (20% pre-compression) show good 

correlations between strain energy density and temperature, NO2 population, and stress 

overshoot. Results of all the CS-RD simulations summarized in Fig. 3.4 show clearly a 

linear relationship between the strain energy density and temperature, NO2 production, and 

stress overshoot. The imposed mechanical work is the origin of the temperature increase 

and NO2 production for various shock directions. Since shear stresses converge to similar 

values when the system becomes amorphous, the strain energy density integrated at an 

early stage represents mostly the characteristics of energy landscape specific to a given 

shock and slip system. Thus the strain energy density can be a useful criterion with which 

to distinguish the anisotropic sensitivities among various shock directions. After 

overcoming the initial stress barriers, the temperature rise and molecule decomposition 

become major measurements for sensitivity, since the thermal energy and chemical energy, 

together with residual strain energy, comes from the imposed mechanical work.   

The process of shear deformation is described as follows. First, molecules on adjacent 

slip planes are pushed into each other as they shear along a given slip direction, indicated 

by the increased shear stress. After passing through the first energy barrier (< 1 ps), there 

are few additional barriers to overcome. After about three ps, the system becomes 

amorphous, as indicated by radial distribution functions (RDF) and coordination numbers 

(CN) shown in Fig. 3.5 for the (100) shock and {-110}/<100> slip system. The work 

done to overcome molecular interactions raises the temperature until it is high enough to 

break the N-N bonds to form NO2 products.   
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Figure 3.5 Structural analysis for the sensitive (100) shock and {-110}/<110> slip system 

(10% pre-compression). The radial distribution function (RDF) for the center of mass of 

each RDX molecule is shown in (a), indicating that the crystalline character is retained up 

to ~ 1 ps, and the integrated coordination numbers (CN) in (b) remains that of the 

experimental structure at room temperature (the orange line). Compared with perfect 

crystal, the RDF at 0 ps in (a) is shifted to the left due to the 10% pre-compression. By 2 ps 

the system has the amorphous structural characteristics of the liquid phase of RDX 

condensed systems.  
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After the system becomes amorphous, the shear stresses reach constant values, 

leading to the viscosity: 

xy xy
  .                                                                 (1) 

Here 
xy is the converged shear stress (GPa) for the RDX amorphous, 

xy is the shear rate 

0.5 ps
-1

, and   is viscosity in the unit of poise. We calculate a viscosity of 2.1 centipoise for 

10% compression (5 GPa for pressure when shear stress converged) and 3.6 centipoise for 

20% compression (11 GPa for pressure when shear stress converged). 

For 20% pre-compression, we chose 24 slip systems for CS-RD simulations of the five 

shock directions (See Table 3.7 to Table 3.11 for more details). Under 20% pre-

compression, we selected the same slip systems based on the shear stress barrier over the 

initial shear stress as the possible activated slip system for the five shock directions except 

for the (100) shock. Based on the strain energy density, shear-stress overshoot, temperature 

rise, stress barrier, and NO2 production, we found that (100) and (210) shocks are still most 

sensitive, while (111), (120), and (110) are insensitive shock directions.  
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Figure 3.6 CS-RD results for the preferred slip system predicted for each of the 5 shock 

directions (after 20% pre-compression). (a) Temperature, (b) shear stress, (c) NO2 products, 

and (d) normal stress as a function of time under various shock directions in shear 

simulation. These calculations identify the (210)/{120}<-210> and the (100)/{110}<1-10> 

shock/slip system are the two most sensitive cases. In both cases, the large shear stress 

overshoot in (b) for 0 to 0.5 ps results from an initial bad steric overlap. This bad steric 

contact causes the large normal stress observed between 00.5 ps in (d). The external 

mechanical work necessary to overcome the large stress barrier leads to the large extra 

temperature increase by 1 ps compared with the other slip systems shown in (a). This extra 

temperature remains for the rest of the simulation, leading to significantly more molecule 

decomposition starting at 4 ps, as shown in (c). 
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Figure 3.7 Correlations between the strain energy density (integration of shear stress up to 

3.0 ps in Fig. 3.5b) and other sensitivity measurements for 20% pre-compression: (a) 

temperature at 5 ps, (b) NO2 production at 8 ps, (c) stress overshoot during CS-RD. The 

large strain energy density for the sensitive (100) shock plane and somewhat less for the 

(210) plane lead to the high temperature increase, increased NO2 production, and large 

stress overshoot during CS-RD. 
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We also performed the CS-RD simulation on 30% pre-compression for the (100), 

(110) and (111) shock planes. The CS-RD results are in Table 3.14 shown below. It is 

found that (100) is still sensitive shock plane, while (110) and (111) are insensitive shock 

planes. These results are consistent with 10% and 20% pre-compression. 

Table 3.14 Temperatures (at 2 ps), NO2/RDX ratio (at 4 ps), shear stress overshoot (τmax- 

τc), and strain energy density W (integration of stress up to 2 ps) for 30% compression-

shear simulations for three shock directions 

 

Sensitivity Shock 

plane 

Slip system T (K) NO2/RDX 

(%) 

τmax – τc 

(GPa) 

W (GPa) 

sensitive (100) *{-110}<110> 1186 18.8 4.31 2.25 

insensitive (111) *{021}<100> 806 3.85 2.23 1.98 

insensitive (110) *{010}<100> 650 1.13 1.02 1.33 

 

Our CS-RD results of 10% pre-compression and 20% pre-compression are consistent 

with the shock experiments
[18]

,
 
suggesting that (100) and (210) are sensitive shock 

directions while (111) is an insensitive shock direction at the pressures 720 GPa
[18]

.  

The slip system {120}/<-210> for (210) shock plane is not observed in the 

nanoindentation experiment
[1923]

, but it is suggested as the possible slip system under high 

compression based on our CS-RD simulation. We believe that this slip system may not be 

easily activated under low pressure due to the multiple shear-stress barriers shown in Fig. 

2b. The high compression is necessary to increase the initial shear stress and activate this 

slip system.  

3.4.3 Steric hindrance analysis 

To understand the molecular origin of sensitivity, we now examine the relationship 

between sensitivity and steric hindrance estimated from initial molecular geometry. Figure 
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3.8 shows the steric hindrance contour maps for the (100) shock and {-110}/<110> slip 

system, and the (110) shock and {010}/<100> slip system. The steric hindrance contour 

map represents the overlapped regions and possible contact areas during shear deformation. 

It can be seen from the maps that the shear deformation induced by (100) shock would 

encounter more bad contacts than those for (110) shock. For (100) shock, the 

interconnected contact patterns indicates more intensive contacts and the higher overlap 

score represents more multiple contacts.  

 
Figure 3.8 Steric hindrance counter maps projected along x slip direction for (a) the (100) 

shock with the {-110}/<110> slip system found to be most sensitive, with steric hindrance 

index (SHI) 0.59, and (b) (110) shock and {010}/<100> slip systems found to be least 

sensitive, with SHI 0.43 after 10% pre-compression. The larger contact areas/scores and 

interconnected contact pattern for (100) shock indicate larger molecular steric hindrance 

during shear deformation, which is responsible for its large sensitivity. 
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On the other hand, for (110) shock, the gaps between contact regions provide more 

rooms for geometry relaxation when molecules conflict. Indeed, the SHI of the sensitive 

(100) shock is 0.59, indicating 16% more overlap region than the insensitive (110) shock 

with SHI 0.43. Our calculations also show that SHI increases with the compression ratio. 

This means strong shock with large compression causes more steric hindrance than weak 

shock. The analyses of steric hindrance contour map and SHI support the steric hindrance 

explanation for anisotropic sensitivity. 

3.5 Conclusions  

We find that the CS-RD protocol successfully predicts that (100) and (210) are the most 

sensitive shock directions while (120), (111), and (110) shocks are insensitive. The 

predicted relative sensitivities are consistent with the previous RDX shock experiments at 

pressures around 720 GPa.  

Now that the CS-RD protocol has been validated for PETN, HMX, and RDX, for 

which the experimental data are most complete, we can proceed now to examine new 

energetic systems to predict which ones would be least sensitive. Also we can consider 

heterogeneous systems, with defects and impurities, to determine their roles in determining 

sensitivity.  

We should emphasize here that CS-RD is aimed toward a rapid assay of anisotropic 

sensitivity that can be used when considering new energetic materials. We deliberately 

impose rather severe conditions to involve stresses comparable to experiments but driven at 

high rates to examine sensitivity rapidly. The high shear rates used here already lead to 

continuously shearing fluid system by 10 ps and all slip systems considered here would 
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rapidly detonate under these conditions. However, even so, we find dramatic differences 

between sensitive and insensitive slip systems as reflected in strain energy density, 

temperature rise, and molecule decomposition.  

Our reactive dynamics studies for PETN, HMX, and RDX support the concept that 

molecular steric hindrance contributes to the origin of anisotropic sensitivity of energetic 

materials. Molecular steric hindrance is thus critical to the development of energetic 

materials with reduced sensitivity. 
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Chapter 4 Elucidation of the dynamics for hotspot initiation at nonuniform 

interfaces of highly shocked materials 

4.1 Overview 

      The fundamental processes in shock-induced instabilities of materials remain obscure, 

particularly for the detonation of energetic materials. We simulated these processes at the 

atomic scale on a realistic model of a polymer-bonded explosive (3.7 million atoms/cell) 

and observed that a hot spot forms at the nonuniform interface, arising from shear 

relaxation that results in shear along the interface that leads to a dramatic temperature 

increase that persists long after the shock front has passed the interface. For energetic 

materials this temperature increase is coupled to chemical reactions that lead to detonation. 

We show that decreasing the density of the binder eliminates the hot spot. 

        The interaction of shock waves with non-uniform interfaces plays essential roles in 

the interfacial instabilities in inertial confinement fusion (ICF), in shock-induced 

Richtmyer-Meshkov (RMI) instabilities, and in detonation in heterogeneous polymer- 

bonded explosives (PBXs). For detonation, it is generally accepted that hot spots form 

during the development of instabilities as shock waves pass through the interface or other 

defects
[14]

. Despite numerous experimental and theoretical studies the fundamental 

processes involved remain controversial. This is due to the complex environment and 

coupling of thermal, chemical, and mechanical degree of freedom, which is extremely 

difficult to unravel experimentally. It has also been most difficult to theoretically to 

include the reactive processes involved and yet cover the enormous size and time scales 

intrinsic to the phenomena.  
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4.2 Significance of modeling hotspot formation on realistic PBX 

  To discover the origin of shock-induced hotspot formation, we carried out reactive 

dynamics (RD) using the ReaxFF reactive force field on a realistic model of a real 

polymer-bonded explosive, PBX N-106. Energetic materials (EM) are essential for 

applications ranging from rocket engines, to building and dam construction, to 

armaments. Generally the EM is bound together in a matrix of polymer elastomers to 

form the PBX that can be molded to various shapes, while providing some control in 

resisting unintentional detonation due to shocks or friction. Unfortunately, current 

generations of PBX are sensitive to accidental detonation, despite many attempts to 

control the safety by improvements in materials and manufacturing practices.  Here we 

use the ReaxFF reactive force field to examine the effect of shocks on realistic models of 

polymer-bonded explosives, where we use these simulations to extract the mechanism of 

hot-spot formation. Then, based on this model, we predict how to change the system to 

reduce the hot spot, and carry out simulations to validate this prediction.   

ReaxFF has now been established to provide nearly the accuracy of quantum 

calculation in the various reaction barriers and rates, while providing a computational 

efficiency nearly that of ordinary molecular dynamics (MD) with ordinary force fields 

(FF), enabling us to study the complex processes involved in interfacial instabilities at the 

atomic scale, providing insights on such phenomenon. Thus ReaxFF provides the 

possibility of realistic simulations to probe the atomistic mechanism controlling 

detonation
[512]

 and leads to an accurate description of the complex chemistry of RDX 
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under shock-loading conditions
[6]

; and similar calculations on polyethylene (PE) and 

poly (4-methyl-1-pentene) polymer lead to good agreement with the experimental 

Hugoniot
[9]

.  

It is generally accepted that detonation of PBXs is initiated at hot spots, but the 

mechanism responsible for hot-spot ignition is not clear
[13]

. Previous simulations
[1417]

 in 

relatively small molecular crystals and atomic-crystal-containing voids postulated that void 

collapse and nano-jets in voids are the source of hot-spot formation.  

4.3 Simulation models of PBX 

In order to develop an atomic-scale understanding of the nature of hot-spot formation 

of PBX materials, we used ReaxFF RD simulations to examine the effect of shocks on the 

materials configuration in Fig. 4.1, which involves a sawtooth interface between the RDX 

and the polymer (Hydroxyl terminated polybutadiene, HTPB). This system is 54 nm thick 

in the shock direction (x) with a period of 27 nm along the sawtooth direction (y) and is 

uniform with a periodic length of 25 nm in the z direction, leading to a simulation cell with 

3, 695, 375 independent atoms. For shock velocities of 2.5 and 3.5 km/sec it takes ~ 10 ps 

for the shock wave to traverse the interface. Such a simulation cell and time interval is far 

beyond the capabilities of current QM methods but can be treated using the QM-based 

ReaxFF reactive force field.  
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Figure 4.1 Snapshot of PBXs during shock loaded at Up = 2.5 km/s (for 6.0 ps). The 

shading is based on the total slip in Angstroms. This system is 54 nm thick in the shock 

direction (x) with a period of 27 nm along the sawtooth direction (y), and is uniform with a 

periodic length of 25 nm in the z direction. Arrow indicates shock direction.  

 

Our simulations model the PBXN-106 material, which consists of cyclotrimethylene 

trinitramine (RDX) crystals bound together using hydroxyl-terminated polybutadiene 

(HTPB) and isophorone-diisocyanate (IPDI)-based polyurethane rubber. HTPB is a 

copolymer, containing 80% trans and cis butadiene monomers with 20% 1,2-vinyl 

monomers, with the chains terminated by hydroxyl groups. One HTPB monomer is shown 

in Fig. 4.2. Our MD simulations use 100% trans monomers, leading to a molecular weight 

of 1518 Daltons per chain. A plasticizer agent di-octyl adipate (DOA) is added (40% by 

weight) to the binder to improve casting properties. To determine the conformational state 

of the polymer at 300 K and 1 atm pressure, we used the CED Monte Carlo method
[18, 19]

 

designed to predict accurate cohesive energy densities of polymers. (CED combines 

repeated cycles of temperature annealing and quenching simultaneously with density 
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annealing and quenching to ensure that polymer chains are fully equilibrated). We used 

CED to build 10 independent samples of each polymer within a unit cell containing two 

independent molecular chains and 8 DOA molecules. We chose the mass ratio of binder 

over DOA to be 1.03, which leads to the optimum viscosity and compression strength
[20]

. 

Each chain contains 10 HTPB repeat units connected via 1 IPDI crosslinking molecule to 4 

terminal HTPB repeat units per end. The initial conformation was based on rotational 

isomeric states (RIS) statistics, to determine the dihedral angle values for each chain and its 

repeating units. The torsional barriers for the RIS and the charges (Mulliken) were 

determined (from B3LYP hybrid density functional calculations using the 6-311 G
**

 basis 

set) on polybutadiene trimer. The same level of QM calculations was also performed on the 

IPDI and DOA to determine the charges and structures for the binder model. These QM 

results and are provided below from Fig. 4.2 to Fig. 4.4 and in Table 4.1. 

 

 

Figure 4.2  QM charge and geometry of HTPB monomer 

 



 

 

81 

 

Figure 4.3 QM charge and geometry of IPDI molecular 

 

 

Figure 4.4 Geometry of DOA molecular 
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Table 4.1 QM charge of DOA molecular 

 

For each of the 10 samples generated in CED procedure, the equilibrium unit cell 

volumes and densities were optimized through a series of compression/expansion and 

heating/cooling cycles using conventional MD with the non-reactive Dreiding force field
[21]

 

(to prevent bond breaking). The initial polymer molecular structure was built using the RIS 

statistics, in a cubic simulation cell, at a target density of 50% of the expected density, ρexp 

(assumed to be 0.90 g/cc for HTPB). A sequence of 5 compression/expansion cycles was 

performed, taking the system to a final density of 1.2ρexp. Each compression/expansion 

cycle is consisted of 500 steps of structure minimization, with fixed cell parameters, 

constant-rate isotropic cell deformations and 0.5 ps of NVT MD annealing up to a 

temperature of 700 K. The resulting structure was then optimized for an additional 500 

steps and equilibrated using NPT MD for 10 ps at 298 K. Finally, a binder model was 

prepared (lattice parameter a = 21.674 Ǻ, b = 22.337 Ǻ, c = 21.9210 Ǻ, α = 90.536, β = 

C1 H2 H3 C4 H5 H6 H7 C8 H9 H10 

-0.2242 0.1052 0.1044 -0.2888 0.102 0.1024 0.107 -0.1996 0.1102 0.1019 

C11 H12 H13 C14 H15 C16 H17 H18 H19 C20 

-0.2024 0.1055 0.1088 -0.2161 0.1233 -0.2975 0.1064 0.1102 0.1038 -0.2106 

H21 C22 H23 H24 H25 O26 C27 O28 C29 H30 

0.119 0.0357 0.1189 0.1223 0.1109 -0.3451 0.3768 -0.3464 -0.2515 0.1378 

H31 C32 H33 H34 C35 H36 H37 C38 H39 H40 

0.1389 -0.2024 0.1189 0.1145 -0.2022 0.1157 0.1177 -0.2521 0.1388 0.1384 

C41 O42 O43 C44 H45 H46 C47 H48 C49 H50 

0.3808 -0.3468 -0.3447 0.0096 0.1288 0.1278 -0.2176 0.1143 -0.2055 0.1071 

H51 C52 H53 H54 H55 C56 H57 H58 C59 H60 

0.1186 -0.2944 0.1086 0.1014 0.1092 -0.1812 0.1167 0.1032 -0.2072 0.0989 

H61 C62 H63 H64 C65 H66 H67 H68   

0.1093 -0.2241 0.1046 0.1045 -0.2889 0.1063 0.1018 0.1026   
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89.840, γ = 90.581). Including the cross linker and plasticizer molecules in the final 

structure led to an optimum density of 0.94 g/cc, slightly larger than that of pure HTPB. 

Using ReaxFF, we optimized the RDX and polymer binder, leading to lattice parameters of 

a = 13.684 Ǻ, b = 12.307 Ǻ, and c = 11.563 Ǻ for RDX at room temperature, in agreement 

with experimental values (13.182 Ǻ, 11.574 Ǻ, and 10.709 Ǻ, respectively)
[22]

. For the 

binder system, the CED procedure led to a final density of 0.95 g/cc, after performing 

structure minimization and 25 ps NPT-MD at room temperature. We then combined a 

32x22x22 RDX supercell of RDX with a 13x11x11 (2% compressed) binder supercell to 

produce the PBX model. Two separate complementary surfaces were built to form a 

triangular interface between the two materials, as shown in Fig. 4.1, and then relaxed using 

4ps NVT-MD.   

To simulate the propagation of shock waves in the PBX, we impacted the two-

dimensionally periodic PBX slab onto a Lennard Jones 9-3 wall. The shock direction (x) 

was set to be finite. The slab was thermally equilibrated at T = 300 K for 4 ps and then 

propelled at the desired impact velocity, by adding a corresponding translational velocity 

on top of the thermal component. This procedure produces a shock wave with average 

particle velocity (Up) equal to the impact velocity, propagating into the slab from the RDX 

side. Here we explore the shock response of the non-uniform interface in the PBX at Up = 

2.5, 3.5 km/s via adiabatic MD to follow the dynamic evolution of the system, using a time 

step of 0.1 femtosecond to integrate the equations of motion, for up to 10 ps. 

  Considering the heterogeneities normal to the shock direction (x), we partition the 

simulation cell into fine bins along the x, y directions and average all physical properties of 
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interest within each bin, including stress (σij) and temperature (T) profiles in the xy plane 

at different stages of compression (i, j = 1, 2 and 3, corresponding to x, y, and z, 

respectively). The atomic stress is obtained from the atomic virial
[23]

. The stress calculation 

is based on the COM of each molecule to eliminate binning effects. The bin width is ~ 1 

nm × 1 nm in the xy plane. The von Mises shear stress τ is also computed as the maximum 

shear stress, as 2τ = σxx−(σyy+σzz)/2 under the assumption of σyy = σzz which is true in our 

simulations.  

To track the chemical processes as the shock wave propagates through the PBXs, we 

analyze the fragments resulting from the corresponding ReaxFF MD trajectories based on a 

time-windowed average of bond orders. Combining the fragment analysis results and the 2 

dimensional binning analyses, we examined the chemistry in the xy plane at different 

stages of shock loading. To examine the atomic local shear, we use maximum relative 

displacement (MRD)
[24,25] 

which is defined as si = xij- Xij:|xij-Xij|max. Here the xij and Xij 

vectors correspond to the difference between the current and reference configurations for 

atoms i and j (slipped neighbors of atom i), respectively. The reference configurations are 

taken to be the pre-shock structures. 

4.4 Results and discussion 

  Fig. 4.6ad shows the 2D profile of temperature T and shear stress τ at various stages 

of compression for Up = 2.5 km/s. The temperature at the angular tip interface region 

increases by around 400 K compared to other shocked regions once the shock wave has 

passed through, leading to the formation of a hot spot. The hot spot region expands into the 

explosive along the interface as the shock wave continues to propagate. The shock wave 
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converges as it propagates in the binder due to the wave refraction as it passes through 

the nonuniform interface. This shock wave convergence leads to a small, second-highest 

temperature region (~ 50 K higher,  as shown in Fig. 4.5 below), to the right of the hotspot 

region in the binder. This hot spot also appeared at higher shock velocities. 

 
 

Figure 4.5 One-dimensional temperature profile of four different shocks. High-density 

polymer leads to much increase of temperature (blue circle). The hotspot will disappear if 

we reduce the density of polymer to half of its original value (green diamond). The first 

hotspot happened at the interface of RDX and polymer, which is about 400 K higher than 

the other shocked region for Up = 2.5 km/s, and 600 K higher than for Up = 3.5 km/s. The 

second hot spots are at the polymer region and are around 50 K higher for both cases due to 

the convergence of the shock wave. 

 

To understand the mechanism underlying the hot-spot formation found in our study, we 

traced the von Mises shear stress at different stages. Upon shock arrival to the interface, we 

find reduction of shear stresses at the angular tip regions as manifested in Fig. 4.2g. This 

arises from rapid relaxation of the stress at the tip by the more compressible polymer, 



 

 

86 

possibly combined with the convergence of the shock wave at the tip, interfacial friction 

between RDX and binder, and perhaps collapse of tiny nanovoids at the angular tip. This 

shear localization at the angular tip leads to nucleation of the hot-spot. The stress 

decreases rapidly in the hotspot region, leading to large local shear deformations, as shown 

in fig. 4.2h. This small hotspot region expands rapidly as the shock wave propagates, 

causing additional shear localization near the interface in the explosive and an additional 

increase in the local temperature. Since the time scale is only ps, we consider this to be an 

adiabatic shear localization process. The expansion in the shear-localized region is depicted 

in Fig. 4.2 gh. The MRD analysis in Fig. 4.1 shows that the regions with maximum local 

deformation correspond to the maximum local shear stress relaxation, and to the hot spot. 

Since the shock wave propagates from high density (RDX) explosives to low-density 

(binder) polymeric matrix, the reflective waves from the interface will decrease the stress in 

the explosive, which tends to suppress hot-spot formation, as discussed below. Thus we 

find that the hot-spot forms in our system as a compromise between shear localization and 

reflective wave relaxation in the angular tip and interface regions. Our atomically based hot 

spot ignition mechanism provides an understanding that differs from previously proposed 

mechanisms
[26]

 involving adiabatic compression of a trapped gas, cavity collapse including 

viscous or plastic heating of the surrounding matrix material, or friction between the 

impacting surfaces, among other phenomena.  
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Figure 4.5 Time evolution of temperature and Von-Mises shear stress for Up = 2.5 km/s at 

various stages during the shock compression. The solid line represents the interface 

position between the RDX and the binder. Shock wave propagates from left (RDX) to right 

(binder). (e) 4.5 ps, shock wave has not propagated to polymer; (a,f) 5.0 ps, shock wave 

just reaches the interface; (b,g) 5.5 ps, adiabatic shear localization in a small triangle 

interface region; (c,h) 6.0 ps, shock wave has passed through the hot-spot region; (d) 8.0 ps, 

shock wave has passed through the interface 
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In order to follow the chemical processes as the shock wave propagates through the 

interface of the RDX and the binder, we plot the distribution of NO2 production in the xy 

plane, since NO2 dissociation is the main chemical product for Up below 4 km/s (see 

previous study, Ref. [6]). Fig. 4.7 shows the time evolution of NO2 for Up = 2.5 km/s and 

3.5 km/s. We find few reactions for Up = 2.5 km/s, except those happening in the hot-spot 

region. The plastic shear deformation in the hot spot region produces enough energy for 

NN bond excitations, leading to increased NO2 formation. The same phenomenon occurs 

for Up = 3.5 km/s. The chemical reactions occurring in the hot spot region release 

additional energy, expanding it to induce even more shear deformation. Under the coupling 

effects of local shear relaxation, increased chemical reactions, increased local temperature, 

and the reflective wave relaxation, the hot spot expands until detonation (or at lower-input 

shock velocity it can disappear). 

Our hot-spot ignition mechanism suggests that use of a binder with lower density 

would lead to decreased hot-spot formation and hence a less-sensitive EM for propulsion 

and explosives applications. To test this idea we changed the binder density to half the 

original value (0.95 g/cc), to ~ twice the value by scaling the atomic mass. We carried out 

shock simulations at Up = 3.5 km/s. To analyze the hot-spot behavior we display a 2 nm 

segment in the y direction for a 1-dimensional binning analysis during shock compression. 

Fig. 4.8 shows the temperature-time and shear-stress-time diagrams from 3.6 ps, at which 

the shock wave has not reached the interface region. The temperature-time diagram shows 

that the hot-spot is dramatically increased for the high-density binder, but it disappears for 
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the half-density case (0.48 g/cm3). Indeed this low-density binder suppressed hot-spot 

formation due to the relaxation of the hot-spot.  

 

 

 

Figure 4.7 2D distribution and time evolution of chemistry (NO2 formation) for various Up. 

(a) Up = 2.5 km/s at t = 6.0 ps, chemical reaction has occurred mainly in the hot-spot 

region; (b) Up = 2.5 km/s at t = 8.0 ps, additional chemical reactions have occurred and a  

small amount of NO2 has diffused to the polymer region (the right region of solid line in xy 

plane); (c) Up = 3.5 km/s at t = 4.5 ps, chemical reaction occurs  in the shocked regions but 

many more occur in the hot-spot region; (d) Up = 3.5 km/s at t = 6.5 ps, we see diffusion of 

NO2 into the polymer region. 
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Figire 4.8 The dependence of hot-spot formation (temperature and shear stress) on the 

density of the polymer binder at shock velocity 3.5 km/s. The middle (0.95 g/cc) is normal 

density. Thus, using a polymer with ½ the normal density prevents hot-spot formation. This 

is due to the improved interface impedance which allows reflective rarefaction wave 

relaxation. In contrast, increasing binder density enhances the hot-spot due to the reflective 

shock waves reflected back into the RDX. 

 

Previous studies
[27,28]

 showed that a second shock wave (double shock) or a rarefaction 

wave will be reflected back into the original medium as the shock wave travels through the 

interface. These refraction wave patterns are determined by the shock impedance, which is 

the function of the incident wave angle, sound speed at shocked materials, and the 

pressures in two regions. As shown in the normal stress-time behavior (σ11-t, Fig. 4.9), a 

high-density polymer matrix leads to a reflected shock wave due to the higher shock 

impedance at the interface, while the low-density polymer matrix leads to a rarefaction 

wave. The Von-Mises shear-stresses diagram in Fig. 4.8 shows the same character: a high-
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shear-stressed reflective wave forms for the high-density case a modest one for normal 

density, and not at allfor low density (here the reflective wave relaxes the system, avoiding 

the hot-spot). These results indicate that the hot-spot arises from the complex variation of 

shock impedance at this nonuniform interface. We also note from the x-t diagram that the 

shock wave propagates at a slower speed through high-density binder matrix.  

 
Figure 4.9 The x-t diagram for PBX with different binder densities. Color coding is based 

on normal stress σ11. 

       

These results suggest that a critical design strategy for developing insensitive EM for 

propulsion and explosives is to use binder with significantly lower mechanical impedance 

than that of EM. Thus merely reducing the density of the polymer by a factor of two 

eliminates the hot spot.  

4.5 Conclusion 

Summarizing, we used reactive dynamics (RD) to examine the mechanical, chemical 

and thermal response of mechanically shocked polymer-bonded explosive (PBX) using a 

realistic model of a nonuniform interface with 3,695,375 independent atoms.  We observed 
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that a hot spot develops at the first point at which the shock wave encounters the lower-

density polymer at the non-uniform interface between the explosive and elastomer. Our 

analysis shows that the hot spot arises from adiabatic shear localization, which leads to a 

dramatic temperature increase that persists long after the shock front has passed the 

interface, followed, for energetic materials, by coupling to chemical reactions (NO2 and 

HONO dissociation) that ultimately lead to detonation.  

We should emphasize the sequence of events here: 

 Shock at the asperity of a non-uniform interface of heterogeneous materials leads to 

shear relaxation that causes shear stresses along the non-uniform interface. 

 These shear-stresses relaxations result in energy deposition at the interface that leads 

to a local significant increase in temperature. 

 This increase in temperature leads to bond breaking in energetic materials that leads 

eventually to detonation (which may be premature). 

For non-energetic materials we also expect the first two phenomena (local shear stress and 

temperature increase). Thus for non-energetic materials we can expect that the hot spot 

may cause local melting and defect generation that would accelerate failure and perhaps 

instabilities (e.g. Richtmyer-Meshkov).  

These results suggest that a critical design strategy in developing insensitive EM for 

propulsion and explosives is to use a binder with much lower density, 1/3 that of the 

explosive. We tested this by modifying the polymer system to have half the normal density 

(1/3 that of the explosive) and showed that no hot spot develops using the same shock 

conditions.   
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Chapter 5 Atomistic characterization of stochastic cavitation of a binary 

metallic liquid under negative pressure 

 

5.1 Overview 

      Cavitation, or the formation of bubbles in metastable liquids, has been investigated 

experimentally and theoretically since Lord Rayleigh
[1–6]

, yet there remain considerable 

uncertainties in the underlying descriptions. While it has been exploited for practical uses, 

including ultrasonic cleaning
[7,8]

 and sonoluminescence
[9]

, cavitation is directly relevant to 

undesirable natural events including volcanic eruptions and void formation in solids or 

glasses that degrade their mechanical, physical, and chemical properties (e.g., fracture, 

shear banding, and corrosion). In particular, cavitation during isochoric cooling of a 

metallic liquid may lead to voids at grain-boundary triple junctions or randomly dispersed 

in a metallic glass. This has been difficult to characterize for most metallic glasses because 

they are normally multicomponent. However, bulk binary metallic glasses have recently 

been developed (e.g., Ni-Nb and Cu-Zr glasses), thus simplifying the analysis for 

elucidating the physics underlying cavitation in engineering metallic glasses and alloys. 

       Cavitation in a metastable liquid is a fluctuation-driven process that is described using 

classic nucleation theory (CNT)
[10–12]

. However, direct application of CNT to cavitation is 

complex, considering the closeness of the thermodynamic state to the spinodal, and the lack 

of reliable constraints on such parameters as surface tension. Molecular simulations 

(molecular dynamics and Monte Carlo method) and statistical theories have provided some 

insights into this phenomenon at a more fundamental level
[13–20]

. However, recent 
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molecular-dynamics (MD) simulations of cavitation dynamics in liquids appear to 

disagree with the cavitation rate from CNT, likely due to uncertainties in estimating the 

surface tension
[13,14]

. Recent studies on the fracture of Lennard-Jones liquid evaluated the 

pressure-dependent surface tension using the Tolman model. They estimate the CNT 

nucleation rate by assuming a constant surface tension leading to disagreement with CNT 

and MD simulations
[21]

. In order to connect MD simulations with transition state and 

nucleation theories and with experiments, we report MD simulations of cavitation in a 

binary metallic liquid, Cu46Zr54, under negative pressure, using a potential function (force 

field) derived from QM. Our studies show that cavitation can be described as a random 

Poisson process. Thus, using the activation volume obtained from the transition state theory 

and the surface energy from the Tolman length model, we find that CNT predicts the 

cavitation rates in accord with direct MD simulations. We characterize the pressure 

dependence of the activation volume within a limited range of pressure and show that the 

extrapolation to lower pressures leads to good agreement with experiments. 

5.2 Simulation methods 

      Our MD simulations use the Rosato-Guillope-Legrand potential
[22,23]

 for Cu-Zr alloy 

extracted from density functional theory calculations on CuZr compounds and 

implemented in the ITAP molecular dynamics program
[24]

. Previous studies
[23,25,26]

 showed 

that this potential is accurate: the predicted glass formation temperature (Tg ~ 700 K), bulk 

structure, elastic moduli, and viscosity agree with available experiments. 

      We first construct binary Cu46Zr54 systems ranging from 2000 atoms to 54000 atoms 

with random atom positions. Using an integration time step of 1 fs, we melt the systems at 

1200 K and equilibrate them for 100 ps for subsequent cavitation simulations. For tensile 
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loading, we expand the cell at a uniform expansion rate of 2 × 10
8
 s

−1
 at 1200 K using a 

single Nose-Hoover thermostat (constant volume-temperature or NVT ensemble, with a 

Nose-Hoover time constant of 20 fs). Various time constants (10 fs to 100 fs) we tested for 

thermostats were found to have no effect on simulation results. The strain rate we use 

enables the liquid to achieve equilibrium before cavitation occurs. In order to explore the 

stochastic nature of cavitation, we carried out 100 independent calculations for a given 

initial, metastable state. In each of such runs, we changed only the initial velocity 

distributions (via changing the random number seed for velocity assignment) and observe 

the cavitation dynamics. To calculate the cavity volume within the binary liquids we use a 

grid-based void analysis method
[27]

. Given the cavity volume, we can obtain the cavity 

radius by assuming that the cavity has a spherical shape. 

5.3 Results and discussion 

       Fig. 5.1a shows the pressure evolution as a function of volume (or bulk strain) for the 

54,000 atom system under tension at a constant strain rate and fixed temperature (T). With 

increasing strain, pressure (P) decreases steadily (AB) until it reaches the pressure 

minimum B. AB is the liquid equation of state at fixed temperature, and pressure minimum 

B is expected to be close to spinodal. There is a drastic decrease in the magnitude of P after 

B due to tensile stress relaxation accompanying rapid cavity nucleation and growth (BC). 

The system then reaches a steady state (CD) where P increases slowly. Cavitation during 

BCD is confirmed by direct analysis, and an example of the cavity is shown as an inset to 

Fig. 5.1a. The cavity is approximately spherical but with a rugged surface at the MD scale. 
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Figure 5.1 (a) Pressure-volume plot for the 54,000 atom system under hydrostatic tension at 

1200 K; inset: an example of the cavity near C (∼ 0.9 nm in radius). (b) Pressure evolutions 

for 100 independent NVT runs, all started with the same configuration at P = -3.16 GPa in 

(a). 

 

      In order to analyze the onset of cavitation of this metastable binary liquid, we follow its 

evolution under a fixed bulk volume and temperature. We choose various starting 

configurations from Fig. 5.1a prior to the pressure minimum B to explore homogeneous 

cavitation at different loading conditions. For each such configuration, we performed NVT 

simulations (with fixed bulk volume and temperature) and observed the cavitation 

dynamics under the prescribed tensile loading. The point of cavitation is obvious in the 

change of the instantaneous bulk pressure. Starting from a specific initial configuration 

(e.g., near B in Fig. 5.1a), we carried out 100 independent NVT runs; for each run, a 

different random number seed is used for initial velocity assignment. Fig. 5.1b shows the 

results from 100 runs all starting at a pre-cavitation loading of P = -3.16 GPa. For each run, 

P remains constant for a while and then increases rapidly as a result of cavity nucleation 

and growth, finally reaching a plateau in which the stress is in equilibrium (Fig. 5.1b). The 
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pre- and post-cavitation values of P are the same for all 100 independent runs. 

However, cavitation occurs at very different individual waiting times (twait). Here twait is the 

instant at which the pressure amplitude decreases to half of the pre-cavitation value. The 

exact cavitation time is the point at which the nuclei reach the critical point, which is hard 

to derive from direct MD simulations. Instead we define twait, which is easy to extract. This 

value is also reliable because the pressure drops fast over the ~ 10 ps initiating the 

cavitation process. 

      For a given pre-cavitation pressure, the statistical runs yield 100 values of twait used to 

construct the probability distribution (solid line in Fig. 5.2a). Here each point is broadened 

into a Gaussian of width 15
[28]

. Fitting the solid line to a Poisson process leads to the 

dashed line with an expected waiting time t = 97 ps. The nucleation or cavitation rate 

follows as υ=1/(Nt), where N is the system size. Here we obtain υ = 1.9 × 10
5
 s

−1
 per atom 

for the 54000 atom system at pre-cavitation pressure of -3.16 GPa and temperature of 1200 

K. To determine whether N = 54000 is sufficiently large for studying cavity nucleation, we 

performed similar simulations for N = 2000, 6750, and 16000. Fig. 5.2b shows that υ is 

similar for three different system sizes with N >= 6750 (~ 2 × 10
5
 s

−1
 per atom or 10

34
 

s
−1

m
−3

), indicating that cavity nucleation is a local phenomenon. 
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Figure 5.2 (a) Probability of cavitation obtained from 100 independent runs on the 54,000 

atom system (solid line) and Poisson fitting (dashed line). T = 1200 K and P = -3.16 GPa. 

(b) Cavitation rates (per atom) for four different system sizes under the same loading 

conditions 

 

         Using transition state theory, we can write the cavitation rate as υ = exp(-ΔG
Θ
/kBT), 

where    is the Boltzmann constant. The Gibbs energy of activation is         

     if we neglect the minor composition change near the cavity. The activation volume 

     
    

  
   , and the activation entropy      

    

  
   . Our simulations are 

performed at a fixed temperature, so the     term can be neglected. From transition-state 

theory and the definition of ν (1/Nτ), we obtain 

                                                  
         

  
    .                                         (5.1) 

Thus, given τ for various tensile loadings,     can be obtained as a function of P. 

(Similarly, the activation entropy can be obtained via varying temperature at a fixed 

pressure.) For the 54,000 atom system, we also performed runs at lower tensile loading to 

obtain longer waiting time τ. Figure 5.3 shows the plot of          versus P, and its slope 

is the activation volume. Assuming a linear dependence of activation volume on P, we fit 
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the            data points with a quadratic function. This leads to           

      at T = 1200 K, where pressure is in GPa and volume is in Å
3
. For a precavitation 

pressure P = -3.16 GPa, the activation volume is 94 Å
3 

at 1200 K, corresponding to about 

five vacancies under ambient conditions.  

 

Figure 5.3        (left axis) and τ (right axis) as a function of initial pressure P for the 54 

000 atom system at 1200 K. MD results: squares; dashed line: quadratic fitting. Inset: 

Extrapolation of MD results to experimental scales. The experiment point (triangle) has τ ≈ 

7 s for a system size of 10
22

 atoms. 

 

         Cavitation nucleation experiments were carried out on Zr41.2Cu12.5Ti13.8Be22.5Ni10 

(Vitreloy 1) liquid inside fused quartz ampules of ∼ 0.75 mL volume. Because the liquid 

has a higher coefficient of thermal expansion, we find that upon quenching below Tg the 

hot interior liquid cools and shrinks in volume more than the solid shell of fused silica and 

vitrified liquid that contains it. This results in the buildup of negative hydrostatic pressure 

in the liquid. Cavities formed within the quenching time scale of 7 s at an estimated 

temperature of ∼ 1200 K and P = -0.5 GPa (triangle, inset to Fig. 5.3) (unpublished results). 
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         To compare with the experiments, we extrapolated the fitted            relation 

to lower pressures, leading to excellent agreement with the experiments (Fig. 5.3 inset). 

This agreement between the experiments and direct MD simulations lends support to the 

transition-state theory analysis. Note that the local strain rate and the cavity growth rate in 

our MD simulations and the loadings are different in the experiments. We find that 

increased precavitation tensile loading leads to higher growth rates. In Fig. 5.3, the rate 

effect is implicitly incorporated in the precavitation pressure. 

       For steady states where a cavity is in equilibrium with the surrounding liquid, the 

surface energy (σ) is σ = ΔP/2r, where ΔP is the pressure difference across the cavity 

surface and r is the radius of the cavity at steady state. We construct a cavity (radius ∼ 25 

Å) within the liquid at 1200 K, vary the bulk volume and let the system achieve 

equilibrium, and then measure the steady-state cavity size and pressure to calculate the 

corresponding σ. The results of σ for different cavity sizes are shown in Fig. 5.4 (squares), 

which can be fitted with the Tolman equation 

                                                          
  

  
  

 

                                             (5.2)  

where the Tolman length δ = 0.3 Å and   = 0.59 J m
-2

 is the surface energy for a planar 

surface (Fig. 5.4). We apply the Tolman equation to both steady and transient states. For P 

= -3.16 GPa and T = 1200 K,           and r = 2.8 Å; the surface energy 

corresponding to this activation volume is σ = 0.49 J m
-2

 from the Tolman equation 

(triangle in Fig. 5.4).  
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Figure 5.4 Surface energy σ versus inverse cavity size (r
-1

) 

         In classical nucleation theory, the driving force for cavity nucleation is    

             , where the first (surface) term is the free energy gain due to surface 

tension of a cavity and the second (volume) term is the reduction while creating the cavity. 

ΔG peaks at the critical value (ΔG*) with the critical radius r* =  2σ/P, and ΔG* = 

16πσ
3
/3P

2
. Our application of CNT assumes an ideal gas with an incompressible liquid and 

ignores the number of atoms in the bubble. Assuming that the activation volume at P = -

3.16 GPa and T = 1200 K from transition-state theory is the corresponding critical nucleus 

size, we obtain a critical radius of r* = 2.8 Å for use in CNT. From our MD, we obtain σ = 

0.49 J m
-2

 from the Tolman equation. This leads to ΔG* = 1.23 eV.  
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        Given ΔG* at P = -3.16 GPa and T = 1200 K, CNT allows us to estimate the 

nucleation rate at the critical point:           
   

   
 . Considering that the cavitation in 

vitreous liquids is related to the spontaneous and cooperative reorganization of individual 

clusters near the shear transformation zones (STZs), we believe that the kinetic feature of 

the liquid is related to the merging of α and β relaxations at high temperatures
[29]

. Thus, the 

pre-factor    is related to the Maxwell relaxation time
[30]

, configurational entropy of critical 

cavity, and the size of STZs. Therefore, the pre-factor is                         

     . Here μ is the shear modulus, η is the viscosity, μ/η is the Maxwell relaxation 

frequency, N
*
 is the number of atoms in the STZs (∼ 100 atoms, as for glass

[31]
), ΔS is the 

configurational entropy per atom, and n is the number of atoms occupying the same volume 

as the critical cavity. From our previous MD study
[26]

, μ = 2 GPa and η = 0.2 Pa s under 

similar conditions. We assume that ΔS is ∼ 1kB, similar to the entropy of fusion according 

to Richard’s rule, and n = 5 as shown above. It follows that ν0 is ∼ 1.48 × 10
10

 s
-1

 and ν is 

∼ 1 × 10
5
 s

-1
 per atom, which agrees well with our direct MD simulations (2 × 10

5 
s

-1
). This 

agreement shows that the cavitation rate can be predicted from CNT with remarkable 

accuracy if the Tolman length is included.         

5.4 Conclusion 

       Our systematic study shows that cavitation in a binary metallic liquid is a random 

Poisson process and that such complex processes can be well described by the transition 

state theory and classical nucleation theory. We demonstrate the methodology of obtaining 

the activation volume (or entropy) indirectly from MD simulations and the transition-state 

theory and deducing cavitation rate directly from MD simulations. The classical nucleation 
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theory converges with the simulations in describing the cavitation rate if the Tolman-

length effect is considered. Our results also bear implications to broadly defined nucleation 

and growth processes. 
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Chapter 6 Synthesis of single-component metallic glasses by thermal spray 

of nanodroplets on amorphous substrates 

6.1 Overview 

      Bulk metallic glasses (BMGs) provide a number of unique properties (ductility, high 

strength, high corrosion resistance, and soft magnetism), but most metallic glasses have 

required very high quenching rates
[18]

, leading only to thin films of amorphous material. A 

great deal of progress has been made toward synthesizing bulk amorphous metallic glasses 

since the original successes in 1960 using cooling rates of 10
6 

K/s
[15]

. Indeed, with 

multicomponent metals having dramatically different character and radii, it is possible to 

obtain amorphous sheets of cm size for numerous applications
[15]

. Here we take up the 

challenge of forming single-component metallic glasses (SCMGs), which might have 

unique surface and bulk properties. Because of the low glass-forming ability of pure metals 

it has not been possible previously to make SCMG without extremely high quenching rates. 

        We propose here that SCMGs can be synthesized by thermal spray-coating of 

nanodroplets onto an amorphous substrate (ND-AS). We show that nanodrops of diameter 

≤ 30 nm lead to sufficiently high cooling rates due to the rapid spreading of the nanodroplet 

during impact on the substrate, which leads to rapid cooling sustained by the large 

temperature gradients between the thinned nanodroplets and the bulk substrate. However 

even under these conditions, we show that for glass formation to outrun crystal nucleation, 

it is required that the substrate be amorphous (avoiding the heterogeneous nucleation sites 

that could lead to crystallization).  
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6.2 Simulation models 

        To demonstrate thermal-spray ND-AS formation of SCMG, we performed molecular-

dynamics (MD) simulations for nanodrops of Cu up to 30 nm (1 million atoms) sprayed 

onto a Cu-Zr amorphous substrate (Cu46Zr54) system using force fields (potentials) 

validated to provide an accurate description of these metals. These MD simulations show 

that the Cu SCMGs are thermodynamically stable for the simulation time scales (up to 3 

ns). In contrast, spraying the same Cu nanodroplets onto Cu crystal substrates leads to 

crystallization within 100 ps.  

        Our MD simulations used the embedded-atom-method potential for the Cu-Zr 

system
[9] 

and the LAMMPS MD package (large-scale atomic/molecular massively parallel 

simulator)
[10]

. We constructed liquid Cu droplets with diameters of 10 nm (39081 atoms) 

which we equilibrated at 1300 K using constant-volume-temperature MD (without periodic 

boundary conditions). The nanodroplets were impacted on two different substrates at 300 K 

and 1 atm: (a) Cu46Zr54 glass, and (b) Cu (100) single crystal. 

        For the prototypical amorphous alloy substrate we started with randomly positioned 

Cu and Zr atoms for the Cu46Zr54 composition, melted at 2000 K for 0.5 ns and then cooled 

continuously to 300 K within 2 ns to form the bulk glass. Then to form the Cu46Zr54 glass 

substrate we constructed from the bulk system a slab containing 320,000 atoms (4.85 nm × 

34.21 nm × 35.91 nm along the x-, y- and z-axes, respectively, with the yz plane as the 

surface), which we annealed at 1000 K for 4 ns and then cooled to 300 K using constant-

pressure-temperature (NPT) MD to form the amorphous substrate.  

        As a prototypical crystalline substrate we used Cu (100) containing 432,000 atoms 

(10.96 nm × 21.93 nm × 21.93 nm). Here we started with the bulk FCC structure and 
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formed the 10.96-nm-thick (the x-direction) slab, which was equilibrated at 300 K and 1 

atm using NPT MD.  

        The Cu nanodroplet was assigned an initial impact velocity along the x-axis (the 

substrate normal), and impacted the substrate. The impact velocity was varied from 0.01 

km/s to 0.5 km/s. We used the microcanonical ensemble for impact simulations. The time 

step in MD simulation was 1 fs and the total simulation time was up to ~ 3 ns. 

6.3 Results and Discussion 

        Fig. 6.1 shows the radial distribution functions (RDF) of Cu nanodroplets after 

impacting on crystalline and amorphous substrates. The resulting structures of the solidified 

nanoparticles on the crystal substrate cases show the long-range order characteristic of 

crystals. On the other hand, the loss of the long-range order in the glass substrate cases 

indicates that the “solidified” nanoparticles are still amorphous.   

 
Figure 6.1 Radial distribution functions of various nanodroplets after impacting on various 

substrates at various impact velocities. The Cu nanodroplets form nanocrystals on the Cu 

crystal subsrate but become amorphous glasses on the Cu46Zr54 glass substrate. 
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        The RDF only reveals the average structure information. To characterize the local 

structure of the amorphous Cu nanoparticle formed on the Cu46Zr54 glass substrate, we 

performed the Honeycutt-Anderson (HA) analysis
[1114]

 on various nanoparticles at 

equilibrium after impact. Fig. 6.2 shows the equilibrium configurations and the HA 

structure analysis of the Cu nanoparticles after impact. On the crystalline substrate, a Cu 

nanocrystal grows epitaxially with growth twins and stacking faults (Figs. 6.2a and 6.2b). 

The characteristic HA indices of this nanocrystal are mainly 1421, corresponding to the 

FCC structure (Fig. 6.2e).  

 
Figure 6.2 Snapshots of Cu nanodroplet (10 nm in diameter) impacting at 0.1 km/s on (a,b) 

a Cu single crystal substrate and (c,d) on a Cu46Zr54 glass substrate (e) analysis of the 

structure of crystalline, liquid, and glassy Cu and Cu46Zr54 glass using the Honeycutt-

Andersen (HA) metric. Here 1421 is characteristic of fcc (face-centered cubic) structure, 

while equal amounts of 1421 and 1422 are characteristic of hcp (hexagonal close-packed) 

structure. On the other hand 2331 and 1551 indicate icosahedral packing characteristic of 

liquid or glassy metals; also for indices 1431 and 1541 show the structure of the liquid state 

[1114]. (b) and (d) are cross-sectional views; here (b) shows some growth twins and FCC 

stacking faults. The HA indices for Cu46Zr54 glass, Cu glasses and Cu liquids all contain the 

icosahedral HA (2331 and 1551) of a liquid or glass, but are drastically different from those 

for crystalline Cu (e.g., 1421).  
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        In sharp contrast, the impact with the Cu46Zr54 glass substrate leads to an 

amorphous Cu nanoparticle (Figs. 2c and 2d). HA indices 1551 and 2331 are the main 

characteristics of icosahedral packing, and are similar for Cu46Zr54 glass, Cu glass, and Cu 

liquid; this indicates that the amorphous Cu nanoparticle is similar in short-to-medium-

range atomic packing to the Cu46Zr54 glass and to Cu liquid (Fig. 6.2e).  

        To verify that the amorphous nanoparticle is indeed “solidified” as a glass (rather than 

remaining a liquid), we calculated the mean squared displacement (MSD) of the Cu 

nanodroplet after the system reaches equilibrium, from which we extracted the diffusion 

coefficient (D) using the Einstein relation (MSD = 6D × time). At 300 K, D = 3.6×10
-5

 

cm
2
/s for the liquid nanodroplet, which is 50 times higher than D = 8.0×10

-7
 cm

2
/s for the 

amorphous nanoparticle. Thus, the amorphous nanoparticle is a solid-like SCMG.  

        To identify the point at which a phase transition occurs, it is valuable to determine the 

change in entropy with time and temperature. To extract the entropy evolution of the 

nanodroplets during the dynamic impact process, we used the Lin-Blanco-Goddard two-

phase thermodynamic (2PT) model
[15]

 to obtain the entropy of the nanodroplets impacting 

on the substrates. 2PT has been applied to various systems
[1518]

 to obtain accurate 

entropies.  

        We examined nanodroplets of 4 nm in diameter with impact velocity of 0.5 km/s and 

applied the 2PT model along the impact trajectory (up to 90 ps). The average temperature 

and entropy were extracted every 2 ps from the 2PT model, as shown in Fig. 6.3. The 

temperature and entropy increase initially for a few ps due to the dynamic impact, which 

converts kinetic energy to thermal energy, but then drops rapidly via substrate cooling. Due 
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to its higher thermal conductivity, the cooling rate in the Cu substrate case is about 

twice that of the Cu46Zr54 glass substrate. The Cu nanocrystal formed on the Cu substrate 

has entropy lower than the SCGM by ~ 1.5 J/mol/K at 500 K.  

 

Figure 6.3 Temperature and entropy evolution of the 4 nm nanodroplets impacting at 0.5 

km/s on crystalline or amorphous substrates. (a) For both substrates the temperature 

increases up to 6 ps after the initial impact and then decreases; with an exponential cooling 

rate (exponential fitting parameter) of 9.7×10
10

 s
-1

 for Cu substrate and 4.5×10
10 

s
-1

 for the 

glass substrate. (b) The entropy as a function of the temperature (below 700 K). The big 

difference between the crystal and amorphous substrates shows up below 700 K where the 

entropy of SCMG formed on amorphous substrate is about 0.2R higher than that of the 

nanocrystal formed on the Cu substrate at 500 K. Here R is the gas constant. Inset shows 

the whole temperature range. The numbers shown are the ratio of HA index 2331 to the 

sum over all the cases for the first nearest neighbors.  

 

        We also examined nanodroplets of various sizes (4 to 30 nm in diameter or 2,580 to 

1,083,171 atoms) and larger substrates (up to 7,680,000 atoms), with a range of impact 

velocities (0.01 to 0.5 km/s), and various orientations for the Cu substrates [(100), (110), 

and (111)], and always obtained similar results. Our simulations show that nanodroplets ≤ 

30 nm in diameter form SCMGs via ND-AS. We also performed the same simulations with 

another Cu-Zr potential
[19]

, leading to nearly identical results.  
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        For an impact velocity of 0.01 km/s a nanodroplet at 1300 K and diameter of 30 

nm, achieves a cooling rate of ~ 2×10
12 

K/s, which we find is sufficient for SCMG 

formation on a glass surface. For an impact velocity of 0.5 km/s, a nanodroplet at 1300 K 

and diameter of 4 nm achieves a cooling rate of ~ 1×10
13 

K/s, which we find is also 

sufficient for SCMG formation. However for a crystalline substrate we find that these same 

conditions lead to crystallization. Our interpretation is that the glass substrates lack the 

heterogeneous crystallization nucleation sites. That is, the high energy-barrier for 

homogeneous crystal nucleation leads to kinetics too slow to compete with glass transition, 

and thus to SCMG formation. The high-temperature gradient near the substrate surface 

initiates the growth of the SCMG.  

        It has also been suggested that free-standing submicron droplets of high-purity metals 

may become amorphous solid-like phases in vacuum via thermal radiation cooling
[20]

.  

        We claim that two conditions, rapid quenching due to the size of the nanodrop hitting 

the cold substrate and the amorphous nature of the substrate, are both essential to obtain a 

single component amorphous metal. Evidence in favor of this is presented in Fig. 6.3a, 

where the cooling for the Cu substrate is even more rapid than that for the amorphous 

substrate, but we find rapid crystallization of the droplet on the crystal substrate but not on 

the amorphous substrate. In addition we did a simulation of annealing the amorphous 

droplet (4 nm in diameter) without substrates from 600 K to 300 K over 100 ps and find 

that the droplet retains the amorphous structure. The simulation results are shown in Fig. 

6.4. 
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Figure 6.4 The internal structure and RDF of a 4 nm nanodroplet annealed from 600 K to 

room temperature over 100 ps. Shown in (a) is the cut through the middle of the 

nanodroplet, which shows the amorphous character as indicated by RDF shown in (b). 

 

        Certainly numerous droplets must be deposited to produce a macroscopic amorphous 

film. Thus one must wonder whether the growth of the pure Cu amorphous film might 

eventually lead to nucleation of the crystal phase. To demonstrate that this does not occur, 

we continued to impact Cu nanodroplets (4 nm in diameter) at 1300 K onto the growing 

film until 180 had been added as shown in Fig. 6.5. We modeled this by constructing a 20 

× 3 × 3 array along the x-, y-, and z-directions, respectively (the x-direction is the impact 

direction), of nanodroplets (each 4 nm in diameter) spaced by 12 nm × 5 nm × 5 nm using 

an impact velocity of 0.2 km/s (so that the time between successive nanodrops hitting the 

amorphous surface is larger than 40 ps during which time the previous liquid droplets 

became an amorphous solid. We find that the bulk film (now 18.5 nm thick) remains 

amorphous until the system reaches equilibrium. The combination of rapid cooling rate and 

amorphous substrates still avoids crystal nucleation. The high viscosities (low diffusion 

coefficient) of the SCMGs make the phase transition from amorphous to crystal phase 

kinetically unfavorable. 
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Figure 6.5 Result of impacting 180 nanodroplets (4 nm in diameter) sequentially on the 

CuZr glass substrate (only the droplet atoms are shown). (a) The initial conditions used an 

array of 20×3×3 = 180 droplets in the x-, y- and z-directions respectively (x is the impact 

direction), spaced by 12 nm along the x direction. The periodic slab has dimensions of 68.2 

nm, 71.6 nm in the y and z directions. (b) The equilibrium structure after impact also shows 

amorphous character after the system reaches equilibrium, as indicated by the RDF shown 

in (c). 

 

6.4 Conclusion 

      We have demonstrated that the synthesis of SCMGs via thermal spray of nanodroplets 

on amorphous substrates is viable for pure Cu, and we expect it to apply equally to other 

elemental metals. The thermal spray conditions required to form SCMGs are technically 

viable, and hence we expect that ND-AS may provide opportunities for broad applications 

that fully exploit the uniqueness of metallic glasses. 
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Chapter 7 Simulating carbon and hydrogen phases under shock compression 

with electron force fields  

7.1 Overview 

        Electron force fields (eFF) have been widely used in the equation of state (EOS) of  

hydrogen, Li under extreme conditions
[1,2]

, the Auger dissociation process
[3]

, and the silicon 

crack process
[4]

. The eFF calculations faithfully captured the transition from H2 molecular 

to atomic state and to plasma, and the transition of Li from the FCC to CI16 phase to the 

amorphous phase, as a function of increasing pressure and temperature
[1,2]

. These results 

demonstrated an excellent agreement between eFF predictions and leading experimental 

results.  

        In this chapter, we report on the use of eFF in the characterization of the Hugoniot 

relationship of carbon, which includes consecutive phase transitions also captured by 

experiments. From analyzing the atomic distribution functions at different points on the 

Hugoniot curve we establish that diamond distortions occur at ~ 167.7 GPa, followed by a 

transformation into BC8 phase at ~ 868.5 GPa, and subsequent transitions into amorphous 

phase at ~ 1292.0 GPa and into the liquid phase at ~ 2305.0 GPa. 

        We also report the Hugoniot states of hydrogen shocked from various initial densities 

as predictd from eFF, and compare our results with recent laser shock experiments and the 

path-integral Monte Carlo (PIMC) method. eFF prediction is in good agreement with 

recent low initial-density shock experiments. We observed the transitions from H2 

molecular to H atom to plasma for various initial densities.  
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7.2 Carbon phases under extreme conditions of high temperature and pressure 

7.2.1 Introduction 

        The element carbon has received extensive attention for many centuries, not only 

because it is the backbone of biological molecules but because it is also one of the most 

abundant elements in the universe. Carbon is a primary constituent of white dwarfs and 

outer planets such as Uranus and Neptune
[5]

. Carbon has many practical and technological 

applications due to the remarkable and contrasting properties of its different allotropes, 

including the unique high-strength mechanical response of diamond (the only stable carbon 

phase under high-pressure experiments
[6]

) versus the softness of graphite, or the low 

electrical conductivity of diamond versus the very good conductivity of graphite. The 

behavior and properties of carbon under extreme conditions are of great importance to 

understanding outer planet interiors, white dwarfs, and extra-solar carbon planets
[7, 8]

, as 

well as to tailoring new ablator materials capable of withstanding the operating conditions 

of, for example, inertial confinement fusion chambers
[9]

, or the hypervelocity reentry 

conditions of spatial vehicles. 

        Despite its importance, the equation of state (EOS) of diamond under extreme 

conditions remains largely unknown after decades of research, mainly due to the difficulty 

in reproducing the required high pressures while controlling the measurement uncertainties 

during experiments
[10]

. The diamond anvil cell (DAC) experiment can only access 

pressures up to 300400 GPa, typically at room temperature, still far from the extreme 

conditions that exist in numerous problems of interest
[11]

. Currently, the dynamical shock 

experiment is the only existing method that can probe the melting limits of diamond. 

Recently Knudson et al.
[9]

 presented Hugoniot data for diamond over a pressure range of 
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550 to 1400 GPa using the magnetically driven flyer-plate technique. Combined with 

ab initio molecular-dynamics (AIMD) simulation, they were able to propose that the 

Hugoniot intercepts the diamond-BC8-liquid triple point along the melting limit. Other 

groups
[6,12,13]

 have also reported diamond Hugoniot measurements up to pressures 

exceeding 1000 GPa. 

        Concurrently, theoretical calculations are used to reproduce and to extend 

experimental results. Models based on chemical models remain controversial in the 

diamond melt boundary
[14,15]

 while quantum mechanical models have provided new 

insights. In 1996, Grumbach and Martin
[16]

 published data for different carbon phases in a 

wide range of pressures (4004000 GPa) and temperatures (200036000 K). Later, Wang 

et al.
[17]

 calculated a more accurate diamond melt curve using Car-Parrinello molecular 

dynamics (CPMD) combined with thermodynamic integration techniques, and more 

recently Correa et al.
[18]

 presented a carbon phase diagram calculated using a combined 

approach with AIMD and the two-phase method. The later predicted the existence of a 

diamond-BC8-liquid triple point at ~ 850 GPa. Romero and Mattson
[19]

 used the AIMD 

method to get the carbon Hugoniot for pressures up to ~ 1400 GPa. In general, the results 

from quantum-mechanical calculations predicted a maximum in the diamond melt line. 

7.2.2 Simulation methodology 

        This work is motivated by the considerable uncertainties in performing high-pressure, 

high-temperature experiments on carbon (in terms of generation, containment, and 

characterization) and by the inability of existing theoretical models to capture a high degree 

of electronic excitations, the structural and electronic heterogeneity, and the complex 

transient dynamics involved. To address such problems, we developed the electron force 
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field, eFF, as an inexpensive form of quantum-mechanics approximation which can 

describe the electron and nuclear dynamics of the extended systems containing highly 

excited electrons at a computational cost comparable to that of classical molecular 

dynamics. In this approach, nuclei are represented by point charges, and electrons by 

Gaussian wave packets with up or down spin. Electron position and radius are dynamical 

variables in the simulations. The total wave function is the Hartree product of the Gaussian 

spin orbitals and we introduce a Pauli potential derived from general valence bond (GVB) 

theory for antisymmetrization of the electrons. There are only three universal parameters 

for eFF in the Pauli potential, which are optimized for small molecules such as LiH, CH4, 

C2H6, and B2H6
[20]

. In 2007, we reported the eFF results for the shock dynamics of 

hydrogen, including the transformation from molecular to atomic to plasma states
[1]

, and in 

2009 these results were validated by the corresponding shock experiments from LLNL
[21]

. 

Here we report the diamond principal Hugoniot in the pressure range of 1003000 GPa, 

and the temperature range between 0100000 K, using the eFF method. 

        The eFF method has been demonstrated before.  eFF was applied to examine the non-

adiabatic electron dynamics of a diamondoid C197H112 by the Auger-induced emissions of 

protons, hydride ions, and CHx hydrocarbon fragments observed experimentally as a result 

of core ionization and subsequent Auger decay
[3]

: the core electron ionization led to 

cascaded bond-breaking events. eFF was also applied to studying the phase transition of 

lithium metal under shock compression
[2]

. It was found that two distinct consecutive phase 

changes exist which manifest themselves as a kink in the shock Hugoniot, previously 

observed in experiments but not explained. Based on the analysis of the atomic distribution 
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functions, it is established that the first phase transition corresponds to an fcc-to-cI16 

phase transition that was observed previously in isothermal compression experiments, and 

the second phase transition corresponds to the formation of an amorphous phase of lithium 

with a novel topology, and much smaller coordination than in molten lithium, and a 

random connectivity distribution function. For all of the aforementioned applications the 

same universal parameters are used in eFF, and they will remain unchanged in this carbon 

study. 

        The simulations reported here consist of computing the shock behavior of carbon, 

using a periodic 2 x 2 x 2 diamond supercell containing 64 carbon atoms and 384 electrons. 

To compute the Hugoniot curve we use eFF to find a state described by pressure P, volume 

V, and internal energy U that satisfies the Rankine-Hugoniot condition, 

                                             
 

 
               ,                        (7.1) 

where the subscript zero denotes the initial state before compression. To determine the 

initial state, we perform constant-volume-energy NVE dynamic equilibration using the 

eFF-optimized diamond structure at a temperature of 300 K. The initial thermal equilibrium 

state found was: T0 = 300.4 K, P0 = 0 GPa, U0 = -32.0817768 hartree/atom. Subsequently, 

we proceed to compress the equilibrated system using an isotropic strain rate of 0.1/ps to a 

variety of system densities. At each fixed density, we calculate the different states and 

determine the Hugoniot state parameters that satisfy Eq. 7.1. The eFF-optimized atomic 

volume for carbon diamond was 7.3289 Ǻ
3
 which is about 32% larger than the experiment 

value of 3.51 g/cm
3
. The large atomic volume is due to the repulsive nature of the electrons 
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with the same spins inherent in Pauli potential, given that we have not adjusted any of 

the parameters used in our previous studies. 

7.2.3 Results and Discussion 

         

 

Figure 7.1 Shock Hugoniots for diamond carbon computed from eFF dynamics (square) 

and from the experiments
[6,22,23]

. eFF correctly predicts a series of phase transitions along 

the Hugoniot: diamond deformation at 167.7GPa, diamond to bc8 at 868.5 GPa, bc8 to 

amorphous at 1292.0 GPa and amorphous to liquid at 2305 GPa.) 

 

        Fig. 7.1 depicts the computed Hugoniot compared with different experimental results. 

We used density compression as the x-axis to compare properly with experiment. The eFF 

(solid square) Hugoniot is predicted to have two discontinuities, located at ~ 868.5 GPa and 

1292.0 GPa. These results are consistent with recent experiments which report a 

discontinuity around 1100 GPa along Hugoniot
[23]

. Recently, Kundson et al.
[9]

 proposed 

that the diamond Hugoniot intersects the melt boundary, and follows the diamond-liquid 
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boundary to the BC8-diamond liquid triple point, and then the BC8-liquid boundary 

before it finally enters the liquid regime. From our simulation, we found that the diamond 

solid transforms to a stable high-pressure phase at ~ 868.5 GPa and then transforms to the 

liquid phase at about ~ 1292.0 GPa. Our calculations indicate that the BC8 phase is as 

stable as diamond in the high-pressure regime, so we believe the high-pressure phase seen 

in the Hugoniot is the BC8 phase, which is confirmed by our structure analysis below. 

 

Figure 7.2 (a) Radial distribution functions show the structure change along the Hugoniot: 

The second peak splitting at 206.8 GPa (/0=1.33) indicates a deformation starting at 

around 167.7 GPa (/0=1.25). Then the broadened second peak at ~ 887.5 GPa 

(/0=2.07) represents the transformation from diamond to BC8, followed by the 

disappearance of long-range order at ~ 1332.1 GPa (/0=2.38), i.e., melting. (b) 

Coordination number (CN) calculations show that the first-shell CN is always 4.0 until 

amorphization/melting occurs. It increases from 4.0 to 4.2 when the amorphous form 

appears (from the mean square displace discussion below), where pressure increases from 

1251.8 GPa to 1332.1 GPa. It then increases rapidly from 4.63 to 12.6 when the liquid 

forms, where the pressure increases from 2126.5 GPa to 3056.8 GPa. The second-shell CN 

drops from 16.0 to 10.1 when distortion happens and then increases continuously as 

pressure increases. A sudden increase occurs during the transformation from diamond to 

BC8 and BC8 to the amorphous structure. (c) The order parameter used to represent the 

transformation from the amorphous to liquid phase. We use 0.5 as the criteria for the phase 

transformation. 
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Figure 7.3 Bond angle distribution along Hugoniot. The bond cutoff is the first minimum 

position in RDF. For perfect diamond, it has only one angle 109.47˚, while for perfect BC8, 

it has two angles: 99˚ and 118˚.  

 

        To analyze the structure of the different phases along the Hugoniot, we computed the 

pair correlation function (RDF) and coordination number (CN) at different compressibility, 

as shown in Fig. 7.2. The second peak of RDF splits into two peaks above 167.7 GPa, 

indicating a distortion in the diamond structure. Although recent static DAC experiments
[6]

 

suggest that there is no plastic deformation for diamond up to 140 GPa, our simulations 

show that the deformation occurs at pressures lower than the diamond-BC8 transition.  The 

CN for the first two shells decreases from 16.0 to 10.1 when the distortion occurs. This 

deformation is also characterized with the bond angle distribution (Fig. 7.3). The 
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transformation from the distorted diamond to BC8 is also manifested as the change in 

the RDF and the discontinuity in the second-shell CN. The RDF at 887.5 GPa is not exactly 

consistent with the perfect BC8 structure because it could not be transformed to perfect 

BC8 structure for our 64 nuclei system (the unit cell for BC8 has 16 nuclei). The second-

shell CN increase is consistent with this phase transition. As the shock pressure increases, 

the bc8 phase melts at ~ 1292.0 GPa, as seen from the change in RDF and the second-shell 

CN discontinuity. It should be noted that the first-shell CN remains constant at 4.0 before 

melting, at which point it increases to 4.2. This is due to the strong covalent bonding in 

diamond. At high pressures, diamond may be an amorphous solid phase or liquid phase. To 

distinguish between these two phases, we computed the order parameter (i.e., the ratio of 

the amplitudes of RDF at the second minimum (gsmin) to the amplitude at the second 

maximum (gsmax), from which we can deduce that the amorphous phase transforms into the 

liquid phase at ~ 2305 GPa and 72500 K. 

        In order to understand in more detail the topological changes during phase transitions 

along the Hugoniot, we used the Honeycutt-Anderson (HA) analysis technique
[24]

. The HA 

technique uses an index composed of four integers mnpq, where m=1 indicates a atom pair 

ij are bonded together, n is the number of other atoms bonded to both atom i and j (the 

bond cutoff is taken as the first minimum of g(r)), p is the number of bonds between these 

neighboring atoms, and q is used to distinguish different bonding patterns with the same n 

and p. On the other hand, m = 2 indicates that atom i and j are not bonded. The numbers for 

m = 2 are normalized to the summation all npq, to lead them to 1. 
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Figure 7.4 The fraction of the Honeycutt-Anderson indices vs. compression along the 

Hugoniot. Only the indices with m = 2 are shown here. The HA indices change abruptly 

when the phase transition happened (see the text). 

 

         We computed the fractions of the indices with m = 2 since the second peak of the 

RDF changes significantly during the phase transitions observed along the Hugoniot. The 

results are shown in Fig. 7.4. For the distortion portion, the percentage of 2101 decreases 

continuously to a steady value of around 69.5% and that for 2001 increases continuously to 

around 30.5%. When the distorted diamond transforms to BC8, the amount of 2101 

decreases from 69.5% to 67.9% and that of 2001 increases from 30.5% to 32.1%. Perfect 

diamond only has pair index of 2101; while for the perfect BC8 structure, we obtain a 

percentage of 46.2% for 2101 and 53.85% for 2001. When amorphous forms appear at ~ 

1332.1 GPa, the amount of 2101 decreases from 64.3% to 42.5% and that of 2001 increases 

from 35.7% to 43.7%. A new index (2201) also appears with a fraction of 13.3% when the 

amorphous phase starts to form. In the liquid phase at ~ 3056.8 GPa, we find that the 
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fraction of 2101 decreases to 23.3%, 2001 decreases to 8.6%, and 2201 disappears. For 

the indices with m = 1, the solid phase has 100% of 1001 until melting begins. Its fraction 

deceases by 2.6% when the amorphous phase begins to form at ~ 1332.1 GPa and 

continues to decrease as pressure increases, before disappearing when the liquid phase 

forms. 

 

Figure 7.5 Mean squared displacements (MSD) of four different phases: cyan solid line 

represents the liquid phase (ρ/ρ0 = 2.93, T = 98300 K), violet solid line is the amorphous 

phase (ρ/ρ0 = 2.68, T = 66700 K), green solid line is the BC8 phase (ρ/ρ0 = 2.068, T = 

14406 K), and red solid line is the diamond phase (ρ/ρ0 = 1:93, T = 10593 K). MSD 

increases rapidly when the phase changes from the amorphous phase to liquid phase. 

 

         To characterize the phase transition from the amorphous phase to liquid phase and the 

transport properties for the different phases, we compute the mean squared displacement 

for each case according to Eq. (7.2). Here t corresponds to time, N to the number of 



 

 

135 

particles,             the distance traveled by particle i over a given time interval, and 

〈   〉 to the ensemble average. 

                                       〈     〉  〈
 

 
∑                  

   〉                   (7.2) 

The results in Fig. 7.5 show that the solid diamond phase and BC8 phase have similar 

particle displacement behavior. As expected, the amorphous phase has a larger MSD than 

the solid phase, while it will also reach a constant value after some time, which constitutes 

its localized character. The liquid-phase MSD increases faster, when compared to the other 

phases, and steadily as a function of time. This is consistent with the liquid-flow character. 

We estimate that the amorphous carbon phase along the Hugoniot has a very low fluidity 

compared to the high-temperature and high-pressure liquid phase. 

7.2.4 Conclusion 

        We performed an eFF computational study of carbon Hugoniot, in which we 

addressed the phase boundaries between diamond deformation, diamond/BC8, 

BC8/amorphous, amorphous/liquid along the Hugoniot curve up to about 3000 GPa and 

100,000 K. We find that our eFF description of the carbon Hugoniot agrees well with 

existing experiments and quantum-mechanical predictions. We presented a detailed 

structural analysis of each phase, including RDF, CN, and HA indices. From these we were 

able to determine the carbon phase change along the Hugoniot. Furthermore, we 

characterized the transport properties for each phase to determine the phase transition from 

the amorphous phase to the liquid phase. Our results indicate several structure 

transformations, including diamond deformation, diamond to BC8, BC8 to amorphous, and 

amorphous to liquid along the carbon Hugoniot, hence providing a new understanding of 
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carbon in the warm-dense regime and new insights with which to interpret future 

experimental results. 

 

7.3 Warm-dense hydrogen under extreme conditions from various initial states 

7.3.1 Introduction 

        Hydrogen at high pressures (100 to 300 gigapascals, GPa) and moderate temperatures 

(10,000 to 100,000 K) appears in diverse locales, from the interior of the cores of giant 

planets such as Jupiter
[25]

, to the inner layers of fuel pellets for nuclear fusion 

applications
[26]

. Yet the nature of hydrogen under such conditions remains poorly 

understood, due to the challenges in experiments of generating and containing warm dense 

hydrogen (WDH) and in characterizing transiently present species, and to the challenges in 

theory of consistently, accurately, and efficiently modeling the complex mixture of phases 

that may be present (i.e., molecular, atomic, plasma, and metallic). 

        In the previously study Su and coworkers use the eFF
[1–4]

 method to compute the  

WDH at various pressures, densities, and temperatures. Excellent agreement was found 

between the theoretical equation of state (EOS) from eFF to the available data from static 

and dynamic compression experiments in moderate pressures (< 100 GPa). Since then, new 

laser-shock experiments
[21]

 have extended the available hydrogen EOS data to higher 

pressures (100300 GPa), leading to excellent agreement with eFF in this region (Fig. 

7.6a). However, under these extreme conditions, the assumed EOS of the shock impedance 

standard (SiO2) has been called into question
[27]

. Using a revised SiO2 EOS leads to a 

qualitative change in the H2 EOS (Fig. 7.6b). This controversy leaves unclear such critical 

issues as the presence or absence of phase transitions near ~ 100 GPa, the maximum 
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compression achievable under application of a single shock, and the existence of a 

metallic phase: all of which complicate the ultimate goal of understanding the nature of 

WDH. 

        Here we use eFF to address this controversy, by making comparisons to the new laser-

shock EOS in both its uncorrected
[21]

 and corrected
[27]

 forms, over 100 to 300 GPa and 

10,000 to 100,000 K. Furthermore, we examine the hydrogen Hugoniot EOS with various 

initial densities and compare our results with PIMC. 

7.3.2 Results and Discussion 

        Fig. 7.6 shows the eFF-computed hydrogen Hugoniot and the comparison with other 

theories and recent experiments. Early experiments
[28]

 indicate a larger maximum 

compression of ρ/ρ0 = 6  1.8 at 110 GPa. More recent laser-shock experiments
[21]

 (Jan, 

2009) indicate a lower maximum compression of ρ/ρ0 = 5  0.5 at 160 GPa. The 

discontinuity of this experiment at 110 GPa suggests a liquid-liquid phase transition. Later, 

the correction to the Jan. 2009 shock experiment was made
[27]

 and the revised Hugoniot 

suggest an even lower compression of  ρ/ρ0 = 4.65  0.5. However, this correction makes 

the previous Hugoniot shift to the lower pressure as a whole.  

        The eFF Hugoniot agrees well with experiment at low pressures, but the comparison 

with the newest laser shock data is ambiguous. Also there is no discontinuity in the eFF 

Hugoniot, although we observe the molecular-phase-to-atomic-phase transition at 110 GPa. 

The maximum compression for the eFF Hugoniot is 4.95, which is close to the uncorrected 

laser shock experiment. The eFF results suggest that bonding at > 100 GPa is halfway 
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between an ideal gas of atoms (ρ/ρ0 = 4) and an ideal gas of molecules (ρ/ρ0 = 6). The 

comparison of eFF with other theories methods can be found in Ref. [1]. 

        We analyze the species present in WDH using two criteria: (1) whether hydrogen 

atoms are bonded together, as indicated by a peak at r = 1.4 bohr (0.74 Å) in the nuclear-

nuclear radial distribution function; and (2) whether electrons are bound to nuclei, as 

indicated by a negative total energy (kinetic plus potential) of the electrons. Applying these 

criteria, we find three phases: molecular, atomic and plasma (Fig. 7.6). 

 

Figure 7.6 Single shock Hugoniot curve (pressure vs. density) for liquid H2 computed with 

eFF (solid line), compared to curves from two theories (solid line, path integral Monte 

Carlo [29]; dashed line, density functional theory [30]) and experiments using different 

shock sources (red dots, gas gun [31]; green dots, Z machine [32]; orange dots, 

convergence geometry [33]; blue dots, laser ablation [21,27]). The most recent 

experimental data (laser shock, blue dots) is shown in both (a) uncorrected (January 2009) 

and (b) corrected (November 2009) versions (following a revision of the quartz EOS).  
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        We extended the hydrogen Hugoniot calculations by increasing the initial 

hydrogen densities from 0.171 g/cm
3
 to 0.25 g/cm

3
, 0.30 g/cm

3
, and 0.40g/cm

3
. Figs. 7.7 

and 7.8 are the eFF-computed Hugoniots with the four various initial densities. We also 

observe the phase transition from molecular phase to atomic phase and plasma phase for 

the three high initial densities using a similar structure analysis method. The transition 

pressure is increased as the initial density increases. The transition temperature from the 

molecular to atomic phases are nearly same (~ 20000 K), but from the atomic phase to the 

plasma phase the temperature varies for different initial conditions.  Our results indicate 

that the pre-compression will decrease the compression from 4.95 to 4.2.  

 

Figure 7.7 The eFF hydrogen Hugoniot (P-compression) with various initial densities. The 

various phase regions are separated by the thick lines.  
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Figure 7.8 The eFF hydrogen Hugoniots (T-compression) with various initial densities. The 

various phase regions are separated by the thick lines.  

 

        We compare our hydrogen Hugoniots with PIMC results
[34]

 in Fig. 7.9.  The eFF 

yields the same compressibility as the recent experiment, but PIMC is 20% lower in 

compressibility for the Hugoniot centered at the lowest initial density. For the three high 

initial densities, PIMC gives nearly the same compressibility, but our eFF results give 

different values, which might be consistent with the experiments. 
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Figure 7.9 The comparison of eFF-predicted hydrogen Hugoniots with PIMC for various 

initial densities. The filled black circles are eFF results and the filled triangles are PIMC 

results.   

 

7.3.3 Conclusion on hydrogen simulations 

        In summary, we compare the eFF-predicted hydrogen Hugoniot with recent laser-

shock experiments. Our results agree very well with the uncorrected laser-shock 

experiments and show no discontinuities on the Hugoniot. But we did observe the phase 

transition from molecular phase to atomic phase to plasma phase along the Hugoniot. The 

extended Hugoniots were also examined with various initial densities and compared with 

the PIMC results. Our results need to be verified by future experiments.  
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