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Abstract

We present design and experimental work toward building room temperature, continuous-wave (CW) lasers with a cavity that confines light to a volume of \( \leq (\lambda/n)^3 \). We begin with the mechanisms of strong optical confinement using dispersive metals and photonic crystals. Finite-difference time-domain methods (FDTD) are used to simulate the behavior of electromagnetic fields in the cavity; fast Fourier transform from FDTD-generated near-field data calculates the far-field radiation pattern from the microcavity laser.

We then present our investigations into designs where metals are incorporated into microdisk and photonic crystal optical cavities to curb or redirect radiation loss. The significant effects of boundary conditions and substrate feedback on far-field radiation directionality are studied. We evaluate the threshold gain required to achieve room temperature lasing in these metallo-dielectric cavities.

While studying the confinement mechanism of photonic crystals on metal substrate, it became clear that room temperature lasing can be achieved in optically-thick photonic crystal cavities, where the thicker semiconductor layer would give us more freedom in designing the vertical p-i-n doping profile within, for a less resistive and leaky electrical path for current injection operation. We fabricate and demonstrate single-mode room temperature lasing by optical pumping in an optically-thick single-defect cavity.

We move on to present our design and characterization of coupled-cavity photonic crystal lasers operating with CW, high output power, and directional emission. Single-mode stable emission with output power on the order of 10 \( \mu \)W and linear polarization was achieved. Moreover, we switched from the commonly used InGaAsP quantum well material to the lesser-known InAsP quantum wells
in InP cladding, and found that the large band-edge offset between InAsP and InP made a world of
difference in achieving high power operation despite the large thermal resistance in the device.

For a microcavity laser with directional radiation, Purcell-enhanced spontaneous emission, and
diminished effects due to feedback from surrounding structures such as the substrate, nanobeam
photonic crystal lasers are analyzed, fabricated, and characterized. Despite thermal resistance an
order of magnitude higher than their 2D counterparts, quasi-CW operation with a soft threshold
turn-on was achieved.

Much work was done to optimize fabrication techniques in order to realize the optical cavity
designs with little fabrication error. We detail the high-contrast hydrogen silsesquioxane (HSQ)
electron-beam lithography and deep vertical dry etch procedures especially developed for this work.

Lastly, related projects on nonlinear silicon photonic devices are presented. Synthetic nonlinear
polymer is integrated on to the silicon photonic platform to achieve low half-wave voltage electro-
optic modulation. Causes and magnitude of the nonlinear loss particular to silicon waveguides with
sub-μm² cross-section are evaluated.
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Chapter 1

Introduction

The fundamental motivation for this thesis work was the fun of playing with photons, afforded by the rich physics of electromagnetics [1, 2]. Fortunately, the fun also has real world device applications. Much of the work in the field of photonics finds use in telecommunication and more recently (quantum) computing, from optical modulators to single photon sources.

The major part of this work involves the design, fabrication, and characterization of semiconductor lasers, whose resonant cavity confines light into a volume of $\sim (\lambda/n)^3$. Interest in wavelength-scale confinement of light is not just for the simple reduction of device footprint on-chip, but for the implications of E. M. Purcell’s prediction that spontaneous emission lifetime of an emitter can be changed by its environment [3]. The phenomenon is now known as the Purcell effect, and the spontaneous emission enhancement factor is the Purcell factor, defined as the ratio of emission lifetimes in bulk medium and in the cavity. On one hand, microcavities that confine light to dimensions comparable to the emission wavelength are well-suited to studying Purcell effect. On the other hand, enhanced spontaneous emission that is efficiently coupled to the lasing mode in such a cavity is predicted to lower the laser threshold and increase modulation speed [4, 5, 6].

Wavelength-scale confinement of light with high quality factor $Q$ has been realized using periodic dielectric structures. Early cavities were formed between two sets of Bragg reflectors, such as those used in the vertical-cavity surface-emitting laser (VCSEL) [7], and in its smaller relative, the micropillar laser [8]. After the concept of two- and three-dimensional (2D and 3D) photonic crystals were proposed, full 3D photonic crystals proved to be difficult to fabricate for optical wavelengths;
instead a combination of total internal reflection (TIR) and photonic crystals are implemented in planar photonic crystal slabs or strip waveguides to achieve high $Q$ and low optical mode volume [9]. At the same time, microdisk cavities proved to be another geometry for strong optical confinement. Soon, spontaneous emission enhancement was measured in wavelength-scale cavities [10, 11, 12, 13], and lasers were built, though still with a pronounced threshold [14, 15, 16, 17]. In time, a few groups began demonstrating lasing with Purcell enhancement [18, 19]. Recently, metal as an optical material encountered renewed interest among researchers of wavelength-scale lasers, because of its ability to achieve sub-diffraction limit photon confinement. Metallo-dielectric lasers with unprecedented small device sizes were reported [20], but limited to low-temperature operation due to metallic absorption loss. The field of plasmonic lasers was still young.

Arriving on the heel of these developments in the semiconductor laser field when I began graduate school and prompted by yet-to-be answered questions in building small lasers with the benefits of Purcell enhancement, we sought to make a few contributions of our own.

First, we looked at ways to incorporate metals into optical cavities to improve device properties that could not be achieved with dielectrics alone. We evaluated the use of metal cladding to curb radiation loss and bring up the $Q$ of sub-wavelength disk resonators despite ohmic loss in room temperature metals. Although a metal thickness beyond the skin depth is sufficient to achieve optical confinement, we found that the far-field emission directionality depends very much on the extent of the metal cladding as well as other potential structures nearby. Moving on to photonic crystal cavities, we investigated the integration of a metal substrate to serve as a path of both heat and electrical conduction, and to eliminate the complication of substrate feedback that accompanies most suspended-slab photonic crystal lasers. While studying the confinement mechanism of photonic crystals on metal substrate, it became clear that sufficiently high $Q$ can be achieved in optically-thick photonic crystal cavities to build a laser. Having the freedom to increase the photonic crystal slab thickness potentially enables us to better design the vertical p-i-n doping profile within the slab for electrically, instead of optically, pumped lasers. We proceeded to fabricate and demonstrate single-mode room temperature lasing from optically-thick single-defect cavities.
Then we switched gears and focused on designing wavelength-scale lasers for room temperature, continuous-wave (CW), high output power, and directional emission. We succeeded with single-mode lasing from coupled-cavities that have a stable output power up to the order of 10 $\mu$W with a mostly linearly polarization within a relatively small divergence angle. Moreover, we switched from the commonly used InGaAsP quantum well material to the lesser-known InAsP quantum wells in InP cladding, and found that the large band-edge offset between InAsP and InP made a world of difference in achieving high power operation despite large thermal resistance in the device.

Thus far, we worked with planar semiconductor slabs. Photonic crystal cavities with periodic structures extending in two dimensions suffer from substrate feedback, where the semi-reflective substrate acts as an external cavity and significantly changes $Q$ as well as far-field radiation patterns. Moreover, the coupled-cavity devices have effective optical mode volumes too large to exhibit Purcell enhancement. Therefore, we designed and fabricated nanobeam photonic crystal cavities, where periodic air-holes are drilled into a suspended single-mode waveguide. These devices have a thermal resistance an order of magnitude higher than their 2D counterparts; however, we still observed quasi-CW operation with a soft threshold turn-on and directional emission that was barely influenced by substrate feedback.

To realize all of the designs outlined above, we worked out techniques to fabricate devices with geometries faithful to the design parameters. High-contrast electron-beam lithography using a thick layer of the etch resistant hydrogen silsesquioxane (HSQ) resist and deep vertical dry etch procedures were especially developed, so we could make the aforementioned devices with little fabrication error.

This thesis is organized according to the workflow in laser making. Beginning with optical cavity design, Chapter 2 outlines the concepts of plasmonic and photonic crystal reflectors and the numerical methods used through this work. In Chapter 3, we present details of the laser cavity designs in this work. The next step is fabricating the devices in InGaAsP or InAsP/InP epitaxial quantum well materials. Our experience and the techniques we developed are summarized in Chapter 4. Characterization of the finished devices is presented in Chapter 5.

But then, photonics is a diverse field. Interesting as lasers are, I could not help trying my hand
at related semiconductor photonic devices too. Our work in nonlinear silicon photonics involves
the development of low operating voltage electro-optic modulators on-chip with the integration of
synthetic electro-optic polymers. Moreover, we noticed significant nonlinearity in the absorption
loss of a laser signal traveling through a simple silicon strip waveguide, and thus proceeded to study
the cause and magnitude of this nonlinear loss. We present the details of the silicon photonics work
in Chapter 6.

At the conclusion of this thesis in Chapter 7, we summarize our contribution and look out to the
next steps in developing wavelength-scale, Purcell-enhanced microlasers.
Chapter 2

Design of wavelength-scale optical cavities

Established cavity designs for commercial semiconductor lasers are mostly based on Fabry-Pérot etalons for edge- or surface-emission with or without external-cavity. Cleaved semiconductor surfaces or distributed Bragg reflectors (DBR) that consist of periodic dielectric structures form the mirrors of the Fabry-Pérot. Similar to the trend of miniaturization in integrated electronics, there is a quest to shrink the size of semiconductor lasers, in order to pack more devices on less material and in hope of modifying the laser efficiency with control of spontaneous emission in tiny cavities [3, 21, 22]. Research labs have since used micro-toroid, microdisk, vertical-cavity, and photonic crystal cavities to confine light into smaller and smaller volumes. In this chapter, we discuss how to design and achieve strong light confinement in terms of confinement mechanisms and numerical modeling methods. After that, we relate the cavity designs to the threshold gain required for lasing.

2.1 Mechanisms of photon confinement

Two figures of merit are used to quantify a cavity design: the quality factor $Q$ as a measure of the cavity’s lossiness and the mode volume $V_{eff}$ for how small a volume the photons are concentrated into. $Q$ is defined as [23]

$$Q = \frac{\omega \times \text{total electromagnetic energy stored by the resonator}}{\text{power dissipated by the resonator}} = \frac{\omega U_{EM}(t)}{P(t)}$$ (2.1)
where $\omega$ is the frequency of the mode. In numerical simulations, we can calculate $Q$ by measuring the slope of the exponential decay of the electromagnetic energy stored in the optical cavity,

$$U_{EM}(t) = U_{EM}(0) \exp \left[ -\frac{t}{\tau_{ph}} \right] = U_{EM}(0) \exp \left[ -\frac{\omega}{Qt} \right]$$

(2.2)

using the relation $Q = \omega \tau_{ph}$. $\tau_{ph}$ is the photon lifetime in the cavity. $U_{EM}(t)$ is the sum of electric field energy $U_{E}(t)$ and magnetic field energy $U_{M}(t)$, each of which is defined in terms of their respective energy density functions $u_{E}(r, t)$ and $u_{M}(r, t)$

$$U_{E}(t) = \int_{V} d^{3}r \ u_{E}(r, t)$$

(2.3)

$$U_{M}(t) = \int_{V} d^{3}r \ u_{M}(r, t)$$

(2.4)

Because we are going to concern with metallic reflectors, which have dispersive dielectric functions, we especially note that the electric and magnetic field energies are defined as follows \[24, 25\]

$$u_{E}(r, t) = \frac{\varepsilon_{0}}{2} \Re \left\{ \frac{d[\varepsilon_{\omega}(\omega)]}{d\omega} \right\} \langle E(r, t) \cdot E(r, t) \rangle_{T}$$

(2.5)

$$u_{M}(r, t) = \frac{\varepsilon_{0}}{2} \Re \left\{ \frac{d\varepsilon}{d\omega} \right\} \langle E(r, t) \cdot E(r, t) \rangle_{T}$$

(2.6)

$\langle ... \rangle_{T}$ denotes time average over one optical cycle. In the case where $r$ lies in an ordinary dielectric media with a non-dispersive dielectric constant, the above two equations simplify to the familiar forms

$$u_{E} = u_{M} = \frac{\varepsilon_{0} \varepsilon_{d}}{2} \langle E(r, t) \cdot E(r, t) \rangle_{T}$$

(2.7)

where $\varepsilon_{d}$ is the dielectric material’s relative permittivity or dielectric constant. With the electromagnetic energies thus defined, we adopt in this work the cavity quantum electrodynamics definition of $V_{eff}$,

$$V_{eff} = \frac{U_{EM}(t)}{\max\{u_{E}(r_{max}, t) + u_{M}(r_{max}, t)\}}$$

(2.8)
where \( r_{\text{max}} \) is the position where the sum of \( u_E \) and \( u_M \) is at the maximum.

To achieve strong confinement of light, one method is to use TIR [26], which can theoretically exhibit perfect reflectivity. Disk and toroid resonators both operate on this principle. However, perfect TIR is only possible for plane waves with a narrow range of wave vectors, not when cavity size approaches wavelength-scale so that the momentum space (i.e. k-space) field distribution is much broadened. Indeed, microtoroid cavities can reach \( Q_s \) of \( 10^8 \) with a \( V_{\text{eff}} > 100(\lambda/n)^3 \); microdisks have \( Q_s \) of \( 10^6 \) with \( V_{\text{eff}} \) of around \( 6(\lambda/n)^3 \) [9]. Yet as cavity size shrinks, light experiences only partial reflection at the dielectric-air interface; radiation loss dominates and limits the maximum achievable \( Q \) [27]. On the other hand, carefully designed reflectors surrounding a cavity, such as periodic dielectric structures or metal mirrors, can achieve much higher \( Q \) with \( V_{\text{eff}} < (\lambda/n)^3 \). We now proceed to elaborate on their optical confinement mechanisms.

### 2.1.1 Metals as plasmonic materials and reflectors

Metals are natural reflectors due to their large negative real part of dielectric constant \( \Re\{\varepsilon_m\} \) in a wide range of telecommunication frequencies. For microwave to far-infrared frequencies, only a negligible fraction of the electromagnetic waves penetrates into the metal; therefore, metals are often approximated as perfect conductors. At the optical frequencies of NIR and visible range, field penetration increases, leading to increased dissipation. At ultraviolet frequencies, however, metals acquire dielectric-like characteristics and allow the propagation of electromagnetic waves with varying degrees of attenuation. At NIR and visible wavelengths, noble metals such as gold and silver are among the most commonly used materials, as they have large negative \( \Re\{\varepsilon_m\} \) and relatively low \( \Im\{\varepsilon_m\} \), which represents optical loss. Their \( \Re\{\varepsilon_m\} \) and \( \Im\{\varepsilon_m\} \) from \( \lambda = 500 \sim 2000 \) nm are plotted in Figure 2.1. The data is taken from [28].

#### 2.1.1.1 The Drude-Sommerfeld model of optical dispersion

The dispersive character of metals is often treated using the Drude-Sommerfeld model, which regards metals as a classical gas of \( N \) electrons in a diffusive motion against a background of ion cores
Figure 2.1: Dispersion properties of (a) silver and (b) gold from $\lambda = 500$ to 2000 nm
The electron gas is modeled using kinetic theory of a neutral dilute gas. Several simplifying assumptions are made. First, akin to kinetic theory, electrons experience instantaneous collision events that abruptly change their velocity. In the case of a metal, this is attributed to electrons colliding into the much heavier ions, instead of electron-electron collision. Second, interactions other than the collisions are negligible. Third, the probability of an electron undergoing a collision within an infinitesimal time interval $dt$ is given by $dt/\tau$, where $\tau$ is the electron relaxation time. Fourth, electrons achieve thermal equilibrium with their surroundings only through collisions. In other words, when the external $E$ field is removed, the electron gas system relaxes to equilibrium, that is, zero average momentum $\langle p \rangle = 0$, with an average relaxation time $\tau$. Lastly, the electrons have an effective mass $m$ and oscillate in response to the external electric field $E$. In this picture, the rate equation is

$$\frac{d\langle p \rangle}{dt} = -\frac{\langle p \rangle}{\tau} - eE$$

When the metal is in the presence of optical irradiation with a time-harmonic $E$ field

$$E(t) = \Re \{ E(\omega)e^{-i\omega t} \}$$

the steady-state solution of $p(t)$ takes the form

$$p(t) = \Re \{ p(\omega)e^{-i\omega t} \}$$

Substitute Equations (2.11) and (2.10) into (2.9), we obtain

$$-i\omega p(\omega) = -\frac{p(\omega)}{\tau} - eE(\omega)$$

Current density in the metal is $j(t) = -Nep/m$, thus

$$j(\omega) = \frac{(Ne^2/m)E(\omega)}{(1/\tau) - i\omega}$$
We can rewrite the above expression in the form of Ohm’s law \( j(\omega) = \sigma E(\omega) \), and obtain the frequency-dependent conductivity

\[
\sigma(\omega) = \frac{(Ne^2\tau/m)}{1 - i\omega\tau} = \frac{Ne^2\tau}{m} \frac{1 + i\omega\tau}{1 + \omega^2\tau^2}
\]

(2.14)

By constructing the Drude-Sommerfeld model, we want to apply the results to the propagation of electromagnetic field in a metal, but we run into two complications in doing so. First, electromagnetic fields come with coupled \( E \) and \( H \) fields, and we have only included \( E \) field in our derivation. Second, Equation (2.14) assumes a spatially uniform \( E \) field, but fields in an electromagnetic wave vary in both space and time.

To address the first complication, we look at the magnitude of electron motion due to the \( H \) field. Adding the \( H \) field contribution to Equation (2.10), we have

\[
\frac{d\langle p \rangle}{dt} = -\frac{\langle p \rangle}{\tau} - eE - \frac{eP}{mc} \times H
\]

(2.15)

The additional \( H \) term is smaller than the \( E \) term by a factor of \( \nu/c \), where \( \nu = j/Ne \) is the magnitude of mean electron velocity. Typically, the \( H \) field contribution is \( 10^{-10} \) of that of the \( E \) field, thus it is negligible [29].

The second complication means that we need to make one more assumption in our analysis in order to use the Drude-Sommerfeld to study the effects of optical waves in a metal. If the electric field does not vary appreciably over the distance of several electron mean free paths, then the current density at any particular spatial position \( r \) is still correctly given by \( j(r, \omega) = \sigma(\omega)E(r, \omega) \). More simply, the model applies when the optical wavelength is much greater than the electron mean free path in the metal, a condition satisfied by NIR and visible light.

Now we may turn our attention to apply Equation (2.14) to Maxwell’s equations,

\[
\nabla \cdot E = \frac{1}{\varepsilon_0} \rho
\]

(2.16)
\[ \nabla \cdot \mathbf{B} = 0 \]  
(2.17)

\[ \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \]  
(2.18)

\[ \nabla \times \mathbf{B} = \mu_0 \mathbf{J} + \mu_0 \varepsilon_0 \frac{\partial \mathbf{E}}{\partial t} \]  
(2.19)

Assume the fields have a harmonic time dependence \( e^{i\omega t} \), we cast Maxwell’s equations into the wave equation, and rewrite \( \mathbf{J} \) using \( \mathbf{J} = \sigma \mathbf{E} \),

\[ \nabla \times (\nabla \times \mathbf{E}) = -\nabla^2 \mathbf{E} = -i\omega \nabla \times \mathbf{B} = -i\omega \mu_0 \mathbf{E} + \mu_0 \varepsilon_0 \omega^2 \mathbf{E} \]  
(2.20)

\[ -\nabla^2 \mathbf{E} = \frac{\omega^2}{c^2} \left( 1 - \frac{i\sigma}{\omega \varepsilon_0} \right) \mathbf{E} = \frac{\omega^2}{c^2} \varepsilon(\omega) \mathbf{E} \]  
(2.21)

The dielectric function derived from the Drude-Sommerfeld model becomes

\[ \varepsilon(\omega) = \left( 1 - \frac{i\sigma}{\omega \varepsilon_0} \right) = 1 - \frac{\omega_p^2}{\omega^2 + i\omega/\tau} = 1 - \frac{\omega_p^2}{\omega^2 + i\omega \gamma_c} \]  
(2.22)

where \( \omega_p^2 = Ne^2 m/\varepsilon_0 \) is the bulk plasma frequency and \( \gamma_c = 1/\tau \) is the collision frequency. This expression only includes dielectric function due to the electron gas in the ideal kinetic model, thus \( \varepsilon \rightarrow 1 \) when \( \omega \gg \omega_p \). However, this is not the case with real metals. The contribution of the background network of ion cores need to be added, which is in the form of a constant offset \( \varepsilon_\infty \). Thus we finally arrive at the Drude-Sommerfeld description of optical dispersion in metal

\[ \varepsilon(\omega) = \varepsilon_\infty - \frac{\omega_p^2}{\omega^2 + i\omega \gamma_c} \]  
(2.23)

We fit the optical properties data from [28] to Equation (2.23). The Drude-Sommerfeld fitted values for silver and gold are shown in Table 2.1 [31].
Table 2.1: Drude-Sommerfeld fit of dielectric functions of silver and gold at room temperature

<table>
<thead>
<tr>
<th>Material</th>
<th>Wavelength range</th>
<th>$\varepsilon_\infty$</th>
<th>$\omega_p$</th>
<th>$\gamma_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silver</td>
<td>$1260 \sim 2000$ nm</td>
<td>1.722</td>
<td>$1.155 \times 10^{16}$</td>
<td>$1.108 \times 10^{14}$</td>
</tr>
<tr>
<td></td>
<td>$375 \sim 1240$ nm</td>
<td>3.9943</td>
<td>$1.329 \times 10^{16}$</td>
<td>$1.128 \times 10^{14}$</td>
</tr>
<tr>
<td>Gold</td>
<td>$1250 \sim 1800$ nm</td>
<td>1</td>
<td>$1.207 \times 10^{16}$</td>
<td>$1.362 \times 10^{14}$</td>
</tr>
<tr>
<td></td>
<td>$650 \sim 1250$ nm</td>
<td>12.99</td>
<td>$1.453 \times 10^{16}$</td>
<td>$1.109 \times 10^{14}$</td>
</tr>
</tbody>
</table>

2.1.1.2 Loss channels in metallo-dielectric cavities

In most metallic optical cavities, the two main channels of loss are radiation and material absorption. Their relative contribution to device $Q$ is given by

$$\frac{1}{Q_{\text{tot}}} = \frac{1}{Q_{\text{rad}}} + \frac{1}{Q_{\text{abs}}}$$  \hspace{1cm} (2.24)

where $Q_{\text{tot}}$ is the total device $Q$-factor, and $Q_{\text{rad}}$ and $Q_{\text{abs}}$ are the $Q$-factors due to radiation loss and material absorption in the metal\(^1\), respectively. The amount of radiation loss also represents the signal we can collect when the cavity is lasing. To calculate the power absorbed in the Drude metal, the following volume integration is carried out [1, 32]

$$P_{\text{abs}}(t) = \int_V d^3r \omega \varepsilon_\infty \Im \{\varepsilon_m(\omega)\} \langle \mathbf{E}(\mathbf{r}, t) \cdot \mathbf{E}(\mathbf{r}, t) \rangle_T$$  \hspace{1cm} (2.25)

and from Equation (2.1) $Q_{\text{abs}} = \omega U_{\text{EM}}(t)/P_{\text{abs}}(t)$. Similarly, $Q_{\text{rad}} = \omega U_{\text{EM}}(t)/P_{\text{rad}}(t)$, where $P_{\text{rad}}(t)$ is given by

$$P_{\text{rad}}(t) = \oint_S d^2r \cdot (\mathbf{E}(\mathbf{r}, t) \times \mathbf{H}(\mathbf{r}, t))_T$$  \hspace{1cm} (2.26)

Alternatively, Equation (2.24) can be used to calculate of one of the $Q$ components when the other one is known.

2.1.2 Bragg reflectors and photonic crystals

If metals are natural mirrors, artificial reflectors can be made from periodic dielectric structures, whose periodicity or lattice constant $a$ is on the scale of the optical wavelength. These periodic

\(^1\)Material absorption in dielectrics is negligible in comparison to the metals.
dielectric structures are often called *Bragg reflectors* when the periodicity extends in one dimension or *photonic crystals* for periodicity in two or three dimensions. Studies of wave propagation in periodic media extends at least as far back in history as Lord Rayleigh’s examination of the quarter-wave stack, which consists of alternating layers of transparent dielectrics with contrasting refractive indices \([33, 34]\). If we plot the dispersion relations of light propagating across the dielectric stack, forward propagation is forbidden for a certain optical frequency range, because multiple reflections at each dielectric interface interfere destructively at those frequencies. We can then think of this forbidden frequency range as a *photonic bandgap* (PBG), analogous to the electronic bandgap from the periodic potential within a crystal lattice. Periodic dielectric stacks have been used as reflectors to confine electromagnetic waves in microwave \([35, 36, 37]\) and optical frequencies \([38, 39, 40]\).

More recently, Yablonovitch and John both proposed the extension of periodic dielectric reflectors to two and three dimensions \([41, 42]\). Ideal 3D photonic crystals can achieve a *complete* PBG in all propagation directions, but they are very difficult structures to make \([43, 44]\). The highest \(Q\) achieved from 3D photonic crystal cavities is about 9000 so far \([45, 46]\). 2D PBG can be realized in photonic crystals patterned in a high-index dielectric layer using conventional planar lithography and etching techniques with great control over fabrication error. Light confinement in the third dimension is achieved by TIR. This idea of using TIR and PBG in combination is extended to constructing photonic crystal cavities in a single-mode waveguide with 1D symmetry \([47, 48]\).

Design of photonic crystal cavities begins with bandgap engineering. The dispersion relations of a nanobeam and a 2D slab photonic crystal are plotted in Figure 2.2. Optical frequencies where propagation in the medium is inhibited are labeled as the PBG. The target resonant wavelength \(\lambda\) should be somewhere within the PBG. In the case of Figure 2.2(a), \(a = 480\) nm, \(\omega = 0.31(2\pi c/a)\) for \(\lambda = 1550\) nm; in Figure 2.2(b), \(a = 420\) nm, \(\omega = 0.27(2\pi c/a)\). Filling in one or more consecutive air-holes creates a defect cavity. However, maximizing the PBG size and choosing a defect cavity size that results in a precisely mid-gap resonance at the target wavelength do not give a high \(Q\). Most early photonic crystal cavities thus constructed have \(Qs\) of \(<1000\).

An import consequence of combining TIR and PBG for optical cavities is that the band diagram of
the slab or waveguide has a light cone, a region on the $\omega$-$k$ plane that corresponds to radiation modes, whose propagation is not tethered to the photonic crystal. The main reason for low $Q$-factors from unmodified defect cavities is not because of incomplete reflection by the photonic crystal reflectors, but due to the resonant mode coupling to radiation modes in the light cone. This is especially clear in the momentum space picture [49]. Using the L3 cavity\(^2\) as an example, Akahane and colleagues showed that the lowest order resonant mode from an unmodified cavity has overlap with the light cone in $k_x$-$k_y$ momentum space. By shifting the nearest air-holes in the longitudinal direction, the momentum space distribution of the fundamental mode moves away from the light cone, and $Q$ increases dramatically from a couple thousand to 45,000. Similar design methods have been applied to nearest air-hole tuning in other cavities—including H0 [50], H1 [51], and other LNs formed in the triangular lattice—with equally effective $Q$ optimization.\(^3\) For example, hexapole mode in an H1 cavity can have a theoretically calculated $Q$ in excess of $2 \times 10^6$ with mode volume of $\sim (\lambda/n)^3$ [52].

The same cavity design was experimentally implemented and showed a $Q$ of $3.65 \times 10^5$ [53].

\(^2\) L3 cavity is formed in a triangular lattice photonic crystal slab by removing three consecutive air-holes.

\(^3\) H0 is formed by shifting two adjacent air-holes away from each other. H1 denotes cavities formed by the removal of a single air-hole. An LN cavity consists of removing $N$ consecutive air-holes in a row.
The same concept also applies to photonic crystals with 1D symmetry, such as the one shown in Figure 2.2(a), but now with greater freedom. One is not limited to tuning only the nearest air-holes, instead a slowly-varying taper can be built into the $N$ air-holes leading up to the defect cavity. Many design theories have been proposed, including Bloch-wave engineering to increase the modal reflectivity [54, 55] or local gap modulation [56, 57]. The tapering may be introduced by slowly narrowing or widening the nanobeam width, or tapering the air-hole size without disturbing the lattice constant, or changing both the lattice constant and air-hole radius. The tapering itself can be linear [58], quadratic [59], or parabolic [60]. Some of the highest $Q$ and $Q/V$ at optical wavelengths have been achieved with 1D symmetric geometries—numerical simulations predict $Q$ of $>10^8$ with a $V_{eff}$ of just over $(\lambda/n)^3$ in passive silicon cavities [53, 59]; experimental results demonstrated $Q \approx 1.3 \times 10^6$ [61].

### 2.1.3 Functional similarities between metals and photonic crystals

It would seem that metals and photonic crystals are very different animals—the former reflect light due to the materials’ large negative real part of the dielectric function, the latter reflect by the PBG as a result of periodic dielectric structures. The same material property that makes metals reflective also leads to other interesting consequences that have captured the interest of the optics research community in recent years, namely, surface plasmon polaritons (SPP) [62], metallic nano-antennas with hot spots of extremely concentrated light [63], and negative refractive index meta-materials [64, 65]. However, all of these metallic phenomena have counterparts in photonic crystals made of only lossless dielectrics. Surface modes can occur at the interface of air and 2D or 3D photonic crystals with dispersion relations and evanescent mode profiles similar to those of SPP, where the E-field decays evanescently into both the photonic crystal and air [66, 67]. Chang and colleagues designed photonic crystal cavities with a nanoslot in the middle that concentrate light like a nano-antenna [68]. Lastly, Notomi proposed that, just like metallic (meta-)materials with engineered band structures, negative refractive index materials can be realized by band engineering of photonic crystals.

---

4 Or other isotropic low-index dielectric media.
crystals [69].

The big difference between metals and photonic crystals is in essence the trade-off between size and lossiness. Metals are known to obtain their bulk plasmonic properties even when they are tiny nuggets of <10 nm across [70]. However, their positive imaginary part of the dielectric function means room temperature metallic devices are accompanied by non-negligible ohmic loss. In contrast, photonic crystals are made of lossless dielectrics, but necessarily have dimensions on the order of a few wavelengths, since at least several lattice periods are needed to achieve the collective band structure and PBG [44, 66].

2.1.4 Purcell factor calculation

The cavity quantum electrodynamics definition of Purcell factor is given by [11]

\[
F_p = \frac{3Q}{4\pi^2 V_{eff}} \left(\frac{\lambda}{n}\right)^3
\] (2.27)

In quantum well lasers, where the spectral and spatial alignment of the emitter and the resonant mode is usually imperfect, a more realistic estimation of the same figure of merit is [19]

\[
F_p = \frac{a_p}{2\pi^2 V_{eff}} \left(\frac{\lambda}{\Delta \lambda}\right) \left(\frac{\lambda}{n}\right)^3
\] (2.28)

where \(a_p\) is the normalized average projection component of electric dipoles on the electric field of the laser mode and \(\Delta \lambda\) is the wider spectral linewidth between the homogeneous broadening and the cavity resonance.

2.1.5 Threshold gain for lasing

Based on the cavity \(Q\), we can determine the threshold material gain \(g_{th}\) required to achieve room temperature lasing, given by [25, 71, 72]

\[
g_{th} = \frac{\omega_0}{Q v_g, a (\omega_0) \Gamma_E}
\] (2.29)
where \( \omega_0 \) is the resonant frequency and \( v_{g,a}(\omega_0) \approx c/n_{g,a}(\omega_0) \) is the material group velocity. \( \Gamma_E \) is the energy confinement factor that quantifies the extent of overlap between the optical mode and the regions of active gain medium such as quantum wells or quantum dots.

\[
\Gamma_E = \frac{\int_{V_a} \frac{\varepsilon_0}{4} \left( \varepsilon_{g,a}(\omega_0) + \Re \left( \varepsilon_a(\omega_0) \right) \right) |E|^2 dV}{\int_{V} \frac{\varepsilon_0}{4} \left( \varepsilon_{g}(\mathbf{r},\omega_0) + \Re \left( \varepsilon(\mathbf{r},\omega_0) \right) \right) |E|^2 dV} \tag{2.30}
\]

in which

\[
\varepsilon_g = \frac{\partial}{\partial \omega} \Re [\omega \varepsilon(r,\omega)] \tag{2.31}
\]

and subscript \( a \) denotes active gain material. Generally, \( g_{th} \lesssim 1000 \text{ cm}^{-1} \) is achievable in III-V quantum well materials \([73, 74]\).}

### 2.2 Numerical modeling of photon confinement and radiation

#### 2.2.1 Near-field calculation using finite-difference time-domain method

2D and 3D optical structures often do not have exact analytical solutions, and numerical methods are called for. The main methods used are finite-difference time-domain (FDTD) and finite element method (FEM); both are based on the idea of implementing master differential or integral equations using finite differential elements. In this work, numerical simulations are done using the FDTD program developed by Dr. Se-Heon Kim \( pFDTD \) \([31]\) in conjunction with another FDTD-based program \( MEEP \) developed by Prof. Joannopoulos’s group at MIT; photonic dispersion relations are calculated using the Joannopoulos group’s frequency-domain photonic bandgap program \( MPB \) and \( pFDTD \). FDTD algorithms are a broad and rich subject. In this section, we will only outline the basis of FDTD and finer points particular to this work; references are provided for further details.

The basis of the 3D FDTD analysis used in this work is the algorithm introduced by K. S. Yee \([75]\) and the \textit{perfectly matched layer} boundary conditions put forward by J. P. Berenger \([76]\). Yee develop-
oped a method to spatially sample the E- and H-field components that robustly represent Maxwell’s equations. Berenger’s treatment of boundary conditions allows plane waves of arbitrary incidence angle, polarization, and frequency to be absorbed at the boundary, even when the simulation domain contains dispersive, anistropic, and nonlinear media.

The application of FDTD algorithm to dielectric optical materials has become mature. Complications arise when dispersive metals are integrated into the structure. One cannot simply implement dispersive dielectric functions fitted to any mathematical model in FDTD with satisfactory boundary conditions at interfaces of dissimilar media. The dielectric function of metals $\epsilon_m(\omega)$ is therefore fitted to the form of a Lorentz medium, or more commonly a Drude-Sommerfeld medium with one or more poles

$$\epsilon(\omega) = \epsilon_\infty - \sum_{p=1}^{P} \frac{\omega_p^2}{\omega^2 + i\omega\gamma_p} \quad (2.32)$$

In pFDTD, the main simulation program used in this work, the time-domain auxiliary differential equation method is used to implement Lorentz and Drude media [31, 32, 77].

The introduction of metals also brings regions where changes in the electromagnetic field components are much more rapid than others. While a resolution of 10 or 20 nm is often sufficient to simulate purely dielectric structures, the evanescent field decay in commonly used metals such as silver and gold has a skin depth of about 20 nm, and thus needs a much finer resolution. The large range of required simulation resolutions prompts the need for non-uniform spatial grid within the simulation domain. There are several solutions, including the flexible and robust hybrid FDTD/FEM [78]. However, most of the structures designed in this work only involves metal sheet or cladding that is perpendicular to one of the major axes of the FDTD lattice. Then a quicker solution is to implement the Maloney-Smith technique for thin material sheets [79].

We find an exhaustive compilation of the FDTD method in the book by Taflove and Hagness [78], from which we leant all of the aforementioned algorithms in detail.
2.2.2 Far-field radiation pattern

Commercial laser diodes boast small divergence angles of about $25^\circ$ [80], so the emitted light can be easily collimated or efficiently coupled into an optical fiber. In the quest for microlasers, earlier efforts have been to improve quantum well and quantum dot materials, to design cavities for higher $Q$ and lower $V_{\text{eff}}$, and to manage device thermal resistance in order to achieve room-temperature CW lasing. Laser emission directionality was not a point of concern until recently. Microtoroid and microdisk lasers emit in radial direction, resulting in low coupling efficiency whether via free-space or tapered fiber [81, 82, 83]. Microdisks were then modified to incorporate intentional asymmetry to enhance emission directionality, so far with improvement to $45^\circ$ to $70^\circ$ divergence angle in two opposite directions in-plane with the disk [84, 85]. Photonic crystal lasers are favored for their ability to achieve cold-cavity $Q$ of $10^3$ to $10^5$ [86], while maintaining a $V_{\text{eff}}$ of $<0.5(\lambda/n)^3$ [19, 87]. Moreover, photonic crystal lasers show a rich variety of far-field emission patterns, indicating a potential to design the laser cavity with control of emission directionality [51]. One can simulate a laser cavity’s far-field pattern in two ways: one, extend the FDTD calculation space to larger than a few free-space wavelengths beyond the emission surface, with the disadvantage of costly computation memory and time, as well as algorithm inelegance; or two, calculate from near-field patterns using surface equivalence theorem, radiation vectors, and Fourier transform (FT) [78, 88], on which we will elaborate in this section. The latter method is well developed, originally as part of antenna theory. Vučković and colleagues also used fast Fourier transform (FFT) based methods to calculate photonic crystal cavities’ far-field pattern [89].

Surface equivalence theorem states that if the tangential electromagnetic fields over a closed surface $S$ are completely known, then the fields in the source-free region $\Omega$ inside the enclosure can be determined. We can find the fields in $\Omega$ by placing equivalent electric and magnetic current densities $J_s$ and $M_s$ over $S$ and calculating vector potentials $A$ and $F$ using the equivalent current densities [88]. We apply the theorem to find our far-field pattern and set up the calculation geometry as shown in Figure 2.3. The far-field pattern is calculated in the domain $\Omega$ bound by an infinite

$^5$Material absorption loss of laser cavity materials, such as InP, are taken into account.
hemisphere $S$, which consists of a horizontal plane $S_\parallel$ located just above the top surface of the surface-emitting laser and a dome shaped $S_\cap$. $\mathbf{R}$ is the vector from the origin to the point of observation, $\mathbf{R}_\parallel$ is from the origin to the point on $S_\parallel$, and $\mathbf{R}'$ is from the point on $S_\parallel$ to the point of observation.

![Figure 2.3: Geometry used to calculate far-field pattern of laser emission. It is shown here with a metal-clad disk laser, but is equally applicable when the disk laser is replaced with a photonic crystal cavity in the case of a surface-emitting photonic crystal laser.](image)

Since light can only be coupled from the resonator into free space through a single flat surface, the top surface for the metal-clad disk or photonic crystal designed in this work, we can assume that the electromagnetic field components fall off as $1/R$ and the in-plane components decay exponentially with increasing $|R_\parallel|$. The fields in $\Omega$ are then determined by the components of $\mathbf{E}$ and $\mathbf{H}$ parallel to the surface $S_\parallel$. The equivalent current densities are given by

$$\mathbf{J}_s = \hat{n} \times \mathbf{H}$$  \hspace{1cm} (2.33)

$$\mathbf{M}_s = -\hat{n} \times \mathbf{E}$$  \hspace{1cm} (2.34)

where $\hat{n}$ is the unit vector normal to the emission surface, and in this case, $\hat{n} = \hat{z}$. The vector
potentials are then calculated using the equivalent current densities by

\[
A = \mu_0 \int_S J_s e^{-ikR'} \frac{dS}{4\pi R'}
\]

(2.35)

\[
F = \varepsilon_0 \int_S M_s e^{-ikR'} \frac{dS}{4\pi R'}
\]

(2.36)

For large \( R \) and \( R' \), as in the case of far-field, \( R' \approx R - R_{\parallel} \cos \psi \) for phase variation and \( R' \approx R \) for amplitude variation. Therefore, we can simplify the vector potentials to

\[
A = \frac{\mu_0}{4\pi} \frac{e^{-ikR}}{R} \int_S J_s e^{ikR_{\parallel} \cos \psi} dS = \frac{\mu_0}{4\pi} \frac{e^{-ikR}}{R} N
\]

(2.37)

\[
F = \frac{\varepsilon_0}{4\pi} \frac{e^{-ikR}}{R} \int_S M_s e^{ikR_{\parallel} \cos \psi} dS = \frac{\varepsilon_0}{4\pi} \frac{e^{-ikR}}{R} L
\]

(2.38)

Express the electromagnetic fields in \( \Omega \) in terms of the vector potentials, we have the components of \( \mathbf{E} \) and \( \mathbf{H} \) from vector potential \( \mathbf{A} \) given by

\[
\mathbf{E}_A = -i\omega \left[ \mathbf{A} + \frac{1}{k^2} \nabla (\nabla \cdot \mathbf{A}) \right]
\]

(2.39)

\[
\mathbf{H}_A = \frac{1}{\mu_0} \nabla \times \mathbf{A}
\]

(2.40)

and the components contributed by vector potential \( \mathbf{F} \) are given by

\[
\mathbf{E}_F = -\frac{1}{\varepsilon_0} \nabla \times \mathbf{F}
\]

(2.41)

\[
\mathbf{H}_F = -i\omega \left[ \mathbf{F} + \frac{1}{k^2} \nabla (\nabla \cdot \mathbf{F}) \right]
\]

(2.42)

so the total fields are \( \mathbf{E} = \mathbf{E}_A + \mathbf{E}_F \) and \( \mathbf{H} = \mathbf{H}_A + \mathbf{H}_F \). In the far-field, the \( R \) components of \( \mathbf{E} \)
and \( \mathbf{H} \) become negligible, \(^{6}\) \( E_\theta, E_\varphi, H_\theta, \) and \( H_\varphi \) are the dominant components, given by

\[
E_\varphi \approx -i\omega (A_\varphi + \eta F_\theta) = \frac{ik e^{-ikR}}{4\pi R} (L_\varphi + \eta N_\varphi),
\]

\[
H_\varphi \approx \frac{i\omega}{\eta} (A_\varphi + \eta F_\theta) = -\frac{ik e^{-ikR}}{4\pi R} \left( L_\varphi + \eta N_\varphi \right),
\]

where \( \eta = \sqrt{\mu/\varepsilon}. \)

The precise expression for the \( \theta \)- and \( \varphi \)-components of \( \mathbf{N} \) and \( \mathbf{L} \) depends on the coordinate system used in calculating the laser cavity’s near-field \( \mathbf{E} \) and \( \mathbf{H} \). Microdisk, pillar, and toroid cavities all have azimuthal symmetry. To save computation resources, near-field simulations of these devices are usually done in cylindrical coordinates \( (r, \rho, z) \), where one assumes an analytical \( \rho \)-dependence in the form \( e^{im\rho} \) where \( m \) is an integer. In this case, \( N_\theta, N_\varphi, L_\theta, \) and \( L_\varphi \) are given by

\(^{6}\)Radiated fields from an emitter of finite dimensions are spherical waves, then the general solution for vector potentials \( \mathbf{A} \) and \( \mathbf{F} \) in spherical coordinates take the forms

\[
\mathbf{A} = \hat{a}_R A_R(R, \theta, \varphi) + \hat{a}_\theta A_\theta(R, \theta, \varphi) + \hat{a}_\varphi A_\varphi(R, \theta, \varphi)
\]

\[
\mathbf{F} = \hat{a}_R F_R(R, \theta, \varphi) + \hat{a}_\theta F_\theta(R, \theta, \varphi) + \hat{a}_\varphi F_\varphi(R, \theta, \varphi)
\]

The amplitude dependence on \( R \) is of the form \( 1/R \), \( n = 1, 2, ... \). In the limit of \( r \to \infty \) and neglecting higher order terms of \( 1/R \), \( n > 1 \), the general solutions reduce to

\[
\mathbf{A} = [\hat{a}_R A'_R(\theta, \varphi) + \hat{a}_\theta A'_\theta(\theta, \varphi) + \hat{a}_\varphi A'_\varphi(\theta, \varphi)] \frac{e^{-ikR}}{R}
\]

\[
\mathbf{F} = [\hat{a}_R F'_R(\theta, \varphi) + \hat{a}_\theta F'_\theta(\theta, \varphi) + \hat{a}_\varphi F'_\varphi(\theta, \varphi)] \frac{e^{-ikR}}{R}
\]

Substitute the new general solutions into 2.39 and 2.42, respectively, we obtain

\[
\mathbf{E} = \frac{-i\omega e^{-ikR}}{R} [\hat{a}_\theta A'_\theta(\theta, \varphi) + \hat{a}_\varphi A'_\varphi(\theta, \varphi)] + \text{higher order terms}
\]

\[
\mathbf{H} = \frac{-i\omega e^{-ikR}}{R \sqrt{\mu/\varepsilon}} [\hat{a}_\theta A'_\theta(\theta, \varphi) + \hat{a}_\varphi A'_\varphi(\theta, \varphi)] + \text{higher order terms}
\]

Only the \( \theta \) and \( \varphi \) components remain; \( E_R \) and \( H_R \) are both zero, since their contribution from the two terms of 2.39 and 2.42 cancel each other.
\[ N_\theta = \int_S [J_r \cos \theta \cos (\varphi - \rho) + J_\rho \cos \theta \sin (\varphi - \rho) - J_z \sin \theta] e^{ikR_\parallel \cos \psi} dS \]

\[ N_\phi = \int_S [-H_\rho \cos \theta \cos (\varphi - \rho) + H_r \cos \theta \sin (\varphi - \rho)] e^{ikR_\parallel \cos \psi} dS \]

\[ L_\theta = \int_S [M_r \cos \theta \cos (\varphi - \rho) + M_\rho \cos \theta \sin (\varphi - \rho) - M_z \sin \theta] e^{ikR_\parallel \cos \psi} dS \]

\[ L_\phi = \int_S [-M_x \sin (\varphi - \rho) + M_y \cos (\varphi - \rho)] e^{ikR_\parallel \cos \psi} dS \]

However, most photonic crystal cavities are designed to have a broken azimuthal symmetry to break the degeneracy in resonant modes, e.g. degeneracy in the dipole mode of a point-defect cavity in a triangular photonic crystal [90], and often to produce linearly polarized emission for efficient coupling into a fiber or the next optical device [51]. With these designs, FDTD simulations are carried out in cartesian coordinates, in which case \( N_\theta, N_\phi, L_\theta, L_\phi \) take the form

\[ N_\theta = \int_S (J_x \cos \theta \cos \varphi + J_y \cos \theta \sin \varphi - J_z \sin \theta) e^{ikR_\parallel \cos \psi} dS \]  

\[ N_\phi = \int_S (-J_x \sin \varphi + J_y \cos \varphi) e^{ikR_\parallel \cos \psi} dS \]  

\[ L_\theta = \int_S (M_x \cos \theta \cos \varphi + M_y \cos \theta \sin \varphi - M_z \sin \theta) e^{ikR_\parallel \cos \psi} dS \]  

\[ L_\phi = \int_S (-M_x \sin \varphi + M_y \cos \varphi) e^{ikR_\parallel \cos \psi} dS \]  

Alternatively, as Kim and colleagues outlined in [51], \( kR_\parallel \cos \psi \) in Eqs. 2.37 and 2.38 is simply \( k_x x + k_y y \), thus \( N \) and \( L \) are 2D Fourier transforms (\( \mathcal{F} \)) of \( J_\phi \) and \( M_\phi \), respectively, 

\[ N_z(k, k) = -\mathcal{F}\{H_y(x, y)\} \]
\[ N_y(k_x, k_y) = \mathcal{F}\{H_x(x, y)\} \]  
(2.58)

\[ L_x(k_x, k_y) = \mathcal{F}\{E_y(x, y)\} \]  
(2.59)

\[ L_y(k_x, k_y) = -\mathcal{F}\{E_x(x, y)\} \]  
(2.60)

Thus, one can fast Fourier transform (FFT) the near-field data obtained from FDTD and use the result to calculate the far-field pattern. In doing the FFT, the input data is an \(N \times N\) array of discretized \(x\)-\(y\) plane, and the output is an \(N \times N\) array in frequency space. The extent of the input array corresponds to a length of \(L\) wavelengths in physical space, the extent of the output array then corresponds to a frequency range of \(N f_0 / L\) with a discrete step size \(1 / (L\lambda) = f_0 / L\). The light-cone boundary corresponds to the \(L\)-th point in frequency space; only those components lying within the light-cone contribute to far-field radiation.
Chapter 3

Design for room-temperature CW lasing with high- $F_p \beta$ and directional emission

Theoretical investigations establish that the effect of spontaneous emission modification is more pronounced in a cavity with high $Q/V$ [11] and that the control of spontaneous emission coupling to a cavity’s optical modes could lead us to build high modulation rate light sources [91], low noise [92] and thresholdless [93, 94] laser, and single-photon source [95]. At the time this work began, researchers had long recognized the potential of photonic crystals as a way to design high $Q/V$ laser cavities. VCSELs and the related micropillars are essentially 1D photonic crystal lasers with strong light confinement [7, 8]. The first 2D slab photonic crystal laser with a $V_{\text{eff}}$ about the volume of a half cubic wavelength was reported by Painter and colleagues in [90] with $Q$ of 250 and pulsed lasing at a temperature of 143 K. Since then, many more optically pumped photonic crystal lasers have been reported and studied, however, mostly with pulsed operation at room temperature due to device thermal resistance as high as $10^5 \sim 10^6$ K/W, where material gain saturates and non-radiative processes overwhelm before the device can go into stimulated emission [17, 90, 96]. At the same time, the photonic crystal community learnt to design extremely high $Q/V$ cavities—$Q > 10^6$ in the case of double-heterostructure cavities with $V_{\text{eff}} \approx 1.2(\lambda/n)^3$ [56], $V_{\text{eff}} \approx 0.3(\lambda/n)^3$ in point-shift cavities with $Q = 10^5$ [50], and $V_{\text{eff}} \approx 0.4(\lambda/n)^3$ with $Q \approx 10^7$ in nanobeam photonic crystal cavities [58].

To alleviate thermal resistance, many proposed or tried bonding photonic crystal membranes to
a thermally conductive substrate such as the lower index aluminum oxide [97, 98] or DBR mirrors [99] with varying degrees of success; however, most low-index materials are electrically insulating, complicating potential designs to build current-injection photonic crystal lasers. Another solution is to reduce the lasing threshold by increasing $Q$ or decreasing the transparency carrier density $N_{tr}$ required for lasing [19, 86].

Our goal is to build a room temperature, CW microlaser with a soft threshold transition, directional emission, and current-injection (as opposed to optical pumping) operation. In the subsequent sections, we present the device design progress made in this work. We begin by studying the possibility of using metal to improve disk lasers’ cavity $Q$, $V_{eff}$, and emission directionality [27]. We then investigate the merit of using metal in conjunction with photonic crystal nanocavity to serve as both a thermal and electrical conduction path, which may help achieve room temperature CW lasing by current injection [32]. In looking at the confinement mechanisms of photonic crystal cavity on metal, we find that optical confinement can be obtained in optically thick photonic crystal slab with $Q \approx 1000$ while keeping $V_{eff} \approx (\lambda/n)^3$. We show this structure is feasible to lase [101] and that the thicker slab gives us more space to properly design a vertical p-i-n stack, where gain is in the intrinsic region, for current-injection operation. Following that, we turn our attention back to photonic crystal cavities in optically thin slabs and evaluate ways to improve the far-field emission directionality using coupled-cavity designs [102]. Lastly, we push the limit of optical confinement in semiconductor dielectrics with the nanobeam photonic crystal designs. We expect their small $V_{eff}$ will result in a high $F_p\beta$ laser with a soft threshold transition, and their small cross-sectional area will reduce the effect of feedback from surrounding structures, compared with 2-D photonic crystal cavities [87].

---

1 Most 2D photonic crystal cavities are thus far designed for optically thin slabs, about $\lambda/2n$, in order to maximize photonic bandgap size [100].
3.1 Metal-clad disk laser

Metal-optic and plasmonic cavities have in recent years been of particular interest. Due to their dispersive dielectric function $\epsilon_m(\omega)$, whose real part $\Re\{\epsilon_m\}$ is negative in the NIR and visible spectra [28, 103], metals such as gold and silver can be used to overcome the diffraction limit and confine electromagnetic energy to very small volumes [104, 105, 106]. Yet metals also present considerable optical loss that worsens as wavelength decreases from NIR to visible. As a result, most subwavelength metallic cavities have room temperature $Q$ factors of below 100, and thus can only lase in cryogenic temperatures with III-V semiconductor as the gain material [20, 107, 108]. Mizrahi, Nezhad, Fainman, and colleagues have proposed and demonstrated higher $Q$ metallic cavities by inserting a low-index silicon dioxide $\text{SiO}_2$ layer around the semiconductor gain material, that is thick enough to push the optical mode away from the metal [109, 110]. However, this complicates the realization of an electrically pumped laser based on the same design and precludes the use of metal as an effective heat sink, a feature that is proving to be important for small volume semiconductor lasers [96, 111].

In this section, we present a design of surface-emitting, subwavelength metal-clad disk laser cavities that have a room temperature $Q$-factor of 200 to 300 at the visible red wavelength of $\lambda \approx 670$ nm. Non-degenerate single-mode operation can be achieved by shrinking device size, retaining only the TE$_{011}$ mode, and thereby increasing the spontaneous emission coupling factor $\beta$. The laser cavity’s $Q$ and extraction efficiencies can be tuned by placing a reflector directly under the device’s bottom surface. The TE$_{011}$ mode can have a $Q$ of 230 and a $V_{\text{eff}}$ of $0.46(\lambda_0/n)^3 \sim 0.004 \, \mu\text{m}^3$ with a 400×400 nm$^2$ footprint. Far-field radiation pattern and emission directionality are also evaluated.

3.1.1 Laser cavity design

Dielectric disk laser cavities have $Q$-factors limited by radiation loss in the horizontal direction, which imposes a lower limit of $d_0 \approx 0.7 \sim 0.8\lambda$ on device size [112, 113, 114], where $d_0$ is the dielectric disk diameter. We consider specifically, as an example, a disk laser cavity designed for the more localized transverse electric-like TE$_{mpq}$ modes ($m$, $p$, and $q$ are the azimuthal, radial, and
axial mode numbers, respectively) at $\lambda = 670$ nm. It has a thickness of $T = 210$ nm and a dielectric constant of $\varepsilon_d = 11$, corresponding to the commonly used red laser material AlGaInP [115]. As is evident in Figure 3.1, cavity $Q$ falls sharply as the disk diameter shrinks, and a resonant mode with $m < 3$ can hardly exist.

Figure 3.1: (a) Resonant modes for various disk diameters, the dotted red line indicates $\lambda = 670$ nm resonant wavelength; (b) $Q$-factors for various disk diameters at $\lambda \approx 670$ nm. $d_0 = 420$ nm gives $\text{TE}_{311}$ with $\lambda = 667$ nm and $Q = 95$, $d_0 = 520$ nm gives $\text{TE}_{411}$ with $\lambda = 682$ nm and $Q = 545$, $d_0 = 600$ nm gives $\text{TE}_{511}$ with $\lambda = 677$ nm and $Q = 2750$, and $d_0 = 680$ nm gives $\text{TE}_{611}$ with $\lambda = 675$ nm and $Q = 12105$.

To curb radiation loss, we clad the semiconductor disk’s curved surface in an optically thick, reflective, and low loss metal layer, shown schematically in Figure 3.2(a). We choose to use silver, because it is a relatively low loss metal in the visible spectrum. Its dispersive dielectric function can be described by fitting experimental data to the Drude-Sommerfeld model [28, 103, 116].

$$\varepsilon_{Ag}(\omega) = \varepsilon_h - \frac{(\varepsilon_s - \varepsilon_h)\omega_p^2}{\omega^2 + i\omega\gamma} \quad (3.1)$$

where, at room temperature, $\varepsilon_s = 6.18$ is the relative permittivity in the static limit, $\varepsilon_h = 5.45$ is the relative permittivity in the high frequency limit, $\omega_p = 1.72 \times 10^{16}$ rad/s is the plasma frequency, and $\gamma_c = 8.35 \times 10^{13}$ rad/s is the damping or collision frequency. The skin depth of silver at this wavelength is about 25 nm, so a metal thickness of $\geq 100$ nm in the radial direction is sufficient. We use a high resolution of 2 nm in the FDTD simulations to capture the rapid attenuation of electromagnetic fields in metal. A sub-wavelength sized device with $d_0 = 420$ nm forms a multi-
mode resonator and, due to the effective radiation loss inhibition by the silver cladding, supports the lowest order $m = 0, 1, 2, 3$ modes with $Q$-factors of 160 to 290. The non-degenerate $m = 0$ mode has a $Q$ of 240. Normalized mode profiles are shown in Figure 3.2(b)–(e). To obtain non-degenerate single-mode operation, the device needs to be shrunk to $d_0 = 220$ nm, where only the TE_{011} mode is supported with a $Q$ of 210; its mode profile is shown in Figure 3.3(a)–(b). We note that the presence of silver cladding enables the co-existence of a $\lambda \sim 670$ nm SPP resonant mode, distinguished by its electric field maximum at the silver-dielectric interface, as shown in Figure 3.3(c)–(d); however, it has a material absorption limited low $Q$ of about 50, since a large fraction of the electromagnetic field exists in the metal cladding and suffers much ohmic loss.

![Figure 3.2: (a) 3D schematic and side view cross-section of the silver-clad disk cavity, the origin of the coordinate system is located at the center of the dielectric disk; (b)–(e) Electric-field intensity distribution $|E|^2$ of resonant modes in a $d_0 = 420$ nm cavity, $m = 0$ (TE_{021}, $\lambda = 642$ nm, $Q = 240$), $m = 1$ (TE_{122}, $\lambda = 660$ nm, $Q = 160$), $m = 2$ (TE_{221}, $\lambda = 676$ nm, $Q = 230$), and $m = 3$ (TE_{311}, $\lambda = 675$ nm, $Q = 290$), respectively. White circle indicates the dielectric-silver interface. Field maximum is at $z = 0$ for $m = 0, 2, 3$ and at $z \approx \pm T/4$ for $m = 1$.]

To evaluate if the cavity can lase, we use Equations (2.29) and (2.30) introduced in Section 2.1.5 and experimentally measured and fitted dielectric function $\varepsilon_d(\omega)$ for GaInP/AlGaInP [117], and assume that optical gain comes from seven or nine 7-nm thick GaInP QWs separated by 10-nm
Figure 3.3: Electric-field intensity distribution $|E|^2$ of modes in a $d_0 = 220$ nm cavity: TE$_{011}$ mode at (a) the horizontal center plane $z = 0$ and (b) the vertical center plane of the disk, $\lambda = 663$ nm; surface plasmon mode at (c) the horizontal $z = 80$ nm plane and (d) the vertical center plane through field intensity maxima, $\lambda_{SP} = 675$ nm. White lines indicate material interfaces.

thick Al$_{0.3}$GaInP barriers [74, 113] with the middle well located at the $z = 0$ plane, as shown in Figure 3.2(a). Purcell factor $F_p$ is calculated using Equation (2.27). The calculated results are given in Table 3.1. For comparison, we include data for the aforementioned SPP resonant mode.

The $m = 0$ modes experience the most spontaneous emission enhancement due to their relatively high $Q$, smaller $V_{eff}$, and non-degeneracy. All of the low order non-plasmonic resonant modes have similar or better Purcell factor and much better radiation efficiency compared with the SPP mode.

The SPP mode’s low $Q$ and poorer $\Gamma_E$ also results in much higher $g_{th}$, more or less precluding the possibility of room temperature lasing. With 7 QWs, the non-plasmonic modes’ $g_{th}$ ranges between $5348 \sim 16016$ cm$^{-1}$; with 9 QWs, it is between $4644 \sim 9810$ cm$^{-1}$. These threshold gain values are still not quite achievable in GaInP/AlGaInP at room temperature [74, 118].

<table>
<thead>
<tr>
<th>Table 3.1: Comparative characteristics of metal-clad disk modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_0 = 220$ nm</td>
</tr>
<tr>
<td>$m = 0$</td>
</tr>
<tr>
<td>$Q_{tot}$</td>
</tr>
<tr>
<td>$\lambda$ [nm]</td>
</tr>
<tr>
<td>$V_{eff}$ $[(\lambda/n)^3]$</td>
</tr>
<tr>
<td>$F_p$</td>
</tr>
<tr>
<td>$\eta_{rad}$</td>
</tr>
<tr>
<td>$\Gamma_E$ (7 QWs)</td>
</tr>
<tr>
<td>$g_{th}$ [cm$^{-1}$]</td>
</tr>
<tr>
<td>$\Gamma_E$ (9 QWs)</td>
</tr>
<tr>
<td>$g_{th}$ [cm$^{-1}$]</td>
</tr>
</tbody>
</table>

Higher $Q$s are needed to bring down $g_{th}$ and make room-temperature operation feasible. There
are two loss channels for the metal-clad disk cavity: radiation loss into free-space and absorption loss mostly due to the metal’s significant $\Im\{\varepsilon_m\}$. By separating out the $Q_{\text{rad}}$ and $Q_{\text{abs}}$ components, it is apparent that $Q_{\text{tot}}$ is limited by material absorption. For the TE$_{011}$ mode, for example, $Q_{\text{rad}}$ is $>1000$, while $Q_{\text{abs}}$ is around 250 and dominates. Indeed for most metallic cavities at optical wavelengths, the material absorption limited room temperature $Q$ is seldom greater than 100 and lasing only occurs at cryogenic temperatures [20, 107, 119].

Looking ahead to extending similar designs to CW current-injection operation, a low-index dielectric needs to be inserted between the semiconductor disk and the metal cladding to curb metallic absorption and to provide electrical insulation where needed. We can imagine a combination of thermally conductive aluminum oxide and electrically conductive indium tin oxide (ITO). More specifically, we envision two potential schemes for current-injection. First, thin insulating dielectric layers will need to be inserted at parts between the metal and the semiconductor material for electrical isolation, but this can be done with negligible effect on the device’s optical properties. One can use standard-grown epitaxial p-i-n structures, where the quantum wells, wires, or dots typically lie in plane with the epitaxial layers, indicated by parallel white lines in Figure 3.4(a). Bulk silver cladding forms one electrical contact, while a transparent conductor such as ITO or a thin ($\sim$30 nm) Ag layer forms the other contact. Alternatively, epitaxially grown structures with concentric quantum wells have been reported [120]. The $m \neq 1$ modes all have zero electric field along the z-axis in the cavity. One can then propose a radial p-i-n device with one of the electrodes at the center of the disk’s top surface, and the other electrical contact via the curved surface, as shown in Figure 3.4(b).

3.1.2 Radiation characteristics

A metal-clad disk laser such as one shown in Figure 3.2(a) radiates through both its top and bottom surfaces. It is difficult to collect light in both directions; half of the radiated light would be lost. We can thus think of placing a reflector under the disk to redirect the downward traveling light, as has been proposed for microcavity LEDs [121, 122] and photonic crystal resonators [51]. To keep to
Figure 3.4: Two current-injection schemes for metal-clad disk laser design

the sub-wavelength size and mode volume and to be able to place the reflector arbitrarily close to the resonator’s bottom surface, we use an optically thick silver layer instead of Bragg reflectors. A silicon dioxide $\text{SiO}_2$ spacer of thickness $h$ is used to tune the radiation characteristics. Other low-index materials can also be used for better thermal conductivity, such as silicon nitride or aluminum oxide. The device structure is shown in Figure 3.5(a). To illustrate the effect of the bottom reflector, we study the non-degenerate TE$_{011}$ mode (see Figure 3.3). The electric field has its maximum located at $z = 0$ and decays to small magnitude at the $\varepsilon_d = 11$ dielectric disk’s top and bottom surfaces. Silver has a large negative real dielectric constant $\Re\{\varepsilon_{Ag}\} \approx -22$ at $\lambda = 670$ nm [28, 103]. Therefore, the bottom reflector results in little change in the resonant mode profile, even when it is in contact with the disk resonator, as shown in Figure 3.5(b). Although we are mostly interested in (near-)room temperature operation for laser applications, it is nevertheless instructive to look at the effect of the bottom reflector at lower temperatures. The low temperature metallic dielectric function $\varepsilon_{Ag}(\omega)$ can be estimated using the resistivity versus temperature data of silver [123]. The damping frequency is proportional to material resistivity, and is 18% of its room temperature value at $T = 80$ K.

Loss due to metallic absorption does not change much, regardless of the presence of the bottom silver reflector or its position. $Q_{abs}$ is consistently about 250 at room temperature and 1400 at 80 K. The increase in $Q_{abs}$ with respect to temperature is as expected, due to the corresponding decrease in resistivity and thus ohmic loss in silver. On the other hand, $Q_{rad}$ are strongly modulated
by the bottom reflector. By varying the spacer thickness $h$, $Q_{rad}$ changes between 225 and 2710, and thereby enhances or deteriorates $Q_{tot}$. When $h \leq 150$ nm, $Q_{rad}$ is enhanced with no additional material absorption loss, consequently at room temperature $Q_{tot}$ is increased to 230, from $Q_{tot} = 150$ for a laser cavity on SiO$_2$ substrate or $Q_{tot} = 210$ for one suspended in air with no bottom reflector. When $h \approx 250$ nm, however, $Q_{rad}$ is at a minimum and $Q_{tot}$ deteriorates to 120.

![Diagram of metal-clad disk resonators with a bottom reflector](image)

**Figure 3.5:** $Q_{tot}$, $Q_{abs}$, and $Q_{rad}$ of metal-clad disk resonators with a bottom reflector

We proceed to study the far-field radiation pattern of the surface-emitting metal-clad disk laser. Normalized far-field intensities are plotted in Figure 3.6(b) and (c) with the laser surface normal at the center, and 30°, 60°, and 90° from surface normal are indicated with dotted white circles.

To study the far-field radiation pattern due to light emission from the top surface alone, we extend the cladding thickness $w$ to 1 µm in order to block any interference due to light emitted from
(a) Polarization filtered far-field radiation patterns
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(b) Side view of laser radiation
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Figure 3.6: Metal disk far-field
the disk’s bottom surface and reflected off of material interfaces. The TE\(_{011}\) mode from a \(d_0 = 220\) nm cavity exhibits a mostly \(\varphi\)-polarized far-field radiation with negligible \(\theta\)-polarization, which is analogous to the far-field pattern of the monopole mode in a single-defect photonic crystal cavity [51]. The radiation is directed upward, with the field intensity maximum at about 45° from surface normal, as shown in Figure 3.6(b). We find that the far-field pattern remains unchanged with or without the bottom reflector and as we vary the spacer thickness \(h\).

As we reduce \(w\), however, the radiated light interacts with the laser cavity’s surroundings; the far-field pattern is strongly affected. Take the example of the TE\(_{011}\) mode with a bottom reflector and \(h = 0\), where the only light emission is through the laser cavity’s top surface. Varying \(w\) from 1 \(\mu\)m to 100 nm, the resonator retains its resonant wavelength of \(\lambda = 660.2\) nm and a \(Q_{\text{tot}}\) of 210 to 225. The far-field radiation remains \(\varphi\)-polarized, but its field intensity distribution changes from having a distinct maximum at 45° to spreading in the horizontal direction between 60° and 90°; the device changes from a surface-emitting laser to a horizontal emitter with poorer directionality, as is evident in Figure 3.6(c). Thus, in designing sub-wavelength lasers, one needs to be aware of the influence on the directionality of the emitted light by structures surrounding the laser cavity. While a metal cladding thickness of several times the metal’s skin depth is sufficient to suppress radiation loss and create a laser resonator, it may need to be of wavelength scale to obtain light emission in the desired direction.

### 3.1.3 Conclusion

We analyzed metal-clad disk cavities designed for nanolasers in the visible red spectrum with sub-wavelength device size and mode volume. Metal cladding suppresses radiation loss and supports low order modes with room temperature \(Q\) of 200 ∼ 300. Non-degenerate single-mode operation with enhanced spontaneous emission coupling factor \(\beta\) is expected with the TE\(_{011}\) mode that has a 0.46(\(\lambda/n\))^3 mode volume and \(Q = 210\) in a device of size 0.12\(\lambda\)^3. Placing a planar metal reflector under the cavity can enhance radiation and extraction efficiencies or increase the \(Q\), without incurring additional metallic absorption loss. We show that the far-field radiation characteristics are strongly
affected by the devices’ immediate surroundings, such as changes in metal cladding thickness, even as the resonant mode profile, frequency, and \( Q \) remain the same. When the metal cladding is 1 \( \mu \text{m} \) thick, light radiates upward with a distinct intensity maximum at 45°; when the cladding is 100 nm thick, the emitted light spreads in a near-horizontal direction.

### 3.2 Photonic crystal cavity bonded on metal

Photonic crystal defect cavity lasers are a relatively new design. The research field has so far been occupied with progress toward achieving stable lasing at room temperature with hope of demonstrating signatures of Purcell effect [6, 19, 124]. Much progress was made in fine-tuning the cavity geometry for high \( Q/V \) [49, 50, 52, 56, 125] and improving fabrication techniques [96, 126, 127, 128]. Interestingly, the basic device structure has not changed since the first 2D photonic crystal laser [15, 90]—a regular array of air-holes are drilled into a suspended III-V semiconductor membrane to form the 2D photonic crystal, a single defect or several adjacent defects where there is no air-hole form the cavity. In most cases, the membrane is suspended less than one free-space wavelength above the substrate. Research on now-established forms of lasers, including Fabry-Pérot-type semiconductor diode lasers, have shown that feedback from a laser’s output signal can significantly alter the device’s linewidth and other noise characteristics; even 0.5% is considered a large feedback [71]. For photonic crystal lasers, Kim and colleagues [51] investigated the effect of the bottom substrate on a single-defect cavity’s emission characteristics, calling to attention both the tunability of emission directionality and the effect of feedback from structures surrounding the suspended photonic crystal membrane.

We build upon this investigation using the single-defect cavity, whose structure and resonant mode profiles are reproduced in Figure 3.7. The dipole and hexapole modes are studied in particular, for they are able to achieve vertical light emission with a small divergence angle, unlike the monopole and quadrapole modes. The reason for this difference can be understood using the simple symmetry argument of the modes’ electric fields, see Figure 3.8. For the monopole and quadrapole modes, \( E_x \) and \( E_y \) field components both exhibit odd symmetry across \( x- \) and \( y- \)axes, respectively, therefore
they interfere destructively along the $z$-axis, the far-field intensity is necessarily zero in the vertical direction. $E_x$ component of the dipole mode and $E_y$ component of the hexapole mode also show odd symmetry across the $x$- and $y$-axes, respectively; their contribution to radiation intensity in the vertical direction is also zero. In contrast, $E_y$ of the dipole mode and $E_x$ of the quadrapole mode have even symmetry, so the fields interfere constructively along the $z$-axis, making vertical light emission a possibility.

Figure 3.7: Modified single-defect cavity. (a) Device structure. (b) $H_z$ field profile for the distinct resonant modes. Reproduced from [51] with permission from the authors.
3.2.1 Effects of feedback from the substrate

Let $h$ be the air-gap size between the photonic crystal membrane and the underlying substrate; the device structure is shown in Figure 3.9(a). The background air-holes have radii of $R = 0.35a$. The air-holes nearest to the defect cavity are shrunk to $R_m = 0.25a$. Then to break the six-fold symmetry, two opposite air-holes are enlarged by $R_p = 0.05a$. We present an example of the effect of substrate feedback using the modified hexapole mode shown in Figure 3.10 [32]. $h$ is varied between 0.5$a$ and 5$a$; $\lambda = 1.3 \, \mu m = 0.29a$. Three types of substrate are used in the simulations: perfect electric conductor (PEC), InP dielectric constant, and dielectric function of gold at room temperature fitted to the Drude-Sommerfeld model given by Equation (2.23), where $\varepsilon_\infty = 10.48$, $\omega_p = 1.38 \times 10^{16}$, and $\gamma_c = 1.18 \times 10^{14}$ [28]. Gold is used, because it is one of the least lossy metals at $\lambda = 1.3 \, \mu m$. 3D FDTD simulations show that cavity $Q$ and far-field radiation pattern vary as a function of $h$ with a periodicity of 0.5$\lambda$. For example, $Q$ reaches its minimum at 1.75$a$ and 3.5$a$, corresponding to 0.5$\lambda$. This periodic behavior maintains the same trend regardless of substrate material, though the effect is most pronounced with a PEC, weakest with a dielectric, and medium
Figure 3.9: Schematic of device structure: (a) tilted view of the photonic crystal slab suspended over a substrate mirror, which can be a metal, DBR like those used in VECSEL, or simply a flat-surface dielectric such as InP; (b) side view of the same structure, red arrows indicate the path of emitted light from the photonic crystal cavity in the plane wave interference model.

with a room temperature metal substrate, due to difference in the materials’ reflectivity.\(^2\)

The 0.5λ periodicity calls to mind the analogy of a dipole emitter in a planar Fabry-Pérot cavity that can be modeled using plane wave interference [122, 129]. Kim and colleagues also used the wave interference model to explain how radiation efficiency and emission directionality changes as a function of slab thickness \(T\) and air-gap \(h\) [32, 51]. Figure 3.9(b) shows a schematic of the model. The multiple reflection path taken by light emitted from the photonic crystal cavity is shown as red arrows. The model makes the simplifications that the photonic crystal slab is approximated as a uniform dielectric layer having an effective index [130], the lasing mode is approximated as a dipole point source at the middle of the slab, emitted radiation is described by simple scalar plane waves, and the substrate reflector is far enough from the photonic crystal slab that it does not perturb the resonant mode too much [51, 122]. In the figure, \(\varphi\) is the phase the plane wave picks in traveling across \(h\), \(\delta\) is the phase addition due to reflection at the mirror surface, and \(\phi\) is the

\[^{2}\text{PEC is an idealized material that reflects all light, room temperature gold has slightly lower reflectivity and some ohmic absorption, and InP has a reflectivity of } \sim 0.3 \text{ at } 1.3 \text{ µm. As } h \text{ shrinks, absorption due to gold becomes more severe. When a semiconductor substrate like InP is too close to the photonic crystal membrane, e.g. } h < a, \text{ light tunnels through the air-gap and leaks through the substrate; as a result } Q \text{ suffers drastically.}

With all three materials, the PBG confinement of light breaks down as \(h \to 0\)—when the substrate is InP, there is no more optical confinement and light leaks through the substrate; in the cases of PEC or gold, the photonic band structure is equivalent to that of slab thickness of about 2\(t\). We will investigate this structure further in Section 3.3.
phase from traveling across slab thickness $T$. Using the model and validated by FDTD simulations, enhanced vertical emission due to constructive plane wave interference occurs when $e^{2i\phi} e^{i\delta} e^{i\phi} = 1$ [51]. Assume phase change due to reflection at the mirror surface is $\delta = \pi$, and the slab thickness is often $T \approx (\lambda/2 n_{\text{eff}})$ to maximize the PBG, i.e. $\phi \approx \pi$, then $h$ should be about $m\lambda/2, m \in I$, to maximize emission in the vertical direction.

Figure 3.10: $Q$ of the modified hexapole mode varies as a function of air-gap size $h$: (a) modified nearest air-holes and the hexapole mode profile, $R = 0.35a$, $Rm = 0.25a$, and $Rp = 0.05a$; (b) variation in $Q$ as a function of $h$ in units of $a$. Near-field profile changes very slightly with $h$. 
In our modified hexapole example, the modulation in $Q$ is caused by the substrate mirror’s effect on the laser cavity’s radiation characteristics. We would then expect that the far-field radiation pattern would be somehow affected as well. We used FDTD simulation with methods outlined in Section 2.2.2 to calculate how far-field radiation changes as $h$ varies from $0.7 \lambda$ to $1.4 \lambda$. Photonic crystal slab thickness was $T = 0.9a$ and a PEC substrate was assumed. We found that the presence of the substrate mirror does not change the near-field mode profile much; however, the far-field patterns show a sensitive dependence on $h$, see Figure 3.11. Again a periodicity of $0.5 \lambda$ is noticeable—radiation patterns with $h = 0.7 \lambda$ and $1.2 \lambda$ show similar divergence, and those with $h = 0.9 \lambda$ and $1.4 \lambda$ exhibit vertically emission with similarly small divergence angle. Moreover, the most spread out far-field pattern roughly corresponds to when $Q$ is at a local maximum ($0.7 \lambda = 2.4a$, $1.2 \lambda = 4.13a$), and directional far-field emission is when $Q$ is nearing its local minimum ($1 \lambda = 3.45a$).

Figure 3.11: FDTD simulation results of far-field radiation pattern from the modified hexapole mode, as a function of $h$ variation from $0.7 \lambda$ to $1.4 \lambda$. $\infty$ indicates the far-field in the absence of a substrate. Seen in the $-z$ direction from the directly above the device surface, radiation detected over the hemisphere shown in Figure 2.3 is mapped into 2D using $x = \theta \cos \phi$ and $y = \theta \sin \phi$. Numbers on each
3.2.2 Cavity characteristics of photonic crystal on a metal substrate

In the previous section, we concerned with the case where the air-gap between the photonic crystal slab and the substrate is large enough, approximately $h > a$, such that the photon confinement mechanism of PBG is still effective. As $h \to 0$, however, this is no longer the case. When the photonic crystal slab rests directly against a dielectric substrate such as InP, there is no more confinement, light leaks into the substrate. When the slab is bonded to a PEC or gold, a weaker confinement remains. For a slab thickness of $T = 0.9a$, $Q > 1000$ in the case of PEC, and is but a few hundred for gold. Such a low $Q$ is insufficient for building room temperature CW lasers. That is too bad, as metals have very good thermal and electrical conductivity, a characteristic that would have been useful to relieve microlasers’ huge thermal resistance and to make electrical contact for current-injection operation. Metal substrates also do not support downward propagating optical mode as do dielectric substrates, so the device only emits light through its top surface, showing promise of increased collection efficiency. Moreover, when the photonic crystal slab rests directly on the reflective metal, we eliminate a source of external feedback to the microlaser, potentially simplifying device design and analysis. In this section, we attempt to increase $Q$ of this photonic crystal bonded on metal structure to a level at which room temperature CW lasing may be possible, and study its optical confinement mechanisms. Once a satisfactory $Q$ is achieved, we tune the design parameters to obtain directional emission with very good linear polarization. The device schematic is given in Figure 3.12(a). We investigate, particularly, the modified dipole mode, whose mode profile is shown in Figure 3.12(b).

We postulate two main channels of optical loss, which we need to mitigate in order to raise $Q$. First, metal absorption loss—with an optically-thin slab, we would expect a significant electromagnetic field overlap with the gold substrate, leading to appreciable material absorption due to the non-zero $\varepsilon_f$ in room temperature gold. Second, photonic crystal bonded on metal has a diminished PBG, if it has a PBG at all, thus in-plane confinement is compromised.

One way to decrease modal overlap with the gold substrate is to simply increase the photonic crystal slab thickness $T$. Figures 3.13(a)–(b) show the 3D FDTD simulation results of effective mode
Figure 3.12: Modified single-defect cavity on gold substrate: (a) schematic of device structure; (b) mode profile of the modified dipole mode
volume $V_{eff}$ and $Q$ as $T$ increases from 300 nm to 1800 nm. At $T = 1800$ nm thickness, lattice constant $a$ is set to 300 nm to keep the fundamental mode wavelength at $\sim 1.3 \mu m$, the slab is now optically very thick with $T = 6a$. Interestingly, $Q$ increases steadily as well. $Q > 600$ when $T > 2a$ (600 nm), and $Q > 3000$ when $T > 5a$ (1500 nm). What’s more, $Q$ seems to increase indefinitely with increasing $T$. On the other hand, unsurprisingly, $V_{eff}$ increases monotonically though not drastically. $V_{eff} \approx (\lambda/n)^3$ when $T \approx 720$ nm. Our concern with $V_{eff}$ is chiefly due to its effect on the amount of Purcell effect we can expect from the cavity. As discussed in Section 2.1.4, the expression for Purcell factor takes different forms. When we assume the ideal case of a single emitter (e.g. a quantum dot) located in a medium of refractive index $n$ without regard for the emitter’s spectral broadening and polarization misalignment with the cavity mode, $F_p$ is given by Equation (2.27) $F_p = (3Q/4\pi^2 V_{eff})(\lambda/n)^3$ [11], which is the maximum achievable spontaneous emission rate enhancement. When we consider realistic room temperature laser cavities, where the gain material such as QWs exhibits homogeneous broadening so its spectral linewidth is wider than that of the cavity’s and the dipole emitters do not align perfectly with the electric field of the lasing mode, $F_p$ is given by Equation (2.28) $F_p = (a_p/2\pi^2 V_{eff})(\lambda/\Delta \lambda)(\lambda/n)^3$ [19]. $F_p$ as a function of increasing $T$, calculated using either expression, is shown in Figure 3.13(c)–(d); (d) is calculated using emitter properties of the widely used InGaAsP QWs, where the normalized average projection component of electric dipoles on the electric field of the laser mode $a_p = 0.4$, the spectral width of the QWs is $\Delta \lambda = 8.8$ nm due to homogeneous broadening of 4.3 meV [19, 131]. While the idealistic $F_p$ increases to fabulous values, $F_p = 120$ when $T = 1500$ nm, the values calculated using Equation (2.28) show that realistic $F_p$ could show the opposite trend, depending on material properties.

At this point, the seemingly indefinitely increasing trend in $Q$ requires a closer look. We know that PBG closes in optically-thick slabs [66]; it is certain to have done so when $T \to 6a$. Using 3D FDTD and MPB from the Joannopoulos Lab at MIT, we simulate and plot band structures of $T = 450$ nm triangular lattice photonic crystals on room temperature gold, shown in Figure 3.14. For comparison, band structures of the same photonic crystal on PEC or suspended in air, and that of an air-suspended $T = 900$ nm slab are also presented. We plot seven or eight lowest order
Figure 3.13: Modified dipole mode characteristics of photonic crystal slab bonded on gold, as functions of slab thickness $T$: (a) effective mode volume in unit of $(\lambda/n)^3$; (b) cavity $Q$; (c) Purcell factor $F_p$ calculated using Equation (2.27); (d) Purcell factor $F_p$ calculated using Equation (2.28)
modes; higher frequency ones are ignored. Here the lattice constant is \( a = 320 \) nm, \( \lambda \approx 1.3 \) \( \mu \)m, the resonant frequency is then \( a/\lambda \approx 0.25 \). Though \( T = 450 \) nm and greater than \( \lambda/(2n) \), there is still an appreciable TE-like bandgap when the slab is suspended in air. When it is on a metal or PEC substrate, however, there is no more bandgap. To see why this is so, we look at the mode profile of each band. Shown in Figure 3.14(e), FDTD results for both gold and PEC substrates are compared side by side, with panel colors corresponding to the band color code in Figure 3.14(a)–(b). The presence of gold or PEC substrate supports surface plasmon modes, adding new bands to the purely dielectric dispersion diagram in Figure 3.14(c), with the slight difference that surface modes on PEC reside completely in the dielectric, but with gold a portion of the mode overlaps with the metal. Bands of non-plasmonic modes shift closer to each other too, since they see a different effective index when the slab is surrounded by air or adjacent to a reflector substrate. These changes fill up the in-plane PBG.

We also note that Figure 3.14(a), (b), and (d) look awfully similar to each other, with (b) and (d) being almost identical. This phenomenon is not surprising when we think about our metallo-photonic crystal using the method of images [1]. TE-like modes in a photonic crystal with slab thickness \( T \) on PEC is equivalent to TM-like modes in one with thickness \( 2T \). Gold substrate has a finite \( \Re\{\varepsilon\} \) and \( \Im\{\varepsilon\} \), so the equivalence is approximate, but qualitatively correct. Indeed, if we apply the same method to the mode profiles, bands 1, 5, 6, and 7 in Figure 3.14(e) are but modes with an antinode mid-slab in the photonic crystal of thickness \( 2T \), whereas bands 2, 3, 4, and 8 have a node mid-slab.

We can thus analyze many of the cavity characteristics, such as optical confinement mechanism for the metallo-photonic crystal, as we would a air-suspended thick-slab device with twice the dielectric thickness. This very much simplifies numerical simulations: the metal substrate presents a rapid evanescent field decay inside it\(^3\), requiring fine resolution of 1–2 nm, and it breaks the symmetry in the \( z \)-direction, further increasing computation memory and time requirements; in contrast, an air-suspended dielectric thick-slab can be simulated using coarser resolution of 10–20 nm pixel size and also enables us to use odd or even symmetry in \( z \).

\(^3\)The evanescent field penetration in metal is simply the skin depth, usually \( \sim 20 \) nm.
With no in-plane PBG modes, the optical confinement in our thick-slab photonic crystal can be understood based on dispersion along the z-direction. Instead of the $\omega-k_\parallel$ band diagrams we are used to for conventional photonic crystal slabs, we look at the $\omega-k_z$ relations. This we discuss in more detail in the subsequent Section 3.3 on thick-slab photonic crystal cavities.

The fact that we can achieve $Q$s of a couple of thousand is very encouraging for building room temperature CW current-injection lasers. In designing an electrically-pumped device based on this geometry, a thin low-index dielectric can be inserted between the photonic crystal slab and the gold substrate—to further reduce mode overlap with the metal—and with a small gold-filled aperture under the cavity to act as a current aperture. Furthermore, the results suggest that we do not have to adhere to optically-thin photonic crystal cavities. We demonstrate in Sections 3.3 and 5.4 lasing in thick-slab single-defect photonic crystal cavities, which potentially have lower thermal resistance and give us more room to design gradient doping in a p-i-n epitaxial QW or QD structure for current-injection operation.

### 3.2.3 Radiation characteristics

Now a brief interlude to look at how we can design for directional emission from the metallo-photonic crystal cavities: Consider again the model we proposed in Section 3.2.1, but with $h = 0$, where interference of emitted light comes from the slab thickness itself and the dielectric function of the metal substrate. Using 3D FDTD and near- to far-field transformation, we tune $T$ and see how the far-field radiation pattern changes. The results in Figure 3.15(a) show that this single parameter changes things drastically. When $T = 600$ nm, emission is concentrated within a $\pm15^\circ$ cone, yet $T = 700$ nm results in a divergent emission where field intensity is evenly distributed within a $\pm60^\circ$ angle. At the optimum $T = 600$ nm, the radiation is also mostly linearly polarized in the $x$-direction, as shown in Figure 3.15(b), promising easy coupling into optical fibers or waveguides.
Figure 3.14: Band structures (dispersion relations) of $T = 450$ nm and $T = 900$ nm triangular lattice photonic crystal: (a) TE modes in $T = 450$ nm slab on room temperature gold substrate; (b) TE modes in $T = 450$ nm slab on PEC substrate; (c) TE modes in $T = 450$ nm slab suspended in air; (d) TM modes $T = 900$ nm slab suspended in air; (e) $|E|^2$ mode profile of the different bands in (a) and (b), left panels are for gold substrate, right panels are for PEC substrate, panel colors correspond to color code in the band structure diagrams.
Figure 3.15: Far-field radiation pattern of the modified dipole mode on a gold substrate: (a) far-field pattern modulation due to changes in $T$; (b) linear polarization decomposition of far-field radiation from a $T = 600$ nm slab.
3.3 Thick-slab photonic crystal lasers

Our investigation into photonic crystal bonded on metal substrate shows that in-plane bandgap is not necessary to achieve high enough $Q$ for lasing. This prompted us to look into the possibility of lasing in optically-thick single-defect cavities [101]. Thicker slabs have the advantage of lower thermal resistance and allow us more room and freedom in designing the device’s vertical p-i-n doping profile for better electrical properties. In fact, concurrent with our work, Tandaechanurat and colleagues studied the same problem, and demonstrated CW lasing at a cryogenic temperature of 4 K in a thick-slab cavity with $T = 1.1a \sim 1.6a$ [132].

Consider the modified dipole mode in an air-suspended single-defect photonic crystal cavity with a large thickness $T$, shown in Figure 3.16(a). The cavity design is the same as that shown in Figure 3.10(a), where $R = 0.35a$, $Rm = 0.25a$, and $Rp = 0.05$. First, let us look at the TE-like band structures of the background photonic crystal in Figure 3.16(d). At $T = 1.4a$, the second guided band begins to droop down to lower frequencies in the $\Gamma$-M and $\Gamma$-K directions, decreasing bandgap. When $T \approx 2a$, PBG disappears, a resonant mode at any frequency would overlap with at least one guided band. The band structure for $T = 3a$ is just a tangle. Lack of PBG notwithstanding, FDTD simulations show that we still have well-defined resonant modes in the cavity that have the same transverse mode profile but different numbers of intensity lobes in the $z$-direction, as shown in Figure 3.16(b)–(c). The three modes are closely spaced spectrally. When $T = 2000$ nm, for example, resonant wavelength is $\lambda = 1324$, 1305, and 1275 nm, $Q = 5390$, 1580, and 750, and $V_{eff} = 2.45, 2.65$, and 2.86 ($\lambda/n$)$^3$ for the fundamental, first order, and second order modes, respectively. Moreover, $Q$ of the fundamental dipole mode ranges between 1000 and 6000 for $T = 2a$ to 6a (see Figure 3.17(a)), indicating effective optical confinement mechanisms at work that were not previously considered in optically-thin slabs.

To gain some insight, we decompose $Q_{tot}$ into $Q_{\perp}$ and $Q_{\parallel}$, where the former measures loss in the vertical direction and the latter quantifies loss in-plane in the photonic crystal slab, and plot the result as a function of $T$ in Figure 3.17(b). When the slab is optically-thin, $Q_{\perp}$ depends very much

There is no TM-like PBG between the four lowest guided modes. The PBG exists at a much higher frequency [66].
Figure 3.16: Modified dipole mode in optically-thick single-defect photonic crystal cavity: (a) schematic of device structure; (b) fundamental $|E|^2$ mode profile in $x$-$y$ plane; (c) $|E|^2$ mode profile for fundamental, first, and second order modes when $T = 2000$ nm, in $x$-$z$ plane; (d) band structures with increasing slab thickness from $T = 1.4a$ to $T = 3a$. 
on the particulars of cavity design, such as $R_m$ and $R_p$ parameters [52], and is in the range of $10^4$ for $T < 400$ nm, in agreement with other published results [51]. It drops to a few thousand when $T = 1.5a \sim 2a$, then shoots up to a surprising value of $6 \times 10^5$ at $T = 2000$ nm. $Q_\parallel$ drops from $10^4$ to several thousand as PBG disappears and seems to remain in that range. This contrast in $Q_\perp$ and $Q_\parallel$ prompts one to think of vertical confinement no longer as total internal reflection in a very thin 2D slab wavelength [15] but perhaps as a vertical Fabry-Pérot in a short photonic crystal fiber. At the same time, the in-plane confinement can be understood to be due to mode mismatch between the cavity mode and guided mode(s) in momentum space, allowing only weak coupling between the two [132].

Consider a device with a very large $T$, which resembles a photonic crystal fiber. In the absence of both TE- and TM-like PBG in the transverse direction, our dipole mode is analogous to the index-guided modes in a fiber with a dielectric core, confined by the index contrast between the defect region and the holey photonic crystal background [66] and in contrast to the bandgap guided Bragg fibers usually with a hollow core [40]. We can then define $k_z$ and plot the waveguide dispersion in the $z$-direction, shown in Figure 3.17(b). We have also labeled the intersection of the fundamental, first order, and second order mode frequencies on the dispersion curve. These intersections appear to be evenly spaced in $k_z$, confirming a satisfied Fabry-Pérot condition [23]:

$$\Delta k_z = \pi / T$$

(3.2)

To translate this to the normalization used in FDTD simulation and in the figure, $\Delta k_z / (2\pi / a) = a / (2T) = 0.076$. Loss in a generalized Fabry-Pérot cavity is mainly due to waveguide propagation loss $\alpha$, which in our case is due to the imperfect in-plane confinement and scattering loss at the
Figure 3.17: Analysis of optical confinement mechanisms in the modified dipole mode: (a) $Q$ as a function of $T$ and its decomposition into $Q_\perp$ and $Q_\parallel$; (b) dispersion relation $\omega-k_z$ with the fundamental, first order, and second order modes labeled; (c) group velocity $v_g$ and normalized waveguide loss coefficient $\alpha$ as functions of $k_z$. 
mirror facets, that is \[71, 23\]

\[
\frac{1}{Q_{\text{tot}}} = \frac{v_g}{\omega} \left[ \alpha + \frac{1}{T} \log \left( \frac{1}{r_0^2} \right) \right]
\]

\[
= \frac{v_g \alpha}{\omega} + \frac{v_g}{\omega T} \log \left( \frac{1}{r_0^2} \right)
\]

\[
= \frac{1}{Q_{\parallel}} + \frac{1}{Q_{\perp}}
\]

(3.3)

where \(Q_{\parallel}\) and \(Q_{\perp}\) are expressed in terms of \(\alpha\) and \(r_0\) is the reflectivity of the mirror facets. We can calculate \(v_g\) from our \(\omega\)-\(k_z\) dispersion diagram, \(v_g = d\omega/dk\), shown in Figure 3.17(c). From the trend of \(v_g(T)\) and the equation above, the steady increase in \(Q_{\perp}\) as the photonic crystal slab becomes thicker \((T > 2a)\) is explained.

![Figure 3.18: E-field intensity \(|E|^2\) distribution in momentum space.](image)

Figure 3.18: E-field intensity \(|E|^2\) distribution in momentum space. \(T = 450\) nm \((1.40a)\), \(600\) nm \((1.94a)\), and \(900\) nm \((2.95a)\). White circle indicate the light cone. Grey lines are the locations of the guided modes at the resonant frequency, based on the equifrequency contours’ intercepts with the \(\Gamma\)-\(M\) and \(\Gamma\)-\(K\) vectors.

Transverse optical confinement by index contrast is a plausible explanation, but it does not explicitly address the potential coupling between the resonant mode and the propagating modes guided by the photonic crystal slab as we see in the band diagrams (Figure 3.16(d)). We postulate that there is little coupling between the resonant mode and the guided modes due to momentum mismatch. To confirm, the modified dipole mode’s E-field intensity distribution \(|E|^2\) in momentum space is calculated using 3D FDTD for several slab thicknesses \(T = 1.40a, 1.94a, 2.95a\), as shown in Figure 3.18. The light cone is indicated by the white circles. The equifrequency lines for the guided
modes at the resonance frequency are drawn in grey lines by interpolating their locations in the Γ-M and Γ-K directions. The majority of the resonant mode resides far from the light cone, and the guided modes do not intercept areas of high intensity. Thus moderate $Q$s can be achieved despite the lack of a PBG in optically-thick photonic crystal slabs.

3.4 Coupled-cavities for enhanced far-field emission directionality

Coupled-cavity photonic crystal lasers have been studied to increase lasing power and differential quantum efficiency [133]. Single mode operation can be achieved from coupled cavities even when they are individually multimode, as the constituent cavities act as mode filters for each other [134]. At the same time, most of the wavelength-scale laser cavities are so far optimized for high $Q$ and small $V_{eff}$ in attempt to maximize $F_p$, but are not particularly designed for efficient light extraction. Extraction methods such as evanescent coupling to a tapered microfiber [83] and monolithic integration with a passive waveguide using wafer regrowth techniques [135] have been demonstrated; lasers with highly directional surface emission can provide an alternative way to achieve efficient free-space light coupling [51]. To further investigate and improve on these issues, we have designed coupled photonic crystal cavities that exhibit single mode lasing and enhanced emission directionality.

Our devices are formed in an InP slab with a thickness $T$ of 240 nm on top of a 1.16 $\mu$m thick sacrificial InGaAs layer. Cylindrical holes etched into the slab in a hexagonal lattice form the photonic crystal. One missing air hole forms a simple H1 cavity; 3 or 5 missing air holes along the Γ-K direction form an L3 or L5 cavity, respectively. We laterally couple these cavities as shown in Figure 3.19: Design A consists of L3-L5-L3 cavities, Design B consists of H1-L3-L5-L3-H1 cavities. FDTD simulations show that for both designs there are resonant modes with $Q$ of a couple hundred within the InP/InAsP QWs’ gain spectrum; however, there is one prominent mode with $Q = 1690$ for Design B, and $Q = 3110$ for Design A. Thus, we can expect single-mode lasing from these designs.

Efficient free-space coupling requires the laser to have a directional far-field radiation pattern.
Figure 3.19: $|E|^2$ and $H_z$ mode profiles and top view device schematic of coupled-cavity designs, L3 and L5 cavities are shown for comparison: (a) coupled-cavity Design A; (b) coupled-cavity Design B; (c) L3 cavity; (d) L5 cavity.
The proposed schemes so far for directional emission from photonic crystal microcavity lasers involve fine modification of the air-holes in the vicinity of the main cavity [51, 136]. In fact, Kang and colleague have experimentally confirmed the effect of nearest air-hole tuning on the single-defect laser’s far-field pattern from a hexapole mode [137]. Here, we show that far-field directionality can be engineered by proper arrangement of coupled cavities to a level that is satisfactory for practical application without fine-tuning the PhC air-holes. We calculate the coupled cavities’ far-field radiation pattern using methods described by Kim et al. [51], the results are shown in Figure 3.20. While the PhC cavities’ mode profile and $Q$ hardly change with the presence of the substrate under the suspended PhC slab, the far-field pattern is noticeably affected, making the reflectivity and distance of the substrate an important design parameter. Single L3 or L5 cavities radiate light with poor directionality. Most of Design A’s emission is at $\pm 60^\circ$ in the $x$-direction, making free-space light collection difficult. Under the comparison, Design B has much enhanced emission directionality along the laser’s surface normal, suggesting efficient free-space coupling. For Design B of a coupled-cavity laser suspended 1.16 $\mu$m above the InP substrate as is our case, the emitted light has a Gaussian-like dominant center peak. The center emission lobe represents $\sim 40\%$ of the light emitted from the laser’s top surface and has a FWHM beam divergence of $20^\circ$ from surface normal in the $x$-direction and $8^\circ$ in the $y$-direction.

3.5 Nanobeam photonic crystal lasers

The photonic crystal microlaser cavities we have studied so far are designed for room temperature CW lasing with potential for current-injection operation. However, their relatively large mode volume precludes strong Purcell effect in realistic QW materials.\(^5\) Using the expression for Purcell effect in a laser cavity, Equation (2.28), reproduced here

$$F_p = \frac{a_p}{2\pi^2 V_{eff}} \left( \frac{\lambda}{\Delta\lambda} \right) \left( \frac{\lambda}{n} \right)^3$$

\(^5\)See Section 3.2.2.
Figure 3.20: Simulation of far-field emission patterns single L3, L5, and coupled-cavity lasers: (a) suspended PhC slab with no substrate; (b) PhC slab suspended 1160 nm above the InP substrate; (c) PhC slab suspended 770 nm above the InP substrate. Dashed white circles indicate 30°, 60°, and 90° from surface normal.
recall that $\Delta \lambda$ is the spectral linewidth of the gain material or the cavity, whichever is wider. With InGaAsP, the commonly used gain material for $\lambda = 1.3 \sim 1.55 \, \mu m$, spectral linewidth due to homogeneous broadening is about 4.3 meV or 8.8 nm [131], wider than the linewidth of any cavity with $Q > 150$. High $F_p\beta$ lasers, therefore, are achieved with small $V_{eff}$. For example, assume $a_p = 0.4$ and $\lambda = 1.5 \, \mu m$, $F_p > 5$ when $V_{eff} < 0.7(\lambda/n)^3$, which is roughly the mode volume of a typical $L3$ cavity in optically-thin slab [49]. The ultimate small mode volume cavities—with $Q > 1000$ to give a reasonable $g_{th}$ for lasing, thus plasmonic cavities are excluded—are the point-shift photonic crystal cavity and chirped nanobeam photonic crystal, both with $V_{eff} \approx 0.3(\lambda/n)^3$ [50, 58]. Lasing with pronounced Purcell enhancement and thus soft threshold turn-on was demonstrated with the point-shift cavity on SQW InGaAsP [19]. We set out to demonstrate competitive lasing properties using the nanobeam photonic crystal cavities. They have the advantage of small on-chip footprint and no mode degeneracy like that present in microdisks and 2D photonic crystals with rotational symmetry, and they can be designed for large free spectral range (FSR) between resonant modes such that a single resonant mode overlaps with the material’s gain spectrum in order to increase the amount of spontaneous emission coupled into the lasing mode, i.e. a high $\beta$. These cavities are also shown to be well-suited for coupled-cavity devices, with potentials for coupled-cavity laser arrays or optomechanically reconfigurable cavities [138, 139, 140, 141].

3.5.1 Cavity design

Design principles for nanobeam (sometimes also called nanowire) photonic crystal cavities have been explored since the early days of the photonic crystal field [48, 59, 142, 143, 144, 145]. From ideas outlined in Section 2.1.2, it becomes obvious that we can implement a waveguide form of DBR by drilling an array of air-holes into the waveguide along its axial direction. We start with a strip waveguide for $\lambda \approx 1.5 \, \mu m$ formed by a suspended InP beam. Propagating modes in a strip waveguide decouple into two symmetry classes or polarizations: TE-like modes whose E-field is mainly in the transverse and H-field mainly in the axial direction of propagation, and TM-like modes where transverse $H$ and axial $E$ are the dominant field components [23]. We choose to focus on
TE-like modes for three reasons: first, highest optical confinement is achieved with the fundamental TE-like mode; second, isolated high-index dielectric spots give rise to large TM bandgap while connectivity of high-index dielectric material enhances TE bandgaps [142, 146], connected dielectric devices are much easier to implement experimentally; third, QW and QD materials can be grown for TE-polarized gain, increasing the coupling between the emitters and the cavity mode. The QW materials we have on-hand are all grown for TE-polarized gain. With these factors in mind, our suspended InP beam has a cross-section of thickness \( T = 240 \text{ nm} \) and width \( W = 450 \sim 500 \text{ nm} \), forming a single-mode waveguide, both to confine light within a small cross-sectional area and to control the polarization of the guided light. More specifically, most photonic bandgap devices are polarization sensitive—PBG for TE-like and TM-like modes often exist at different frequency ranges. In a multimode waveguide, there is a possibility of TE-TM coupling due to fabrication error [147, 148], the bandgap confined TE-like modes can couple to poorly confined TM-like modes and suffer radiation loss. Moreover, we want to ensure that the resulting cavity has only one resonant mode in the wavelength range of interest, thereby potentially increase the spontaneous emission coupling factor \( \beta \). Lastly, a single polarization enables efficient input and output coupling of light.

We introduce a periodic array of circular air-holes in the waveguide with lattice constant \( a \) and radius \( R = 0.3a \), as shown in Figure 3.21(a). Analogous to DBRs and as shown in Figure 3.21(b), the periodic modulation in dielectric constant between \( \varepsilon_{InP} = 10.1 \) and \( \varepsilon_{air} = 1 \) leads to a bandgap for quasi-TE modes at the Brillouin zone edge where \( k_x = \pi/a \). When \( T = 0.51a \) and \( W = 1.06a \), the bandgap is 27% of the mid-gap frequency, extending from normalized frequency of 0.286 to 0.377.

For reference, our target wavelength of \( \lambda = 1.5 \mu m \) corresponds to 0.303 in frequency. To create a cavity, one can simply insert a defect, i.e. a disruption in the periodicity, between two sets of waveguide DBRs. For example, by increasing the distance between the two center air-holes, Figure 3.21(c). \( Q \) of this cavity can be tuned by changing the gap distance, however to a disappointing maximum value of a few hundred [48], due to the scattering loss at the interface of the defect and the DBRs analogous to the low-\( Q \) unmodified single defect cavities in 2D photonic crystal slabs. Therefore, the simplistic picture of an optical mode trapped between two highly reflective mirrors...
Figure 3.21: Waveguide DBR: (a) device schematic with the cartesian coordinates set-up; (b) band structure $\omega-k_x$ of the three lowest order TE-like modes, solid black line indicates the light line; (c) top view of a single defect cavity between two sets of DBRs; (d) structure of the tapered air-hole cavity with semiconductor vein in the middle; (e) structure of the tapered air-hole cavity with air-hole in the middle. $R = 0.3a$, $T = 0.5a$, $W = 1.06a$, $\lambda = 1.5 \mu m$ corresponds to normalized frequency of 0.31.
is insufficient for designing waveguide DBR devices.

The solution to minimizing scattering loss at mirror boundaries and increasing cavity $Q$ comes from constructing tapered air-hole gratings by fine tuning air-holes nearest to the cavity, a method that is already used in 2D photonic crystal slabs, examples include modified H1, L3, and double-heterostructure cavities [56, 49, 52]. Several models have been proposed to explain this phenomenon, including cancellation of the multipole far-field radiation [149], Bloch-wave engineering for increasing the modal reflectivity [54, 55], or momentum space tuning to minimize the resonant mode’s coupling to radiative modes in the light cone [49, 150].

There are many degrees of freedom in tuning the design parameters of a tapered air-hole grating. The tapering may be introduced by narrowing or widening the nanobeam width, or tapering the air-hole size without disturbing the lattice constant, or changing both the lattice constant and air-hole radius. The tapering can be linear [58], quadratic [59], or parabolic [60]. We have not fully explored the large space of parameters for tapered nanobeam photonic crystal cavity design. We chose to begin our study with linear tapering. Design parameters of the nanobeam photonic crystal cavities are shown in Figure 3.21(d)–(e). The mirror sections each consist of six air-holes with lattice constant $a$ and radius $R = 0.3a$. In the tapered section that forms the cavity, successive lattice constants are tapered by $\Delta = 0.05a$ for three periods, giving $0.95a$, $0.9a$, and $0.85a$. In the case where an air-hole is at the center of the cavity, its lattice constant is $0.8a$. Air-hole radius in the tapered region is scaled according to their respective lattice constant.

A tapered air-hole cavity in the nanobeam photonic crystal geometry can have one of two symmetries—it has either a semiconductor vein in the middle of the cavity and thus supports a fundamental mode whose $E_y$ field has even symmetry across the $x = 0$ plane, shown in Figure 3.22(a); or it has an air-hole at the middle and support a fundamental mode with odd $E_y$ symmetry across $x = 0$, shown in Figure 3.22(b). These two designs have quite different radiation characteristics. With $\Delta = 0.05a$ tapering, the former design has a $Q$ of 30,000, while the latter has a $Q$ of 110,000. Both $Q$-factors are more than enough to build a laser cavity. However, more importantly, E-field symmetries tell if the cavity can potentially achieve vertical emission, similar to our discus-
sion in Section 3.2. In both cases, the $E_x$ field component shows odd symmetry across the $y = 0$ plane and thus interferes destructively along the $z$-axis. The $E_y$ field, the major E-field component for our TE-like modes, has even symmetries across $x = 0$ and $y = 0$ planes in Figure 3.22(a). In contrast, it has an odd symmetry across the $x = 0$ plane in Figure 3.22(b). Therefore, only designs with semiconductor vein at the center of the cavity, instead of an air-hole, can potentially achieve vertical emission. For laser applications, we will focus on this design.

![Figure 3.22: Waveguide DBR](image)

Figure 3.22: Waveguide DBR: (a) cavity formed by chirped air-holes in the *tapered section* between two sets of DBRs the *mirror sections* with $|E|^2$, $E_z$, and $E_x$ profiles; (b) cavity formed by chirped air-holes between DBRs, with an air-hole at the center; (c) defect of length $s$ can be introduced in the tapered section to tune the cavity’s $Q$ and radiation characteristics. $R = 0.3a$, $T = 0.5a$, $W = 1.06a$. The vertical dotted line in (d) and (e) indicate the $z = 0$ plane.
3.5.2 Far-field radiation directionality and effects of substrate feedback

To tune the device’s emission directionality, we use the FDTD and FFT near-field to far-field transform methods detailed in Section 2.2. We find that the insertion of an extra gap size $s$, see Figure 3.22(c), in the middle of the cavity has the most effect on enhancing vertical emission. Figure 3.23(a) shows the evolution of far-field radiation pattern as $s$ increases from 0 to 52 nm; the amount of emitted power contained in the $30^\circ$ cone from surface normal increases from 6.5% with $s = 0$ to 33.2% with $s = 52$ nm, where the center lobe in the radiation profile represents 56% of the total surface-emitted power with a FWHM of $30^\circ$ in $x$ and $66^\circ$ in $y$-direction. Larger $s$ also results in lower $Q$. Assuming a suspended nanobeam without other dielectric structure nearby such as a substrate, $Q$ is 30,360 when $s = 0$, but it is 4230 when $s = 52$ nm. For laser cavities, however, this may be an advantage. Investigations by T. Baba and colleagues showed that thresholdless lasing behavior is more pronounced with lower $Q$ of a couple thousand. In higher $Q$ cavities, photons coupled to the lasing mode are strongly re-absorbed below the transparency condition because of the long photon lifetime $\tau_{ph}$. Carriers generated by re-absorbed photons may then be redistributed to non-lasing modes or non-radiative recombination, resulting in carrier loss and reduced spontaneous emission [19, 86].

Table 3.2: Summary of nanobeam photonic crystal designs

<table>
<thead>
<tr>
<th>$s$ = 0</th>
<th>$s$ = 18 nm</th>
<th>$s$ = 34 nm</th>
<th>$s$ = 52 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{eff}$ $\mu m^3$</td>
<td>0.0537</td>
<td>0.0677</td>
<td>0.0883</td>
</tr>
<tr>
<td>$Q$-factor $h = \infty$</td>
<td>30360</td>
<td>12320</td>
<td>6720</td>
</tr>
<tr>
<td>$h = 790$ nm</td>
<td>19040</td>
<td>10570</td>
<td>6470</td>
</tr>
<tr>
<td>$h = 860$ nm</td>
<td>23690</td>
<td>11420</td>
<td>6570</td>
</tr>
<tr>
<td>$h = 930$ nm</td>
<td>26730</td>
<td>11730</td>
<td>6500</td>
</tr>
<tr>
<td>$h = 1000$ nm</td>
<td>28470</td>
<td>11890</td>
<td>6470</td>
</tr>
<tr>
<td>$h = 1060$ nm</td>
<td>29140</td>
<td>11990</td>
<td>6500</td>
</tr>
<tr>
<td>$%$ of emitted light in $\pm 10^\circ$</td>
<td>0.4%</td>
<td>4.7%</td>
<td>6.2%</td>
</tr>
<tr>
<td>$\pm 20^\circ$</td>
<td>2.1%</td>
<td>12.8%</td>
<td>16.5%</td>
</tr>
<tr>
<td>$\pm 30^\circ$</td>
<td>6.5%</td>
<td>20.2%</td>
<td>26.0%</td>
</tr>
<tr>
<td>$\pm 60^\circ$</td>
<td>23.3%</td>
<td>41.2%</td>
<td>47.7%</td>
</tr>
</tbody>
</table>

Based on our experience with 2D photonic crystal as guidance, we can expect non-negligible feedback effect from the substrate under the laser cavity, which is known to influence both $Q$ and emission directionality [51, 151]. To estimate the effect of substrate feedback, we vary the gap
distance between the nanobeam and the underlying substrate $h$ from half resonant wavelength to 1060 nm, the thickness of the sacrificial layer in the InP/InAsP QW wafer we have. For a lattice constant $a = 480$ nm, half of the resonant wavelength is 790 nm. FDTD simulated results are shown in Figure 3.23(b). We find that high $Q$-factors cavities with small $s$ are more sensitive to the presence of the substrate. When $s = 34$ and 52 nm, $Q$ oscillates within 5% of its value without a substrate.

Lastly, we look at the influence of substrate feedback on the far-field radiation pattern, see Figure 3.24. Surprisingly, unlike 2D photonic crystals such as the coupled-cavities in Section 3.4, the presence of the substrate nearby hardly changes the nanobeam photonic crystal cavity’s far-field pattern at all. Regardless of $h$, radiation from the cavity is 80% linearly polarized in the $y$-direction when $s = 52$ nm and 75% $y$-polarized for $s = 34$ nm.
Figure 3.24: Effects of substrate on far-field radiation pattern from nanobeam photonic crystal lasers. (a) and (c) far-field pattern with different $h$; (b) and (d) linear polarization decomposition of far-field pattern when $h = 1060$ nm. (a) and (b) are for $s = 34$ nm, $Q = 6470 \sim 6570$. (c) and (d) are for $s = 52$ nm, $Q = 403 \sim 4280$. White dash lines indicate $30^\circ$, $60^\circ$, and $90^\circ$ from surface normal, same as in Figure 3.20.
Chapter 4

Device fabrication

The laser devices are made on epitaxially grown quantum well materials detailed in Table 4.1. The generalized sequence of device fabrication follows the standard planar lithography used in semiconductor device manufacturing, where we have two options for defining the etch mask—a photo- or electron-beam resist mask, or a hard mask such as SiO$_2$, SiON, or metal. Design of the fabrication process begins with the critical step of semiconductor dry etch using ion beam or plasma. The other process materials and parameters evolve from how well they work with the dry etch recipe at hand.

4.1 Dry etch indium III-V compound semiconductors

Compared with disk laser structures, which involve open-space etching with relaxed requirement on etch verticality [83, 114], photonic crystals have a particular intolerance for fabrication errors that deviate from the design [147, 148]. To etch III-V compounds involving indium, we can use either chlorine or iodine as the halogen reagent. The main by-product InCl$_3$ has a melting point of 586 °C and a boiling point of 800 °C [152, 153], resulting in a passivating layer on the surface, unless it is heated to increase volatility and evaporate off of the substrate during the etch$^1$. An iodide etch chemistry forms In$_x$I$_y$ as by-products, of which InI$_3$ has a melting point of 210 °C and a boiling point of 500 °C, InI has a melting point of 350 °C and a boiling point of 710 °C, and InI$_2$ a melting point of 225 °C [152, 154]. The In$_x$I$_y$ by-products have enough volatility due to local heating during the etch, so that we can carry out the etch without the need for a heated substrate stage. We were

$^1$InCl and InCl$_2$ have a lower melting point, at 225 °C and 262 °C, respectively [152].
Table 4.1: Epitaxial quantum well material designs

(a) InGaAsP quantum wells for 1.3 µm emission wavelength, slab thickness = 606 nm

<table>
<thead>
<tr>
<th>Layer</th>
<th>Description</th>
<th>Thickness (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>$\text{In}<em>{0.85}\text{Ga}</em>{0.15}\text{As}<em>{0.32}\text{P}</em>{0.68}$ (1.12Q) lattice matched</td>
<td>2400</td>
</tr>
<tr>
<td>7</td>
<td>InGaAsP half-barrier (1.12Q), -0.3% tensile</td>
<td>60</td>
</tr>
<tr>
<td>6</td>
<td>Active region: PL emission peak at 1300 nm,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>InGaAsP well x7 (1.0% comp.)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>InGaAsP barrier 1.12Q x6 (-0.3% tens.)</td>
<td>Well: 60, barrier: 120</td>
</tr>
<tr>
<td>5</td>
<td>InGaAsP half-barrier (1.12Q), -0.3% tensile</td>
<td>60</td>
</tr>
<tr>
<td>4</td>
<td>$\text{In}<em>{0.85}\text{Ga}</em>{0.15}\text{As}<em>{0.32}\text{P}</em>{0.68}$ (1.12Q) lattice matched</td>
<td>2400</td>
</tr>
<tr>
<td>3</td>
<td>InP sacrificial</td>
<td>6500</td>
</tr>
<tr>
<td>2</td>
<td>InGaAs etch stop</td>
<td>1000</td>
</tr>
<tr>
<td>1</td>
<td>InP</td>
<td>3000</td>
</tr>
<tr>
<td>0</td>
<td>InP substrate</td>
<td></td>
</tr>
</tbody>
</table>

(b) InAsP/InP quantum wells for 1.55 µm emission wavelength, slab thickness = 240 nm

<table>
<thead>
<tr>
<th>Layer</th>
<th>Description</th>
<th>Thickness (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>InP cladding</td>
<td>600</td>
</tr>
<tr>
<td>5</td>
<td>InP half-barrier</td>
<td>200</td>
</tr>
<tr>
<td>4</td>
<td>Active region: PL emission peak at 1550 nm,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>InAsP well x4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>InP barrier x3</td>
<td>Well: 50, barrier: 200</td>
</tr>
<tr>
<td>3</td>
<td>InP half-barrier</td>
<td>200</td>
</tr>
<tr>
<td>2</td>
<td>InP cladding</td>
<td>600</td>
</tr>
<tr>
<td>1</td>
<td>InGaAs sacrificial</td>
<td>11600</td>
</tr>
<tr>
<td>0</td>
<td>InP substrate</td>
<td></td>
</tr>
</tbody>
</table>
able to implement these etch chemistries using either inductively-coupled plasma reactive ion etch (ICP-RIE) or chemically-assisted ion beam etch (CAIBE). The basic operations of both ICP-RIE and CAIBE are laid out in the following sub-sections, followed by details of our optimized etch recipes.

We developed three options to etch our indium-compound quantum well material: first, ICP-RIE without heated stage using Ar/H\(_2\)/HI gas chemistry; second, ICP-RIE with heated stage using CH\(_4\)/H\(_2\)/Cl\(_2\) gas chemistry; third, CAIBE with heated stage using Ar/Cl\(_2\) chemistry. Most etch recipe calibration is in essence striking a balance between physical milling and chemical etching to optimize side wall verticality and etch rate, and a balance between semiconductor etch rate and mask erosion rate. However, we would like to add a word of caution for high temperature CAIBE. First, when Cl\(_2\) flow is too high, the sample will undergo spontaneous chemical etch when at elevated temperatures of 135 \sim 160 \, ^\circ\text{C}, even in the absence of any ion beam, as shown in Figure 4.1(a). Etch temperature can be as high as 190 \, ^\circ\text{C} to avoid solid In\(_x\)Cl\(_y\) micromasking the device. The solution to curb spontaneous isotropic etch is to reduce the Cl\(_s\) flow rate. Second, when Cl\(_2\) is introduced through small nozzles in the chamber, the gas may not diffuse evenly over the sample, resulting in non-uniform etch rates and profiles, shown in Figure 4.1(b). One can carefully center the sample below the Cl\(_2\) nozzle, or use a ring-shaped shower head gas inlet to evenly distribute Cl\(_2\) in the chamber.

After many etch calibrations and sad-looking samples, we arrived at the optimized recipes and results shown in Table 4.2 and Figure 4.2.

4.2 High-contrast etch mask

Next, an appropriate etch mask needs to be developed to use with one of the etch recipes. Criteria for the etch mask include high etch resistance giving high etch rate contrast and vertical sidewalls to minimize signs of mask erosion on the resulting device. Figure 4.3(a) and (b) show problems with mask deformation due to local heating and etch artifact due to mask erosion, respectively. Photonic crystals' small air-holes pose an additional challenge. Gas species exchange is limited in small holes
Figure 4.1: Potential problems in not well-calibrated CAIBE etch: (a) spontaneous isotropic etch when the sample is at $135 \sim 160$° in Cl$_2$ environment with no ion beam, Cl$_2$ exposure time is 10 min; (b) asymmetric etched side wall due to uneven Cl$_2$ flow.

Table 4.2: Calibrated etch recipes for III-V compounds with In, including InP, InGaAsP, InAsP, AlGaInP.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar flow</td>
<td>3 sccm</td>
<td>CH$_4$ flow</td>
<td>8 sccm</td>
</tr>
<tr>
<td>H$_2$ flow</td>
<td>10 sccm</td>
<td>H$_2$ flow</td>
<td>14 sccm</td>
</tr>
<tr>
<td>HI flow</td>
<td>30 sccm</td>
<td>Cl$_2$ flow</td>
<td>18 sccm</td>
</tr>
<tr>
<td>Chamber pressure</td>
<td>10 mT</td>
<td>Chamber pressure</td>
<td>4 mT</td>
</tr>
<tr>
<td>Forward power</td>
<td>90 W</td>
<td>Forward power</td>
<td>180 W</td>
</tr>
<tr>
<td>ICP power</td>
<td>900 W</td>
<td>ICP power</td>
<td>2200 W</td>
</tr>
<tr>
<td>Stage temperature</td>
<td>Not controlled</td>
<td>Stage temperature</td>
<td>120 °C</td>
</tr>
<tr>
<td>He backing flow</td>
<td>0</td>
<td>He backing flow</td>
<td>10 Torr</td>
</tr>
<tr>
<td>(c) Ar/Cl$_2$ CAIBE</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar flow</td>
<td>5 sccm</td>
</tr>
<tr>
<td>Cl$_2$ flow</td>
<td>1.4 sccm</td>
</tr>
<tr>
<td>Cathode</td>
<td>5.9 A / 6.0 V</td>
</tr>
<tr>
<td>Discharge</td>
<td>0.34 A / 40 V</td>
</tr>
<tr>
<td>Beam</td>
<td>30 mA / 750 V</td>
</tr>
<tr>
<td>Acceleration</td>
<td>2.6 mA / 100 V</td>
</tr>
<tr>
<td>Neutralization</td>
<td>22 mA</td>
</tr>
<tr>
<td>Stage temperature</td>
<td>190 °C</td>
</tr>
</tbody>
</table>
Figure 4.2: Etch results from optimized recipes: (a)–(b) InP with InAsP QWs etched using CAIBE; (c)–(d) InGaAsP etched using CAIBE; (e) AlGaInP etched using ICP-RIE with Ar/H₂/HI chemistry; (f) InP etched using ICP-RIE with CH₄/H₂/Cl₂ chemistry.
in the substrate compared with large open areas, and so etch rate decreases as is evident in Figure 4.3(c).

The high ICP power or high etch temperature required in the dry etch makes polymer resists with a carbon backbone, such as the commonly used poly(methyl methacrylate) (PMMA) or even ZEP520\(^2\), extra vulnerable to deformation and erosion. The absence of a good SiO\(_x\) or SiON etch recipe at the time dissuaded the use of dielectric hard masks. Metal masks tend to distort the local electromagnetic field and temperature profile, resulting in artifacts such as undercut and not-very-vertical side walls (Figure 4.4) that proved difficult to eliminate. Our best option came when we developed a high-contrast e-beam lithographic process on very thick hydrogen silsesquioxane (HSQ) resist—a high resolution negative tone resist that can be exposed using extreme ultraviolet (EUV) [155] or electron beam [156, 157, 158]. It consists of a network of Si-O-H polymer, whose monomer structure is shown in Figure 4.5(a) [159]. Upon exposure to electron beam and immersion in tetramethylammonium hydroxide (TMAH), the resist gives up H\(_2\) and becomes an amorphous Si\(_x\)O\(_y\); unexposed resist dissolves completely in TMAH. Exposed and developed HSQ has an etch resistance slightly lower than thermally grown or plasma-enhanced chemical vapor deposition (PECVD) grown SiO\(_2\), but much higher than any carbon-based polymer. Moreover, our high-contrast lithography gives vertical side walls regardless of pattern feature size (Figure 4.5).

The etch resistance of HSQ mask depends on the amount of ion milling and plasma power in the etch. We found that high power plasma, predominant in ICP-RIE etches, is much more efficient at resist thinning than high power ion milling that is predominant in CAIBE. Moreover, ICP-RIE etch rate appears to decrease much more rapidly with decreasing air-hole size, thus reducing etch selectivity in small device features.

### 4.3 Wet-etch of the sacrificial layer

Following the dry etch, a wet-etch is needed to remove the sacrificial InP or InGaAs layer. To remove InP from 1.12Q and 1.3Q InGaAsP, we use 4:1 HCl:H\(_2\)O at 4 °C [160]. To remove InGaAs from

---

\(^2\)A high etch resistant e-beam resist manufactured by Zeon Corporation, Tokyo, Japan
Figure 4.3: Common dry etch problems encountered in etching photonic crystals in In-based III-V compound: (a) air-hole non-uniformity due to PMMA mask deformation during etch; (b) rough side wall due to mask erosion; (c) non-uniform etch rate due to device feature size.
Figure 4.4: Etch deformation due to the presence of a metal mask: (a) local undercut and micro-masking due to mask re-sputtering in CAIBE; (b) etch profile change due to metal mask in ICP-RIE; (c) metal re-sputtering in ICP-RIE, the wrinkled top layer is PMMA resist, bright mid-layer is Au. The substrate is 600 nm InGaAsP on InP.
Figure 4.5: HSQ resist: (a) molecular structure; (b) SEM images of developed resist after low contrast electron-beam lithography; (c)–(d) SEM image of a developed resist with vertical side walls to enhance etch quality of the underlying III-V semiconductor.
Figure 4.6: SEM images of HSQ mask after dry etch: (a) 140 nm of HSQ resist remains after CAIBE; (b) 190 nm of resist remains after Ar/H\textsubscript{2}/HI ICP-RIE.
InP and InGaAsP, we developed a version of the H$_2$CrO$_4$:HF etchant mentioned in [161], diluted in H$_2$O and used at room temperature. Its etch rate depends on the dilution and whether the solution is freshly made. Regardless of etch rate, however, the wet-etch selectivity against 1.12Q InGaAsP is about 30:1, 40:1 against 1.3Q InGaAsP. Selectivity of InGaAs against InAsP and InP is near infinite; by that we mean that in undiluted H$_2$CrO$_4$:HF, we were able to undercut into >30 µm of InGaAs when the epitaxial layer is only 100 nm thick, all the while with no visible damage to InP/InAsP.

SEM image from H$_2$CrO$_4$:HF:H$_2$O etch rate and selectivity test are shown Figure 4.7.

4.4 Complete device fabrication procedure

After developing and optimizing each step of the fabrication procedure, our final process is summarized here. Finished devices are shown in Figures 4.8–4.10.

4.4.1 E-beam lithography

- Beam voltage: 100 kV
- Resist: FOx-16 from Dow Corning
- Spin at 4000 RPM for 375 nm resist thickness
- Bake at 170 °C for 2 min
- Expose at 250 ~ 700 µC/cm$^2$, depending on substrate material and feature size
- Develop in AZ 300MIF at 70 °C for 4 min, rinse in H$_2$O, N$_2$ blow dry

4.4.2 Dry etch

- Use recipes in Table 4.2
- For deep etch, use CAIBE: InP/InAsP/InGaAsP etch rate is 1.8 µm/min, HSQ resist erosion rate is 80 nm/min
- For III-V slab thickness of ≤ 250 nm, ICP-RIE can be used without resist erosion artifact
Figure 4.7: $\text{H}_2\text{CrO}_4$:$\text{HF}$:$\text{H}_2\text{O}$ etched InGaAs against remaining InGaAsP and InP. The material layers are, from top, gold, 1.12Q InGaAsP, 1.3Q InGaAsP, 1.12Q InGaAsP, InP, InGaAs, and InP substrate. (a) Solution ratio is 1:1:40, etched at 4 °C for 5 seconds. Etch depth for InGaAs, 1.3Q InGaAsP, and 1.12Q InGaAsP are 4.7 µm, 225 nm, and 90 nm. (b) Solution ratio is 1:1:460, etched at room temperature for 10 seconds. InGaAs etch depth is 2.25 µm. (c) Same solution as (b), etched at 4 °C for 10 sec. InGaAs etch depth is 1.84 µm, compared with 40 nm for 1.3Q InGaAsP and 60 nm for 1.12Q InGaAsP.
4.4.3 $\text{H}_2\text{CrO}_4$:HF:$\text{H}_2\text{O}$ wet-etch

- Dissolve 10 g CrO$_3$ in 100 g H$_2$O
- Mix H$_2$CrO$_4$ solution, 48% HF, and H$_2$O with ratio 1:1:460
- At 4 $^\circ$C, InGaAs to 1.12Q InGaAsP selectivity is 30:1, InGaAs to 1.3Q InGaAsP selectivity is 40:1, InGaAs to InP selectivity is $>$5000:1.

4.4.4 Drying after wet-etch

- For 2D photonic crystal, rinse in H$_2$O, N$_2$ blow dry
- For nanobeam photonic crystal, rinse in filtered IPA, critical-point drying required
Figure 4.8: SEM images of finished thick-slab microlasers, active material is 1.3Q InGaAsP quantum wells in 1.12Q InGaAsP cladding, in order of progressive zoom-in: (a) arrays of thick-slab lasers ready for testing; (b) after CAIBE etch before wet etch, etch depth is 3 µm; (c) glancing angle view of a finished device, slab thickness is 606 nm; (d) top view of an undercut device; (e) a tilted view of the air-holes, showing straight CAIBE etched sidewalls and very little damage from wet etch; (f) top view close of the cavity region, air-hole periodicity is 305 nm.
Figure 4.9: SEM images of finished coupled-cavity microlasers, active material is InAsP quantum wells in InP cladding.
Figure 4.10: SEM images of finished nanobeam photonic crystal microlasers, active material is InAsP quantum wells in InP cladding.
Chapter 5

Microlaser characterization

5.1 Photoluminescence measurement

In the absence of an electrical current path through the laser cavity, such as a p-i-n doping profile to allow current injection to the QW or QD layers [17, 162, 163], optical pumping is used to excite the laser cavity. A light source with shorter emission wavelength than that of the gain material generates electron-hole pairs that recombine to give off spontaneous emission or coherent light when lasing is achieved in the microcavity. By analyzing the optical pump power absorbed and the power, spectrum, mode pattern, and polarization of light emitted by the cavity, we can evaluate our numerical simulation and theoretical prediction, and parse out details of the microlaser’s characteristics.

In the measurement, the sample is mounted on an \textit{xyz} stage. A 830 nm pump laser light is collimated, then focused through a long working distance 50× microscope objective to a 4-\textmu m diameter spot on the sample at an angle normal to the surface. The pump laser is actuated by a function generator, which tunes the pump light duty cycle from 1% to 100% CW. A small percentage of it is split off by a low reflection beam splitter to a broad area Si photodetector for measuring pump laser power at the particular operating voltage and duty cycle. Emitted light from the sample is collected by the same objective lens, re-directed by the 50-50 beam splitter to a lower power objective, which focuses the signal into a multimode optical fiber connected to an optical spectrum analyzer (OSA). A collimated white light, a flip mirror, and a CCD camera are integrated into the measurement set-up for visual alignment of the pump spot and the microcavity devices. A long pass
filter with a cut-off wavelength of 1150 nm is placed in the beam path after the 50-50 beam splitter to block most of the 830 nm pump light from the CCD camera and the OSA. The microlasers studied in this work emit at $\lambda = 1.3$ or 1.55 $\mu$m. A schematic of the photoluminescence measurement set-up is shown in Figure 5.1.

### 5.2 Signatures of a laser

When we scan the sample by passing the pump laser spot over the arrays of microcavities, it is not difficult to distinguish lasing devices from the non-lasing ones. On the CCD camera, incoherent light from non-lasing devices appears as a diffuse spot, while coherent light is much brighter and shows distinct fringe patterns that result from the interference of a monochromatic light. In fact, for devices operating at its longest lasing duty cycle, we see its emitted light turn to a diffuse spot when duty cycle is increased and return to a fringed pattern when duty cycle is turned down again. The
The fringe pattern mentioned above is itself a manifestation of coherence [26]. In spectral measurement, it is characterized by sharp peaks with narrow linewidths—<100 pm in CW lasers and can be a few nm in pulsed operation when widened by thermally induced wavelength chirping [86]—and peak intensity much above the background noise.

Then, the device’s output power as a function of the input pump power is recorded. The result is a light-in versus light-out ($L$-$L$) curve. Most lasing devices so far experimentally realized still have a moderate $F_p\beta$ value, such that the $L$-$L$ curve has a discernible threshold, beyond which output power increases linearly with much higher differential efficiency $dL_{out}/dL_{in}$ than below threshold. More than an evidence of lasing action, the $L$-$L$ curves can be fitted to the laser rate equations to extract more quantitative data about the device, especially $\beta$ and $N_{tr}$. We will delve into the details of rate equation analysis in Section 5.3.

When the devices achieve CW lasing, linewidth narrowing as pump power increases is another signature of lasing. Turning up the pump power from zero, the below-threshold linewidth narrows as described by the Schawlow-Townes linewidth formula. When the pump power reaches the threshold region, linewidth broadens slightly with increasing power due to gain-refractive index coupling. Then as pump power rises beyond the threshold, laser linewidth narrows again, given by $(1 + \alpha^2)/2$ times the non-modified Schawlow-Townes formula, where $\alpha$ here is the linewidth enhancement factor [164]. The threshold region thus represents a kink in the decreasing trend of linewidth as a function of power. Linewidth measurements are not quite applicable when the devices operate in pulsed mode; thermal chirping brings overwhelming phase noise and results in linewidth widening with increasing pump power [86].

Lastly, a direct proof of lasing action is given by coherence measurement of photon correlation functions [165, 166]. The second order function

$$g^{(2)}(\tau = 0) = \frac{\langle I(t)I(t+\tau)\rangle}{\langle I(t)\rangle\langle I(t)\rangle}$$

as a function of pump power $L_{in}$, where $\langle I(t)\rangle$ is the expectation value of intensity at time $t$, has
been experimentally implemented [124, 167]. Second order photon correlation measurements were not performed in this work. However, it becomes increasingly important in proving above-threshold lasing and determining threshold pump power as the research field gets closer to demonstrating high $F_p\beta$ laser with thresholdless-like $L$-$L$ behavior.

In the subsequent sections where we present results from device characterization, we pay particular attention to several metrics to quantify the quality of our microcavity lasers: (1) room temperature CW operation, (2) threshold pump power, (3) far-field emission directionality, (4) thermal resistance manifested by the emission wavelength as a function of input power, and (5) comparative differential quantum efficiency measured by the slope of $L$-$L$ curve above threshold. The devices’ sensitivity to feedback from surrounding structures is also a characteristics of concern; however, this is so far addressed in design by numerical simulation only in Chapter 3.

### 5.3 Rate equation analysis

Microlasers with wavelength-scale optical confinement have only recently began to demonstrate reliable room temperature CW operation with adequate output power [86, 19, 168, 169]. Therefore, $L$-$L$ curves showing threshold transition and rate equation analysis have been the primary method to demonstrate a lasing device. In their book, Coldren and Corzine used the reservoir picture to illustrate the derivation of laser rate equations [71]. The analogy is in essence a conservation of energy picture. We have modified it to include Purcell enhancement $F_p$ and spontaneous emission coupling factor $\beta$. Our rate equations are derived from keeping count of carriers and photons as shown in Figure 5.2. The lasing process begins with carrier injection into the device with a rate of $I/e$ for electrical pumping or $L_{in}/\hbar\omega_p$ for optical pumping, where $I$ is the injected current and $e$ is the elementary charge. Only a fraction of the carriers $\eta_i(I/e)$ reach the active region that has a volume $V_a$, where $\eta_i$ is the device’s internal efficiency. While current injection adds to carrier number in $V_a$, the processes of non-radiative recombination, stimulated emission, and spontaneous emission deplete it. Stimulated emission and a portion $\beta$ of spontaneous recombination events contribute to photon count in the lasing mode, thus $\beta$ is called the spontaneous emission coupling efficiency.
Figure 5.2: Conservation of energy picture to derive the laser rate equations.
Finally, photons radiate from the device with a rate dictated by the photon lifetime in the cavity
\[ \tau_{ph} = \frac{Q}{\omega_l} \], where \( \omega_l \) is the frequency of the lasing mode. From this picture, we can count the
change in carrier numbers in the active region \( d\hat{N}/dt \) and the change in photon numbers in the
lasing mode \( d\hat{P}/dt \) at the nodes circled in Figure 5.2.

\[
\text{Change in carrier number} = \text{Carrier injection} - \text{Non-radiative recombination} - \text{Spontaneous recombination} - \text{Stimulated recombination}
\]

\[ (5.2) \]

\[
\text{Change in photon number} = \text{Stimulated recombination} + \text{Spontaneous recombination} - \text{Photons leaving the resonator}
\]

\[ (5.3) \]

In optically pumped devices, carriers are excited by the material’s absorption of the pump laser
light. The expression for current injection rate is thus \( L_{in}/\hbar \omega_p \) instead of \( I/e \). \( L_{in} \) is the input
optical power, \( \omega_p \) is the frequency of the pump laser. Thus the rate equations take the form

\[
\frac{d\hat{N}}{dt} = \frac{\eta_i L_{in}}{\hbar \omega_p} - \hat{R}_{sp} - \hat{R}_{nr} - \hat{R}_{st}
\]

\[ (5.4) \]

\[
\frac{d\hat{P}}{dt} = \hat{R}_{st} - \frac{\hat{P}}{\tau_{ph}} + \hat{R}_{sp}'
\]

\[ (5.5) \]

Caret indicates total number quantities that are not normalized by volume. However, the recombina-
tion rates that one would measure experimentally as metrics should be normalized by device volume.
Therefore, we rewrite the above number rate equations into density rate equations by substituting

\[ \text{number} = \text{density} \times \text{volume}. \]

\[ \text{number} = \text{density} \times \text{volume}. \]

\[
V_a \frac{d\hat{N}}{dt} = \frac{\eta_i L_{in}}{\hbar \omega_p} - R_{sp} V_a - R_{nr} V_a - R_{st} V_a
\]

\[ (5.6) \]

\[
V_{eff} \frac{d\hat{P}}{dt} = R_{st} V_a - \frac{PV_{eff}}{\tau_{ph}} + R_{sp}' V_a
\]

\[ (5.7) \]

Note that carriers and photons contributing to the lasing mode occupy different spatial volumes; the
former are confined in the active region \( V_a \), while the latter density is normalized by the effective
mode volume $V_{eff}$. Rewrite the equations using the confinement factor $\Gamma = V_a/V_{eff}$, we have

$$\frac{dN}{dt} = \frac{\eta L_{in}}{\hbar \omega_p V_a} - R_{sp} - R_{ar} - R_{st}$$  \hspace{1cm} (5.8)$$

$$\frac{dP}{dt} = \Gamma R_{st} - \frac{P}{\tau_{ph}} + \Gamma R'_{sp}$$  \hspace{1cm} (5.9)$$

Spontaneous emission rate is usually modeled as $R_{sp} = N/\tau_{sp}$ in conventional semiconductor lasers, where $\tau_{sp}$ is the measurable quantity, spontaneous emission lifetime.\(^1\) We want to distinguish it from $R'_{sp}$, the spontaneous emission rate coupled to the lasing mode and enhanced by Purcell effect when cavity conditions are right. Thus,

$$R_{sp} = \left(\frac{N}{\tau_{sp}}\right)(1 - \beta + F_p\beta)$$  \hspace{1cm} (5.10)$$

$$R'_{sp} = F_p\beta N/\tau_{sp}$$  \hspace{1cm} (5.11)$$

Stimulated emission is related to the optical gain of the material $g$. More precisely, we define $g$ as the proportional growth of photon density as it propagates in the cavity, in mathematical form, it is

$$g = \frac{1}{P} \frac{dP}{dz} = \frac{1}{P} \frac{dP}{dt} \frac{dt}{dz} = \frac{1}{v_g} \frac{dP}{dt} = \frac{R_{st}}{v_g P}$$  \hspace{1cm} (5.12)$$

where $v_g$ is the group velocity of the optical mode. $g(N)$ can be calculated using theory of optical gain in semiconductors [170] or measured experimentally; the two methods can agree quite well [171, 172]. Although we have a good theoretical model, it is an over-complication to use it for the rate equation. If we focus our attention to when $g \geq 0$, as is the case for rate equation analysis, $g(N)$ curves can be accurately fitted to a simple logarithmic formula [71]

$$g(N) = g_0 \ln \frac{N}{N_{tr}}$$  \hspace{1cm} (5.13)$$

\(^1\) $R_{sp}$ is also known to be modeled as $BN^{2/3}$, where $B$ is the bimolecular recombination coefficient. $B$ characterizes conduction band to valence band recombination, thus it depends on both electron and hole densities $R_{sp} = BN_e - N_{h^+}$. Since the laser active region is charge neutral, $N_e - N_{h^+} = N^2$. In building high $F_p\beta$ microlasers, we are particularly concerned with the spontaneous emission lifetime; moreover, it is a readily measurable quantity. Therefore, we chose to model $R_{sp}$ using $N/\tau_{sp}$.\(\)
where $g_0$ is an empirical gain coefficient and $N_{tr}$ is the transparency carrier density, i.e. the minimum carrier density at which $g > 0$.

Non-radiative recombination counts its main contribution from surface recombination and Auger recombination, $R_{nr} = R_{sr} + R_{Auger}$. Surface recombination can have considerable effects on nanodevices, particularly pronounced in e.g. GaAs/AlGaAs transistors and lasers, for which surface passivation techniques have been developed with dramatic performance improvement [173, 174, 175]. The problem is exacerbated by the high surface to volume ratio in microlaser cavities, especially in photonic crystals [71, 176, 177]. Surface recombination arises when dangling bonds at the termination of the crystal lattice form a miniband in the bandgap, causing carrier recombinations similar to those caused by mid-gap energy levels caused by dopants. A simple but intuitive picture of surface recombination rate begins with the results of the Shockley-Read-Hall theory, which describes defect or impurity induced recombination\(^2\) [71, 178, 179]

\[
R_d = \frac{N_e - N_{h^+} - N_i^2}{N_e - \tau_e + N_{h^+}\tau_e} \tag{5.14}
\]

where $N_e$ and $N_{h^+}$ distinguish the electron and hole densities, $N_i$ is the intrinsic carrier density, $\tau_e$ is the time required to capture an electron from the conduction band assuming empty defect traps, similarly $\tau_h$ is the hole capture time. Unlike other trap-assisted recombination, which are distributed throughout the material, surface recombination capture rate is defined as carriers within a capture length $l_c$ from the surface with a capture lifetime $\tau_c$, that is, capture velocity $= l_c/\tau_c$. Using this concept, rewrite Equation (5.14) with capture velocity using $v_{sr,e} = l_c/\tau_e$ and $v_{sr,h} = l_c/\tau_h$, and make sure that $R_{sr}$ is still normalized by volume, we have

\[
R_{sr} = \frac{a_s l_c}{V_a} \left( \frac{n_e - n_{h^+} - N_i^2}{n_e - l_c/v_{sr,h} + n_{h^+} l_c/v_{sr,e}} \right)
= \frac{a_s}{V_a} \left( \frac{n_e - n_{h^+} - N_i^2}{n_e - l_c/v_{sr,h} + n_{h^+} l_c/v_{sr,e}} \right) \tag{5.15}
\]

where $a_s$ is the surface area. In the charge-neutral laser cavity, $n_e = n_{h^+} = N$. At high current

\(^2\)This equation is a simplified version by assuming deep-level traps, that is, the surface state induced miniband is near the middle of the bandgap.
injection levels in which a laser operates, $N \gg N_i$. Apply these conditions, we have our final expression for $R_{sr}$,

$$R_{sr} = \left( \frac{a_s}{V_a} \right) \left( \frac{v_{sr,h} v_{sr,e}}{v_{sr,h} + v_{sr,e}} \right) N$$

$$= \frac{a_s}{V_a} v_{sr} N$$

$$= AN$$

(5.16)

where $v_{sr}$ is the surface recombination velocity, and $A$ is the surface recombination coefficient.

While surface recombination garners much attention in the microlaser research community, Auger recombination should not be ignored; it has comparable or higher contribution to non-radiative events when carrier density is high > $10^{18}$ cm$^{-3}$, a level easily reached in lasers [180]. The process involves the collision of two electrons/holes in the conduction/HH band, knocking one electron/hole to the valence/conduction band while sending the other deeper into the conduction/valence (LH or SO) band, which then thermalizes back to the edge of the conduction/valence band. The complexity of this process means that accurate theoretical modeling is challenging; it is indeed still a work in progress. A common method of estimating the extend of Auger recombination uses experimentally obtained Auger recombination coefficients in the form [71]

$$R_{Auger} = C_n N_e^2 N_{h^+} + C_p N_e^2 N_{h^+}$$

(5.17)

In lightly doped laser active regions, $N_{e^-} = N_{h^+} = N$,

$$R_{Auger} = CN^3$$

(5.18)

where $C$ is the Auger recombination coefficient.

Now that we have addressed all of the recombination processes, we substitute them into Equations (5.8) and (5.9) and obtain rate equations [19, 71] that we can use to evaluate the laser devices we build and measure,

$$\frac{dN}{dt} = \frac{\eta_i L_{in}}{h \omega_p V_a} - v_g g(N) P - N \left( \frac{1 - \beta + E_p \beta}{\tau_{sp}} \right) - AN - CN^3$$

(5.19)
\[
\frac{dP}{dt} = -\frac{P}{\tau_{ph}} + \Gamma F_p \beta \frac{N}{\tau_{sp}} + \Gamma v_g g(N) \frac{P}{\tau_{ph}} + \Gamma v_g g(N) P
\]  

(5.20)

where gain is approximated by \( g(N) = g_0 \ln(N/N_{tr}) \). Typical values of coefficients and material parameters for III-V semiconductors emitting at 1.3 to 1.5 \( \mu \text{m} \) are listed in Table 5.1. Since precise data may not exist for the InGaAsP or InAsP/InP QWs we use in this work, approximations based on published values for similar materials are used in our rate equation analysis.

Table 5.1: Values used in rate equation calculations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface recombination coefficient</td>
<td>( A )</td>
<td>( 3.5 \sim 4.5 \times 10^7 \ s^{-1} )</td>
<td>1.3 ( \mu \text{m} ) InAsP</td>
</tr>
<tr>
<td>Surface recombination velocity</td>
<td>( v_{sr} )</td>
<td>( 4 \sim 6 \times 10^5 \ \text{cm.s}^{-1} )</td>
<td>GaAs bulk and QW [181]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( 1 \sim 2 \times 10^5 \ \text{cm.s}^{-1} )</td>
<td>InGaAs/GaAs QW [171]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \leq 10^4 \ \text{cm.s}^{-1} )</td>
<td>InP bulk [182]</td>
</tr>
<tr>
<td>Auger recombination coefficient</td>
<td>( C )</td>
<td>( 3.4 \sim 5.1 \times 10^{-29} \ \text{cm}^6\text{s}^{-1} )</td>
<td>1.3um InAsP [183]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( 5 \times 10^{-29} \ \text{cm}^6\text{s}^{-1} )</td>
<td>1.55um InGaAsP [184]</td>
</tr>
</tbody>
</table>

The rate equations we have derived rest on several assumptions. First, we model the device as a two-level system, as the most probable carrier transitions in semiconductor lasers are the valence and conduction bands. This is certainly not the case when the gain material has more complex energy levels, such as with gas lasers. Second, the above rate equations are for single-mode devices, where stimulated emission into other modes are negligible. Third, non-radiative recombinations other than surface and Auger are negligible, for example, recombination due to defects or impurities in the crystal or at the epitaxial layer interfaces. While the rate equation analysis in this work, as well as those for similar devices by other researchers, shows that these assumptions are valid, we need to keep them in mind if future data questions their correctness.

To fit measured \( L-L \) curve to the rate equations, we find the steady-state solutions of Equations (5.19) and (5.20) by setting \( dN/dt = 0 \) and \( dP/dt = 0 \). Solving for steady-state photon density \( P_N \) and input optical power \( L_{in}(N) \), we have

\[
P(N) = \frac{-\Gamma F_p \beta N}{\tau_{sp} \left[ \frac{1}{\tau_{ph}} + \Gamma v_g g(N) \right]}
\]  

(5.21)
\[ L_{in}(N) = \frac{\hbar \omega l V_a}{\eta_i} \left[ v g(N) P + N \left( \frac{1 - \beta + F \beta}{\tau_{sp}} \right) + AN + CN^3 \right] \] (5.22)

At the same time, output optical power is given by \[ L_{out} = \frac{\hbar \omega l P V_{eff}}{\tau_{ph}}. \] It is convenient to think of \( N \) as the independent variable here, and calculate the corresponding photon density and input power accordingly.

We apply the definition of threshold for high \( F_p \beta \) microlasers by Björk and colleagues [21]—the threshold of a laser is described by the pump power (or current) needed to bring the mean cavity photon number to unity—to Equation (5.21) to obtain the threshold carrier density \( N_{th} \) and threshold gain \( g_{th} = g(N_{th}) \). Assuming carrier density and gain above threshold are clamped at their threshold values [71], we can obtain expressions for threshold power and fit the steady-state solutions to measured \( L-L \) curves.

One more useful metric of laser characteristics that is embedded in the rate equations is the differential quantum efficiency \( \eta_d \), defined as the number of photons out per electron measured in the above-threshold regime of laser operation. In electrically pumped lasers, it is [71]

\[ \eta_d = \frac{e \Delta L_{out}}{\hbar \omega l \Delta I} \] (5.23)

In optically pumped lasers, we can redefine it as the number of photons out per photon in,

\[ \eta_d = \frac{\Delta L_{out}}{\Delta L_{in}} \] (5.24)

### 5.4 Thick-slab lasers

We discussed in Section 3.3 the feasibility of making a photonic crystal laser in an optically-thick slab. Based on the cavity design outlined earlier, we fabricate the thick-slab lasers in an InGaAsP slab with thickness \( T = 606 \) nm. The wafer’s epitaxial design is shown in Table 4.1. We defined the photonic crystal cavities using high-contrast electron-beam lithography with thick HSQ resist and high temperature Ar/Cl\(_2\) CAIBE. The sacrificial InP layer was removed in a selective wet chemical
etch of $\text{H}_2\text{CrO}_4/\text{HF}/\text{H}_2\text{O}$. Particulars of the fabrication recipes are detailed in Section 4.4. SEM images of finished devices are shown in Figure 4.8.

The thick-slab microlasers are photopumped at room temperature using a 832 nm laser diode with a 1 MHz repetition rate and 2% duty cycle. $L-L$ curve and lasing spectrum for one of the devices is shown in Figure 5.3. We compare the lasing wavelength of 1323.7 nm with the resonance wavelength from FDTD simulations, and confirm that the laser emission comes from one of the degeneracy-split dipole modes. The linewidth in the figure may seem wider than should be for a laser, although a resolution of 0.1 nm was used in the spectral scan. The reason is that when pumped at 2% duty cycle, thermal chirping in the cavity results in significant frequency noise [86, 185]. We assume that the pump light undergoes multiple reflections at the slab and substrate interfaces and the fraction that overlaps with the cavity area is absorbed. Thus, 20% of the incident power contributes to carrier generation in the slab; the effective peak pump power is estimated to be 78 $\mu$W [101].

With these results, we show that photonic crystal cavities in optically-thick slabs can have enough $Q$ to achieve room temperature lasing. Although the present work only demonstrates optically pumped devices in pulsed operation, we believe that improvement in material quality—such as
InAsP/InP QWs used coupled-cavity and nanobeam photonic crystal laser presented in subsequent sections—can help us achieve CW lasing, and that we can take advantage of the increased slab thickness to better design p-i-n doped epitaxial layers for more efficient current injection.

5.5 Coupled-cavity lasers

We show experimental measurements of fabricated devices and fit the measured data to laser rate equations to estimate the lasers threshold, spontaneous emission coupling factor $\beta$, as well as the 1.5 $\mu$m wavelength emitting InAsP/InP QW material properties for future nanolaser designs in this not yet commonly used material system.

Our devices are formed in an InP slab with a thickness $T$ of 240 nm on top of a 1.16 $\mu$m thick sacrificial InGaAs layer. The InP slab contains 4 InAsP QWs with the photoluminescent emission peak at 1550 nm. The samples are fabricated using electron beam lithography on PMMA resist, followed by CAIBE with Ar/Cl$_2$ to form the air holes and an oxygen plasma to remove the residual resist. Finally, the InGaAs layer is etched away in a dilute H$_2$CrO$_4$/HF mixture to suspend the InP/InAsP PhC slab. The best performing devices have a lattice period of $a = 470$ nm and air hole radius of $r = 0.3a$. Figure 4.9 shows SEM images of finished devices.

5.5.1 $L$-$L$ curve and rate equation analysis

The coupled-cavity lasers are measured in a photoluminescence set-up at room temperature, pumped continuously with a $\lambda_p = 832$ nm diode laser. The pump laser beam is focused to an approximately 4 $\mu$m diameter spot on the sample surface using a 50× microscope objective. Emitted light from the devices is collected through the same objective and recorded using an optical spectrum analyzer (OSA). Finite-difference-time-domain (FDTD) simulations reveal that the coupled-cavities in Design A have several resonance modes within the InP/InAsP QW material’s gain spectrum, among which the highest $Q$ mode has a $Q$ of 3100, while all other modes have $Q$ of a few hundred to 1300. In Design B, the highest $Q$ mode within the photoluminescence bandwidth is 1700, all other modes have $Q$s of below 1000. Only the highest $Q$ mode, whose mode profile is shown in Figure 3.19, tends to achieve
the lasing threshold condition, making our devices single-mode lasers, as is evidenced in measured lasing spectra shown in Figure 5.4. CCD camera images of lasing devices are shown in insets. They represent vertically directed Poynting energy flux $P_z$ from the lasing mode at approximately one lasing wavelength above the devices’ top surface. The corresponding FDTD simulations of this Poynting flux distribution, i.e. \( (\omega_l/2\pi) \int_{0}^{2\pi/\omega_l} P_z(x, y, z \approx \lambda_l) dt \), where $\omega_l$ is the angular frequency of the lasing mode, confirm the main features in the lobed patterns seen on CCD: Design A has two major side lobes, Design B has a bright center with four minor lobes.

![Figure 5.4: Lasing spectra of coupled-cavity lasers, insets show CCD camera image of the lasing device and the corresponding FDTD simulation results: (a) Design A; (b) Design B.](image)

InAsP/InP QWs have the potential advantage of higher temperature and lower threshold operation, due to their greater band-edge offset and thus better carrier confinement compared with the commonly used InGaAsP/InP QW slabs [186]. However, this material system has not received much attention for 1.55 $\mu$m wavelength-scale lasers. We proceed to characterize our best performing device using Design B to provide more insight into device performance and material properties. First, we analyze the measured light-in versus light-out ($L$-$L$) curve using the rate equations derived in Section 5.3, Equations (5.19) and (5.19), reproduced below

\[
\frac{dN}{dt} = \frac{\eta_{L_{in}}}{\hbar \omega_p V_a} - v_g g(N) P - N \left( \frac{1 - \beta + F_p \beta}{\tau_{sp}} \right) - AN - CN^3
\]
\[
\frac{dP}{dt} = -\frac{P}{\tau_{ph}} + \Gamma F_p \beta \frac{N}{\tau_{sp}} + \Gamma v_g g(N) P
\]

where gain is approximated by \( g(N) = g_0 \ln \left( \frac{N}{N_{tr}} \right) \). The ratio of pump power that generates carriers in the active region \( \eta \), the transparency carrier density \( N_{tr} \), \( \beta \), the spontaneous recombination lifetime \( \tau_{sp} \), and Purcell factor \( F_p \) are variables in the fit, from which the carrier density \( N \), the photon density \( P \), the pump power \( L_{in} \), and the device output power \( L_{out} \) are calculated. The independent variables and their respective values are summarized in Table 5.2.

Table 5.2: Material and device parameters used in rate equation analysis [71]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effective modal volume ( V_{eff} )</td>
<td>0.223 ( \mu m^3 )</td>
</tr>
<tr>
<td>Confinement factor ( \Gamma )</td>
<td>0.0966</td>
</tr>
<tr>
<td>Surface recombination velocity ( v_s )</td>
<td>( 10^4 ) cm/s</td>
</tr>
<tr>
<td>Propagation distance to surface ( d_a )</td>
<td>( 2 \times 10^{-5} )</td>
</tr>
<tr>
<td>Surface recom. rate ( A = v_s/d_a )</td>
<td>( 5 \times 10^8 ) /s</td>
</tr>
<tr>
<td>Auger recombination rate ( C )</td>
<td>( 4.25 \times 10^{-29} ) cm(^6)/s</td>
</tr>
</tbody>
</table>

We fit the \( L-L \) curve to a range of likely gain coefficient \( g_0 = 1000 \sim 2000 \) cm\(^{-1}\). The rate equation fit results are consistent despite changes in \( g_0 \). Lasing threshold is 14.6 \( \mu W \), very low for a 4-QW device with an effective mode volume \( V_{eff} \) of 1.9(\( \lambda/n \))^3. Transparency carrier density is about \( 1 \times 10^{18} \) cm\(^{-3}\). \( \tau_{sp} \) is 4 \sim 7 \) ns. Purcell factor \( F_p \) is between 1 and 1.5 due to InP/InAsP QW material’s homogeneous broadening at room temperature and the coupled-cavity’s somewhat large \( V_{eff} \) [19]. \( F_p \beta \approx 0.01 \). The fit with \( g_0 = 1500 \) cm\(^{-1}\) is shown in Figure 5.5(a). In measuring the coupled-cavity laser’s \( L-L \) curve, the device was pumped to over 100 nW as recorded by the OSA, and we expect it to operate stably at even higher powers. The lasing peak is easily \( \geq 30 \) dB above noise level in our measurement. We estimate that about 1 percent of the laser’s output power is coupled to the OSA due to loss through optical elements in the optical path from the device to the OSA. Thus the coupled-cavity laser’s output power is on the order of 10 \( \mu W \).

### 5.5.2 Linewidth narrowing

One important consequence of high power, room temperature CW laser operation is that the lasing linewidth \( \Delta \lambda_L \) is not smeared by phase noise from thermal chirping and narrows as output power
Figure 5.5: Design B device measurements: (a) rate equation fitted $L-L$ measurement on log-log scale, circles represent measured data, solid black line is the fit, calculated $F_p\beta = 1, 0.1, 0.01,$ and $0.001$. $L-L$ curves using the fit data are in green dashed lines. Inset shows a zoom-in at the threshold in linear scale. (b) Linewidth narrowing and wavelength shift at different pump powers. (c) Lasing linewidth as a function of pump power. (d) Measured wavelength shift versus effective pump power, solid line is the above-threshold $d\lambda/dW$ fit. (e) Measured linewidth, solid line shows the Lorentzian fit.
increases [71, 86]. This ability to obtain narrow linewidth directly influences the device’s performance in applications such as spectroscopy and coherent optical communication. We measure the lasing spectrum at different pump powers and overlay the data in Figure 5.5(b), which shows both a linewidth narrowing and a wavelength red-shift when the effective pump power increases from 30 \( \mu \text{W} \) to 60 \( \mu \text{W} \). \( \Delta \lambda_l \) as a function of pump power is extracted and plotted in Figure 5.5(c). At threshold, phase transition into lasing results in a pronounced kink in the linewidth decrease [164]. To determine the actual achievable linewidth when the coupled-cavity device is pumped at high powers, Figure 5.5(e) shows a single linewidth measurement when the device is pumped at 3 times the threshold pump power. The data is fitted to a Lorentzian. We find that the FWHM \( \Delta \lambda_l \) is 60 pm. Measurement accuracy is limited by the OSA’s minimum achievable resolution of 15 pm.

5.5.3 Device thermal resistance

Another feature seen in Figure 5.5(b) is that lasing frequency shifts with increasing pump intensity as the combined result of blue shift due to carrier plasma effect with increased free carrier density in the cavity and red shift due to device heating. A more detailed measurement of lasing wavelength shift versus effective pump power is plotted in Figure 5.5(d), clearly showing free carrier dominant blue-shift below threshold and heating dominant red-shift above threshold. The red-shift measures to be 0.059 nm/\( \mu \text{W} \). From this data, one can estimate the device’s thermal resistance

\[
R_{th} = \frac{dT}{dW} = \frac{d\lambda}{dW} \left( \frac{d\lambda}{dT} \right)^{-1}
\]  

(5.25)

where \( d\lambda/dW \) is the pump power dependence of emission wavelength, and \( d\lambda/dT \) is the temperature dependence of wavelength. We further decompose the temperature dependence into

\[
\frac{d\lambda}{dT} = \frac{d\lambda}{dn} \frac{dn}{dT}
\]  

(5.26)
\( \frac{d\lambda}{dn} \) is easily calculated using FDTD simulation. For the coupled cavity in Design B, it is 456.5 nm/RIU.\(^3\) \( \frac{dn}{dT} \) is the temperature dependence of the refractive index of InP, which has been well documented. At \( \lambda \sim 1.5 \mu \text{m} \) and \( T = 350 \text{ K} \), \( \frac{dn}{dT} = 2.2 \times 10^{-4} \text{ K}^{-1} \) [187, 188]. Thus the thermal resistance of our device is

\[
R_{th} = \frac{d\lambda}{dW} \left( \frac{d\lambda}{dn} \right)^{-1} \left( \frac{dT}{dn} \right) = 6.15 \times 10^5 \text{ K/W} \tag{5.27}
\]

or 0.615 K/\( \mu \text{ W} \), a value comparable to devices of the same dimensions made in InGaAsP QW materials [96]. This lead us to conjecture that the low \( N_{tr} \) and high thermal tolerance of InP/InAsP QW materials contribute significantly to the low threshold, high power room temperature CW operation achieved here.

### 5.5.4 Conclusion

The coupled-cavity lasers demonstrate very stable and high power room temperature CW single-mode operation on the order of \( 10 \mu \text{ W} \), with a very low threshold of 14.6 \( \mu \text{ W} \) despite having 4 QWs as the gain material and a larger cavity area compared with single-defect cavities. They have directional emission with 40\% of the light emitted from the lasers top surface and have a FWHM beam divergence of \( \pm 20^\circ \) in the \( x \)-direction and \( \pm 8^\circ \) in the \( y \)-direction. The devices exhibit one of the narrowest linewidths reported so far in photonic crystal lasers. For comparison, Kita and colleagues reported a linewidth of 60 pm for point-shift lasers suspended in air [86]. This makes the coupled-cavity lasers useful for applications ranging from refractive index sensing to being the light source for potential on-chip optical signal processing. The larger area coupled-cavity will be advantageous in applications where both the laser output power and the threshold are of concern.

However, the cavity’s large \( V_{eff} \) of \( 1.9(\lambda/n)^3 \) precludes it from showing enhanced spontaneous emission—a sharp threshold transition remains. Moreover, the 2D photonic crystal slab experiences significant influence from substrate feedback, partially evidenced by the obvious modification of far-field radiation pattern by the size of the underlying air-gap \( h \) (Figure 3.20). In the next section, we

---

\(^3\)RIU is an acronym for refractive index unit.
proceed to address these two weaknesses using a nanobeam photonic crystal laser design.

5.6 Nanobeam photonic crystal lasers

The nanobeam photonic crystal cavities are designed in hope of showing lasing with enhanced spontaneous emission due to their high \( F_p \beta \), and of finding out more about the InP/InAsP QW material’s thermal tolerance as nanobeams are expected to have much higher thermal resistance than the 2D slab photonic crystal cavities. Our devices are made in the InP/InAsP QW material detailed in Chapter 4. They are defined using e-beam lithography with FOx resist, followed by Ar/Cl\(_2\) CAIBE, dipped in HF to remove residual resist, and finished with H\(_2\)CrO\(_4\)/HF/H\(_2\)O wet etch and critical point drying to remove the sacrificial 1.06 \( \mu \)m thick InGaAs layer. The devices we fabricated include a range of design parameters: \( a = 430 \sim 480 \) nm in steps of 10 nm, \( W = 1.06a \), \( s = 0, 18, 34, \) and \( 52 \) nm. SEM images of the finished devices are shown in Figure 4.10.

5.6.1 Lasing at different duty cycles

Using the photoluminescence set-up described in Section 5.1, we excite the nanobeam photonic crystal cavities at room temperature with a \( \lambda_p = 830 \) nm pump laser. FDTD simulation predicts a single resonant mode within the InP/InAsP QWs’ gain spectrum. Modulating the pump laser at 1 MHz, we tune the duty cycle from 5% through to 100% CW. At \( \leq 10\% \), lasing is observed in all of the devices, with emission wavelength \( \lambda_l \) ranging from 1314 nm to 1524 nm depending on their design geometries \( a \) and \( s \) as well as variation in dosage during e-beam lithography. Although the InP/InAsP material exhibits such a large gain spectrum, only single mode operation is observed for each individual nanobeam device. Because the QW material is designed for peak gain at \( \sim 1550 \) nm, devices lasing at shorter wavelengths have higher threshold, lower output power, and many stop lasing when the pump duty cycle increases. Devices with \( \lambda_l > 1500 \) nm have noticeably better performance.

We focus our attention on two of the best performing devices, whose parameters are detailed in Table 5.3, to further analyze their characteristics. Pumping the devices at 5% \( \sim 15\% \), we can
measure a bright single-mode laser peak within a 1250 nm to 1650 nm spectrum span. We note that at 15%, the pump pulse width of 150 ns is already much longer than any recombination time scale in the device, corresponding to a quasi-CW regime of operation. The laser signal is ≥ 17 dB above background noise. As we turned up the pump power, the devices showed little sign of thermal degradation at higher powers. The $L$-$L$ curves at these duty cycles show a soft turn-on at threshold transition that is a trait of high $F_p\beta$ lasers with enhanced spontaneous emission into the lasing mode [19, 21, 22]. Examples of $L$-$L$ curves and broadband spectra measured on Device B are shown in Figure 5.6. In all of the $L$-$L$ plots in this section, peak effective pump powers are reported. Peak pump power is the time-averaged power measured with a photodiode divided by the duty cycle. Effective power points to the fact that the 4-$\mu$m diameter pump spot size is much larger than the nanobeam photonic crystal cavities' footprint on chip. Peak pump power is then multiplied by the fraction of the pump spot that overlaps the device to obtain peak effective pump power. This method provides an estimate of the upper bound of pump power, since not all of the light incident on the cavity is absorbed. Due to the >10 dB transmission loss in the optical path from the device to the OSA, we are unable to obtain much data below the threshold.

| Table 5.3: Design parameters of two select devices for further characterization |
|-----------------|-------|-------|---------|----------------|----------------|-------|
| Device | $a$ (nm) | $W$ (nm) | $s$ (nm) | $Q$ | $V_{eff}$ ($\mu$m$^3$) | $V_{eff}$ $(\lambda/n)^3$ | $\lambda_l$ (nm) |
| A | 480 | 510 | 52 | 4050 | 0.0908 | 0.720 | 1514 |
| B | 480 | 510 | 34 | 6500 | 0.0810 | 0.646 | 1510 |

We then turn up the duty cycle to 30%, 50%, 70%, and 90%. Fringed radiation patterns as seen on CCD camera remain, though dimmer at higher duty cycles. The single-mode peak remains on the spectral measurement, however with decreasing contrast until 10 dB above background noise at 90% duty, see Figure 5.6(c)–(e). The $L$-$L$ plots show threshold transitions indicative of lasing. When we pump the device in CW condition, however, the fringe pattern disappears, a diffuse spot of light from the cavity is seen on the CCD instead. In spectra measured by the OSA, the single-mode peak all but disappears. Eliminating the 100 ns turn-off time in going from 1 MHz 90% duty cycle to CW pumping, the devices cease to show any sign of lasing.

It would seem then the nanobeam photonic crystal cavities show quasi-CW operation up to 90%.
Figure 5.6: $L-L$ curves and broadband spectra of Device B optically pumped at various duty cycles. Duty cycles are (a) 5%, (b) 15%, (c) 30%, (d) 50%, and (e) 90%. $Q = 6500$ from FDTD simulation, $V_{eff} = 0.646(\lambda/n)^3$. 
When we overlay each device’s $L-L$ curves at different duty cycles as shown in Figure 5.7, however, we immediately see large differences in the $dL_{\text{out}}/dL_{\text{in}}$ efficiency between lower and higher duty cycles. $dL_{\text{out}}/dL_{\text{in}}$ is the differential quantum efficiency $\eta_d$ [71]. In fact, $\eta_d$ at 5% duty cycle is 16 times that with 90% duty cycle for Device A, and 10 times for Device B. This much decrease in efficiency would be due to increased heating at higher duty cycles. Similar temperature dependent effects have been observed InGaAsP diode lasers [189]. As a comparison, the $dL_{\text{out}}/dL_{\text{in}}$ contrast between below and above threshold should be much greater, for example, the coupled-cavity laser in Section 5.5 has an above-threshold $dL_{\text{out}}/dL_{\text{in}}$ 350 times that of below-threshold. Another characteristic of higher duty cycles of 50% and above, the devices are pumped to a saturated output power at less than three times the apparent threshold, beyond which any extra pump power results in the same output level or lower. In Figure 5.7, $L-L$ curves of 30% $\sim$ 90% end at the pump power where the device begins to show saturated output power. While it is likely that the nanobeam devices are lasing at duty cycles up to 90%—second order photon correlation experiments would be needed to validate the coherence of the devices’ emission—we believe that their low $\eta_d$ and output power saturation renders them unsuitable for device applications including refractive index sensing, spectroscopy, or optical signal processing.

The nanobeam photonic crystal cavities are designed for small $V_{\text{eff}}$ and single resonant mode within the InP/InAsP QWs’ gain spectrum, in hope to experimentally realize characteristics of high $F_p\beta$ lasers. The $L-L$ curves in Figure 5.6 show reasonably soft turn-on at threshold transitions. We proceed to fit the data to the laser rate equations, Equations (5.19) and (5.20) in Section 5.3, to extract values of threshold $L_{\text{in,th}}$ and $\beta$.

The InP/InAsP QW material is not as well characterized as commonly used materials such as InGaAsP, we estimate its material parameters based on several assumptions: first, surface and Auger recombination coefficients $A$ and $C$ are similar to those of InP, detailed in Table 5.2; second, $g_0$ is similar to other III-V indium compound semiconductors, in the range of $1000 \sim 2000$ cm$^{-1}$; third, $\tau_{s,p}$ should be on the order of a few ns. If we assume that the spectral linewidth $\Delta \lambda$ of the InAsP QWs is similar to the 4.3 meV in InGaAsP, then we can use Equation (2.28) to calculate $F_p$. We
Figure 5.7: \( L-L \) curves of Devices A and B on linear scale. (a) and (b) shows all measured data. (c) and (d) are zoom-ins of when pump power is low. They correspond to the area enclosed by the green dotted line in (a) and (b), respectively.
use the $F_p$ value thus obtained as the upper bound, and vary $F_p$ between it and 1 in the process of rate equation fit. Unlike the coupled-cavity lasers, where the threshold is a pronounced kink in the linear $L$-$L$ plot and the data on log-log scale is a distinct $S$-shape, the soft threshold transition of the nanobeam devices means that their log-scale $L$-$L$ curve is a shallow $S$-shape. Moreover, due to the devices’ low threshold, we could not gather data much below threshold. These two reasons, plus the large number of fit variables in the rate equation analysis ($N_{tr}$, $\tau_{sp}$, $\beta$, and $\eta$), result in a range of values for the fit variables that all give similar goodness of fit. Nevertheless, fitted values for $F_p\beta \approx 0.25 \sim 0.45$ and $L_{in,th} \approx 6 \sim 8 \mu W$ are consistent regardless of other fit parameters’ values. An example rate equation fit with minimized fit error and reasonable parameter values is shown in Figure 5.8 for Device B pumped at 30% duty cycle.

![Rate equation fitted to measured $L$-$L$ curve for Device B pumped at 30% duty cycle. Values of fitted rate equation variables are $N_{tr} = 7.4 \times 10^{17}$ cm$^3$, $\tau_{sp} = 6 \times 10^{-9}$ s, $F_p\beta = 0.3$, $L_{in,th} = 6.8 \mu W$.](image)

**Figure 5.8:** Rate equation fitted to measured $L$-$L$ curve for Device B pumped at 30% duty cycle. Values of fitted rate equation variables are $N_{tr} = 7.4 \times 10^{17}$ cm$^3$, $\tau_{sp} = 6 \times 10^{-9}$ s, $F_p\beta = 0.3$, $L_{in,th} = 6.8 \mu W$.

### 5.6.2 Device thermal resistance

We expect the main reason that we were not able to push the nanobeam photonic crystal lasers to CW operation is high thermal resistance $R_{th}$. Even larger area lasers such as microdisk or
H7 photonic crystal cavity\(^4\) can have thermal resistance as high as \(10^6\) K/W. The air-suspended nanobeams confine light into an even smaller volume that is connected to less semiconductor material for heat dissipation; the device thermal resistance must be higher. We estimate \(R_{\text{th}}\) using the same method elaborated in Section 5.5.3. We measure \(d\lambda/dW\) and plot the data in Figure 5.9. Unsurprisingly, \(d\lambda/dW\) increases monotonically with pump duty cycle. At 90% duty cycle, \(d\lambda/dW\) is 0.2446 nm/\(\mu\)W for \(s = 52\) nm and 0.2948 nm/\(\mu\)W for \(s = 34\) nm. For both designs, FDTD simulations give \(d\lambda/dn \approx 442\) nm/RIU. Using Equation (5.27), \(R_{\text{th}}\) of the nanobeam photonic crystal lasers is 2.63 ~ 3.18 K/\(\mu\)W, five times higher than the coupled-cavity lasers. Moreover, \(dT/dW\) at 90% duty only gives us an estimate, \(R_{\text{th}}\) for true CW operation would be even higher and, in our devices, seems to be the last straw that prevents room temperature CW lasing.

![Figure 5.9: \(d\lambda/dW\) measurements at different pump duty cycles: (a) \(s = 52\) nm, \(Q = 4050\), \(V_{\text{eff}} = 0.720(\lambda/n)^3\); (b) \(s = 34\) nm, \(Q = 6500\), \(V_{\text{eff}} = 0.646(\lambda/n)^3\).](image)

5.6.3 Emission directionality

We notice obvious difference in the radiation pattern from devices with different \(s\). We calculated the far-field radiation pattern of the nanobeam photonic crystal lasers in Section 3.5 and showed that emission directionality can vary significantly when \(s = 0\) versus \(s \geq 18\) nm, see Figure 3.24. This effect is clearly seen in the CCD camera image of lasing devices. In Figure 5.10(a), the left most

\(^4\)An H7 cavity in a triangular photonic crystal lattice is formed by removing a center air-hole and six layers of air-holes surrounding the center\(^96\).
image is that of a device with \( s = 0 \). Its emission pattern as seen on the CCD has left and right lobes, corresponding to the two intensity local maxima near \( \pm 30^\circ \) in the \( x \)-direction in the corresponding far-field radiation pattern in Figure 5.10(b). The two bright spots north of the two-lobed main spot are light reflected from an adjacent nanobeam 6 \( \mu \)m away. They disappear in devices well isolated from other structures in the \( y \)-direction. In contrast, the CCD images of \( s = 18, 34, \) and 52 nm devices all show a bright oval center spot, corresponding to the intensity maximum within \( \pm 15^\circ \) from surface normal in their corresponding FFT calculated far-field pattern in Figure 5.10(b). The respective emission directionality of devices with different \( s \) is further confirmed by large domain FDTD simulation, shown in Figure 5.10(c), where even finer features of the emission pattern, such as decreasing amount of light emitted to >60° in the \( x \)-direction when \( s \) increases from 18 nm to 52 nm, is clearly seen. The fabricated nanobeam lasers confirm our simulation results that increasing \( s \) at the center of the cavity vastly improves the emission directionality and the amount of laser output power collected.

### 5.6.4 Conclusion

We designed nanobeam photonic crystal cavities with small \( V_{eff} \) of 0.44 ~ 0.72 \((\lambda/n)^3\) and single resonant mode with the gain spectrum of the In/InAsP QW material used in this study, with the goals to experimentally realize high \( F_p \beta \) lasing with soft threshold transition and to investigate the behavior of the InP/InAsP material in these high thermal resistance devices. We demonstrate reliable room temperature single-mode lasing with up to 30% duty cycle at 1 MHz repetition rate, a threshold of 6 ~ 8 \( \mu \)W effective peak pump power, and \( F_p \beta \) of 0.25 ~ 0.45. Laser-like \( L-L \) behavior and single-mode emission spectrum are observed up to 90% duty cycles; however, the differential quantum efficiency becomes 10% of the value at lower duty cycles and output power saturates quickly due to thermal effects. Based on measurements of emission wavelength as a function of pump power, we estimate the devices’ thermal resistance at 90% to be about 3 K/\( \mu \)W. Lastly, we confirm in experiment that emission directionality is much improved by introducing a small distance \( s \) in the middle of the cavity, as predicted in FDTD and FFT calculations in Section 3.5.
Figure 5.10: Radiation directionality of nanobeam photonic crystal cavities, tuned by varying \( s \): (a) seen on CCD camera; (b) FFT calculation of far-field radiation pattern based on FDTD near-field simulation, dotted white lines indicate 30°, 60°, and 90° from surface normal; (c) \( y-z \) plane side-view of radiation patterns from the devices from FDTD simulation, locations of the nanobeam and the substrate are indicated. Columns 1 to 4 correspond to \( s = 0, 18, 34, \) and 52 nm, respectively. Scale bars for (a) and (c) are shown.
Concurrent with this work, room temperature nanobeam photonic crystal lasers were achieved by other researchers in the field, with InGaAsP QWs under 0.27% [190] and 1% duty cycle pulsed operation [60] as well as with InAs/InGaAs QDs embedded in GaAs under CW pumping using $\lambda_p$ that is below the bandgap of GaAs [191].
Chapter 6

Integrated silicon waveguide devices

Applications of strong light confinement are not limited to laser cavities; another important class of device applications is on-chip photonic networks using low-power nonlinear optics. With high concentration of light in a small volume, material nonlinearity becomes a stronger influence on the optical modes it carries. A wide array of lower-power nonlinear operations have been under intense investigation, most on the CMOS-compatible silicon-on-insulator (SOI) platform, including all-optical modulators [192, 193, 194, 195], electro-optic modulators [196, 197, 198, 199, 200], memories [201, 202], receivers [203], and parametric amplifiers [204].

Devices that generate or process optical signals with high speed and large bandwidth are much in demand as we seek to transmit and process information faster and in higher volume in both the telecommunication and computer industries [205, 206, 207]. In this picture, lasers are useful for signal generation and electrical-to-optical signal conversion. At the same time, passive devices on the SOI platform find large potential in optical signal processing. Concurrent with the laser work presented in previous chapters, we too ventured to study a few silicon photonic devices. We begin this chapter with theory of strip and slot SOI waveguide designs. Relevant fabrication methods are explained and recipes used to make the silicon photonic devices in work are detailed. We then proceed to discuss our work to realize low $V_{\pi}$ polymer-clad electro-optic modulators. Lastly, we characterize the nonlinear loss particular to the small dimensions of silicon strip waveguides, which should find application in the design and optimization of all devices with similar waveguide dimensions.
6.1 Single-mode silicon waveguide

Silicon photonic devices begin with waveguide construction on a SOI wafer. Most of the SOI wafers have a 110 ~ 250 nm Si device layer on top of a 1 ~ 3 µm thick low-index SiO₂ cladding, which rests on a 300 ~ 900 µm thick Si handle wafer. The wafers we use have a 110-nm thick device layer and the SiO₂ layer is 1-µm thick. The waveguide takes the form of a strip waveguide where light is guided by the Si strip’s high refractive index, a slot waveguide where light is guided by the sub-100 nm narrow slot between two silicon strips, or a photonic crystal waveguide where the guided modes have a frequency that is in the background photonic crystal’s PBG. Figure 6.1(a)–(c) show the geometry of these three designs. We will only concern ourselves with the strip and slot waveguides that are used in this work.

Strip waveguides confine light in the high refractive index silicon, \( n_{Si} = 3.48 \) compared with \( n_{SiO₂} = 1.53 \) at \( \lambda=1.55 \) µm. The lowest order guided mode is a quasi-TE mode with the E-field mainly in the \( x \)-direction. Its \( E_x \) mode profile by FDTD simulation is shown in Figure 6.1(d). To contain light in an even smaller volume, the slot waveguide is designed. Boundary conditions that result from Maxwell’s equations dictate that, at the interface of two media and in the absence of surface free charge, the perpendicular components of \( D \)-field and the parallel components of \( E \)-field are continuous across the boundary [208],

\[
D_{Si}^\perp - D_{air}^\perp = \varepsilon_{Si} E_{Si}^\perp - \varepsilon_{air} E_{air}^\perp = 0 \tag{6.1}
\]

\[
E_{Si}^\parallel - E_{air}^\parallel = 0 \tag{6.2}
\]

Then for quasi-TE modes, the major component of E-field is perpendicular to the Si-air-Si interfaces in the slot, and \( E_{air} = n_{Si}^2 E_{Si} = 12.1 E_{Si} \). This strong confinement of E-field in the air-slot is shown by the FDTD results in Figure 6.1(e).

The fabrication procedure of silicon waveguide is much simpler than structures in III-V materials, because by-products of a silicon etch using common Group VII compounds such as fluorides
and chlorine are readily volatile. Silicon tetrafluoride is a gas at room temperature, and silicon tetrachloride has a melting point of $-70 \, ^\circ \text{C}$ and a boiling point of $57.6 \, ^\circ \text{C}$ [152]. Thus, lithography and dry etching of silicon structures do not impose as much requirement on sample temperature or etch mask’s etch resistance compared with our discussions in Chapter 4.

The silicon waveguides fabricated in this work are first defined using electron beam lithography using ZEP520A or HSQ resist. ZEP520A is spun at 4000 RPM, then baked at 180 °C for 3 minutes. It requires a dosage of 190 $\mu \text{C/cm}^2$ under 100 kV electron beam acceleration voltage. 6% HSQ dissolved in methyl isobutyl ketone (MIBK)$^1$ is spun at 3000 $\sim$ 4000 RPM and baked at 170 °C for 2 minutes. The required dosage is 900 $\sim$ 1100 $\mu \text{C/cm}^2$. Etches are carried out with either reactive-ion etch (RIE) using SF$_6$ or ICP-RIE using SF$_6$/C$_4$F$_8$ chemistry. Residual resist is removed by oxygen plasma in the case of ZEP520A and a very quick buffered HF dip for HSQ.

To test single-mode waveguide devices, we need to couple light from a laser into the waveguide via either free-space collimation and focusing with lenses or fiber optics. All of the silicon photonic

$^1$Purchased from Dow Corning Silicons.
The devices presented in this thesis are fiber optically interrogated with the use of grating couplers [209].

6.2 Low $V_\pi$ polymer-clad on-chip electro-optic modulators

Electro-optic (EO) modulators are useful devices to increase the speed and bandwidth of telecommunication and potentially of on-chip interconnects in computers [210, 211]. They most often take the shape of a Mach-Zehnder modulator (MZM)—the input laser beam is split equally into two arms, one or both of which have an index of refraction that can be altered by an electrical voltage, and then recombined with constructive or destructive interference to give high or low intensity output optical signal. When the electrical voltage equals the device’s half-wave voltage $V_\pi$, the split laser beams undergo a $\pi$-phase shift with respect to each other and recombine with destructive interference. Consequently, $V_\pi$, $V_\pi L$, power consumption, modulation speed, and bandwidth are the main figures of merit to quantify the performance of an MZM with waveguide length $L$ and active material EO coefficient $r_{ijk}$ defined as [23]

$$\Delta \eta_{ij} = \eta(E) - \eta(0) = \Delta \left( \frac{1}{n^2} \right)_{ij} = r_{ijk}E_k$$

where $\eta = \varepsilon_0/\varepsilon$ is the impermeability tensor, $\varepsilon$ here is the dielectric tensor, and $E$ is the applied electric field. Summation is taken over repeated subscript indices.

Commercial EO modulators use nonlinear crystals that exhibit Pockels effect, most notably lithium niobate LiNbO$_3$. Intrinsic silicon is a poor source of EO activity; its crystal structure has inversion symmetry and precludes Pockels effect. EO activity in silicon can come from carrier injection to obtain free-carrier dispersion effect [212]. Polymeric materials including liquid crystals and chromophore doped EO polymers have attracted attention as cheaper and easier materials to integrate on to the SOI platform. Lastly, there are modulators based on Frank-Keldysh or quantum confined Stark effects.

Prior to and concurrent with this work, researchers have pursued several approaches to minimize $V_\pi$. Commercial fiber-coupled lithium niobate EO modulators have the high bit rate frequency of
40 Gb/s, bandwidth of 40 GHz, and a typical $V_\pi$ of about 4 V [213]. Green and colleagues utilized free-carrier dispersion effect to achieve a low $V_\pi$ of 1.8 V with a 10 Gb/s bit rate frequency and RC cut-off at 16 GHz [200]. EO polymers in sol-gel geometries seek to integrate the high EO coefficient nonlinear polymers in on-chip waveguide form. Enami and colleagues demonstrated $V_\pi$ of 0.65 V by implementing this design [214, 215].

In this project, we aimed to build low $V_\pi$, low power consumption modulators by integrating chromophore doped EO polymers on to the SOI platform. Our material choice has several reasons. First, unlike nonlinear crystals, polymers are easy to integrate with on-chip silicon photonic devices, often by spin casting. Second, synthesized EO polymers have shown a large bandwidth of about 100 GHz [216] and a high EO coefficient of $r_{33} = 100 \sim 180$ pm/V [214]. Lithium niobate has $r_{33} \approx 30$ pm/V [23]. Third, compared with carrier injection devices, EO polymers allow for electrostatic operation and thus lower power consumption. Fourth, they have extremely fast response time to external E-field [194, 217]. Lastly, synthetic polymers are relatively cheap materials to manufacture and process.

### 6.2.1 Device design

To design polymer-integrated silicon photonic devices, we must first understand how the EO polymers work. The polymers we worked with are active chromophores doped in an inert host polymer with cross-linkers [217]. When the chromophores are aligned and locked in that orientation in the host polymer, their collective response to an external E-field results in Pockels effect. We used a chromophore labeled YLD\textsubscript{124} doped 25\% by weight in an amorphous polycarbonate poly[4,4\'- (3,3,5-trimethylcyclohexylidene) diphenol carbonate] [218].

One way to integrate the EO polymer into the SOI waveguide is to dissolve the polymer in a solvent, trichloroethylene (TCE) in our case, spin cast the solution on to fabricated silicon waveguide, and bake at and elevated temperature but below the polymer’s glass transition temperature $T_g$ to evaporate the solvent. Refer to Figure 6.1(d)–(e), where the waveguide is exposed to air will be covered in the polymer. We face two main requirements for effective device design. First, there should
be a large overlap between the optical mode and the polymer. In the simplest strip waveguide, most of the light is confined in the silicon, little of the optical signal sees the EO polymer, thus requiring a large $V_\pi$ or much longer devices to achieve the $\pi$ phase difference in the MZM's two arms. In comparison, slot waveguide is a suitable design that concentrates the optical mode in what is to be a polymer-filled slot. The final device has waveguide dimensions of $300 \times 110 \text{ nm}^2$ cross-section for each silicon strip and a slot width of 120 nm.

![Figure 6.2: SEM images of devices after fabrication and before EO polymer application: (a) top view; (b) tilted view.](image)

Second, the EO polymer has a very high resistivity of $10^{11} \Omega \text{-cm}$ [219], so the two silicon strips that form the slot waveguide can also be used as electrodes for modulation. This has the advantage that the externally applied voltage drop will be across the 120 nm slot instead of across the several microns between electrodes that is typically required for polymer waveguide implementation of EO polymers [215, 220]. The challenge presented, however, is to bring the voltage to the silicon waveguide without bringing conductors too close to the optical mode. Conductors, whether in the form of metal contact or highly doped silicon, can cause excessive optical absorption. A strip-loaded geometry has been developed for carrier-injection modulators [196, 198, 199]; however, this requires a two-step dry etch with aligned electron-beam lithography. Our solution is to link the waveguide to metal contacts via a periodic set of thin silicon contact arms. With a periodicity of 300 nm and
arm width of 100 nm, the contact arms are largely transparent to the optical mode in the waveguide [221]. The metal contacts are then placed 4 µm away from the slot waveguide. SEM images of the slot waveguide with period contact arms are shown in Figure 6.2.

The modulators are made on SOI wafers using electron-beam lithography and dry etching methods outlined in Section 6.1. Aluminum contacts are added using aligned photolithography and lift-off. The YLD_124 chromophore and the amorphous polycarbonate host polymer are weighed out, dissolved in TCE, and spun on to the fabricated SOI chip. The sample is baked to evaporate the solvent, and the excess polymer covering the electrical probe contacts is wiped off with a solvent soaked cotton swab. The procedure is summarized in Figure 6.3(a). The sample is now ready for poling to align the chromophores. In our design, voltage drop across the two MZM arms can be independently adjusted. We apply poling voltage with anti-symmetry as shown in Figure 6.3(b)1, where \( V_{\text{pole}} = 150 \, \text{V/µm} \). Thus, we can apply symmetric voltage to drive the modulator in a push-pull configuration to minimize \( V_{\pi} \). As the poling voltage is applied and held constant, the device is slowly heated up while closely monitoring the current between the ground and \( V_{\text{pole}} \) electrodes and between \( V_{\text{pole}} \) and \( 2V_{\text{pole}} \) electrodes. As the device temperature reaches the poling temperature, the monitored current begins to increase rapidly. At this point, we fix the temperature and maintain the device in the current condition for a length of time before rapid cooling to room temperature to lock in the molecular structure. This heated poling process is summarized in Figure 6.3(b)2.

### 6.2.2 Modulation characterization

We operate the EO modulator in push-pull configuration by applying the driving voltage \( V_{\text{drive}} \) symmetrically, as shown in Figure 6.4(b), given a poling voltage set-up as shown in Figure 6.4(a). First, a DC voltage is applied; the transmission spectra for different \( V_{\text{drive}} \) are shown in Figure 6.4(c)–(d). Our MZM are designed to have slightly unbalanced arm lengths of 2 cm and 2.01 cm, resulting in a transmission spectrum with about 10 nm periodicity. The spectra in black are when \( V_{\text{drive}} = 0 \), and red is when \( V_{\text{drive}} = 0.2 \) or 0.4 V is applied. These spectra show that \( V_{\pi} \) is between 0.2 and 0.3 V.
1. Apply poling voltages to electrodes
   \[ V_{\text{pole}} = 18 \text{ V}, \quad E_{\text{In-slot}} = 150 \text{ V/um} \]

2. Raise temperature, monitor current across electrodes

---

Figure 6.3: Fabrication sequence of polymer-clad EO modulators: (a) waveguide and electrode fabrication; (b) EO polymer poling.
Figure 6.4: Modulator characterization: (a) Voltages applied during device poling; (b) Push-pull voltage configuration during device operation; (c) Optical transmission spectra when $V_{drive} = 0$ and 0.2V DC; (d) Transmission spectra when $V_{drive} = 0$ and 0.4V DC; (e) Device transmission at a fixed wavelength, as $V_{drive}$ is varied between 0 to 0.55 V; (f) Frequency response of the EO modulation.
To precisely determine $V_\pi$, the laser is fixed at a constant wavelength, and the transmission signal is measured as a function of $V_{\text{drive}}$. The resulting data in Figure 6.4(e) clearly shows that the voltage difference between constructive and destructive interference in the MZM is $V_\pi = 0.25$ V.

We then measure the EO modulator’s frequency response. A sinusoidal AC signal is applied for $V_{\text{drive}}$ and also tee’d to the reference of a lock-in amplifier. Output signal from the modulator is detected by a photodetector, whose electrical signal is measured by the lock-in with reference to the AC voltage signal. The lock-in spectrum is given in Figure 6.4(f) and shows severe fall-off at around 1 kHz. We believe the main cause is the RC time constant due to the under-optimized electrical systems. The thin slot in a 2-cm long waveguide implies a large capacitance; the lightly doped silicon and unoptimized silicon-aluminum contact can present significant resistance. In fact, electrical measurement with control device structures reveal that resistance across a 400 µm long waveguide can be over $10^9$ Ω. Capacitance on the same 400 µm long segment is 12 fF. Thus, the combined RC time constant can be on the order of millisecond. Calculations show that the speed limit in electrically optimized devices using the current geometry can be 70 GHz [221].

Given the device length of $L = 2$ cm, $V_\pi L$ is 0.5 V-cm. From this, we can calculate that the EO activity from the polymer is $r_{33} \approx 30$ pm/V. This is much lower than the optimal value of 100 pm/V for this particular chromophore [217]. A likely cause is that the polymer in the waveguide slot was not fully poled and aligned [215]. Lastly, we can measure little electrical current across the waveguide slot during EO modulation, indicating negligible power consumption.

In conclusion, we have shown EO modulation by integrating synthetic EO polymers on to the silicon photonic platform with the lowest $V_\pi$ demonstrated at the time of this work. Optimization of the electrical path to minimize device resistance will significantly bring up the device’s operating speed. Improvements in the polymer poling procedure to realize the material’s full $r_{33}$ potential will further decrease $V_\pi$ and $V_\pi L$. 
6.3 Nonlinear loss in silicon strip waveguide

Silicon is considered suitable for waveguiding at the telecommunication wavelengths of 1.3 ~ 1.55 μm, because it is largely a linear material. Its centro-symmetric crystal structure precludes second order nonlinearity of Pockels effect. Third order nonlinearity arises from Kerr effect and two-photon absorption (TPA). Thermo-optic effect causes a change in silicon’s refractive index $n$ though not its extinction coefficient $\kappa$ (imaginary part of the complex index of refraction $\hat{n} = n + i\kappa$). It is by far the largest nonlinearity; its speed is limited to sub-GHz due to the long thermal lifetime on the order of ns. However, we noticed significant nonlinear loss in our experiments with silicon strip waveguides, whose magnitude seems too large to be explained by TPA alone. In this section, we present our investigation into the cause of nonlinear loss in silicon strip waveguide. Measurements are made on silicon strip waveguide of various lengths from 2.6 mm to 1.06 cm. A top-view optical microscope image of a sample waveguide device is shown in Figure 6.5(a). The silicon strip cross-section is 500 nm wide by 110 nm high, forming a single-mode waveguide whose mode profile is similar to that shown in Figure 6.1(d). Our experiments divide into two parts: first, a input versus output power measurement to determine the amount of linear and nonlinear loss in the waveguide; second, a frequency-modulated pump-probe lock-in amplified measurements to ascertain the origin and speed of the nonlinear loss mechanism(s).

6.3.1 Nonlinear loss model by input versus output power measurements

We measure the output power ($L_{out}$) from a length of waveguide as the input power ($L_{in}$) is tuned from 20 to 140 mW. The experimental set-up is shown in Figure 6.5(b). An erbium-doped fiber amplifier (EDFA) is used, since our laser diode by itself has a maximum output power of 10 mW. The $L_{out}(L_{in})$ data from two sample devices is plotted in green in Figure 6.6; the waveguide loss is clearly nonlinear. We can fit the data to a generalized nonlinear loss equation,

$$\frac{\partial L}{\partial z} = -\alpha_1 L - \alpha_2 L^2 - \alpha_3 L^3 \quad (6.4)$$
where $L$ is optical power. To attribute meanings to the loss coefficients $\alpha_1$, $\alpha_2$, and $\alpha_3$, we need to look at the possible causes of loss.

Loss in silicon strip waveguides can be attributed to four main factors: TPA, free carrier absorption (FCA), radiation loss due to surface roughness, and surface states where the Si crystal lattice terminates. Radiation loss due to surface roughness is expected to be linear. Surface state absorption is usually deemed negligible, and TPA and FCA are the dominant nonlinear losses.

$$\frac{\partial L}{\partial z} = -\text{Linear loss} - \text{TPA} - \text{FCA}$$

$$= -\alpha L - \frac{\beta_{TPA}}{A_{eff}} L^2 - \sigma_{FCA} NL$$

(6.5)

where $L$ is the optical power in the waveguide, $\alpha$ is the linear loss coefficient, $\beta_{TPA}$ is the two-photon absorption coefficient, $A_{eff}$ is the waveguide effective area, $\sigma_{FCA}$ is the free carrier absorption cross-section, and carrier density $N$ is caused by TPA and is thus given by

$$N = \frac{\tau_{FCA}\beta_{TPA} L^2}{2\hbar\omega AA_{eff}}$$

(6.6)
Therefore, attenuation of a laser signal in a silicon strip waveguide can be modeled as a third order process:

\[
\frac{\partial L}{\partial z} = -\alpha_1 L - \alpha_2 L^2 - \alpha_3 L^3
\]

\[
= -\alpha_1 L - \frac{\beta_{TPA} L^2}{A_{eff}} - \frac{\sigma_{FCA} \tau_{FCA} \beta_{TPA} L^3}{2\hbar \omega A_{eff}}
\]  

(6.7)

Fit to the above expression is quite consistent for \( L_{out}(L_{in}) \) data taken from devices of different lengths: \( \alpha_1 = 1.3 \sim 1.9 \times 10^{-4} \ \mu m^{-1} \), \( \alpha_2 = 1 \sim 1.5 \times 10^{-6} \ \mu m^{-1} \ \mu W^{-1} \), \( \alpha_3 = 3 \sim 6 \times 10^{-9} \ \mu m^{-1} \ \mu W^{-2} \). Fit curves to data from sample devices are shown in red in Figure 6.6.

Using published material data in our nonlinear loss model Equation (6.7), we obtain the following values for \( \alpha_2 \) and \( \alpha_3 \) [222, 223, 224, 225],

\[
\alpha_2 = \frac{\beta}{A_{eff}} = \frac{5 \sim 9 \times 10^{-12} \ \mu W}{0.1 \ \mu m} = 5 \sim 9 \times 10^{-8} \ \mu m^{-1} \ \mu W^{-1}
\]

(6.8)

\[
\alpha_3 = \frac{(\sigma_{FCA} \approx 10^{-17} \ \text{cm}^2) (\tau_{FCA} \approx 10^{-10} \sim 10^{-8} \ \text{s}) \beta_{TPA}}{2(0.8 \ \text{eV})(0.05 \ \mu m^2)} = \frac{\beta_{TPA} A_{eff}}{A_{eff}} \approx 10^{-10} \sim 10^{-8} \ \mu m^{-1} \ \mu W^{-2}
\]

(6.9)

Compare this result with the fit results, we see that the values of \( \alpha_3 \) agree, however, the experimentally measured \( \alpha_2 \) representing TPA loss is much higher than expected; there is extra loss
contribution that our current nonlinear loss model does not take into account. Published experimental results show that silicon photonic waveguide loss is a strong function of mid-bandgap defects in the crystalline silicon [226, 227]. We postulate that the extra $\alpha_2$ loss is due to free carriers generated by single photon absorption (SPA) at mid-bandgap defects, mostly surface states in our intrinsic silicon waveguide. The modified nonlinear loss model thus becomes

$$\frac{\partial L}{\partial z} = -\alpha_1 L - \alpha_2 L^2 - \alpha_3 L^3$$

(6.10)

where $\alpha_{SPA}$ is the single-photon absorption coefficient, analogous to $\beta_{TPA}$ for the two-photon process.

Thus far, the nonlinear loss characterization shows that in a single-mode silicon strip waveguide with a $500 \times 110$ nm$^2$ cross-section, nonlinear loss is comparable to linear loss at input power as low as 75 mW. At this power, linear loss is $\alpha_1 \approx 1.6 \times 10^{-4}$ $\mu$m$^{-1}$, while nonlinear loss is $(\alpha_2 L + \alpha_3 L^2) \approx 1.2 \times 10^{-4}$ $\mu$m$^{-1}$. To prove the contribution of SPA generated FCA to nonlinear loss, whose magnitude outnumbers TPA according to our model, we proceed to frequency-modulated pump-probe experiments in the next section.

### 6.3.2 Frequency-modulated pump-probe measurements

For pump-probe experiments, we connect a $\lambda_{pump} = 1565$ nm diode laser, whose signal is modulated by a function generator, to an EDFA for the high intensity pump signal. A second diode laser is tuned to $\lambda_{probe} = 1580$ nm for the probe signal. The two laser beams are merged through a fiber beam splitter and coupled into the silicon strip waveguide. The output signal is sent through an optical filter to cut out the pump laser signal, so that the probe signal alone reaches the photodetector. The electrical signal from the photodetector is then sent into a lock-in amplifier, which takes its reference from the same function generator that modulates the $\lambda_{pump} = 1565$ nm diode laser. A schematic of this experimental set-up is shown in Figure 6.7. The lock-in amplifiers cover a frequency range from 40 kHz to 10 MHz. For higher frequencies, a lightwave component analyzer (LCA) is used to
generate the modulated pump optical signal and the reference in measuring the lock-in amplified $S$-parameter.

Figure 6.7: Experimental set-up used in pump-probe measurements.

When the high intensity, modulated pump laser and the constant intensity probe laser are sent into the silicon strip waveguide, photon absorption from the pump laser generates free carriers. The free carrier changes the complex index of refraction $\hat{n} = \Re \{n + i\kappa\}$ of silicon, which is experienced by the probe laser. When pump laser modulation frequency is slower than $1/\tau_{FCA}$, probe signal modulation by $\Delta \hat{n}$ occurs at the same frequency. Changes in $n = \Re \{\hat{n}\}$ and absorption $\alpha = 4\pi\kappa/\lambda$ due to free carriers can be modeled by the following expressions [212],

$$\Delta n = - \left( \frac{e^2 \lambda^2}{8\pi^2 c^2 \varepsilon_0 n} \right) \left[ \Delta N_{e^*-e^*} + \Delta N_{h^*-h^*} \right]$$  \hspace{1cm} (6.11)
\[
\Delta \alpha = \left( \frac{e^3 \lambda^2}{4\pi^2 \varepsilon_0 n} \right) \left[ \Delta N_{e^-}/m_{ce}^* \mu_e + \Delta N_{h^+}/m_{ch}^* \mu_h \right]
\]  

(6.12)

where \( e \) is the elementary charge, \( \varepsilon_0 \) is the permittivity of free space, \( n \) is the refractive index of unperturbed silicon, \( \Delta N_{e^-} \) is the change in electron density, \( m_{ce}^* = 0.26m_0 \) is the conductivity effective mass of electrons, \( \Delta N_{h^+} \) is the change in hole density, \( m_{ch}^* = 0.39m_0 \) is the conductivity effective mass of holes, \( m_0 \) is the rest mass of an electron, \( \mu_e \) is the electron mobility, and \( \mu_h \) is the hole mobility. Alternatively, a numerical model can be constructed by fitting to the experimental data presented in the same manuscript [212],

\[
\Delta n = - \left[ 8.8 \times 10^{-22} \Delta N_{e^-} + 8.5 \times 10^{-18} \Delta N_{h^+}^{0.8} \right]
\]  

(6.13)

\[
\Delta \alpha = 8.5 \times 10^{-18} \Delta N_{e^-} + 6 \times 10^{-18} \Delta N_{h^+}
\]  

(6.14)

With the pump-probe set-up, we seek to test two characteristics of SPA generated FCA, if it is indeed the dominant nonlinear loss factor: first, probe power attenuation has a linear dependence on pump laser power; second, the maximum modulation frequency of the nonlinear loss is limited by the free carrier lifetime in silicon \( \tau_{FCA} \). For the former, we measure output probe laser power as a function of input pump laser power at a constant modulation frequency. Collected data for 1 MHz and 10 MHz are shown in Figure 6.8(a). It is evident that the amount of probe laser attenuation is proportional to the pump power, indicating that SPA instead of TPA is the dominant free carrier generation mechanism. To measure \( \tau_{FCA} \), we determine the bandwidth of loss in the probe signal using lock-in measurements as the pump laser modulation is swept from 40 kHz to 1.5 GHz. For most of the frequency range, there is clear pump-probe modulation. The modulation signal is anomalously strong at very low frequencies of <1 MHz; we expect it to be due to heating by the pump laser. Further experiments are needed to ascertain this hypothesis. At high frequencies, the pump-probe modulation cuts off at \( 1 \sim 2 \) GHz, giving a effective free carrier lifetime \( \tau_{FCA} \) of \( 0.5 \sim 1 \) ns, within the expected range of \( 0.7 \sim 200 \) ns from published data [225, 228, 229, 230, 231, 232].
Figure 6.8: Data from pump-probe lock-in amplified measurements: (a) probe power attenuation as a function of pump laser power, measurements performed at 1 MHz and 10 MHz; (b) RF lock-in measurements of probe power at constant pump power, pump frequency is 40 kHz to 10 MHz; (c) LCA measurements of probe power at constant pump power, pump frequency is 50 MHz to 1.5 GHz.
6.3.3 Conclusion

Putting together the results from the nonlinear loss and pump-probe experiments above, we return to our modified nonlinear loss model, Equation (6.10), reproduced below,

\[
\frac{\partial L}{\partial z} = -\alpha_1 L - \alpha_2 L^2 - \alpha_3 L^3
\]

\[
= -\alpha_1 L - \left(\frac{\beta_{TPA}}{A_{eff}} + \frac{\sigma_{FCA} \tau_{FCA}}{\hbar \omega A} \alpha_{SPA}\right) L^2 - \frac{\sigma_{FCA} \tau_{FCA} \beta_{TPA}}{2 \hbar \omega A} \frac{\alpha_{SPA}}{A_{eff}} L^3
\]

Linear loss coefficient is \( \alpha_1 = 5.7 \sim 8.5 \text{ dB/cm} = 1.3 \sim 1.9 \times 10^{-4} \mu\text{m}^{-1} \). Fitted value for TPA from the \( L^3 \) term gives \( \beta_{TPA} = 5 \sim 10 \times 10^{-12} \text{ m/W} \), which agrees well with published values of \( 5 \sim 9 \times 10^{-12} \text{ m/W} \) [222, 223, 224, 225]. Based on fitted values of \( \beta_{TPA} \) and \( \sigma_{FCA} \), we can deduce that \( \alpha_{SPA} = 7.5 \sim 12 \times 10^{-6} \mu\text{m}^{-1} \).

From these numbers, we find that SPA results in a small fraction of the linear loss in our 500×110 nm\(^2\) silicon strip waveguide. However, it generates enough free carriers to cause significant nonlinear loss. Under the comparison, TPA is not the dominant loss mechanism. Our fitted values of \( \beta_{TPA} \) and \( \sigma_{FCA} \) agree well with published values.
Chapter 7

Summary and outlook

The majority of this work is on semiconductor lasers with wavelength-scale confinement of light. We evaluated possible designs to incorporate metals into disk and photonic crystal microcavities, with the goal of lessening thermal degradation, increasing efficiency, and providing an electrical path for current injection operation. We demonstrated very stable room temperature CW single-mode lasing from microcavities with wavelength-scale optical confinement. We showed that coupled-cavities can be used to facilitate single-mode lasing from a somewhat larger area cavity, with the benefits of high output power unhampered by thermal effects. We also experimented with nanobeam photonic crystal lasers that concentrate light in the semiconductor with mode volumes as small as have been reported for purely dielectric cavities. Our results showed room temperature quasi-CW single-mode operation with very soft threshold turn-on—a signature of Purcell enhancement and efficient spontaneous emission coupling into the lasing mode—and good emission directionality.

The objective of translating the optically pumped microlasers into electrically pumped ones still looms. With current injection operation, the lasers would find much wider applications, especially in optical communication and signal processing. The challenge remains to design and optimize the electrical path for minimized parasitic resistance and current leak, but without much compromise to the $Q$ of the optical cavity mode.

In the process of building microlasers, we find that InAsP/InP quantum-confined materials have significant advantage to the commonly used InGaAsP materials for 1.3 $\sim$ 1.55 $\mu$m band light emission, namely, higher band edge offset for better carrier confinement and resistance to thermal degra-
dation, and decreased surface recombination by elimination of Ga that forms surface Ga$_x$O$_y$. Our results persuade further exploration of the InAsP/InP material system and development into quantum wires and QDs for future generation light sources.

As we push microlasers to tiny mode volumes and thresholdless-like behavior, we encounter new questions that beg for clarification. One is the measurement of threshold and coherence. Until recently, most of the lasers reported have a pronounced threshold in their light-in versus light-out ($L$-$L$) plots. Threshold pump power can be accurately determined by fitting the data to laser rate equations. However, the distinct threshold behavior blurs in high $F_p\beta$ devices. Depending on cavity $Q$, one can expect a sharp peak in emission spectrum for both below and above threshold. While a narrow linewidth is sufficient for refractive index sensing, applications such as telecom and quantum communication will require more rigorous coherence characterization, for example second order photon correlation function [124, 166] or interferometric coherence length measurements [233].

Another question is the effects of external feedback. Its influence on a diode semiconductor laser’s phase noise is well documented [233, 234, 235, 236]. Our studies in this work reinforce that feedback changes microlasers’ emission directionality. Moreover, both published results [19] and our experiments [87] advocate cavity $Q$ of several thousand for efficient power output and reduced photon recycling. The modest $Q$-factor can make the device even more sensitive to external feedback. Smart designs to use external cavities for enhanced laser characteristics or to insulate devices from feedback would be an interesting and useful continuation of our work.
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