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ABSTRACT

A simplified method for finding and using discrete small-signal models for switching regulators is presented. With introduction of a new "straight-line" approximation, and application of root locus techniques, it is demonstrated that discrete models may be used accurately to predict wide bandwidth closed-loop behavior with methods simple enough to be useful in the initial design phase of a switching regulator. The principal result is a set of converter transfer functions comparable to the set derived by describing function techniques, but not subject to the low frequency restriction of describing function models. Also presented is a set of pulse-width modulator transfer functions which indicates that the potential small-signal transient behavior of a switching regulator is independent of the choice of modulator.
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INTRODUCTION

In recent years a new class of power processing circuits called switching regulators has emerged. Advantages such as higher efficiency, lighter weight, and in some cases lower cost when compared with linear regulators, are making these "switchers" more important in a variety of applications. Today these regulators may be found in space satellites, office equipment, computers, and even in hand-held calculators.

So rapid has been their penetration into a wide range of areas that the analysis for switching regulator design has often been done on an ad hoc basis with varying results. In particular, a recurring problem in any switching regulator design is proper choice of the feedback to yield good regulation and fast recovery from various source and load transients. Attempts to extend the bandwidth of such regulators to frequencies near the switching frequency have sometimes resulted in control loop oscillation, quite often at half the switching frequency. This in turn has resulted in sometimes conservative bandwidth design simply for want of an accurate picture of closed-loop behavior near half the switching frequency.

The principal motivation for this thesis is that to date there has not been a single analysis technique applicable to the transient design of switching regulators that is both simple enough for the practicing
engineer to use in an initial design, and accurate enough to model
behavior for wide bandwidth regulators.

The transient analysis of a switching regulator is a nonlinear
control problem, because regulation is achieved with pulse-width
modulation control. Because of this, a number of the standard
techniques for analyzing nonlinear control systems have been applied
to the problem by various investigators.

The phase plane method, for example, has been used by Bábaá,
Wilson, and Yu [1], to demonstrate stability for certain classes
of switching regulators. From a design point of view, though, this
is a cumbersome method yielding little design information about the
actual transient response. Furthermore, the phase plane is limited
to second order systems and hence is usually not able to handle a
regulator with additional compensation.

Functional analytical methods by Skoog and Blankenship [2], and
more recently by Rootenburg and Walk [3] have been used to establish
stability bounds for general types of pulse-width modulated systems.
Again, these methods give little information about the transient
response of a switching regulator other than whether or not it will
be stable. Of equal importance is that the mathematics of these
techniques are in forms foreign to the circuit designer who is usually
more familiar with Bode plots than Banach spaces.
One may conclude then that sufficient literature exists on various large-signal analysis techniques applied to the regulator problem to make a convincing case that the large-signal analysis of switching regulators is excessively complex for initial design purposes.

This leads one to the conclusion that if there is a design technique that meets the criterion of simplicity, it is likely to be a linear small-signal technique.

If one agrees with this argument, then one is confronted with a choice of two approaches.

The approach that has to date shown the greatest simplicity is the describing function (df) method in which the switching regulator components are replaced by linear continuous elements.

Using describing function methods, Middlebrook and Wester [4] have developed equivalent linear continuous models for many types of switch and filter combinations.

From a design standpoint, this approach is currently dominant in the field and may continue to be so principally because df models are often obtained entirely by pictorial circuit manipulation without the necessity of explicit equations. The main disadvantage of this approach is that it suffers from inaccuracy as the closed-loop bandwidth of a switching regulator approaches half the switching frequency. This inaccuracy springs from the assumption that harmonics
generated by pulse-width modulation are attenuated much more than the fundamental modulation frequency in traversing the control loop shown in Fig. 1.

This assumption need only be valid for frequencies below the unity gain bandwidth of the regulator because, beyond the unity gain frequency, attenuation in the loop is sufficient to make both the fundamental and its harmonics insignificant.

It can be shown that the sampling behavior of a pulse-width modulator introduces significant harmonics which are not far beyond the fundamental input frequency, as the fundamental approaches half the switching frequency. Because in the converter these harmonics are attenuated little more than is the fundamental, the assumption of

Fig. 1. Harmonic attenuation assumption of describing function models.
Fig. 1 is no longer valid, and if there is sufficient loop gain at these frequencies then the closed-loop behavior will differ from df model predictions.

It is the harmonic attenuation assumption that chiefly limits the valid frequency range of df methods.

One might be content with the describing function approach, regardless of its restricted range of validity, were it not for the fact that particular regulators have been reported in the literature which have transient response superior to those generally designed with df methods [5, 6].

These "fast" regulators have often been the product of the second approach to linearization of a switching regulator, which may be called the discrete modeling approach. As will be shown at the beginning of this work, there are no assumptions necessary to derive discrete models other than the small-signal assumption, so that they are capable of accurately describing wide bandwidth behavior. In its present state of definition, however, this technique has only been successfully applied in conjunction with a computer because of its mathematical complexity. Consequently, it is rarely, if ever, used in the initial design phases of a switching regulator.

The conclusion that one is led to then is that, of the two linear approaches, the df models are simple but not accurate at high frequencies, and the discrete models are accurate but not simple enough for general use.
It seemed to this author that the accuracy limitation of the df approach was of a more fundamental nature than the complexity limitation of the discrete approach, and this investigation is the result of that belief.

Basically, the goal of this thesis is to redefine the discrete approach and by removal of as much mathematical complexity as possible make the discrete method applicable as a synthesis tool.

A secondary aim is to fashion the discrete models into forms comparable to the df models to allow comparisons between the two approaches. Knowing that the discrete models are more accurate, we can then use them as a yardstick to measure the accuracy of various df results.

The idea that is the basis for this thesis is to utilize in a new way a type of approximation that designers routinely make when finding the steady state condition of a switching regulator. This is the "straight-line" approximation.

To ensure adequate filtering of switching harmonics, the switching frequency \( f_s \) in a regulator is usually much higher than the resonant or cutoff frequency \( f_c \) of the filtering components. As will be illustrated in Chapter 1, in the time domain the condition \( f_s >> f_c \) results in some of the steady state regulator waveforms appearing very much like straight lines. Use of this fact allows designers to do a simple and accurate analysis to find the steady state waveforms.
It is shown here that application of a generalization of the straight line approximation during a discrete model derivation greatly simplifies computation of the discrete model parameters without sacrifice of the inherent accuracy of the discrete model at high frequencies. It is this result more than any of the others presented here that makes it possible to use discrete modeling as a synthesis tool.

In addition, it is shown that the analysis of a regulator may be broken into separate simpler parts. One can independently arrive at discrete models for a portion of the regulator called the "converter" consisting of the electronic switch and power filtering components. In a similar manner, one can independently derive discrete models for various kinds of pulse-width modulators. Finally, through the use of a "non-loading" approximation, Appendix 2 demonstrates that the compensation problem may be isolated to a certain extent from the basic converter models. Following is a brief summary of the contents of each chapter and its contribution to the discrete model development.

We begin with what a switching regulator is and how it works in Chapter 1, concluding with a discussion of stability and a heuristic argument on why the discrete method should be appropriate for a pulse-width modulated (PWM) system. This chapter also introduces the basic method that designers use to find the approximate steady
state conditions in a switching regulator. It is necessary to know this method because various parameters of the steady state solution often occur in the small-signal discrete models. Also in Chapter 1 a boost converter is introduced as an example for the steady state analysis method. This converter is used as an example throughout the thesis to demonstrate in a concrete way methods which are often derived first in a general form.

In the second chapter it is shown how a generalized switch and filter combination may be exactly described on a small-signal basis by a system of linear difference equations. The difference equations are then derived for the boost converter.

In the third chapter a variety of standard pulse-width modulators are shown to be characterized by simple linear difference equations on a small-signal basis.

Chapter 4 introduces the use of the z-transform to the discrete modeling method. In this chapter the z-transform is used to formulate the closed-loop transient problem for a switching regulator in the z-plane. The notion of transfer functions and loop gain are introduced to make the discrete model seem less strange to the practicing engineer. When the z-transform is applied to the modulators introduced in Chapter 3, the surprising result is that their discrete models all have no poles, zeros, or phase shift in the z-plane.
An example of the discrete method as a design aid is presented in Chapter 5 with use of the boost converter again as an example. A review of the discrete model derivation is given to clarify the technique. Next, explicit solutions for the discrete converter transfer functions are used to motivate the "straight-line" approximation. Application of this approximation then allows easy computation of the converter transfer functions. Finally, the root locus technique is applied to these transfer functions in the z-plane to predict potential closed-loop switching regulator transient performance. It is shown that conditions for high frequency behavior such as half switching frequency oscillation and an optimally fast transient response are predicted by use of the root locus technique on the discrete converter model.

The results predicted in Chapter 5 are verified in Chapter 6 by comparison of the discrete model against the large-signal boost converter in a digital simulation.

Various conclusions and a review of the discrete results are summarized in Chapter 7.

Additional information about and extensions of the discrete method are presented in the appendices.

Appendix 1 shows a systematic way by which state equations for a switching regulator may be derived.
Appendix 2 shows how reactive regulator compensation may be analyzed with discrete models simple enough that the method remains useful to the designer.

Finally, Appendix 3 uses a physical argument to motivate the proof of an invariance property of the discrete models.
Chapter 1

Basic Operation of Switching Regulators

In this chapter the basics of what a switching regulator is and how it operates are described. A steady state analysis of a boost converter is performed to illustrate the simplicity of the analysis method and the accuracy of the result. This is also meant to familiarize the reader with the specific operation of this converter, because it will be used as an example for the techniques developed in later chapters of this thesis.

With this analysis complete, some of the advantages of switching regulators over their linear counterparts become more obvious and are noted. The chapter concludes with a qualitative discussion of the stability problems one can expect when closing a feedback loop around a switching converter.

A switching regulator is a piece of electronic equipment which processes some unregulated or partly regulated source of ac or dc electrical power. The output of the regulator is ac or dc power where generally the voltage (or sometimes current) is constrained to be constant under a variety of loading conditions. The key to what makes a regulator a switching regulator is that the active power handling devices are operated in either closed or open conditions so that they may be characterized as switches.
Herein the term "regulator" will refer to a complete power processing unit incorporating some form of feedback. As shown in Fig. 1.1, the regulator may be considered to be composed of three parts.

The power handling part of the regulator is called a "converter". This consists of electronic switches and any power filtering components. From Fig. 1.1 we note that any significant power that a switching regulator handles flows into and out of the converter only. Inputs to a converter consist of a source of power usually unregulated,

Fig. 1.1. Block diagram of the constituent parts of a switching regulator.
and an on-off signal that drives the switch inside the converter. The
converter outputs are the regulated power and a set of feedback
signals which in general will be some measure of the capacitor
voltages and inductor currents in the converter.

The second part of a regulator is labelled "compensation" in
Fig. 1.1. "Compensation", as it is used here, includes any addi-
tional reactive elements (usually capacitors) used to alter and
improve the closed loop performance of a switching regulator.
Inputs to the compensation are the various converter feedback signals
and usually a reference signal, while its output is a single analog
signal which serves as input to the pulse-width modulator. In its
simplest form the compensation output may be just a linear combina-
tion of its inputs. This will be the case for the examples in the main
body of this thesis. Treatment of more complex compensation is
given in Appendix 2.

The third part of a switching regulator shown in Fig. 1.1 is the
pulse-width modulator. Its inputs are the combined feedback signal
produced by the compensation and sometimes, but not always, a
clock signal which can set the switching frequency of the regulator.
The modulators considered in this thesis will all be of the "clocked"
type, since control of the switching frequency is mandatory for many
applications. Also, the analysis seems to yield more useful results
for clocked regulators. The output of the pulse-width modulator is a
sequence of on-off signals which drives the switch in the converter.
These three blocks, the converter, compensation, and the pulse-width modulator, are the constituent parts of any switching regulator.

To illustrate the importance of the switching regulator, consider the linear regulator of Fig. 1.2. In this circuit the series pass element behaves as a variable resistor which maintains a constant output voltage for source and load variations. If, as shown, the load current is 1 A and the source voltage is 14 V, then the pass element must support 9 V to maintain the 5 V output voltage. Under this condition the regulator absorbs 9 watts of power while delivering only 5 watts of power to the load. If we define η, the efficiency, as load power/total input power, then \( \eta = \frac{5}{14} = 0.36 \). Hence, the efficiency is only 36%.

This efficiency is costly in terms of power wasted. Furthermore, since the wasted power is dissipated in the regulator, adequate means to dispose of the resultant heat must be provided. This

![Fig. 1.2. Equivalent circuit for a 5 V linear regulator.](image-url)
typically means greater volume and weight when compared with switching regulators of an equivalent power handling capacity.

To understand how a switching regulator works we will first examine a converter, since this is the part of a switching regulator through which the power flows.

Figure 1.3 is an example of a type of converter known as a "boost" converter because its output voltage is always greater than or equal to its input voltage. It has a number of features typical of most switching converters. First, the control element is operated as a switch. In this case the element is a bipolar transistor. In most converters a diode is required along with the switch to carry reactive current when the switch is open. This is noted in Fig. 1.3 as DI and is known as the commutating diode. The other necessary parts of a converter are the filtering elements to smooth the step-like waveforms produced at the switch. The converter power source is a voltage source of magnitude $V_s$, and its load is shown in Fig. 1.3 as a resistor $R$.

![Circuit schematic for a boost converter.](image)
We now derive the steady state solution for this converter, because it is in doing this that its basic operation is understood.

At a steady state condition, the switch S in Fig. 1.3 is driven by the periodic on-off signal shown in Fig. 1.4, which is the output of a pulse-width modulator. This periodic on-off signal establishes the switching frequency of the converter, and ultimately of the regulator when a loop is closed around the converter as in Fig. 1.1. At a steady state condition the on-time $\tau_1$, and the off-time $\tau_2$, are constant from period to period.

The ratio of the on-time of the switch $\tau_1$ to the total switching period $T$ as is defined as $D$, the duty ratio:

$$D \triangleq \frac{\tau_1}{T}$$

To begin the steady state analysis we find an approximation for the average output voltage $\bar{V}_C$ by the following argument.

Fig. 1.4. Steady state on-off signal to converter switch.
If the converter in Fig. 1.3 is at its steady state, then the average voltage across the inductor per period must be zero. If this were not so, inductor current would continue to build up or decay until this condition is met. During the on-time $\tau_1$ a voltage of $V_s$ is impressed across the inductor. The energy stored in the inductor cannot change instantaneously, requiring continuity of inductor current when the switch opens. Thus as the switch opens, the voltage across the switch rises to $V_c$ plus a diode drop. For the analysis in this work all diodes will be assumed to be ideal, and hence their forward voltage drops will be neglected.

Since the inductor current increases during the switch on-time, it must decrease during the off-time if the converter is to be at a steady state. Thus $V_c$ must be larger in magnitude than $V_s$, which demonstrates the "boost" property of the circuit of Fig. 1.3.

With one further assumption and one more approximation, we shall have the first result. If the inductor current $I_r(t)$ decreases during the off time of the switch, it is possible that it may go to zero before the switch closes again. At zero inductor current the diode no longer conducts and the voltage across the inductor is zero until the switch turns on again. This mode of operation is known as the "discontinuous" or "light" conduction mode. If the steady state inductor current does not become zero during the switch off-time,
this is known as the "continuous" or "heavy" conduction mode. It can be shown that the methods developed in this thesis are applicable to both cases.

For simplicity, we shall assume throughout this thesis that the converters are always in the continuous conduction mode. With this assumption, the reverse voltage across the inductor is $V_c - V_s$ throughout the switch off-time.

If the boost converter is to do an adequate job in reproducing a dc voltage at its output, the ripple voltage on $V_c$ should be small compared with the average $\overline{V}_c$. Hence it is a good approximation during the off-time $\tau_2$ that the inductor supports a constant reverse voltage $\overline{V}_c - V_s$.

The requirement for zero average voltage across the inductor over a complete period $\tau_1 + \tau_2 = T$ then gives a formula for the average output voltage:

$$\overline{V}_c = \frac{T}{\tau_2} V_s = \frac{T}{1-\tau_1} V_s = \frac{V_s}{1-D} \quad (1.1)$$

Equation (1.1) establishes why the converter of Fig. 1.3 is called a "boost" converter. We see that as the switch is closed for a larger and larger portion of each period ($D$ increasing) the average output voltage is increased for a constant input voltage. Thus the
boost converter behaves like a step-up dc transformer. If we can find the steady-state time waveforms $\overline{I}_L(t)$ and $\overline{V}_C(t)$, then the steady-state converter behavior is completely known. So far we have found $\overline{V}_C$, the approximate average of $\overline{V}_C(t)$. Next $\overline{I}_L$, the average of $\overline{I}_L(t)$ will be found.

At the steady state, the net current into the output capacitor must be zero. The average current flowing out of the capacitor to the load is $\overline{V}_C/R$. Current only flows into the capacitor from the inductor when the switch is open so that the average current flowing into the capacitor is $\overline{I}_L \tau_2/T$. This gives a relation for $\overline{I}_L$, the average inductor current in terms of the average output voltage $\overline{V}_C$.

$$\frac{\tau_2}{T} \overline{I}_L = \frac{\overline{V}_C}{R} \quad (1.2)$$

Use of specific values shown in Fig. 1.3, and $\tau_1 = \tau_2 = 0.5 \times 10^{-4}$ sec. so that $T = 10^{-4}$ sec. ($f_s = 10$ kHz), gives $D = \tau_1/T = 0.5$. Evaluation of Eq. (1.1) leads to an average output voltage $\overline{V}_C$ of 120 V. If the resistance $R$ is 60 $\Omega$, then Eq. (1.2) indicates that the average inductor current $\overline{I}_L$ should be 4 A.

It is now possible to sketch a fairly accurate picture of $\overline{I}_L(t)$, as shown in Fig. 1.5.

Because the source $V_s$ is constant and the steady state output voltage $\overline{V}_C(t)$ must be nearly constant for the converter to be useful, the slope of the inductor current is nearly constant as shown in
Fig. 1.5. Steady state inductor current $\bar{I}_l(t)$ for boost converter.

Fig. 1.5 whether the switch is open or closed. During the time $\tau_1$ when the switch is closed, the slope of $I_l(t)$ is determined by:

$$V_s = L \frac{d\bar{I}_l(t)}{dt} = L \frac{\Delta \bar{I}_l}{\Delta t} = L \frac{\Delta \bar{I}_l}{\tau_1}$$

For the element values in Fig. 1.3 and with $\tau_1 = 0.5 \times 10^{-4}$ sec, the change in inductor current $\Delta \bar{I}_l$ during $\tau_1$ is calculated to be $\Delta \bar{I}_l = 0.5$ A.

Knowledge of the average inductor current $\bar{I}_l$ and its change $\Delta \bar{I}_l$ is sufficient for completion of the picture of $\bar{I}_l(t)$. In particular, we can say that if the time when the switch closes is called $t = nT$, 

then \( I_c(nT) \approx 3.75 \text{ A} \). The approximate solution for \( I_c(t) \) is accurate to the extent that the voltage ripple on \( \bar{V}_c(t) \) is small compared with its average \( \bar{V}_c \).

We can compute \( \bar{V}_c(t) \) to see if the small ripple assumption is valid. If the ripple is small, then the assumptions are consistent, and the resulting steady state solutions are accurate.

During the time when the switch is closed, the capacitor discharges into the load resistor. The slope of the output voltage during this time is governed by:

\[
\frac{d\bar{V}_c(t)}{dt} = -\frac{\bar{V}_c(t)}{RC}
\]

However, if \( \bar{V}_c(t) \) does not change much during this time, then the slope is nearly constant and we may approximate it as follows:

\[
\frac{d\bar{V}_c(t)}{dt} \approx -\frac{\bar{V}_c}{RC} \approx \frac{\Delta \bar{V}_c}{\Delta t} = \frac{\Delta \bar{V}_c}{\tau_1}
\]

\[
\Delta \bar{V}_c = -\tau \frac{\bar{V}_c}{1 RC}
\]

For the element values shown in Fig. 1.3 and \( \tau_1 = 0.5 \times 10^{-4} \) sec, \( \Delta \bar{V}_c \) is 2.4 V which is only 2% of \( \bar{V}_c = 120 \) V. Thus the results are consistent and we may sketch \( \bar{V}_c(t) \) as shown in Fig. 1.6.
Fig. 1.6. Steady state capacitor voltage $\bar{V}_c(t)$ for boost converter.

In addition, knowing $\bar{V}_c$ and $\Delta \bar{V}_c$ we can say that if the time when the switch closes is $t = nT$ then $\bar{V}_c(nT) \approx 121.2 \text{ V}$.

As a check on the accuracy of this approach to finding the steady state solutions, a computer program was used to simulate this converter and calculate the exact (or at least more exact than this approach) values for $\bar{I}_c(nT)$ and $\bar{V}_c(nT)$, with the following results:

<table>
<thead>
<tr>
<th></th>
<th>Predicted</th>
<th>Exact</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{I}_c(nT)$</td>
<td>3.750</td>
<td>3.7478</td>
</tr>
<tr>
<td>$\bar{V}_c(nT)$</td>
<td>121.200</td>
<td>121.145</td>
</tr>
</tbody>
</table>

So we see that with some very simple analysis it is possible to find quite accurately the steady state conditions for a switching converter.
Before consideration of the problem of making a regulator out of this converter, something should be said about the advantages these circuits enjoy over their linear competitors. As was noted in the example shown in Fig. 1.2, a linear regulator may absorb a significant amount of power in performing a regulation function. In a switching converter such as the boost converter, if the switch, diode, and filtering elements were ideal, the efficiency would be 100%. Indeed, in practical circuits efficiencies on the order of 80% are easy to achieve. For state-of-the-art equipment, efficiencies as high as 95% have been reported [7].

In addition to their usually higher operating efficiency, switching regulators offer an extra degree of flexibility over linear regulators in that various topologies exist which can step the input voltage up (as with the boost converter), down, or both.

Now that we understand how the converter part of a switching regulator works and its advantages over linear regulators, this chapter will conclude with a discussion of the stability problems that occur when one tries to close a feedback loop around a converter to make it a regulator.

To make the converter of Fig. 1.3 a voltage regulator, a signal loop is made by choosing a pulse-width modulator and compensation as shown in Fig. 1.1. The feedback is set up such that an increase in the steady state output voltage tends to decrease the duty ratio of
the modulator. With sufficient gain in this loop, the output voltage of the regulator may be made insensitive to both source and load changes.

The basic steady state behavior of a great variety of switching regulators is well understood by designers in the field. However, analysis of the closed-loop dynamics of such circuits is another story. Because the control loop contains what is well approximated as a switch, analysis of the dynamics of the loop is a nonlinear control problem.

The problem of designing compensation to stabilize such a feedback loop would be much easier if the problem were linear. Two things favor this approach. First, in any well-designed switching regulator, regardless of topology, the switching frequency is deliberately designed to be much higher than the natural frequencies of the power handling filtering components. This is done so that ac components due to the switching will be small relative to the desired output. Second, in many cases the type of instability that commonly occurs is some relatively low-frequency modulation of the duty cycle which, after filtering, results in a nearly sinusoidal output.

The presence of a low-pass element along with generally low frequency phenomena being observed suggests that a describing function representation of the feedback and stability problem would be fruitful. The method as described by Middlebrook and Wester has
indeed shown itself to be both easy to work with and reasonably accurate in the prediction of performance at frequencies well below the switching frequency.

The problem is that engineers (and their customers), as a group are never satisfied with a regulator that merely works. There is always the urge to extend the performance of these circuits. One thing which seems easy enough to do is to improve the transient response. To do this one may increase the closed-loop bandwidth. However, as the closed-loop bandwidth approaches half the switching frequency, the linear continuous model gives erroneous results.

For a simple example of why this happens, imagine a regulator whose pulse-width modulator (PWM) is implemented as shown in Fig. 1.7. Here the on-off signal to the switch is produced by comparison of a sawtooth clock waveform with the feedback signal. Under steady state conditions the feedback signal is a voltage containing a ripple at the sawtooth frequency, if the modulator is not saturated (i.e., always on or always off). Since the time at which the switch turns off is determined by the sawtooth, information from the feedback is passed through the modulator once per cycle at the instant the switch is turned on.

Roughly speaking, information about the feedback signal flows through the modulator at discrete instants at a rate equal to the switching frequency. In other words, the pulse-width modulation
Fig. 1.7. Sawtooth modulator circuit and timing.
behaves as a sampler which samples the feedback signal at the switching frequency. Unlike the ideal analog sampler, the PWM does not have to sample uniformly (i.e., time between samples constant) nor is its output a series of impulse functions. Nevertheless, one might expect that signals entering the modulator with bandwidth greater than half the switching frequency would be in for trouble, which is indeed the case. If the information coming out of the modulator is contained in the time location of one of the switching instants per cycle, then periodic motion of this switching edge with respect to its steady-state location can occur at a maximum rate of half the switching frequency. Clearly, if a switching regulator is unstable with a small oscillation in duty ratio, the maximum possible frequency of oscillation is half the modulator switching frequency.

We may surmise that since the PWM in a switching regulator is part of the feedback loop, a linear small-signal continuous model of the loop dynamics will become increasingly inaccurate at higher frequencies in describing loop behavior, because of the sampling nature of the PWM. Chapter 2 will show how this inaccuracy at frequencies near half the switching frequency may be overcome by using a linear small-signal discrete model for the regulator. This is done by replacing the approximate differential equations of the continuous model with a set of exact difference equations.
Chapter 2
Derivation of Converter Difference Equations

This chapter introduces the discrete analysis of a switching converter. The first part of the chapter shows how one can derive the exact set of small-signal linear difference equations which characterizes a generalized switching converter about a steady state operating point. Equivalent derivations have been done before, but by means of somewhat different arguments and notation [6, 8]. Also, to point out the differences between the discrete converter models, and describing function or "averaged" converter models, their derivations are compared.

To add concreteness to the general converter model derivation, the difference equations for the boost converter introduced in Chapter 1 are found. This derivation is done briefly to illustrate how a designer would proceed; the derivation will be reviewed in Chapter 5.

Although the general derivation requires a substantial amount of algebra and matrix manipulation, most of the math is in the general derivation and very little is shown to be necessary in putting the method into practice.

The conclusions to be drawn from this chapter are: first, a difference equation model of a converter is a true small-signal linear model with no "low-frequency" approximations necessary for its
validity, and second, at least in form, the difference equations are not difficult to derive.

The idea that a nonlinear system containing a switch might be analyzed with discrete techniques is not a new one. It has an interesting history, first being described by Y. S. Zypkin [9] in the analysis of the stability of limit cycles in certain relay control systems. A large-signal approximate extension of the idea for a particular type of PWM system was later used by R. E. Andeen [10]. Later, McVey and Nurre [11] used the method to locate possible limit cycles in relay-type systems. More recently Sucena-Paiva et al [12] have successfully demonstrated the method in studying the stability of silicon-controlled-rectifier regulator circuits. Finally, Prajoux, Capel, and Ferrante [6], and Iwens, Yu, and Triner [8] have developed the analysis in exact form for several special types of switching regulators such as the one mentioned in Chapter 1.

The discrete model of a switching converter, like any other small-signal model, is useful in describing the local behavior about some operating point of what is basically a nonlinear system. For sufficiently small disturbances from the operating point the discrete model gives an accurate description of how the actual converter behaves.
We begin the derivation of the converter difference equations by introducing the large-signal mathematical model of Eqs. (2.1):

\[
\dot{x}(t) = D_1(t) \left[ A_1 x(t) + B_1 u \right] + D_2(t) \left[ A_2 x(t) + B_2 u \right] \tag{2.1}
\]

in which

\[
x(t) = \begin{bmatrix}
    x_1(t) \\
    \vdots \\
    x_m(t)
\end{bmatrix} \quad \dot{x}(t) = \begin{bmatrix}
    \frac{dx_1(t)}{dt} \\
    \vdots \\
    \frac{dx_m(t)}{dt}
\end{bmatrix}
\]

This set of matrix equations characterizes the behavior of most switching converters. The notation is as follows: \( x(t) \) is an \( m^{\text{th}} \) order column vector containing the state variables of the converter at time \( t \). Its components \( x_1(t) \) through \( x_m(t) \) are chosen such that they are all \underline{continuous} functions of time. The functions \( D_1(t) \) and \( D_2(t) \) are scalar functions which may be termed pulse-width modulation functions or simply modulation functions. These functions are described pictorially in Fig. 2.1. They have the following properties:

1. They are binary valued, being either zero or unity.
2. Their sum \( D_1(t) + D_2(t) \) is unity for all \( t \).
Fig. 2.1. Modulation function timing diagram.

Physically these functions represent the alteration of the converter topology as ideal switches are opened and closed, and in general there is no requirement for periodicity.

The matrices $A_1$ and $A_2$ are $m \times m$ constant matrices, while $B_1$ and $B_2$ are $m \times r$ constant matrices. Independent voltage and current sources are contained in $u$ an $r^{th}$ order column vector. For simplicity these sources are taken to be dc sources in this derivation. This choice is adequate to treat many types of converters, although it can be shown that the only necessary assumption about the sources is that they are periodic at the converter switching frequency. During a time interval when $D_1(t) = 1$, $A_1$ and $B_1$ indicate the current network topology. At the instant when $D_1$ becomes zero and $D_2$
becomes unity, the new network topology is described by $A_2$ and $B_2$, and reverts to $A_1$, $B_1$ when again $D_1$ becomes unity and $D_2$ zero. As already stated, the components of $x(t)$ are chosen so that they are continuous across each switching transition. The operation of this generalized open loop converter is summarized in Fig. 2.2.

Formulation of the large-signal converter model of Eqs. (2.1) is the first step in the difference equation derivation. The next step is choice of a steady state operating condition for the converter.

The boost converter example in Chapter 1 showed that the signal that "drives" the converter is the on-off signal from the pulse-width modulator. We were able to find the steady state converter waveforms when this modulator signal was periodic with constant duty ratio. This on-off signal is modeled in Eqs. (2.1) by the modulation

![Diagram](image)

**Fig. 2.2.** Operation of generalized open-loop converter.
functions $D_1(t)$ and $D_2(t)$. We therefore conclude that to choose a particular steady state condition, $D_1(t)$ and $D_2(t)$ must be periodic functions of $t$. These functions are denoted as $\bar{D}_1(t)$ and $\bar{D}_2(t)$, each being unity for a time $\tau_1$ and $\tau_2$ respectively, as shown in Fig. 2.3.

From the example in Chapter 1 we know that if a boost converter is excited by a periodic switch drive, the steady state inductor current $I_L(t)$ and capacitor voltage $V_C(t)$ are also periodic functions of time. Hence, we conclude that the steady state solution of Eqs. (2.1) which we call $\mathcal{X}(t)$ is periodic with the same period as $\bar{D}_1(t)$ and $\bar{D}_2(t)$. Thus, the second step in the derivation is to specify

![Diagram showing the modulation function timing](image-url)

**Fig. 2.3.** Steady state modulation function timing.
steady state modulation functions $\bar{D}_1(t)$ and $\bar{D}_2(t)$ which give rise through Eqs. (2.1) to a steady state solution $\bar{x}(t)$. The steady state quantities $\bar{D}_1$, $\bar{D}_2$ and $\bar{x}$ then satisfy Eqs. (2.2):

$$\dot{\bar{x}} = \bar{D}_1 \left[ A_1 \bar{x} + B_1 u \right] + \bar{D}_2 \left[ A_2 \bar{x} + B_2 u \right]$$  \hspace{1cm} (2.2)

The next step in the derivation is description of the behavior of perturbations about the steady state condition. The source of the perturbations $\bar{z}(t)$ is modulation of the widths of the $D(t)$ functions about their steady state values. Figures 2.4a, b and c show that there are three different ways of doing this. The crosshatched edges in these figures indicate that these switching instants are moved about their steady state time locations from cycle to cycle.

In later examples in this work the time when the converter switch is closed is taken as the $D_1 = 1$ interval. The words "leading" and "trailing" are defined with respect to when the switch is closed so that "leading-edge" modulation is of the instant when $D_1$ becomes unity and "trailing-edge" modulation is of the instant when $D_1$ becomes zero.

For this derivation we choose the type of modulation to be leading-edge modulation as shown in Fig. 2.4a. The difference equation derivation for trailing-edge modulation is identical to that of leading-edge modulation except for a change in the time reference, so the result for this case will simply be stated. Although it can be
Fig. 2.4. Three types of pulse-width modulation.

shown that the double-edge modulation of Fig. 2.4c can be analyzed with discrete models, the results are more complex and they contribute little additional understanding to the difference equation derivation, so this case is ignored here.
Having chosen leading-edge modulation, we continue toward describing the behavior of perturbations on the steady state solution by modeling perturbations on the steady state modulation functions. Figure 2.5 shows two consecutive leading-edge perturbations in detail. The width of the \( n^{th} \) perturbation is a time \( \Delta t_n \), but instead of using this variable in the derivation we use a normalized variable \( d_n \) defined by the relation \( d_n = \Delta t_n / T \). The modulation being small compared with the converter period \( T \) then implies \( |d_n| \ll 1 \). The steady state location of the leading edge of the \( n^{th} \) converter cycle is chosen as the reference time \( nT \).

Figure 2.5 shows that leading-edge modulation is equivalent to addition of a stream of pulses \( d(t) \) to \( D_2(t) \) and subtraction of this
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Fig. 2.5. Detail of leading-edge pulse-width modulation timing.
same stream of pulses from \( \overline{D}_1(t) \), that is, \( D_2(t) = \overline{D}_2(t) + d(t) \) and \( D_1(t) = \overline{D}_1(t) - d(t) \).

To determine the effects of the modulation shown in Fig. 2.5, we substitute \( D_1(t) = \overline{D}_1(t) - d(t) \) and \( D_2(t) = \overline{D}_2(t) + d(t) \) into Eqs. (2.1). Since this perturbation in the steady state modulation should give rise to a perturbation \( \bar{x}(t) \) on the steady state solution \( \bar{x}(t) \), we also substitute \( x(t) = \bar{x}(t) + \bar{x}(t) \) into Eqs. (2.1) to yield Eqs. (2.3):

\[
\dot{x} + \bar{x} = \left( \overline{D}_1 - d \right) \left[ A_1(\overline{x} + \bar{x}) + B_1u \right] + \left( \overline{D}_2 + d \right) \left[ A_2(\overline{x} + \bar{x}) + B_2u \right]
\]

Subtraction of the steady state Eqs. (2.2) from Eqs. (2.3) leaves Eqs. (2.4), which describe the behavior of the perturbation \( \bar{x}(t) \) caused by the modulation \( d(t) \):

\[
\dot{\bar{x}} = \overline{D}_1 A_1 \bar{x} + \overline{D}_2 A_2 \bar{x} + d \left[ (A_2 - A_1)\bar{x} + (B_2 - B_1)u \right] + d \left[ (A_2 - A_1)\bar{x} \right]
\]

The right-hand side of Eqs. (2.4) consists of three parts. The first part represents the steady state dynamics of the open-loop converter when there is no modulation. The second part may be thought of as a forcing function or input. It consists of a stream of pulses \( d(t) \) with gain coefficients dependent in general on the steady state solution \( \bar{x}(t) \) and on the independent sources. Finally, there is a third part which is a "small" stream of pulses compared with the second part if the components of \( \bar{x} \) are "small".
It can be shown that the third part of Eqs. (2.4) ultimately makes a negligible contribution to small-signal equations, so we neglect this term and complete this part of the difference equation derivation by writing the differential equations for "small" perturbations as Eqs. (2.5):

$$\dot{x} = \bar{D}_1 A_1 \bar{x} + \bar{D}_2 A_2 \bar{x} + d \left[ (A_2 - A_1) \bar{x} + (B_2 - B_1) u \right]$$  \hspace{1cm} (2.5)

At this point if a continuous small signal model of the system is desired, an averaging operator may be applied to both sides of Eqs. (2.5) resulting in the set of continuous differential equations (2.6):

$$\langle \dot{x} \rangle = \left[ \frac{\tau_1}{T} A_1 + \frac{\tau_2}{T} A_2 \right] \langle x \rangle + \langle d \rangle \left[ (A_2 - A_1) \langle x \rangle + (B_2 - B_1) \langle u \rangle \right]$$  \hspace{1cm} (2.6)

In Eqs. (2.6) $\langle x \rangle$ indicates the new set of variables and is some average of $\bar{x}$ such as $\frac{1}{T} \int_{t-T}^{t} \bar{x} \, dt$.

This is the averaging method of Middlebrook and Wester. One result of this method of linearization is that there is a disparity between the actual average perturbation and $\langle x \rangle$, its average as computed by Eqs. (2.5), which increases as $\bar{x}$ changes more rapidly in one converter cycle. This is because the average of the product of $\bar{D}_i(t)\bar{x}$ in general is not equal to the product of the averages of
$\bar{D}_i$ and $\bar{x}$ unless $\bar{x}$ is constant. Thus an approximation is made to get from Eqs. (2.5) to Eqs. (2.6), which requires the switching frequency of the converter to be much higher than the cutoff frequency of the power filtering components. This approximation is well satisfied for most converters, making measurements of open-loop averaged quantities agree well with predictions at frequencies up to half the switching frequency. Yet experience shows that the averaged converter models give erroneous predictions of regulator transient response as the closed-loop bandwidth nears half the switching frequency. The reason for this paradoxical behavior is that the averaged models also require the harmonic assumption discussed in the introduction to describe closed-loop behavior. So, rather than average the Eqs. (2.5), we continue with the difference equation derivation here.

The final step in the derivation of the converter difference equations is to integrate the "small" perturbation equations (2.5) across one complete converter period in the time domain. With reference to Fig. 2.5, this is done in two parts; first, across the $d(t)$ pulse from $nT$ to $nT + d_n T$, and then across the remainder of the period from $nT + d_n T$ to $(n + 1)T$.

In performing this integration extensive use is made of the fact that the width $d_n T$ becomes vanishingly small for small signals. This small-signal approximation limits the resultant discrete
convertor model to the approximate description of local behavior
about a steady state condition; but, in return for this limitation the
integration of Eqs. (2.5) is simplified and the resultant small-signal
difference equations are linear.

Integration of Eqs. (2.5) first across the narrow \( d(t) \) pulse
leads to the following expression:

\[
\begin{align*}
& \int_{nT}^{nT + d_nT} \ddot{x} \, dt = \int_{nT}^{nT + d_nT} (\ddot{D}_1 \dot{x} + \ddot{D}_2 \dot{A}_z \ddot{x}) \, dt \\
& + \int_{nT}^{nT + d_nT} d \left[ (A_2 - A_1) \ddot{x} + (B_2 - B_1) u \right] \, dt \tag{2.7}
\end{align*}
\]

The left-hand side of Eqs. (2.7) is simply equal to \( \ddot{x}(nT + d_nT) \)
- \( \ddot{x}(nT) \). The right-hand side may be evaluated for the small-signal
result by repeated application of the integral mean value theorem,
but it is more instructive if we reason that since the first integral
contains "small" quantities \( \ddot{x}(t) \) integrated over a "small" time \( d_nT \),
its contribution to Eqs. (2.7) is of second order and hence negligible
for small signals.

We can similarly argue that the second integral on the right-hand
side of Eqs. (2.7) contains "large" quantities \( \ddot{x} \) and \( u \) integrated
over "small" time, producing a \textit{first order} contribution to Eqs. (2.7). Consequently, the result of integration of Eqs. (2.7) for small signals is:

\[
\bar{x}(nT + d_n T) - \bar{x}(nT) = d_n T \left[ (A_2 - A_1) \bar{x}(nT) + (B_2 - B_1) u \right] \quad (2.8)
\]

Note that in Eqs. (2.8) the steady state solution is evaluated at \( nT \).

As the modulation becomes vanishingly small, it matters little whether we evaluate \( \bar{x} \) at \( nT + d_n T \) or \( nT \) because its components are all continuous.

To complete the integration we integrate Eqs. (2.5) from time \( nT + d_n T \) to \( (n + 1)T \) in Fig. 2.5. Because this is between \( d(t) \) pulses, Eqs. (2.5) reduce to Eqs. (2.9):

\[
\dot{\bar{x}} = \bar{D}_1 \bar{A}_1 \bar{x} + \bar{D}_2 \bar{A}_2 \bar{x} \quad (2.9)
\]

When \( \bar{D}_1 = 1 \), Eqs. (2.9) become \( \dot{\bar{x}} = \bar{A}_1 \bar{x} \). The solution of \( \dot{\bar{x}} = \bar{A}_1 \bar{x} \) in terms of its initial condition \( \bar{x}(nT + d_n T) \) is given by Eqs. (2.10):

\[
\bar{x}(t) = e^{\bar{A}_1 t} \bar{x}(nT + d_n T) \quad (2.10)
\]
The symbol $e^{At}$ represents the exponential matrix. It has many properties reminiscent of the scalar exponential function. Among them are:

1. Series definition: $e^{At} \triangleq I + A + \frac{A^2 t^2}{2!} + \cdots = \sum_{k=0}^{\infty} \frac{A^k t^k}{k!}$

2. Matrix differential equation: $e^{At}$ solves $\dot{Y} = AY$

3. Behavior at $t = 0$: $e^{A \cdot 0} = I$, the identity matrix;

4. Commutivity: $e^{At_1} e^{At_2} = e^{At_2} e^{At_1} = e^{A(t_2 + t_1)}$

5. Inverse: $e^{At} e^{-At} = e^{A(t-t)} = I$

Thus, inverse of $e^{At}$ is $e^{-At}$

Note: $e^{At} e^{Bt} \neq e^{(A + B)t}$ unless $AB = BA$

If the widths of the $d(t)$ pulses in Fig. 2.5 become vanishingly small, then integration from $nt + d_n T$ to $nt + \tau_1$ is nearly the same as integration from $nt$ to $nt + \tau_1$. It is easily shown then that the small-signal equations that take the states of the converter from $nt + d_n T$ to $nt + \tau_1$ are Eqs. (2.11):

$$\bar{x}(nt + \tau_1) = e^{A_1 \tau_1} \bar{x}(nt + d_n T) \quad (2.11)$$
Application of the same argument to Eqs. (2.9) when $\bar{D}_2 = 1$ yields Eqs. (2.12):

$$\bar{x}(n + 1) T = e^{A_2 T_2} \bar{x}(nT + \tau_1)$$  \hspace{1cm} (2.12)

Because $x(t)$ was chosen to be continuous for all $t$, then $\bar{x}$ and $\bar{x}$ are also continuous for all $t$. This means that the small-signal integration results of Eqs. (2.8), (2.11) and (2.12) can be connected end to end to form the complete set of small-signal converter difference equations (2.13) for leading-edge modulation:

$$\bar{x}(n + 1) T = e^{A_2 T_2} e^{A_1 T_1} \left[ \bar{x}(nT) + d_n T \left[ (A_2 - A_1) \bar{x}(nT) + (B_2 - B_1) u \right] \right]$$  \hspace{1cm} (2.13)

With this result our derivation is complete, but because there are many symbols in Eqs. (2.13), the reader may understand the meaning of this result more clearly if it is expressed in words.

What Eqs. (2.13) say is as follows:

We are given $\bar{x}(nT)$, the perturbation on the steady state solution at a time $nT$ just before a small modulation $d_n T$ occurs. The modulation adds an additional perturbation to $\bar{x}(nT)$ if the circuit topology changes at the switching instant (i.e., $(A_2 - A_1) \neq [0]$) and the steady state solution $\bar{x}(nT)$ at the steady state switching instant is not zero, or if independent sources $u$ are switched in or out around this time (i.e., $(B_2 - B_1) \neq [0]$).
The resultant perturbations are taken as initial conditions at the beginning of one cycle and used to find the final conditions at the end of this cycle just before the next modulation occurs.

The results for trailing-edge modulation are found by following the same procedures. For this case the reference time \( nT \) is chosen to be at the beginning of the \( D_2 = 1 \) pulses. The result is stated in Eqs. (2.14):

\[
x(n+1)T = e^{A_1 T_1} e^{A_2 T_2} \left[ \bar{x}(nT) + d_n T \left[ (A_1 - A_2) \bar{x}(nT) + (B_1 - B_2) u \right] \right] \quad (2.14)
\]

Both of these sets of linear difference equations become exact descriptions of the effect of pulse-width modulation on perturbations from the steady state solution as the modulation \( d_n \) becomes vanishingly small. Though for the derivation \( d_n \) was taken as positive, one finds the same formal result of Eqs. (2.13) and (2.14) for \( d_n \) negative, so that the modulation may be on either side of the steady state switching instant. The important thing to note about these linear converter models is that no assumptions about the switching frequency relative to the natural frequencies of the filter were necessary. Also note that a solution of Eqs. (2.13) defines the state of the converter only at a sequence of the time points \( nT \), rather than for all time.
However, it is clear that if the state is known at one time during each period, its behavior at other times during the period may be found by use of exponential matrices. Hence, the behavior of this sequence of points is sufficient to imply the local behavior of the continuous converter.

An additional conclusion from the difference equations for both leading and trailing edge modulation is that they are both of the form

$$\dddot{x}_{(n+1)T} = M \left[ \dddot{x}_{nT} + d_n K \right]$$

where $M$ is a constant matrix called the transition matrix and $K$ is a constant column vector. From Eqs. (2.13) and (2.14) it is clear that even if there is no modulation (i.e., $d_n = 0$ for all $n$), these formulations produce two different transition matrices. Yet, if the difference equation formulation is to be correct these two different transition matrices should indicate the same dynamic behavior. In Appendix 3 this argument is used as motivation to show that the eigenvalues of all transition matrices for the same converter are the same.

Up to this point we have shown that one can start with a large-signal mathematical model for virtually any kind of switching converter and with a step-by-step approach ultimately derive a small-signal difference equation model of the converter's behavior about some steady state condition.
Once the ideas are understood the derivation for a particular case may be done rapidly.

As an example of the procedure to develop the difference equations for a specific converter, consider the circuit of Fig. 2.6. Details on the steady state operation of this converter may be found in Chapter 1. Following the general derivation we first cast the equations for this regulator in the form of Eqs. (2.1). The inductor current $I_L(t)$ and the capacitor voltage $V_C(t)$ are chosen as the state variables $x(t)$ because they remain continuous as switch $S$ is opened and closed. Consider the interval when $S$ is closed as the

![Fig. 2.6. Boost converter simplified model.](image-url)
\( D_1 = 1 \) interval. During this interval the state equations of the boost circuit are:

\[
\begin{bmatrix}
I_l \\
V_c
\end{bmatrix}
= \begin{bmatrix}
0 & 0 \\
0 & -\frac{1}{RC}
\end{bmatrix}
\begin{bmatrix}
I_l \\
V_c
\end{bmatrix}
+ \begin{bmatrix}
\frac{1}{L} \\
0
\end{bmatrix}
\begin{bmatrix}
V_s
\end{bmatrix}
\]

\[
\dot{x} = A_1x + B_1u
\]

When the switch is open, \( D_2 = 1 \). The state equations for this interval are:

\[
\begin{bmatrix}
I_l \\
V_c
\end{bmatrix}
= \begin{bmatrix}
0 & \frac{1}{L} \\
\frac{1}{C} & -\frac{1}{RC}
\end{bmatrix}
\begin{bmatrix}
I_l \\
V_c
\end{bmatrix}
+ \begin{bmatrix}
\frac{1}{L} \\
0
\end{bmatrix}
\begin{bmatrix}
V_s
\end{bmatrix}
\]

\[
\dot{x} = A_2x + B_2u
\]

As in Chapter 1 we treat here the "continuous conduction" mode in which the inductor current never is zero.
The combination of the equations for the $D_1$ and $D_2$ intervals yields Eqs. (2.15):

\[
\begin{bmatrix}
    I_{\ell} \\
    V_c
\end{bmatrix}
= D_1 \begin{bmatrix} 0 & 0 \\ 0 & -\frac{1}{RC} \end{bmatrix}
\begin{bmatrix}
    I_{\ell} \\
    V_c
\end{bmatrix}
+ \begin{bmatrix}
    \frac{1}{L} \\
    0
\end{bmatrix}
\begin{bmatrix}
    V_s
\end{bmatrix}
+ D_2 \begin{bmatrix} 0 & -\frac{1}{L} \\ \frac{1}{C} & -\frac{1}{RC} \end{bmatrix}
\begin{bmatrix}
    I_{\ell} \\
    V_c
\end{bmatrix}
+ \begin{bmatrix}
    \frac{1}{L} \\
    0
\end{bmatrix}
\begin{bmatrix}
    V_s
\end{bmatrix}
\] (2.15)

In the next step of the derivation the steady state condition is specified by choosing periodic modulation functions $\bar{D}_1$ and $\bar{D}_2$. Then if necessary we can find the steady state current and voltage $I_{\ell}(t)$ and $V_c(t)$ which correspond to $\bar{D}_1$ and $\bar{D}_2$ by the methods shown in Chapter 1.

In the third part of the derivation we first choose the type of modulation (see Figs. 2.4a, b, c), then make the appropriate substitutions into the large signal Eqs. (2.17) to extract the equations describing the continuous perturbations.
For the choice of leading edge modulation we form Eqs. (2.16):

\[
\begin{bmatrix}
\hat{I}_l \\
\hat{\bar{V}}_c
\end{bmatrix}
+ \begin{bmatrix}
\bar{I}_l \\
\bar{\bar{V}}_c
\end{bmatrix}
= \left( D_1 - d \right)
\begin{bmatrix}
0 & 0 \\
0 & \frac{1}{RC}
\end{bmatrix}
\begin{bmatrix}
\hat{I}_l + \bar{I}_l \\
\hat{\bar{V}}_c + \bar{\bar{V}}_c
\end{bmatrix}
+ \begin{bmatrix}
\frac{1}{L} \\
0
\end{bmatrix}
\begin{bmatrix}
V_s
\end{bmatrix}

+ \left( D_2 + d \right)
\begin{bmatrix}
0 & -\frac{1}{L} \\
\frac{1}{C} & -\frac{1}{RC}
\end{bmatrix}
\begin{bmatrix}
\hat{I}_l + \bar{I}_l \\
\hat{\bar{V}}_c + \bar{\bar{V}}_c
\end{bmatrix}
+ \begin{bmatrix}
\frac{1}{L} \\
0
\end{bmatrix}
\begin{bmatrix}
V_s
\end{bmatrix}
\tag{2.16}
\]

Removal of the steady state part from these equations leaves

Eqs. (2.17), in which we ignore the group of "small" terms as shown:

\[
\begin{bmatrix}
\bar{I}_l \\
\bar{\bar{V}}_c
\end{bmatrix}
= D_1
\begin{bmatrix}
0 & 0 \\
0 & -\frac{1}{RC}
\end{bmatrix}
\begin{bmatrix}
\bar{I}_l \\
\bar{\bar{V}}_c
\end{bmatrix}
+ D_2
\begin{bmatrix}
0 & -\frac{1}{L} \\
\frac{1}{C} & -\frac{1}{RC}
\end{bmatrix}
\begin{bmatrix}
\bar{I}_l \\
\bar{\bar{V}}_c
\end{bmatrix}

+ d
\begin{bmatrix}
0 & -\frac{1}{L} \\
\frac{1}{C} & 0
\end{bmatrix}
\begin{bmatrix}
\bar{I}_l \\
\bar{\bar{V}}_c
\end{bmatrix}
\tag{2.17}
\]

This set corresponds to Eqs. (2.5) for the general case.
The final step in the derivation is to integrate Eqs. (2.17) across a complete converter period from the beginning of the \( n \)th \( d(t) \) pulse to the beginning of the \( (n + 1) \)th \( d(t) \) pulse as shown in Fig. 2.7.

![Diagram of modulation timing for boost converter.](image)

**Fig. 2.7.** Modulation timing for boost converter.

To do this we ignore the fact that the \( d(t) \) pulses can encroach on the length of the \( n \)th period, and say that for small signals the matrix which carries the states at time \( nT + d_nT \) across to \( (n + 1)T \) is the transition matrix \( M = e^{A_2T_2} e^{A_1T_1} \).

\[
\begin{bmatrix}
\tilde{i}_L ((n+1)T) \\
\tilde{v}_c ((n+1)T)
\end{bmatrix}
= e^{A_2T_2} e^{A_1T_1}
\begin{bmatrix}
\tilde{i}_L (nT + d_nT) \\
\tilde{v}_c (nT + d_nT)
\end{bmatrix}
\tag{2.18}
\]
Next we simplify Eqs. (2.17) for the time period \( nT \) to \( nT + d_nT \) by ignoring all terms except the "full size" coefficients of \( d \):

\[
\begin{bmatrix}
\dot{\bar{I}}_L \\
\dot{\bar{V}}_C
\end{bmatrix}
= d
\begin{bmatrix}
0 & -\frac{1}{L} \\
\frac{1}{C} & -\frac{1}{RC}
\end{bmatrix}
\begin{bmatrix}
\bar{I}_L \\
\bar{V}_C
\end{bmatrix}
\]

This approximation only ignores second order terms which would ultimately be neglected anyway in a small-signal model.

Finally, because \( \bar{I}_L(t) \) and \( \bar{V}_C(t) \) are continuous, they cannot change very much during the short time from \( nT \) to \( nT + d_nT \). So if \( d(t) \) is very narrow, we can replace \( \bar{I}_L(t) \) with \( \bar{I}_L(nT) \) (or \( \bar{I}_L(T) \) since \( \bar{I}_L(t) \) is periodic) and replace \( \bar{V}_C(t) \) with \( \bar{V}_C(nT) \) (or \( \bar{V}_C(T) \)) in the integration over the \( d(t) \) pulse width:

\[
\begin{bmatrix}
\dot{\bar{I}}_L \\
\dot{\bar{V}}_C
\end{bmatrix}
= d
\begin{bmatrix}
0 & -\frac{1}{L} \\
\frac{1}{C} & 0
\end{bmatrix}
\begin{bmatrix}
\bar{I}_L(nT) \\
\bar{V}_C(nT)
\end{bmatrix}
\]

This approximation also ignores only second order terms.
This expression then allows us to write the result of integration of (2.17) across from $nT$ to $nT + d_n T$ by inspection:

$$\begin{bmatrix} \tilde{i}_L(nT + d_n T) \\
\tilde{v}_c(nT + d_n T) \end{bmatrix} = \begin{bmatrix} \tilde{i}_L(nT) \\
\tilde{v}_c(nT) \end{bmatrix} + d_n T \begin{bmatrix} 0 & 1 \\
\frac{1}{L} & 0 \end{bmatrix} \begin{bmatrix} \tilde{i}_L(nT) \\
\tilde{v}_c(nT) \end{bmatrix}$$

$$= \begin{bmatrix} \tilde{i}_L(nT) - d_n T \frac{\tilde{v}_c(T)}{C} \\
\tilde{v}_c(nT) + d_n T \frac{\tilde{i}_L(T)}{L} \end{bmatrix}$$

The result is then combined with Eq. (2.18) to yield the complete boost converter small-signal difference equations (2.19) for leading-edge modulation:

$$\begin{bmatrix} \tilde{i}_L((n + 1)T) \\
\tilde{v}_c((n + 1)T) \end{bmatrix} = \begin{bmatrix} A_2 \tau_2 & A_1 \tau_1 \end{bmatrix} \begin{bmatrix} \tilde{i}_L(nT) - d_n T \frac{\tilde{v}_c(T)}{L} \\
\tilde{v}_c(nT) + d_n T \frac{\tilde{i}_L(T)}{C} \end{bmatrix}$$

These equations say two separate things for the case of small-signal pulse-width modulation:

1. Small-signal perturbations on the steady state solutions are carried across each period by the transition matrix corresponding to $d(t) = 0$ for all $t$. 
2. The only significant perturbations caused by modulation are due to interaction between the pulse-width modulation and the steady state solutions.

In summary, it has been shown in this chapter that an exact linear small-signal model of a generalized open-loop switching converter may be derived by characterization of the converter by a set of linear difference equations rather than by a set of linear differential equations.

The steps in this derivation are:
1. Write the large-signal equations of the converter.
2. Choose a steady state operating point.
3. Find the nonlinear differential equations for perturbations about the operating point.
4. Use the small-signal approximation to integrate the perturbation equations across one complete cycle including modulation to find the small-signal difference equations.

The feature of this discrete analysis that makes it potentially very useful is that the only approximation used to linearize the model is the small-signal approximation of step 4. This means that although a discrete model is valid only for small signals, it does not have the frequency limitations of the describing function models.

The extended range of frequency validity only makes the discrete converter model potentially useful. What ultimately affects its use
in a design mode is the amount of work one has to do to derive this model. Because ease of use is one goal of this thesis, it is worthwhile to assess the difficulty in the various steps of derivation of the converter difference equations.

The first step in writing the large-signal converter equations is generally quite easy if one is familiar with the state variable formulation. Since the practicing engineer may not be so familiar with this characterization, a simple systematic technique for finding converter state equations is included in Appendix 1.

Many types of switching converters have only two basic state variables (usually an inductor current and a capacitor voltage), so that the effort is not much more involved than the boost converter example at the end of this chapter. We may thus conclude that step 1 in the derivation, although being unfamiliar to some, is generally easy to do.

The second step amounts simply to choosing a set of symbols to stand for the steady state conditions (e.g., $\bar{I}_L(t)$ and $\bar{V}_C(t)$ in this example). Ultimately in using the final difference equations one will need to know the steady state solution at the time of modulation in the period, for example $\bar{I}_L(nT)$ and $\bar{V}_C(nT)$. It was demonstrated in Chapter 1, however, that accurate values for these quantities can be found easily by analysis that designers are familiar with. So we conclude that the second step in the model derivation is easy.
The third step consists of subtraction of the steady state solution from the total solution to find a characterization for the various perturbations. This step is trivial, only requiring the designer to decide where during the converter cycle the modulation will be placed.

The last step integration of the perturbation equations, is easy in principle but difficult to implement. The final answer is easily written in the form of Eqs. (2.19) shown in the boost converter example, but the practical problem in utilization of the difference equations such as Eqs. (2.19) is that ultimately one needs to know the exponential matrices explicitly. Computation of even one of these in exact symbolic form for a simple two-state converter can be a formidable task. An indication of this will be given in Chapter 5.

It has been this difficulty that has resulted in discrete converter models being little used for initial design purposes.

We shall show in Chapter 5 that use of a generalization of the simple "straight-line" approximations used in Chapter 1 to find the steady state conditions of a converter effectively solves the difficulty of finding explicit forms for the exponential matrices.
Chapter 3
Derivation of Pulse-Width Modulator Difference Equations

The contents of this chapter are a companion to the principal work of the last chapter. In that chapter a four-step derivation was introduced to show how nearly any kind of switching converter could be modeled by a set of small-signal linear difference equations. In this chapter we show that three different pulse-width modulators may also be modeled by small-signal difference equations.

In earlier work by Yuh [13] the three modulators treated here have been characterized by describing function methods. Because of the complicated frequency spectrum produced by pulse-width modulation, a significant amount of effort is necessary to derive the exact df models and in the end they seem to offer little additional insight over one's original intuitive feeling about a particular modulator.

In contrast to the difficulty presented by df analysis of pulse-width modulators, this chapter shows that discrete modulator models are remarkably easy to derive, principally because their behavior in the time domain is usually simple to describe mathematically. This ease of derivation leads us to conclude that modeling the modulator introduces no new problems in the use of discrete models for design purposes.
As with the converter difference equation derivation of the last chapter, the only approximation used in this discrete modulator derivation is the small-signal approximation. So once again the result is linear, but has no frequency limitations.

To allow more explicit forms for the modulator models to be presented we take the regulator compensation to consist of a linear combination of the converter state variables $x(t)$ and a dc reference signal $V_r$:

$$V(t) = h_1 x_1 + h_2 x_2 + \ldots + h_m x_m + V_r = H^T x(t) + V_r \quad (3.1)$$

In Eq. (3.1) $V(t)$ is the signal input to the modulator and $H^T$ is a row vector containing the gain (or attenuation) constants applied to the components $x_1, \ldots, x_m$ of $x(t)$.

Compensation of the form of Eqs. (3.1) is the most general kind of compensation that one can consider for a regulator short of the inclusion of reactive frequency-shaping components in the compensation. Treatment of this "reactive" compensation is reserved for Appendix 2. With the compensation form of Eq. (3.1) noted, the modulator model derivations begin with the sawtooth modulator.

We first discussed the behavior of this modulator at the end of Chapter 1. In its simplest form the sawtooth modulator is a voltage comparator that switches when the feedback signal $V(t)$ is equal to a
sawtooth clock signal $R(t)$. A detailed picture of the timing for this modulator is given in Fig. 3.1.

The difference equation derivation for this modulator has been done by others, but is included here as a starting point. We first write the large-signal equation that describes the switching time $t_s$:

$$R(t_s) - V(t_s) = 0 \quad (3.2)$$

If the falling edge of the sawtooth is fast, then essentially only a single transition is modulated in each period. This is arbitrarily chosen to be at the beginning of the $D_1 = 1$ interval.

In the steady state condition, reference to Fig. 3.1 shows that the modulator inputs satisfy Eq. (3.3):

$$R(nT) - \bar{V}(nT) = 0 \quad (3.3)$$

If a small perturbation is added to the steady state modulator input, the output switches at a slightly different time, which may be computed with the following line of reasoning.

First, the new switching time in the $n^{th}$ period is defined by the relation $R(nT + d_n T) - V(nT + d_n T) = 0$. Since the input $V$ is a combination of steady state $\bar{V}$ and perturbation $\bar{v}$, the relation for the switching time may also be expressed by Eq. (3.4):

$$R(nT + d_n T) - \left[ \bar{V}(nT + d_n T) + \bar{v}(nT + d_n T) \right] = 0 \quad (3.4)$$
Fig. 3.1. Sawtooth modulation timing diagram.
If the input perturbation $\tilde{v}$ is small, then the modulation $d_n T$ is also small; hence we may approximate $R$, $\tilde{V}$ and $\tilde{v}$ in Eq. (3.4) with part of their Taylor series expansions about the steady state switching time $nT$ as shown in Eq. (3.5):

$$R(nT) + R'(nT)d_n T - \left[\tilde{V}(nT) + \tilde{V}'(nT)d_n T + \tilde{v}(nT) + \tilde{v}'(nT)d_n T\right] = 0 \quad (3.5)$$

Next, we subtract the steady state relation Eq. (3.3) from Eq. (3.5) and neglect the term $\tilde{v}'(nT)d_n T$ as being of second order. Then we rearrange terms to obtain the final result given in Eq. (3.6):

$$d_n = \frac{\tilde{v}(nT)}{T(R' - \tilde{V}'(nT))} \quad (3.6)$$

where $R'$ is the constant slope of the sawtooth, and $\tilde{V}'(nT)$ is the slope of the steady state modulator input signal evaluated at $nT$.

Note that if the modulator input $V(t)$ or its first derivative contain switching discontinuities at $nT$, then in place of $\tilde{v}(nT)$ or $\tilde{V}'(nT)$ we use their values just before the discontinuity. This reflects the fact that the modulator makes its switching decision before it switches, which in turn may cause discontinuities at the modulator input.

Since $R$ and $\tilde{V}$ are periodic, the proportionality between a small input perturbation and the resultant modulation is merely a constant
for this modulator. Note, the only assumption necessary to derive
the difference equation (3.6) is that the input perturbation be small.

Two important characteristics of the sawtooth modulator that
we see from Eq. (3.6) are: first, that it samples its input just
before it produces modulation, and second, the modulator small
signal gain depends partly on the derivative of its steady state input
at the time nT when it samples the input.

If we consider the compensation to be of the form given in
Eq. (3.1) it follows that:

$$\bar{v}(nT) = H^T \bar{x}(nT)$$

and

$$\bar{v}'(nT) = H^T \bar{x}'(nT)$$

So the characterizations of the compensation and modulator may be
combined to yield Eq. (3.7):

$$d_n = \frac{H^T \bar{x}(nT)}{T(R' - H^T \bar{x}'(nT))} \quad (3.7)$$

This expression will be compared with those of the other modulators
at the end of this chapter.

The next modulator whose difference equations we derive is
called the uniformly sampled modulator. Its timing is pictured in
Fig. 3.2. This modulator periodically samples the amplitude of its
Fig. 3.2. Timing diagram for a uniformly sampled pulse-width modulator.
input and determines a switching instant whose time location is proportional to the sampled input amplitude. In Fig. 3.2 the waveform $R(t)$ could be the voltage on a capacitor which is periodically charged up to the input voltage $V(t)$, and then allowed to discharge through a constant current source until it has zero volts across it, at which instant the modulator switches. Clearly, from the geometry of the picture, the modulation $d_nT$ is again proportional to the perturbation $\tilde{v}$, but to $\tilde{v}(nT - \tau_2)$ rather than to $\tilde{v}(nT)$. If $R'$ is the slope of $R(t)$, the modulator may be characterized by Eq. (3.8):

$$d_n = \frac{\tilde{v}(nT - \tau_2)}{TR'}$$

(3.8)

The important characteristics of this modulator are: first, that it has a time delay $\tau_2$ between when it samples and when it modulates, and second, its small-signal gain does not depend at all on its steady state input $\overline{V}(t)$, in contrast to the sawtooth modulator.

The time delay inherent in this modulator has led many designers to decide that the uniformly sampled modulator is a poor choice for wide bandwidth switching regulators. However, with the expression for the state-space compensation Eq. (3.1), it will now be shown that the delay can be made to disappear.
If the feedback is chosen as in Eq. (3.1), then for small signals the modulator input is \( \bar{v} = H^T \bar{x} \). Substitution of this relation for \( \bar{v} \) in Eq. (3.8) gives:

\[
d_n = \frac{H^T \bar{x}(nT - \tau_2)}{TR'}
\]

Since \( nT - \tau_2 \) is the beginning of a \( D_2 = 1 \) interval and \( nT \) is at the end of the \( D_2 = 1 \) interval then, we may write:

\[
\bar{x}(nT) = e^{A_2 \tau_2} \bar{x}(nT - \tau_2)
\]

This is simply carrying the converter perturbations across the \( D_2 = 1 \) interval as done in Chapter 2. Running time backwards, however, allows the starting conditions to be computed from the ending conditions as:

\[
\bar{x}(nT - \tau_2) = e^{-A_2 \tau_2} \bar{x}(nT)
\]

So in terms of its input just before modulation occurs at time \( nT \) the uniformly sampled modulator may be characterized by Eq. (3.9):

\[
d_n = \frac{H^T e^{-A_2 \tau_2} \bar{x}(nT)}{TR'}
\]  
(3.9)
From Eq. (3.9) we observe that the gain is now dependent on the steady state width of the $D_2 = 1$ interval, but there is no delay between the occurrence of a sample and the modulation instant.

The fact that the discrete equations for this modulator with the compensation can be put in the form of Eq. (3.9) has some important consequences which we investigate in the next chapter.

The last modulator that we consider here is called the integrated error modulator. The steady state switching time, $nT$, for this modulator is defined by Eq. (3.10):

$$\int_{nT - \tau_2}^{nT} \dot{V}(t) \, dt = V_t \tag{3.10}$$

A picture of the timing for the modulator is given in Fig. 3.3. The operation is as follows: periodically a clock begins the $D_2 = 1$ interval and the modulator input is integrated. When this integrated input reaches some threshold value $V_t$, the modulator switches, ending the $D_2 = 1$ interval, and the integrator is reset to some initial value. If a perturbation $\tilde{V}(t)$ is present, the modulation $d_n T$ is defined by Eq. (3.11):

$$\int_{nT - \tau_2}^{nT + d_n T} \left( \overline{V}(t) + \tilde{V}(t) \right) dt = V_t \tag{3.11}$$
Fig. 3.3. Integrated error modulator timing.
This may be expanded as follows:

\[
\int_{nT - \tau_2}^{nT} \ddot{V}dt + \int_{nT}^{nT + d_nT} \ddot{V}dt + \int_{nT - \tau_2}^{nT} \ddot{v}dt + \int_{nT}^{nT + d_nT} \ddot{v}dt = V_t
\]

Subtraction of the steady state Eq. (3.10) gives:

\[
\int_{nT}^{nT + d_nT} \ddot{V}dt + \int_{nT - \tau_2}^{nT} \ddot{v}dt + \int_{nT}^{nT + d_nT} \ddot{v}dt = 0
\]

If \(d_nT\) is small, then two of the integrals may be approximated as follows:

\[
d_n T \ddot{V}(nT) + \int_{nT - \tau_2}^{nT} \ddot{v}dt + d_n T \ddot{V}(nT) = 0
\]

The third term is of second order for small \(d_n\) and \(\ddot{V}\), and may be neglected. The final result is the difference Eq. (3.12):

\[
d_n = \frac{-1}{TV(nT)} \int_{nT - \tau_2}^{nT} \ddot{v}(t)dt \quad (3.12)
\]

It is difficult to say from Eq. (3.12) exactly where the input is effectively sampled because of the integral in the result, but we can
say that the modulator small-signal gain depends on the steady state input, rather than its derivative as in the sawtooth modulator, or not at all as in the uniformly sampled modulator.

To find a more explicit formula for the behavior of the integrated error modulator we again assume the compensation is of the form of Eq. (3.1). Then we may say that

$$\bar{v}(t) = H^T \bar{x}(t)$$

Since the integral in Eq. (3.12) is over the $D_2 = 1$ interval we may write:

$$\bar{x}(t) = e^{A_2 t} \bar{x}(nT - \tau_2)$$

and therefore

$$\bar{x}(nT - \tau_2) = e^{-A_2 \tau_2} \bar{x}(nT)$$

Connection of these last three relations provides an expression for $\bar{v}(t)$:

$$\bar{v}(t) = H^T e^{A_2 (t - \tau_2)} \bar{x}(nT)$$

(3.13)
Substitution of Eq. (3.13) into Eq. (3.12) and integration then leads to the following exact expression for the small-signal discrete gain of an integrated error modulator with compensation:

\[
d_n = \frac{H^T A_2^{-1} \left( I - e^{-A_2 \tau_2} \right) \tilde{x}(nT)}{T \left( H^T \tilde{x}(nT) + V_r \right)}
\]  

(3.14)

If \( \tau_2 \) is short compared to the natural time constants of the converter, then the exponential matrix may be approximated by the first three terms in time,

\[
e^{-A_2 \tau_2} = I - A_2 \tau_2 + A_2^2 \frac{\tau_2^2}{2}
\]

Then there results an approximate expression for Eq. (3.14):

\[
d_n \approx \frac{\tau_2 H^T \left( I - A_2 \tau_2 / 2 \right) \tilde{x}(nT)}{T \left( H^T \tilde{x}(nT) + V_r \right)} = \frac{\tau_2 H^T e^{-A_2 \tau_2 / 2}}{T \left( H^T \tilde{x}(nT) + V_r \right)}
\]  

(3.15)

The exponential matrix in the approximate result means that this modulator behaves as if it had a delay of \( \tau_2 / 2 \) if the approximation \( e^{-A_2 \tau_2} = I - A_2 \tau_2 \) is valid. This agrees with the approximate continuous model for this modulator developed by Yuh.
A summary of the results of the modulator derivations is given in Table 3.1. A conclusion is that one can make a trade-off between the effective delay of a modulator and its sensitivity to the steady state input.

We note that, from sawtooth to integrated error to uniformly sampled modulator, the effective delay increases from zero to $-\tau_2/2$ to $\tau_2$ while the dependence on the steady state input decreases from dependence on its slope to dependence on its amplitude to no dependence at all.

It is also seen from Table 3.1 that, with assumption of state variable feedback as the compensation, explicit difference formulas can easily be determined for all three modulators. We also note that time delay may be treated as a gain factor in the difference equations.

In Chapter 6 use of some of these modulator equations as design formulas will enable the physical feedback $H^T$ to be chosen to yield an optimal small-signal transient response.
<table>
<thead>
<tr>
<th>Modulator Type</th>
<th>Difference Eq.</th>
<th>Difference Eq. with Compensation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sawtooth:</td>
<td>( d_n = \frac{\bar{v}(nT)}{T(R' - \bar{V}(nT))} ) = ( \frac{H^T \bar{x}(nT)}{T(R' - H^T \bar{x}'(nT))} ) = ( H^T e \bar{x}(nT) )</td>
<td></td>
</tr>
<tr>
<td>Uniformly Sampled:</td>
<td>( d_n = \frac{\bar{v}(nT - \tau_2)}{TR'} ) = ( \frac{H^T e A_2 \tau_2}{TR'} \bar{x}(nT) ) = ( H^T e \bar{x}(nT) )</td>
<td></td>
</tr>
<tr>
<td>Integrating Error:</td>
<td>( d_n = \frac{nT}{T} \int \bar{v}(t) dt - \frac{nT - \tau_2}{T} \bar{V}(nT) ) = ( \frac{\tau_2 H^T e A_2 \tau_2 / 2}{T(H^T \bar{x}(nT) + V_r)} \bar{x}(nT) ) = ( H^T e \bar{x}(nT) )</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1. Small signal discrete modulator models.
Chapter 4

Application of z-Transform to the Difference Equations

In this chapter the z-transform is applied to the discrete models developed in the previous two chapters to obtain a frequency domain representation of the closed-loop behavior of a switching regulator. The idea behind using the z-transform is to simplify the use of the discrete models by shifting their characterization from the time domain to the frequency domain. To give those more familiar with the Laplace transform a "feel" for the discrete frequency domain, the beginning material also includes comparisons between the z-plane and the s-plane. A review of the stability discussion of Chapter 1 shows that the z-plane is a natural setting for the small-signal stability problem of switching regulators.

We begin with a definition of the z-transform and then show how it may be applied to transform difference equations into algebraic equations.

After these preliminaries, the z-transform is applied to the converter difference equations to show that a converter may be characterized by a set of scalar transfer functions G(z), as shown in Eqs. (4.1):
\[
\begin{bmatrix}
\tilde{x}^* \\
\tilde{x}_1^* \\
\vdots \\
\tilde{x}_m^*
\end{bmatrix} = G(z) d^* =
\begin{bmatrix}
G_1(z) \\
\vdots \\
G_m(z)
\end{bmatrix} d^*
\]

(4.1)

where \(d^*\) is the z-transform of the input modulation \(d_n\) and \(\tilde{x}^*\) is the transform of the perturbations \(\tilde{x}\) on the state variables. These transfer functions emphasize the idea that for feedback loop design the input to a switching converter is the modulation and its outputs are the various converter state variable perturbations.

When the transform is applied in a similar manner to the combined difference equations of a pulse-width modulator with compensation of the form introduced in Chapter 3, we find that unlike the s-plane descriptions of these modulators, their models in the z-plane have no poles, or zeros, or phase shift. Instead, the gain is constant and in general dependent on the steady state operating condition.

Finally, a "loop gain" quantity is introduced which allows the designer to use the root locus technique in the z-plane to position the closed-loop poles of a regulator. With a general expression for loop gain as the goal of this chapter, we now proceed with a brief description of the z-transform and some of its properties.
Formally, the z-transform is defined for a sequence of numbers $S_n$ where $n$ is an integer ranging from zero to infinity. In its use here, the sequence of numbers will be points on a function of time, $f(t)$, taken at points in time labeled $nT$ in keeping with the derivations in Chapters 2 and 3. We define the z-transform of $f(nT)$ as $f^z$ according to Eq. (4.2):

$$Z \{f(nT)\} = f^z = \sum_{n=0}^{\infty} f(nT) z^{-n} \quad (4.2)$$

A crucial property of the transform which follows from its definition is the relation of Eq. (4.3):

$$Z \{f((n+1)T)\} = z \left( f^z - f(0) \right) \quad (4.3)$$

This relation allows a set of difference equations to be transformed into a set of algebraic equations.

After application of the z-transform to a set of difference equations, the algebraic results may be described by pole-zero plots in the z-plane. To understand how the z-plane poles relate to various types of transient responses, we compare the $s$-plane and the z-plane in Fig. 4.1. It can be shown that the two planes are related by the mapping $z = e^{sT}$. In Fig. 4.1 a contour is drawn and numbered to indicate how a semi-infinite strip in the $s$-plane
Fig. 4.1. Mapping between $s$-plane and $z$-plane.
between plus and minus half of the switching frequency is mapped inside the unit circle in the z-plane. Zero frequency \( s = 0 \) maps into \( z = 1 \) in the z-plane. Traversal of the positive imaginary axis in the s-plane which is done when finding the frequency response of a network, maps into a counter-clockwise trajectory around the edge of the unit circle in the z-plane. Finally, stability, which corresponds to all poles in the left half of the s-plane, implies all poles inside the unit circle in the z-plane.

Important to note is that just the strip of the s-plane between plus and minus half of the switching frequency is enough to uniquely describe the entire z-plane. The left half s-plane strip fills the inside of the unit circle and the right half plane strip fills the remaining z-area outside the unit circle.

This means that all frequencies in the z-plane can be thought of as being less than or equal to half the switching frequency, which is precisely the real limitation on small oscillations in duty ratio as given in Chapter 1. This limitation can be restated in terms of the quantities introduced in Chapter 2. Basically, a small amount of pulse-width modulation may be thought of as adding or subtracting a stream of narrow pulses \( d(t) \) to the steady state modulation functions \( \bar{D}_i(t) \). The width of the \( n^{th} \) \( d(t) \) pulse is given by the normalized variable \( d_n \), so that the modulation may be thought of as a sequence of numbers \( \ldots d_{n-1} d_n d_{n+1} \ldots \).

The fastest possible periodic variation in \( d(t) \) then is a sequence of numbers such as \( \ldots \text{ababab} \ldots \). Since there is only one
pulse produced per switching period $T$, the fastest possible variation in $d(t)$ requires $2T$ for its period. Hence, the maximum possible frequency of pulse-width oscillation, assuming that its amplitude is small, is half the switching frequency.

Since the $z$-plane can only uniquely describe frequencies up to half the switching frequency, there is a consistency with the physical constraints of the problem built into the $z$-plane. With this introduction to the $z$-transform, we may proceed to apply it to the difference equation models. First we show how the general converter introduced in Chapter 2 may be characterized by a set of transfer functions.

Recall that the main result of Chapter 2 was that about some steady state condition a generalized converter can be represented by the set of small-signal linear difference Eqs. (4.4):

$$
\tilde{x} \left((n+1)T\right) = M \left[ \tilde{x} \left(nT\right) + Kd_n \right]
$$

(4.4)

where $\tilde{x}$ is a vector of the perturbations on the converter state variables, $M$ is a matrix called the transition matrix which carries the small-signal initial conditions of a converter across one cycle to determine its final conditions, and $K$ is a vector of constants describing the effect of the input modulation $d_n$ on each of the components of $\tilde{x}$ at the beginning of a cycle.

Application of the $z$-transform to the converter Eqs. (4.4), and use of the result of Eq. (4.3) gives:
\[ Z \left\{ \tilde{x} \left( (n+1)T \right) \right\} = Z \left\{ M \left[ \tilde{x} \left( nT \right) + Kd_n \right] \right\} \]
\[ z \left( \tilde{x}^* - \tilde{x} \left( 0 \right) \right) = M \left[ \tilde{x}^* + Kd^* \right] \]

A rearrangement of terms yields Eqs. (4.5):

\[ \tilde{x}^* = (zI - M)^{-1} MKd^* + z(zI - M)^{-1} \tilde{x} \left( 0 \right) \quad (4.5) \]

If the initial conditions on the converter states \( \tilde{x} \left( 0 \right) \) are all zero, the remainder of Eqs. (4.5) are \( z \)-plane transfer functions describing the effect of the modulation \( d^* \) on each of the converter state variables. If \( G(z) \) is defined to be the vector of the converter transfer functions for an \( m \)-state converter, then the steady state part of Eqs. (4.5) may be written as:

\[ \tilde{x}^* = G(z)d^* \]

in which

\[
\begin{bmatrix}
\tilde{x}_1^* \\
\vdots \\
\tilde{x}_m^*
\end{bmatrix} =
\begin{bmatrix}
G_1(z) \\
\vdots \\
G_m(z)
\end{bmatrix} d^*
\quad (4.6)
\]

\[ G(z) = (zI - M)^{-1} MK \quad (4.7) \]
If the converter possesses only two states, as do many of the basic types such as boost converters, Eqs. (4.7) may be expressed more explicitly as:

$$
\begin{bmatrix}
G_1(z) \\
G_2(z)
\end{bmatrix} = \frac{1}{(z - z_1)(z - z_2)} \left[ zM - z_1z_2I \right] K \tag{4.8}
$$

where $z_1$ and $z_2$ are the eigenvalues of $M$ or the roots of $\text{Det.} (zI - M) = 0$.

With the results summarized in Eqs. (4.7) and (4.8) the development of a discrete converter model is complete. We now proceed to model the modulators with compensation presented in Chapter 3.

In Table 3.1 explicit results were included for three different types of pulse-width modulators with compensation consisting of state variable feedback. All of these results were in the form:

$$
d_n = H_e^T \tilde{x}(nT) = a\tilde{x}_1(nT) + b\tilde{x}_2(nT) + \ldots \tag{4.9}
$$

where $\tilde{x}$ is the converter state vector and $H_e^T$ is a row vector of effective gain constants dependent on the type of modulator, the physical compensation $H_e^T$ and the steady state conditions of the converter.
Application of the z-transform to Eq. (4.9) yields the simple but remarkable result

\[ d^* = H_e^T \sim^* \]  \hspace{1cm} (4.10)

Equation (4.10) implies that if a linear combination of the converter states is physically fed back to any of the modulators considered in Chapter 3, the resultant modulation \( d^* \) is merely a somewhat different linear combination of the states with no additional poles, zeros or phase shift in the \( z \)-plane.

What this means in practical terms is that if the physical feedback for two different types of modulators is chosen such that the "effective" feedback given by \( H_e^T \) is the same for both, then the small-signal transient behavior of regulators with either modulator should be identical. In more concise terms we may say that with regard to potential small-signal transient performance all the modulators considered in Chapter 3 are equal.

At first this seems a bit peculiar, particularly for modulators such as the uniformly sampling variety which have time delay between when the input is sampled and when the actual pulse-width modulation occurs. We note, however, that in the difference equation representation a time delay \( \tau \) is taken into account by means of a factor \( e^{-A\tau} \) in the gain of the modulator. As the duty ratio of a delay type modulator varies, its effective delay varies. So,
although a small-signal discrete model of a delaying type of modulator has no phase shift in the z-plane, its small-signal gain changes with steady state pulse width.

To summarize this part of the chapter, the introduction of the z-transform has accomplished two important goals. First, it has allowed the replacement of the difference equation characterization of a converter with a set of small-signal transfer functions in the z-plane describing the effect of pulse-width modulation on each of the state variables of the converter.

Next, it was observed that with state variable feedback, the model for all of the modulators in Chapter 3 in the z-plane is a set of constants describing the modulator output \( \tilde{d}^* \) as a linear combination of the state variables \( \tilde{x}^* \).

At this point the theoretical development is nearly done. The last step, which in some ways is the most important one, is to introduce the discrete equivalent of loop gain which will be noted as \( T^*(z) \) and should not be confused with \( T \), the symbol for the steady state switching period.

To find the loop gain, first consider the z-plane description of the switching regulator signal loop shown in Fig. 4.2. The sign inversion after the modulator is provided to make the feedback negative. Traversal of the loop as indicated in the figure yields Eq. (4.11) for the loop gain:

\[
T^*(z) = H_e^T G(z) = aG_1(z) + bG_2(z) + \ldots \tag{4.11}
\]
Fig. 4.2. Block diagram of the z-transformed signal loop for a switching regulator with state variable feedback.

To verify the expression for $T^*(z)$ we may combine the results of Eqs. (4.5) and Eq. (4.10) as follows:

$$d^* = H_e^T \tilde{x}^* = H_e^T \left[ G(z) (-d^*) + z(zI - M)^{-1} \tilde{x}(0) \right]$$

$$\uparrow$$

negative feedback
\[ d^x \left( 1 + H_e^T G(z) \right) = H_e^T z(I - M)^{-1} \tilde{x}(0) \]

\[ d^* = \frac{H_e^T z(I - M)^{-1} \tilde{x}(0)}{1 + H_e^T G(z)} \]

\[ = \frac{H_e^T z(I - M)^{-1} \tilde{x}(0)}{1 + T^*(z)} \quad (4.12) \]

Equation (4.12) describes the closed-loop regulator transient which occurs when a disturbance \( \tilde{x}(0) \) is introduced on the steady state condition. The important point to note about Eq. (4.12) is that the closed-loop poles of the regulator are the zeros of \( 1 + T^*(z) \), which makes \( T^*(z) \) a true loop gain quantity.

We can infer information about the closed-loop transient response of a switching regulator by knowledge of the location of its closed-loop poles in the \( z \)-plane. Since the closed-loop poles in the \( z \)-plane are shown to be the zeros of \( 1 + T^*(z) \) in Eq. (4.12), it is possible to use root locus techniques on \( T^*(z) \) to find the closed-loop poles. In fact, the root locus gives the designer a means to design the closed loop poles of a switching regulator, and is important in making the discrete formulation of the regulator problem useful for synthesis as well as analysis. All of the transfer functions of the converter have the same poles which are the eigenvalues of the converter transition matrix. Since with state variable
feedback the loop gain $T^*(z)$ is a linear combination of these transfer functions, the poles of the loop gain are those of the converter by itself. It will be shown in Chapter 5 that with the right combination of state variable feedback to place the zeros of the loop gain, and by proper choice of the magnitude of $T^*(z)$, one can sometimes place closed-loop poles in an optimal manner.

The results of this chapter conclude the theoretical part of this investigation. The basic idea is to develop a more accurate means of designing switching regulators for proper stability and transient response. The introduction and Chapter 1 indicated that linear continuous models lose their validity for describing small-signal closed-loop behavior as frequencies approach half the switching frequency. In Chapter 2 a general converter was presented and it was shown that a small-signal model consisting of linear difference equations could be derived which characterizes the converter in a way which requires no "low-frequency" approximation. Chapter 3 showed that similar characterizations are possible for a variety of different pulse-width modulators.

Finally, in this chapter the $z$-transform was used to obtain a frequency domain representation of the transient design problem. Using the transform one can work with transfer functions in the $z$-plane rather than sets of difference equations in the time domain. Also, a loop gain quantity $T^*(z)$ was introduced which enables the
designer to use the root locus to place closed loop z-plane poles. The notion of loop gain and poles and zeros are brought into the regulator problem to make the discrete formulation seem less strange to the practicing designer. Besides making the models more familiar, the z-transform produces some startling results such as the fact that certain delay type pulse-width modulators may be modeled by a constant transfer function in the z-plane with no poles or zeros or phase shift.

Knowing how to formulate discrete models in a general way, we go from the general to the specific in Chapter 5 with an example of a performance analysis approach.
Chapter 5

The Straight-Line Approximation, and a Performance Analysis
Example of the Discrete Method

In this chapter the results derived in Chapters 2, 3, and 4 are applied to the analysis of the boost converter of Fig. 5.1a. With use of the root locus the potential transient performance of this converter is investigated, which leads to a simple prediction of wide bandwidth phenomena such as subharmonic oscillation and optimal transient response.

Of equal importance in this chapter is the introduction of the powerful "straight-line" approximation, which greatly reduces the computation necessary to obtain the converter transfer functions. This makes the approximate transfer functions simple enough that in symbolic form they may be used for design purposes. Because this chapter is meant to tie together the results of the previous chapters with a specific example, we shall begin with a review of the derivation of the boost converter discrete model.

As a first step the converter of Fig. 5.1a is modeled by the large signal Eqs. (5.1):
Fig. 5.1. Boost converter schematic with topologies for each switching interval.
\[
\begin{bmatrix}
\dot{I}_f \\
V_c
\end{bmatrix}
= D_1 \begin{bmatrix}
0 & 0 \\
0 & -\frac{1}{RC}
\end{bmatrix}
\begin{bmatrix}
I_f \\
V_c
\end{bmatrix}
+ \frac{1}{L}
\begin{bmatrix}
1 \\
0
\end{bmatrix}
\begin{bmatrix}
V_s
\end{bmatrix}
+ D_2 \begin{bmatrix}
0 & -\frac{1}{L} \\
\frac{1}{C} & -\frac{1}{RC}
\end{bmatrix}
\begin{bmatrix}
I_f \\
V_c
\end{bmatrix}
+ \frac{1}{L}
\begin{bmatrix}
1 \\
0
\end{bmatrix}
\begin{bmatrix}
V_s
\end{bmatrix} \tag{5.1}
\]

The alteration of the converter topology by the switch is shown in Figs. 5.1b and c and is modeled in Eqs. (5.1) by the modulation functions \(D_1(t)\) and \(D_2(t)\).

The large signal converter model, of Eqs. (5.1) is nonlinear and too complicated to yield design information about transient response. So, with a linear model objective, a steady state operating point is chosen and denoted by \(\bar{I}_f(t)\) and \(\bar{V}_c(t)\), which correspond to a particular choice of \(D_1(t) = \bar{D}_1(t)\) and \(D_2(t) = \bar{D}_2(t)\). The timing of \(\bar{D}_1(t)\) and \(\bar{D}_2(t)\) is shown in Fig. 5.2.

![Fig. 5.2. Boost converter timing diagram.](image-url)
Once the converter is modeled by a set of large-signal equations and an operating point is chosen, then we decide where pulse-width modulation will occur during a switching cycle. For our example the modulation is taken to move the time location at the beginning of $D_1 = 1$ interval about its steady state location.

Next we find the differential equations which describe perturbations about the steady state condition. This is done by noting that both the steady state solution and the steady state solution plus perturbations must satisfy Eqs. (5.1). By subtraction of the former from the latter and neglect of second order terms, one is left with Eqs. (5.2) which describe the perturbations only:

$$
\begin{bmatrix}
\tilde{i}_f \\
\tilde{v}_c
\end{bmatrix}
= \begin{bmatrix}
0 & 0 \\
0 & -\frac{1}{RC}
\end{bmatrix}
\begin{bmatrix}
\tilde{i}_f \\
\tilde{v}_c
\end{bmatrix}
+ \begin{bmatrix}
0 & -\frac{1}{L} \\
\frac{1}{C} & -\frac{1}{RC}
\end{bmatrix}
\begin{bmatrix}
\tilde{i}_f \\
\tilde{v}_c
\end{bmatrix}
$$

$$
A_1 \\
A_2
$$

\begin{bmatrix}
0 & -\frac{1}{L} \\
\frac{1}{C} & 0
\end{bmatrix}
\begin{bmatrix}
\overline{i}_f \\
\overline{v}_c
\end{bmatrix}
+ d

(5.2)
The difference equations of the discrete model are then found by integration of Eqs. (5.2) over one complete converter cycle. To do this a reference time is chosen for the \( n^{\text{th}} \) cycle to be at the part of the cycle where the pulse-width modulation modeled by \( d(t) \) occurs. We note that as \( d(t) \) becomes very narrow the integration may be carried out in two parts over the \( n^{\text{th}} \) cycle yielding the final small-signal converter difference result Eqs. (5.3): 

\[
\begin{bmatrix}
\tilde{i}_I(n+1)T \\
\tilde{v}_C(n+1)T
\end{bmatrix}
= e^{A_2^T \tau_2} e^{A_1^T \tau_1} 
\begin{bmatrix}
\tilde{i}_I(nT) \\
\tilde{v}_C(nT)
\end{bmatrix}
+ \frac{d_n}{T} \begin{bmatrix}
\tilde{V}_C(T) \\
\tilde{I}_I(T)
\end{bmatrix}
\] 

(5.3)

Chapter 4 then showed that the application of the z-transform to Eqs. (5.3) yields a set of steady state transfer functions \( G(z) \) defined by Eqs. (5.4):
where

\[ M = e^{A_2^Tz_2} e^{A_1^Tz_1} \]

and

\[
K = \begin{bmatrix}
-T & \frac{V_c(T)}{L} \\
\frac{V_f(T)}{C} & T
\end{bmatrix}
\]

It was also noted in Chapter 4 that a simplification of Eqs. (5.4) is possible if a converter has only two states, as do most of the simple ones including our example, which results in

\[
\begin{bmatrix}
G_i(z) \\
G_v(z)
\end{bmatrix} = (zI - M)^{-1} MK = \frac{[zM - z_1z_2]}{(z - z_1)(z - z_2)} K
\]

where \( z_1 \) and \( z_2 \) are the eigenvalues of \( M \).
The final exact results for the boost converter transfer functions as developed in Chapter 4 are:

\[
\begin{bmatrix}
G_1(z) \\
G_v(z)
\end{bmatrix} = \frac{\begin{bmatrix}
 A_2^{\tau_2} e^{-A_1 \tau_1} - z_1 z_2 I
\end{bmatrix}}{(z - z_1)(z - z_2)} K
\]  
(5.6)

It is noted that in the derivation of Eqs. (5.6) for the boost converter from its schematic of Fig. 5.1a, several equations were written but none was actually solved.

If one understands the small-signal approximations in the general derivation well enough, the transfer functions in the form of Eqs. (5.6) can be found in a matter of minutes for any two-state converter. However, Eqs. (5.6) are not in explicit form, and it is the last step of finding the explicit forms for \( G_1(z) \) and \( G_v(z) \) that is difficult.

To do this the transition matrix \( M = e^{A_2^{\tau_2}} e^{-A_1 \tau_1} \) must be found in explicit form. This may be done exactly through the very painstaking and tedious process of solution and multiplication of the exact exponential matrices. To find a single exponential matrix in closed form symbolically, one would have to take a Laplace transform, invert a matrix, and then take an inverse Laplace transform. Clearly, this effort would preclude investigation of systems of much higher than second order in symbolic form. Furthermore, the
resultant exact transition matrix would often contain many transcendental functions which tend to obscure the dependence of the converter's dynamic response on the filter elements.

This tedious process may be demonstrated by our boost converter example. With not much difficulty it can be shown that \( e^{A_1 \tau_1} \) is given by:

\[
e^{A_1 \tau_1} = \begin{bmatrix} 1 & 0 \\ \tau_1 / RC & e^{-\tau_1 / RC} \end{bmatrix}
\]

(5.7)

With considerably more difficulty \( e^{A_2 \tau_2} \) may be found as:

\[
e^{A_2 \tau_2} = \begin{bmatrix} e^{-\tau_2 / 2RC} \left[ \cos \omega_f \tau_2 + \frac{1}{2RC\omega_f} \sin \omega_f \tau_2 \right] & -e^{-\tau_2 / 2RC} \frac{1}{L\omega_f} \sin \omega_f \tau_2 \\ e^{\tau_2 / 2RC} \frac{1}{C\omega_f} \sin \omega_f \tau_2 & e^{\tau_2 / 2RC} \left[ \cos \omega_f \tau_2 - \frac{1}{2RC\omega_f} \sin \omega_f \tau_2 \right] \end{bmatrix}
\]

(5.8)

\[ \omega_f = \sqrt{\frac{1}{LC} - \frac{1}{(2RC)^2}} \]

The difficulty in derivation of Eqs. (5.8), and the mass of symbols that one has to manipulate to find Eqs. (5.6) explicitly, are sufficient to discourage further attempts along these lines. This is one
reason why current use of the discrete models is not widespread and is confined to computer analysis of specific cases.

This difficulty can be overcome by introduction of an approximation which we call the "straight-line" approximation. The approximation is stated as follows: since the switching frequencies of most practical converters are much higher than the natural frequencies of the converter filtering components, an accurate approximation for any exponential matrix $e^{A\tau}$ associated with a converter is found by

$$e^{A\tau} = I + A\tau$$

A corollary to this is that if a transition matrix is of the form $e^{A_2\tau_2} e^{A_1\tau_1}$, then an accurate approximation to this matrix is

$$e^{A_2\tau_2} e^{A_1\tau_1} = I + A_2\tau_2 + A_1\tau_1$$

To demonstrate this approximation for a particular case, we begin with the exact exponential matrices for the boost converter given in Eqs. (5.7) and (5.8), and note that if the switching frequency is much higher than the boost converter natural frequencies, then $T$ and thus $\tau_1$ and $\tau_2$ are much shorter than the filter time constants. This implies that the following inequalities hold in Eqs. (5.7) and (5.8).
\[ \frac{\tau_1}{RC} \ll 1 \quad \frac{\tau_2}{2RC} \ll 1 \quad \omega_f \tau_2 \ll 1 \]

One may then approximate:

\[ e^{\frac{-\tau_1}{RC}} \approx 1 - \frac{\tau_1}{RC} \quad \cos \omega_f \tau_2 \approx 1 \]

\[ e^{\frac{-\tau_2}{2RC}} \approx 1 - \frac{\tau_2}{2RC} \quad \sin \omega_f \tau_2 \approx \omega_f \tau_2 \]

Insertion of these approximations into the exact expressions for \( e^{A_1 \tau_1} \) and \( e^{A_2 \tau_2} \) and retention of only first order terms in time yields:

\[
A_1 \tau_1 \approx \begin{bmatrix}
1 & 0 \\
0 & 1 - \frac{\tau_1}{RC}
\end{bmatrix}
\]  \hspace{1cm} (5.9)

\[
A_2 \tau_2 \approx \begin{bmatrix}
1 & -\frac{\tau_2}{L} \\
\frac{\tau_2}{C} & 1 - \frac{\tau_2}{RC}
\end{bmatrix}
\]  \hspace{1cm} (5.10)

The multiplication of Eqs. (5.9) with Eqs. (5.10) and the retention of only first order terms in time yields the transition matrix.
$$e^{A_2 \tau_2}e^{A_1 \tau_1} = \begin{bmatrix} 1 & \frac{-\tau_2}{L} \\ \frac{\tau_2}{C} & 1 - \frac{T}{RC} \end{bmatrix}$$

(5.11)

However, this is seen to be the same result one obtains if the approximation $e^{A_2 \tau_2} e^{A_1 \tau_1} = I + A_2 \tau_2 + A_1 \tau_1$ is made. This result is remarkably simple and easy to find.

From this example the general argument is clear. Because an exponential matrix represents a collection of time-domain solutions for any converter it always contains exponentially decaying sinusoidal functions which depend on the ratios of $\tau_1$ and $\tau_2$ to the filter time constants. Since converter switching frequencies are usually much higher than the natural frequencies of the filter components, the ratios of $\tau_1$ and $\tau_2$ to various filter time constants are much less than unity. The transcendental functions may then be accurately approximated by their truncated series which implies that any converter exponential matrix may be approximated by its truncated series as $e^{A \tau} = I + A \tau$. The corollary result that $e^{A_2 \tau_2} e^{A_1 \tau_1} = I + A_2 \tau_2 + A_1 \tau_1$ follows from this because second order terms in the matrix product $e^{A_2 \tau_2} e^{A_1 \tau_1}$ are negligible if they are negligible for the individual exponential matrices.

That keeping only the first order terms in time should give an accurate result for the transition matrix is really not surprising:
the approximation \( e^{At} \sim I + At \) merely implies that the perturbation waveforms in the time domain are close to straight lines.

This "straight-line" approximation has already been used in Chapter 1 to find the steady state waveforms; so, approximation of the transition matrix by retention only of its first order time terms constitutes a generalization of the approximations that are made to find the steady state converter waveforms. Indeed, Middlebrook and Cuk[14] show that this approximation is implicit in describing function converter models.

For an indication of the numerical accuracy of this approximation, we return to the boost converter example with element values chosen to be those used in Chapter 1.

\[
T = 10^{-4} \text{ sec. (switching frequency of 10 kHz)}
\]

\[
R = 60 \Omega
\]

\[
L = 6.0 \text{ mH}
\]

\[
C = 1/24 \times 10^{-3} \text{ F}
\]

\[
V_s = 60 \text{ V}
\]

\[
\tau_1 = \tau_2 = 0.5 \times 10^{-4} \text{ sec. (50\% duty cycle)}
\]

From these values, compute \( \omega_f = 1.99 \times 10^3 \text{ rad/sec} \) (corner frequency of filter is then 316 Hz). With these values we compare exact and approximate transition matrices.
The exact solutions for the leading and trailing-edge transition matrices for the boost converter are:

\[
\begin{align*}
\begin{bmatrix} A_1^{\tau_1} & A_2^{\tau_2} \end{bmatrix} &= \\
\begin{bmatrix} e^{\tau_1} & e^{\tau_2} \end{bmatrix} &= \\
&= \begin{bmatrix} 0.995 & -8.24 \times 10^{-3} \\ 1.16 & 0.956 \end{bmatrix} \quad \text{(trailing-edge)}
\end{align*}
\]

\[
\begin{align*}
\begin{bmatrix} A_2^{\tau_2} & A_1^{\tau_1} \end{bmatrix} &= \\
\begin{bmatrix} e^{\tau_2} & e^{\tau_1} \end{bmatrix} &= \\
&= \begin{bmatrix} 0.995 & -8.07 \times 10^{-3} \\ 1.19 & 0.956 \end{bmatrix} \quad \text{(leading-edge)}
\end{align*}
\]

The first order approximation for either of these matrices from evaluation of Eqs. (5.11) is

\[
\begin{align*}
\begin{bmatrix} 1 & -\frac{\tau_2}{L} \\ \frac{\tau_2}{C} & 1 - \frac{T}{RC} \end{bmatrix} &= \begin{bmatrix} 1.00 & -8.33 \times 10^{-3} \\
1.20 & 0.960 \end{bmatrix} 
\end{align*}
\]

(5.12)

In each component there is a relative error of from 1 to 3 percent. Another test of the accuracy of this result is to compare the eigenvalues of the exact transition matrices with those of the approximation. The results are:
exact eigenvalues: $0.9755 \pm j.097$

approximate eigenvalues: $0.9800 \pm j.098$

This example is an indication that the straight-line approximation is numerically sufficiently accurate for practical purposes. But, most important is the fact that with this approximation a converter transition matrix may now be found in the simple symbolic form of Eqs. (5.11). We apply this result to complete the explicit calculation of the boost converter transfer functions.

In the specific case of the boost converter transfer functions of Eqs. (5.6), the transition matrix can be evaluated in symbolic form with use of the straight-line approximation as Eqs. (5.11). Solution for the eigenvalues of the approximate transition matrix yields approximations for $z_1$ and $z_2$, the converter's $z$-plane poles.

\[ z_1 = 1 - \frac{T}{2RC} + j\sqrt{\frac{T^2}{LC} - \left(\frac{T}{2RC}\right)^2} \]

\[ z_2 = 1 - \frac{T}{2RC} - j\sqrt{\frac{T^2}{LC} - \left(\frac{T}{2RC}\right)^2} \quad (5.13) \]

Use of the approximate transition matrix Eqs. (5.11) and the first order terms of $z_1z_2$ in the transfer function Eqs. (5.6) gives explicit $z$-domain transfer functions of the boost converter to first order in time:
\[
\begin{bmatrix}
\tilde{i}_I^* \\
\tilde{v}_C^*
\end{bmatrix}
= \frac{1}{(z - z_1)(z - z_2)} \begin{bmatrix}
z - 1 + \frac{T}{RC} & -\frac{T_2}{L} \\
\frac{\tau_2}{C} & (z - 1)(1 - \frac{T}{RC})
\end{bmatrix} \begin{bmatrix}
-T \\
\frac{V_c(T)}{L}
\end{bmatrix}
\]

The individual solutions are then

\[
G_I(z) = \frac{\tilde{i}_I^*}{d^*} = -T \left[ \frac{V_c(T)}{L} \left( z - 1 + \frac{T}{RC} \right) + \frac{\bar{I}_I(T) \tau_2}{LC} \right]
\]

\[
G_v(z) = \frac{\tilde{v}_C^*}{d^*} = -T \left[ \frac{V_c(T) \tau_2}{LC} - \frac{\bar{I}_I(T)}{C} (z - 1)(1 - \frac{T}{RC}) \right]
\]

A quick check on the accuracy of these expressions may be made by comparison of the modulation-to-output voltage transfer function \(G_v(z)\) with that of Wester's averaged model.

If the ripple on the steady state waveforms \(\bar{I}_I(t)\) and \(\bar{V}_C(t)\) is small, then the relation \(\bar{I}_I = \bar{V}_C/\bar{D}'R\) between the average values \(\bar{I}_I\) and \(\bar{V}_C\), developed in Chapter 1, Eq. (1.2), may be used to write \(G_v(z)\) as

\[
G_v(z) = \frac{\bar{V}_C}{\bar{D}'R} \left[ 1 - \left( \frac{z - 1}{T} \right) \frac{L_2}{\bar{D}'R - T} \right]
\]

\[
\left[ 1 + \frac{1}{Q} \left( \frac{z - 1}{\omega_0 T} \right) + \left( \frac{z - 1}{\omega_0 T} \right)^2 \right]
\]

(5.15)
where

\[ \omega_o = \frac{D'}{\sqrt{LC}} \]

\[ D' = \frac{\tau_2}{T} \]

\[ Q = \omega_o RC \]

It was stated in Chapter 4 that the s-plane is mapped into the z-plane by \( z = e^{sT} \). At frequencies low compared to the switching frequency, \( |sT| \ll 1 \) so that the mapping is approximately \( z = 1 + sT \). Substitution of this low-frequency approximation into Eq. (5.15) yields

\[ G_v(z = 1 + sT) = \frac{V_v}{D'} \left[ \frac{1 - s\left(\frac{L}{D'\tau_2R - T}\right)}{1 + \frac{1}{Q}\left(\frac{s}{\omega_o}\right) + \left(\frac{s}{\omega_o}\right)^2} \right] \]

which agrees with the df result except for the factor -T in the numerator. However, if the switching frequency is much higher than the radian frequency of the zero, then the df and discrete results agree for frequencies where \( |sT| \ll 1 \) is valid.

A number of interesting things can be done with the transfer functions \( G_i(z) \) and \( G_v(z) \). In Chapter 6 use of the transformation \( z = e^{sT} \) is made to allow Bode plot comparison of transfer functions derived by both the discrete and describing function methods.
These comparisons allow one to see the range in frequency where the describing function approach is valid. However, the way in which the designer may be most interested in using the discrete functions is in evaluation of closed-loop response by means of the root locus.

Recall that in Chapter 4 in Eq. (4.11) the true loop gain $T^*(z)$ was shown to be a linear combination of the transfer functions such as $G_i(z)$ and $G_v(z)$ for any of the modulators treated in Chapter 3. Since all the transfer functions of a converter have the converter's open-loop poles, then we conclude that the poles of the loop gain are always the open-loop poles of the converter -- $z_1$ and $z_2$ for the specific case of the boost converter. The zeros of $T^*(z)$ will depend on how $G_i(z)$ and $G_v(z)$ are combined. For example, suppose that the feedback and type of modulator were chosen such that $T^*(z) = kG_v(z)$. In other words, only the output voltage is effectively fed back. After some manipulation, the expression for $G_v(z)$ in (5.14) may be expressed in the form:

$$G_v(z) = \frac{k' \left( \frac{z}{z_3} - 1 \right)}{(z - z_1)(z - z_2)}$$
in which

\[ k' = \frac{T_f(T)(1 - \frac{T}{RC})}{C} \]

\[ z_3 = \frac{1}{1 - \frac{V_c(T)\tau_2}{T_f(T)L(1 - \frac{T}{RC})}} \]

For the boost converter element values given in Chapter 1, 
\( z_3 = 1.39 \). The open loop poles \( z_1 \) and \( z_2 \) are calculated to be:

\[ z_1 = 0.98 + j.098 \]

\[ z_2 = 0.98 - j.098 \]

Thus a pole-zero plot of \( T^*(z) \) or \( G_\nu(z) \) for this particular set of element values would appear as in Fig. 5.2. Since \( T^*(z) \) is the loop gain, then as the scale factor \( k \) is varied from 0 to infinity, the closed-loop poles follow a root locus starting at the open-loop poles and ending at the open-loop zeros. This root locus, which for two poles and a zero makes a circle around the zero, is also shown in Fig. 5.3. The locus shows that with sufficient loop gain the boost regulator will oscillate at a frequency somewhat higher than its open-loop natural frequencies.
Fig. 5.3. Root locus of \( T^*(z) = kG_v(z) \), boost regulator with voltage feedback.

Figure 5.4 is a pole-zero plot of the same transfer function in the s-plane obtained from Wester's describing function model. For the given set of parameters, the two models agree quite well qualitatively in predicting oscillatory behavior at slightly greater than the natural frequencies of the converter.

Since the transfer functions of modulators are constants, one can conclude that with simple voltage feedback a boost regulator at this operating point can never have a closed-loop bandwidth much beyond
Fig. 5.4. Root locus of $T(s) = kG_v(s)$, boost regulator with voltage feedback.

the effective resonant frequency of the output filter. This effective frequency can be found approximately by the relation mentioned in Chapter 4 relating the mapping of the $s$-plane to the $z$-plane:

$$z = e^{sT} = 1 + sT$$

if

$$|sT| << 1$$

$$s = \frac{z - 1}{T}$$
So, for the boost converter with poles at \( z_1 \) and \( z_2 \) as given in Eqs. (5.13), the continuous poles are:

\[
s_1 = \frac{z_1 - 1}{T} = -\frac{1}{2RC} + j\sqrt{\left(\frac{T z_2}{T}\right)^2 \frac{1}{LC} - \left[\frac{1}{2RC}\right]^2}
\]

\[
s_2 = \frac{z_2 - 1}{T} = -\frac{1}{2RC} - j\sqrt{\left(\frac{T z_2}{T}\right)^2 \frac{1}{LC} - \left[\frac{1}{2RC}\right]^2}
\]

These agree precisely with the poles as derived by Wester's averaged model.

Several investigators have found that feeding back the current as well as the voltage seems to have a salutary effect on the converter's transient response [6, 8]. The root locus and the discrete model together provide an elegant way of explaining this.

First note that the current transfer function \( G_i(z) \) as given in Eqs. (5.14) is of the form:

\[
G_i(z) = \frac{k_i \left(\frac{z}{z_4} - 1\right)}{(z - z_1)(z - z_2)}
\]

where

\[
k_i = -\frac{TV_c(T)}{L} \left(1 - \frac{T}{RC}\right)
\]
\[ z_4 = \frac{1}{1 + \frac{T}{RC} + \frac{I_f(T)\tau_2}{V_c(T)C}} \]

For the set of values used in this example, \( z_4 = 0.928 \).

If the feedback is made up of a linear combination of the inductor current and capacitor voltage, then the loop gain \( T^*(z) \) is of the form:

\[ T^*(z) = k \left[ G_v(z) + hG_i(z) \right] \quad (5.16) \]

where \( k \) and \( h \) are constants. Since \( G_i(z) \) and \( G_v(z) \) have the same poles, as \( h \) varies from zero to plus infinity the zero in the loop gain moves along a locus from the zero of \( G_v(z) \) to the zero of \( G_i(z) \) as shown in Fig. 5.5. Once \( h \) is chosen to place the zero in \( T^*(z) \) then \( k \), the overall gain, may be varied to move the closed-loop poles around this choice of zero. The partial loci of the closed-loop poles for four different zero placements are shown in Fig. 5.6.

Figure 5.6 indicates that with the right choice of \( h \) and \( k \) a boost regulator can oscillate at anywhere from near the output filter's resonant frequency to half the switching frequency. It also indicates the possibility of some interesting behavior which is incapable of being predicted by a continuous linear model.

For example, Fig. 5.7 is a root locus for a boost regulator when just the inductor current is fed back. This would be done if one wished to make the converter a current regulator. The pole which
Fig. 5.5. Root locus of the zero of $T_s(z)$ for increasing amounts of current feedback for boost converter.

heads toward the origin on the locus corresponds to a pole in the s-plane on the negative real axis which is heading for minus infinity. Thus, the part of the transient response corresponding to this pole decays more and more quickly.
Fig. 5.6. Root loci for $T^*(z)$ with different zero locations corresponding to increasing amounts of current feedback.
Eventually, for a certain value of loop gain, the $z$-plane pole reaches the origin. This corresponds to a transient which is incapable of being predicted by the describing function approach. For a discrete system a pole at the origin means that part of the transient is over in a single cycle. In a practical sense it would appear that the closed-loop regulator only had a single pole in the $s$-plane.

As the loop gain is increased further, even stranger things happen. While the $z$-plane pole is on the negative real axis inside the unit circle it contributes a decaying oscillation at half the switching frequency. Thus a single pole can here effectively look like a
pair of complex conjugate poles in the s-plane. Now it may appear that the regulator has three s-plane poles.

An even further increase in the loop gain eventually drives the pole far enough so that it hits the unit circle. At this point the converter should sustain half-frequency oscillation according to the small signal discrete model. Actually, whether the converter will oscillate or not when the pole is precisely at -1 depends on second order nonlinear terms which were neglected in the derivation. Practically speaking, this is of little consequence, since at best the regulator would be only marginally stable.

This prediction of half-frequency or subharmonic oscillation comes with relative ease with the discrete model. For comparison one can refer to Yuh's work [13] where complicated Fourier techniques are used to make the describing function approach predict similar instability.

One final point of interest for the boost converter with both voltage and current feedback is that about any operating point there exists an optimal solution in the sense that the transient response is the fastest of all possibilities. Figure 5.8 is a root locus that illustrates the case.

Here \( h \) is chosen in Eq. (5.16) such that the zero of \( T^\ast(z) \) is placed equidistant from the origin and the open-loop poles of \( G_i(z) \) and \( G_v(z) \).
Fig. 5.8. Root locus for optimal transient response for boost converter.

Then an overall gain factor $k$ in Eq. (5.16) is chosen for the loop gain such that the closed-loop poles coalesce at the origin.

The resultant closed-loop system then has an essentially finite transient response for small disturbances from its operating point. Sampled-data theory indicates that a pole of order $n$ at the origin contributes a response that settles completely after $n$ periods. Thus, this optimized two-pole system should settle in two converter cycles.

In Chapter 6 verification of the fascinating behavior predicted by the discrete model will be given by means of a digital computer program which solves the large-signal nonlinear boost converter equations.
To summarize this chapter, a boost converter has been used as an example of how one might use discrete modeling as a design analysis tool. Various assumptions were made about operating mode (continuous conduction) and type of modulation (leading-edge at beginning of $D_1 = 1$). As a review of the earlier chapters the steps in the model derivation leading to an expression for the $z$-plane converter transfer functions were reviewed.

To find the converter transfer functions in explicit form a new "straight-line" approximation was introduced. It was shown that since the ratio of switching frequency to filter corner frequency is large, then the approximation $e^A t = I + At$ can greatly simplify the task of finding a transition matrix. Because the most difficult part of the discrete model formulation is to find explicit forms for converter transition matrices, the straight-line approximation is a key step in the development of discrete techniques simple enough for use in initial design phases of a switching regulator.

A numerical example was given to indicate that the accuracy of this approximation is good. Since the requirements for this approximation to be accurate are met by most practical converters, we conclude that it should be of use in the discrete analysis of any switching converter. It is important to note that the straight-line approximation in no way limits the range of frequency validity of the discrete converter models, because $e^{At}$ refers to the steady state solution and not to any perturbation frequency.
After this approximation was used to find explicit forms for the boost converter transfer functions, the root locus was then used to indicate the potential transient performance of a boost regulator with voltage or current feedback. This was done independently of the choice of modulator, because Chapter 3 showed that single-edge modulators contribute only constant gain factors to a regulator’s z-plane loop gain. A natural by-product of these root loci was the prediction of half switching frequency oscillation for some cases. Similar predications with the describing function models are more difficult to derive. Finally, the root locus indicated that there exists a unique choice of the feedback which produces a regulator with optimal transient characteristics about the chosen operating point. From a design standpoint it is of great interest to know that this possibility exists.
Chapter 6
Verification of the Performance Analysis

In the previous chapters a small-signal modeling technique was introduced with the ultimate purpose of being used as an aid in the design of transient response for switching regulators. The essential claim for this technique is that a pulse-width modulated system, such as a switching regulator, is more accurately modeled for small signals by linear difference equations rather than linear differential equations. This is essentially proved by noting that in the mathematics of the discrete model derivation the only approximations made were "small-signal" type approximations. Nowhere was it assumed in the derivation that the switching frequency had to be "high" compared to filter resonant frequencies or closed-loop bandwidth.

With the exact derivation accomplished, it was then shown that the assumption of the switching frequency being much higher than the converter natural frequencies allowed simple "straight-line" approximations to be made to obtain the discrete model parameters. This approximation does not degrade the inherent perturbation high-frequency accuracy of the discrete converter models because it is only applied to find the steady state transition matrix. Consideration of various modulators in Chapter 3 led to the rather startling claim that as far as small-signal transient response is concerned, all modulators
offer the same potential performance. Use of the z-transform on the
discrete model in Chapter 4 showed that closed-loop transient and sta-
bility performance could be inferred via the frequency domain concepts
of transfer functions and loop gain. For the discrete model, though,
the frequency domain is the z-plane rather than the s-plane.

By means of a simple example of a boost regulator in Chapter 5
some interesting transient behavior was predicted. Use of the root
locus in this example showed that depending on the type and amount of
feedback, the regulator has the potential for duty ratio oscillation from
near the filter resonant frequencies to half the switching frequency.
Even more important from a design standpoint is that negative
infinity in the s-plane is in the middle of the z-plane at the origin
and within the reach of the closed-loop regulator poles. This implies
that an optimal transient response in the small-signal sense is pos-
sible provided the feedback is chosen to place all the closed-loop poles
at the origin.

It is the aim of this chapter to lend credence to the validity of
these conclusions by comparisons of the transient performance of a
nonlinear large-signal boost regulator model with its small-signal
discrete model by means of digital computer simulation. To indicate
the ability of the approximate small-signal discrete models to predict
the performance of a large-signal regulator, small-signal predictions
and large-signal performances are compared at low frequencies and
at frequencies comparable to the switching frequency. In addition,
particular emphasis is given to the optimal transient condition, since achievement of this response is of practical interest.

To begin we discuss the low frequency accuracy of the discrete models as represented by the approximate boost converter small-signal voltage transfer function $G_v(z)$ given in Eqs. (5.14). This is compared with the comparable df result in a Bode plot, and then used to predict low-frequency oscillation of a boost regulator with voltage feedback.

Next, the approximate boost-converter small-signal current transfer function $G_i(z)$ of Eqs. (5.14) is plotted and compared with its df counterpart. The high-frequency accuracy of the approximate discrete model is displayed by the ability to predict accurately from $G_i(z)$ the onset of half switching frequency oscillation in a regulator with current feedback.

Finally, the conditions for optimal transient response are examined. A section is presented on how to design the physical feedback for two different modulators so that the optimal response is achieved. Results of this section are then compared in a large-signal simulation to test the accuracy of the approximate models in a design mode.

The results presented here may be summarized as follows:

1. The small-signal difference equation model is a valid model. Actually this is plain from the mathematics of the earlier
chapters, but it will be demonstrated that if the large-signal regulator is slightly disturbed from its steady state, its transient performance closely follows that of the linear difference equation model.

2. The types of transient behavior indicated in Chapter 5 including the optimal response, do occur in various large-signal regulator configurations, and furthermore are accurately predicted by analysis with the linear discrete model. It will be shown that the linear discrete model including the "straight-line" approximation can quite accurately predict the onset of both low-frequency and half-switching-frequency oscillation as well as the conditions for the optimal response.

3. Different modulators can indeed yield the same transient response for "small" transients. Comparisons of the same regulator with a sawtooth modulator and a uniformly sampled modulator will show that although their large-signal performance can vary, for small signals both can produce similar transients. An example of this is that the optimal response is achieved with a uniformly sampled modulator, a modulator believed by many to have poor closed-loop bandwidth capability because of its delay.
For all the cases examined here the same basic converter and the same operating point were used. Except where mentioned otherwise, a sawtooth modulator is used in the large-signal model. The boost converter is described by the following parameters:

\[
\begin{align*}
T &= 10^{-4} \text{ sec (switching frequency of 10 kHz)} \\
R &= 60 \Omega \\
L &= 6.0 \text{ mH} \\
C &= 1/24 \times 10^{-3} \text{ F} \\
V_s &= 60 \text{ V} \\
\tau_1 &= \tau_2 = 0.5 \times 10^{-4} \text{ sec (50% duty cycle)} \\
\frac{1}{\sqrt{LC}} &= 2 \times 10^3 \text{ radians per sec (318 Hz)}
\end{align*}
\]

The effective resonant frequency, defined for Eqs. (5.15) is

\[
\omega_o = \frac{\tau_2}{T} \frac{1}{\sqrt{LC}} \sim 159 \text{ Hz}
\]
We begin with an investigation of the low-frequency accuracy of the discrete models. The goal is to test the accuracy of low-frequency oscillation prediction with $G_v(z)$ and to compare the averaged voltage transfer function $\langle G_v(s) \rangle$ with $G_v(z)$. A Bode plot of $G_v(z = e^{sT})$ is given in Fig. 6.1. Shown in $x$'s in Fig. 6.1 is $\langle G_v(s) \rangle$ for Wester's averaged model. Both were easy enough to compute that a hand-held calculator was used for the task. It is seen that there is good agreement between these two different models at low frequencies. The most noticeable disparity between these transfer functions is that as half the switching frequency is approached, the discrete model shows an additional 90 degrees of phase lag. However, for voltage feedback this makes little difference in the prediction of oscillatory closed-loop transient behavior, because the frequency where the converter will first oscillate is much lower than the switching frequency.

In the case of voltage feedback the boost regulator loop gain $T^*(z)$ is given by

$$T^*(z) = kG_v(z)$$

where $k$ is a constant. We can predict the value of $k$ necessary for oscillation with voltage feedback $k_o$ by finding the frequency $f_o$ where the angle of $G_v(z)$ is -180 degrees in Fig. 6.1 and then choosing

$$k = 1/|G_v(z_o = e^{j2\pi f_o T})| = k_o.$$
Fig. 6.1. Discrete and averaged modulation-to-capacitor voltage transfer functions.
This was done for the approximate $G_v(z)$ derived in Eq. (5.14) with the result that $k_o = 0.0034$ is the predicted gain necessary for oscillation. From simulation with a large-signal boost regulator with voltage feedback, an experimental value of $k_o = 0.00458$ was determined. This is a reasonable agreement if one considers the relevant time constant ratios necessary to validate the straight-line approximation given before Eqs. (5.9) and calculated here with the specific values taken for this boost converter.

$$\frac{\tau_1}{RC} = 0.02 \quad \frac{\tau_2}{2RC} = 0.01 \quad \omega_f \tau_2 = 0.226$$

Because the $\omega_f \tau_2 \ll 1$ inequality is not well satisfied for the regulator, it is not surprising that predicted and measured low frequency stability bounds differ somewhat from each other.

An additional low-frequency check on the accuracy of the straight line approximation for $G_v(z)$ is to compare the frequency of closed-loop oscillation for voltage feedback with the frequency where $G_v(z)$ is $-180^\circ$ in Fig. 6.1.

Figure 6.2 is a plot of the discrete perturbations on the boost regulator capacitor voltage taken from a large-signal simulation with $k_o = 0.00458$. The plot indicates that the regulator is barely unstable. Examination of the period of the oscillation in Fig. 6.2 indicates that a full period would be $44T$. Since the switching frequency is $10$ kHz, $T = 10^{-4}$ sec. The period of the oscillation is then $4.4 \times 10^{-3}$ sec.
indicating a frequency of about 230 Hz which agrees well with where the plot of $G_v(z = e^{sT})$ in Fig. 6.1 has -180 degrees of phase shift. Since both discrete and averaged models agree in this area it is not surprising that they can both be used successfully at low frequencies.

The divergence of results, and in fact the region where the accuracy of the discrete model is superior, occurs at frequencies approaching half the switching frequency.

A striking example of these effects is presented in the next example when a boost converter is made a current regulator by feeding the pulse-width modulator a measure of inductor
current. This example demonstrates the high-frequency accuracy of the discrete models.

Figure 6.3 is a Bode plot of the approximate discrete modulator-to-inductor current transfer function \( G_i(z = \exp^{sT}) \) given in Eq. (5.14). Also shown is the transfer function for the averaged model \(<G_i(s)\>\). Again, there is close agreement at low frequencies, with the principal disparity being an extra 90 degrees of phase lag in \( G_i(z) \) as frequencies approach half the switching frequency. In addition there is a distinct difference in the magnitudes of the two transfer functions near half the switching frequency.

For the case of current feedback the loop gain \( T^*(z) \) is given by

\[
T^*(z) = kG_i(z)
\]

where \( k \) is a constant. From Fig. 6.3 we note that \( G_i(z) \) has -180 degrees of phase shift at half the switching frequency. Since \( z = -1 \) at half the switching frequency a predicted stability bound for a boost current regulator is \( k'_o = \frac{1}{|G_i(-1)|} \). The predicted value for \( k'_o \) from the straight line approximation for \( G_i(z) \) is \( k'_o = 0.976 \). Experimentally this bound was determined from large-signal regulator simulation to be \( k'_o = 0.973 \) which agrees well with the predicted bound.

Figure 6.4 is a picture of the resultant computer-simulated discrete perturbations in inductor current for an initial small disturbance in duty ratio with \( k'_o = 0.973 \). As predicted by the discrete
Fig. 6.3. Discrete and averaged modulation-to-inductor current transfer functions.
current transfer function with the root locus in Chapter 5 and in the Bode plot of Fig. 6.3, the indicator current oscillates at half the switching frequency.

Figure 6.5 is a plot of the discrete capacitor voltage perturbations for the same case. In this figure we can see the effect of a stable pole as well as the unstable one. Recall that in Chapter 5 the argument was presented that since a single pole in the z-plane on the negative real axis gives rise to a ringing response at half the switching frequency, another pole can make the total system appear to have three poles if it were continuous. This effect is clearly evident in
Fig. 6.5. Half frequency oscillation on capacitor voltage.

Fig. 6.5 as \( \bar{\nu}_c(nT) \) has a decaying component as well as the half frequency oscillation.

Although prediction of stability is a useful validation of an analytic technique, the more interesting and practical case from a design point of view is the optimal response condition.

In this last comparison a three-step procedure is outlined which shows how one can design the physical regulator feedback to achieve the optimal response. The procedure is then implemented on two boost regulators, one with a sawtooth modulator and one with a uniformly sampled modulator. Their transient responses are then
compared. To clarify this procedure we begin with a review of the notation in the development of the regulator loop gain \( T^*(z) \).

The physical feedback for a regulator with converter state variable compensation is specified in general by Eq. (3.1) with a row vector \( H^T \). For the case of the boost regulator \( H^T \) is defined by

\[
V(t) = H^T \begin{bmatrix} I_f(t) \\ V_c(t) \end{bmatrix} + V_r = \begin{bmatrix} a_1 & b_1 \end{bmatrix} \begin{bmatrix} I_f(t) \\ V_c(t) \end{bmatrix} + V_r
\]

\[
= a_1 I_f(t) + b_1 V_c(t) + V_r
\]

where \( V(t) \) is the signal input to a pulse-width modulator \( V_r \) is a dc reference signal and \( I_f(t) \) and \( V_c(t) \) are the boost converter state variables.

The modulator development of Chapter 3, summarized in Table 3.1, shows that any of the three modulators treated in that chapter may be characterized together with the compensation in the small-signal form

\[
d_n = H^T_e \tilde{x}(nT)
\]
where $H_e^T$ is the "effective" feedback of the combination of modulator and compensation. For the case presented here we use the following notation for the effective feedback.

$$d_n = H_e^T \begin{bmatrix} \tilde{i}_f(nT) \\ \tilde{v}_c(nT) \end{bmatrix} = \begin{bmatrix} a & b \end{bmatrix} \begin{bmatrix} \tilde{i}_f(nT) \\ \tilde{v}_c(nT) \end{bmatrix}$$

$$= a \tilde{i}_f(nT) + b \tilde{v}_c(nT) \quad (6.2)$$

In Chapter 4 a general expression for the regulator loop-gain $T^*(z)$ was developed in terms of $H_e^T$ in Eq. (4.11) as

$$T^*(z) = H_e^T G(z)$$

where $G(z)$ is a vector of the converter transfer functions. It is this form which enables the conclusion that for converter state variable feedback the loop gain is a linear combination of the converter transfer functions. With the notation of Eq. (6.2) the loop gain for a boost regulator is
\[ T^*(z) = \begin{bmatrix} G_1(z) \\ G_v(z) \end{bmatrix} = a G_1(z) + b G_v(z) \quad (6.3) \]

Finally from Eqs. (5.14) we note that \( G_1 \) and \( G_v \) are each of the form of a linear polynomial in \( z \) over a quadratic in \( z \) which with Eq. (6.3) implies that \( T^*(z) \) is of the form

\[ T^*(z) = \frac{a' z + b'}{(z - z_1)(z - z_2)} \quad (6.4) \]

where \( z_1 \) and \( z_2 \) are the poles of \( G_1 \) and \( G_v \) given in Eqs. (5.13).

With all of the necessary notation defined we now list the three-step procedure one may use to find the physical feedback \( H^T = [a', b'] \) which will result in the optimal transient solution, where all of a regulator's closed-loop poles are at the origin in the \( z \)-plane.

1. Given a particular converter linearized about an operating point, find \( a' \) and \( b' \) in Eq. (6.4) in terms of the open-loop converter poles \( z_1 \) and \( z_2 \) such that \( 1 + T^*(z) = 0 \) has a double root at \( z = 0 \).

From Eq. (6.4) \( 1 + T^*(z) = 0 \) may be written as

\[ (z - z_1)(z - z_2) + a' z + b' = 0 \]

\[ z^2 (z - z_1 + a') z + b' + z_1 z_2 = 0 \quad (6.5) \]
Clearly \( a' = z_1 + z_2 \) and \( b' = -z_1 z_2 \) result in the optimal response, because \( 1 + T^*(z) = 0 \) reduces to \( z^2 = 0 \) for this choice.

2. With this optimal \( a' \) and \( b' \) known, find the optimal effective feedback \( H^T_e = [a \ b] \) by equating Eq. (6.3) with Eq. (6.4).

Because \( G_i \) and \( G_v \) have the same denominator \( (z - z_1)(z - z_2) \) we may write

\[
a \text{ (numerator of } G_i) + b \text{ (numerator of } G_v) = a'z + b'
\]

(6.6)

Equating the coefficients of \( z \) and the constant terms yields two equations from which we solve for \( a \) and \( b \) in terms of \( a' \) and \( b' \).

3. Having found the optimal effective feedback \( H^T_e = [ab] \) pick a modulator from Table 3.1 and find \( H^T = [a_1 b_1] \) the optimal physical feedback using the formulas given for the individual modulators.

For example from Table 3.1 the formula for the uniformly sampled modulator relates \( H^T \) and \( H^T_e \) by

\[
H^T_e = \frac{H^T e^{-A_2 \tau^2}}{TR'}
\]

We may invert this expression to find \( H^T \) in terms of \( H^T_e \) as follows

\[
H^T = TR' H^T_e e^{A_2 \tau^2}
\]

\[
[a_1 \ b_1] = TR' [a \ b] e^{A_2 \tau^2}
\]

(6.7)
Equation (6.7) expresses the final answer for the physical feed-
back into a uniformly sampled modulator.

As an additional example the sawtooth modulator relations
between $H_T^T$ and $H_e^T$ are given in Table 3.1 as

$$H_T^T e = \frac{H_T^T}{T(R' - H_T^T x(nT))} \tag{6.8}$$

From Eq. (6.1) the term $H_T^T x(nT)$ for the boost converter is:

$$H_T^T x'(nT) = [a_1 b_1] \begin{bmatrix} I_f'(nT) \\ V_c'(nT) \end{bmatrix} = a_1 I_f'(nT) + b_1 V_c(nT)$$

So Eqs. (6.8) may be expressed equivalently as

$$[a \ b] = [a_1 \ b_1] \frac{1}{T(R' - a_1 I_f'(nT) - b_1 V_c'(nT))} \tag{6.9}$$

These equations may then be solved for $a_1$ and $b_1$ in terms of
$a, b,$ and the steady state conditions to find the optimal physical feed-
back into a sawtooth modulator.

These examples complete the presentation of the three-step
design procedure for finding the physical feedback for the optimal
transient case.
With the use of this procedure two different boost regulators were designed and simulated, one with a sawtooth pulse-width modulator and the other with a uniformly sampled modulator.

The converter parameter values used were those given at the beginning of this chapter. The clock ramp slope specified by \( R' \) in Eqs. (6.7) and (6.9) was arbitrarily set equal to 1000 for both modulators. The approximate expressions for \( G_i(z) \) and \( G_v(z) \) from Eqs. (5.14) were used for computation of the optimal effective gain from Eqs. (6.6). Then the straight-line approximation was used to simplify the exponential matrix of Eqs. (6.7) to find the physical gain into the uniformly sampled modulator. Next, to find the steady state derivatives \( \bar{I}_f'(nT) \) and \( \bar{V}_c'(nT) \) in Eqs. (6.9) the approximate techniques of Chapter 1 were used. These values then enabled the computation of the physical feedback into the sawtooth modulator with Eqs. (6.9).

Large and small-signal regulator simulations of Eqs. (5.1) were then performed to investigate the accuracy of the approximate design techniques for the optimal response. Figures 6.6a and b are plots of the discrete transient current and voltage for an initial disturbance in duty ratio of 0.001, or 0.1 percent of the total period. These transients were computed for a small-signal linearized regulator model and for large-signal regulator models with sawtooth and uniformly sampled modulators. Agreement between the linearized model and the large-signal models with both types of modulators was good enough that to the eye their plots are indistinguishable in Fig. 6.6a.
Fig. 6.6 Discrete perturbations $\tilde{v}_c(nT)$ and $i_L(nT)$ for a small disturbance from the optimal steady state solution.
and b. It is interesting to note that, except for a small residue in the fourth period, the transient is essentially finished in two periods as predicted in Chapter 5.

Agreement between the linearized and the large-signal regulators in Fig. 6.6 is not surprising because the initial perturbation from the steady state duty ratio was very small.

One would expect to see differences in the behavior of the linearized regulator model and the actual regulators for very large disturbances. However, it is to be expected that if the feedback is optimal for the small signal model, it will also be satisfactory for large disturbances as well, since real regulators are often subject to large source and load transients.

Figures 6.7 and 6.8 are plots of a large transient caused by an initial duty ratio perturbation of 10 percent (20 percent of either the $\bar{D}_1$ or $\bar{D}_2$ steady state pulse width). As anticipated, the linearized model and the two boost regulators all behave differently, but these differences are still not so great that the larger part of the transient is finished in the first two cycles. One might add that although these transients are large in the sense that the change in duty ratio is significant, the modulators do not saturate. Analysis of what happens with modulator saturation will vary from one regulator to the next, and it is doubtful that a linear model can yield useful design information in this case.
Fig. 6.7. Large-signal transient in $\tilde{v}_e(nT)$ for optimal feedback.

Fig. 6.8. Large-signal transient in $\tilde{I}_g(nT)$ for optimal feedback.
The results of this chapter may be briefly summarized as follows.

By the examination of three cases, voltage feedback, current feedback and optimal feedback, agreement has been shown between the behavior of large-signal regulators and their discrete models at low and high frequencies, and with two different types of modulators. From this it can be concluded that the discrete model is valid and useful for prediction of small transient behavior of a regulator about some steady state operating point.

The optimal response was shown to exist, and to be attainable even with a "delay" type modulator. Most important, though, is that use of the straight-line approximation together with the z-transform, allows one to design the physical feedback for a particular transient response such as the optimal response. A simple three-step procedure was introduced in this chapter to indicate the approach one might use to design for the optimal response. This is a clear indication that discrete modeling can indeed be useful as a synthesis tool which is the main goal of this thesis.

Also included in this chapter were a set of Bode plots comparing the discrete and df converter transfer functions. From these plots one may easily infer the high-frequency limitations of the df models.
Chapter 7
Review and Conclusions

The previous chapters have provided a number of useful results on the use of discrete models in the synthesis of switching regulators. It is the purpose of this last chapter to present the main conclusions and to add a few words on the application of this material.

The principal goal of this thesis is the development of simple discrete analysis techniques, for use in the initial design of switching regulators, which maintain the inherent accuracy of discrete methods over describing function methods at high frequencies.

A secondary goal is expression of the discrete models such that easy comparisons could be made between the discrete and the describing function results. This allows use of the discrete results as a yardstick to measure more explicitly the high frequency limitations of the df models.

The success in achieving these aims will be discussed after a review of the organization and results of each chapter.

In an attempt to make this work self-contained, the first chapter introduces the unfamiliar reader to a basic concept and functioning of a switching regulator. A simple analysis to find the steady state waveforms for a boost converter is presented to give the "feel" of a design-oriented approach. The main point of this chapter is that steady state converter waveforms are easily and quite accurately
found, so that their later inclusion as parameters in the discrete model should not be presumed to make the discrete models more difficult to find.

The second chapter contains the principal derivation of this work. It is shown that a generalized switching converter driven by a pulse-width modulated switch may be modeled about some steady state condition by a set of linear small-signal difference equations. A new symbol \( d_n \) is introduced in this derivation to model the normalized width of the small-signal modulation, and which later allows direct comparisons to be made between converter discrete and df transfer functions.

The main point of this chapter is to show that a small-signal difference equation converter model may be derived in a compact symbolic form almost by inspection of the converter state equations.

In Chapter 3 three different types of pulse-width modulators are shown to be characterized by small-signal difference equations compatible with those of the converter. With the assumption that the feedback is a linear combination of the converter state variables, detailed gain expressions are found for each modulator.

The key result of this chapter is that time delay of less than one cycle in a modulator only modifies the gain in the small-signal modulator models. It is also apparent from the derivations that small-signal discrete modulator models are usually easy to derive.
Chapter 4 shows that application of the z-transform to the difference equation models allows the regulator transient analysis problem to be treated in the frequency domain of the z-plane. For the case of converter state variable feedback, a loop gain quantity $T^*(z)$ is derived and shown to be composed of a linear combination of the converter transfer functions regardless of the type of modulator used. This means that the potential small-signal closed-loop dynamic behavior of a regulator is essentially independent of the choice of modulator.

A new identity is presented in this chapter for the case of a two-state converter which allows one to write, from the converter difference equations, the converter transfer functions directly without any matrix inversions, in terms of the converter transition matrix $M$ and modulation gain $K$.

The most important conclusion of this chapter is that the potential transient performance of a switching regulator is strongly dependent on the converter transfer functions $G(z)$. This in turn means that simplicity in the discrete modeling approach may be established by finding simple ways of deriving $G(z)$.

Chapter 5 introduces a new approximation called the "straight-line" approximation, which enables $G(z)$ to be explicitly evaluated in symbolic form with a minimal amount of computation. With the use of this approximation and the root locus, the potential transient performance of a boost regulator is investigated. Effects such as half
frequency oscillation and an optimal transient response are noted for various types of feedback.

The two key results of this chapter are that \( G(z) \) may be easily derived by use of the straight-line approximation, and that the resultant approximate \( G(z) \) may then be used with the root locus in an exploratory manner to determine possible closed-loop transient responses.

In Chapter 6 verification of the effects predicted by the root locus is accomplished by means of a large-signal boost converter simulation. Comparisons between the discrete and df converter transfer functions are given in Bode plots which show explicitly the range of frequencies where the df models are valid. Also included in this chapter is a section covering the design of the physical feedback for two different types of pulse-width modulators. These methods are applied to the boost regulator example in order to achieve the optimal response with either modulator. The designs were then verified with a large-signal simulation.

The goal of Chapter 6 is to lend credence to the claims made in the earlier chapters. In particular the results predicted with the use of the approximate transfer functions are shown to be accurate in predicting high frequency closed-loop behavior. This indicates that use of the "straight-line" approximation does not degrade the accuracy inherent in the discrete regulator models.
In conclusion, the results of this thesis indicate that discrete models may be simplified to the point where it is possible to apply them in the initial design phases of switching regulators. We have seen that for the case of a two-state converter, it is possible to find the approximate discrete converter transfer functions with little more effort than the addition and subtraction of a few matrices. Furthermore, it has been shown that the closed-loop transient analysis problem may be intimately tied to solution of the discrete open-loop-converter transfer functions by the introduction of a discrete loop gain and by application of the root locus to this loop gain.

A secondary goal, to provide a convenient way to gauge the accuracy of the df approach, was accomplished by introduction of the discrete equivalent $d_n$ of the average modulation $<d>$ into the discrete model formulation. One can show in general that if the "straight-line" approximation is valid, then, for frequencies where $|sT| << 1$, the transfer functions derived by either method agree with each other.

One of the most fruitful applications of the methods presented here is achievement of the optimal transient response for any given converter, through proper choice of feedback and modulator gain. Since the explicit results for the modulator and converter models show that the loop gain varies with the steady state condition, the objective is to design the loop gain to be insensitive to source and load changes so that the optimal response is achieved over a wide range of operating conditions.
In many systems measures of all the converter states may not be available for feedback purposes, in which case use of the root locus could indicate the limits on attainable transient performance.

Finally, it should be clear from this thesis that use of discrete models of switching regulators offers the designer substantial advantages in both accuracy and simplicity. In particular, this design approach permits an optimal transient response to be achieved.
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Appendix I
Writing State Equations

Presented in this appendix is a review of a simple systematic way of finding the state equations for networks of the type commonly found in switching power converters.

The basic steps in finding the state equations of a converter during any switching interval may be summarized as follows:

1. In order to maintain state variable continuity across each switching instant, choose the state variables to be the current in each inductor and the voltage across each capacitor, giving each a reference direction on the circuit schematic.

2. Replace each inductor with an independent current source, and replace each capacitor with an independent voltage source.

3. Solve the resultant resistive network for the voltage across each inductive current source and the current through each capacitive voltage source.

4. Note that the voltage $V_L$ across each inductive current source is equal to $L \frac{dI_f}{dt}$ and the current $I_C$ through each capacitive voltage is $C \frac{dV_C}{dt}$.
5. Divide each state equation by its respective $L$ or $C$ to get the standard form as presented in Chapter 2.

As an example of this technique, consider the boost converter of Fig. A1.1. This converter is shown with parasitic elements representing loss in the inductor and capacitor to make the final state equations less trivial. Also, the converter is assumed to be operating in the interval where the transistor switch is open and the commutating diode (shown in dashed lines) is effectively closed. Note the inductor current $I_L$ and capacitor voltage $V_C$ are chosen as the state variables.

Next, Fig. A1.2 shows the reactive elements replaced by independent sources. The input power supply, $V_s$, is also an independent source. This corresponds to step 2.

![Fig. A1.1. Boost converter with parasitic loss elements.](image)
Fig. A1. 2. Source replacement of state variables.

The next step is to solve for the current through \( V_c \) (labeled \( I_c \)) and the voltage across \( I_I \) (labeled \( V_I \)). By superposition, these equations are of the form:

\[
V_I = K_1 I_I + K_2 V_c + K_3 V_s
\]

\[
I_c = K_4 I_I + K_5 V_c + K_6 V_s
\]

To find the \( K_i \) simply turn off the other sources (i.e., short the voltage sources and open the current sources) and compute \( V_I \) or \( I_c \) as a function of the remaining source.

For example, to find \( K_1 \), turn off \( V_c \) and \( V_s \) as shown in Fig. A1.3. Compute \( V_I \) and hence \( K_1 \) as follows:

\[
V_I = - \left[ r_I + r_c || R \right] I_I = K_1 I_I
\]

\[
K_1 = - \left[ r_I + r_c || R \right]
\]
Fig. A1.3. Circuit for computation of $K_1$.

In a similar manner, the other $K$'s may be found to yield:

$$V_\ell = -\left[ r_\ell + \frac{r_c}{r_c + R} \right] I_\ell - \left( \frac{R}{r_c + R} \right) V_c + V_s$$

$$I_c = \left( \frac{R}{r_c + R} \right) I_\ell - \left( \frac{1}{r_c + R} \right) V_c \quad (A1.1)$$

Finally, note that the relations between $I_\ell$, $V_\ell$ and $I_c$, $V_c$ are:

$$V_\ell = L \frac{dI_\ell}{dt}$$

$$I_c = C \frac{dV_c}{dt}$$
Substitution of these relations for \( V_f \) and \( I_c \) in eq. (A1.1) gives:

\[
\frac{dI_f}{dt} = - \left( \frac{r_f + r_c}{R} \right) I_f - \left( \frac{R}{r_c + R} \right) V_c + V_s
\]

\[
\frac{dV_c}{dt} = \left( \frac{R}{r_c + R} \right) I_f - \left( \frac{1}{r_c + R} \right) V_c
\]

Division by \( L \) and \( C \) finally puts the state equations in standard form:

\[
\begin{bmatrix}
I_f \\
V_c
\end{bmatrix} =
\begin{bmatrix}
\frac{r_f + r_c}{L} & - \frac{R}{(r_c + R)L} \\
\frac{R}{(r_c + R)C} & - \frac{1}{(r_c + R)C}
\end{bmatrix}
\begin{bmatrix}
I_f \\
V_c
\end{bmatrix}
+ \begin{bmatrix}
\frac{1}{L} \\
0
\end{bmatrix} V_s
\]

This method will always work provided there are no loops of capacitors or nodes with only inductors connected to them, cases which typically never occur in converter models.
Appendix 2

Analysis of Reactive Compensation

A simplified way of handling regulator compensation for the discrete models is presented in this appendix. Discussion of the problem is followed by a general and a specific example to indicate the method.

To begin, compensation as it is used here will mean the addition of reactive elements, usually capacitors, in the feedback of a regulator to improve performance either in transient response or regulation. With the discrete model there are two ways to tackle the additional complexity that reactive compensation introduces.

The most direct approach is to consider each additional reactive element in the compensation as an additional state variable of the converter. Then, this new, more complex converter could be treated by the methods of Chapter 2 to derive small-signal linear difference equations about some operating point.

The main problem is that to find the z-transform transfer functions of the modulation to each of the state variables (now including the compensation) requires the evaluation of $(zI - M)^{-1} M$, where $M$ is the transition matrix now of the converter-plus-compensation. If $M$ is $2 \times 2$, evaluation is easy as shown in Chapter 4. For $M$ of order 3 or higher (which a two-pole converter plus reactive compensation would be) the evaluation of the inverse in symbolic form would be quite complicated. Furthermore, if one wished to see the effect of
a change in the type of compensation, the whole model development procedure would have to be repeated. A general example will be first used to show a simpler alternative method based on a "non-loading" approximation.

The small-signal nonlinear state equations for a two-mode converter-plus-compensation may be represented by Eqs. (A2.1), assuming single edge modulation.

\[
\begin{bmatrix}
\sim x \\
\sim x_c \\
\end{bmatrix} = (\overline{D}_1 A'_1 + \overline{D}_2 A'_2) \begin{bmatrix}
\sim x \\
\sim x_c \\
\end{bmatrix} + \begin{bmatrix}
K \\
K_c \\
\end{bmatrix} d \quad (A2.1)
\]

This corresponds to Eqs. (2.5) with the product terms of \(d\) and the perturbation neglected, because they do not contribute to the small-signal difference equations.

In Eqs. (A2.1) the state variables are partitioned into two groups \(\sim x\), to represent the state variables of the converter, and \(\sim x_c\) to represent the state variables of the compensation,
\[
\begin{bmatrix}
\bar{x}_1(t) \\
\vdots \\
\bar{x}_m(t) \\
\bar{x}_{c1}(t) \\
\vdots \\
\bar{x}_{cj}(t)
\end{bmatrix}
\]

In a similar fashion \( K \) and \( K_c \) are sets of constants, derived as shown in Chapter 2, which represent the effect of the modulation on each of the state variables. As mentioned at the beginning of the appendix, Eqs. (A2.1) could be treated as just a bigger, more complicated converter. Quite often, however, one can take advantage of the fact that in practical systems the converter voltages and currents affect those of the compensation, but not vice-versa. In other words, one can often assume that the compensation does not load the converter sufficiently to affect the operation.

Figures A2.1a and b are two typical examples of this case. In Fig. A2.1a it should be clear that small changes in the filter capacitor voltage (a converter state variable) will have much more effect on the compensation capacitor voltage (a compensation state variable)
Fig. A2.1. Typical compensation configurations for switching regulators.
than vice versa because of the relative component sizes. In Fig. A2.1b the op-amp makes this reverse signal flow even more negligible.

These examples help to indicate that although the non-loading assumption is an approximation, it is an extremely good one for most converters and most kinds of compensation.

The mathematical ramifications of the non-loading assumption are that the converter-plus-compensation state matrices $A'_1$ and $A'_2$ of Eqs. (A2.1) have the partition property as shown,

\[
A'_1 = \begin{bmatrix}
A_1 & \sim 0 \\
- & - \\
H & A_c
\end{bmatrix}
\]

\[
A'_2 = \begin{bmatrix}
- & - \\
A_2 & \sim 0 \\
H & A_c
\end{bmatrix}
\]

where $A_1$ and $A_2$ specify the topology of the converter by itself, $A_c$ the topology of the compensation by itself, and $H$ indicates how the converter states couple to the compensation.
Most important is the matrix block which is approximately all zeros, which specifies the back coupling from the compensation to the converter. If the compensation topology is altered in the two intervals then there would be an $A_{c1}$ and $A_{c2}$ instead of $A_c$ in $A_1'$ and $A_2'$. Also, if the forward coupling were switched, $H$ would have to be replaced by $H_1$ and $H_2$. For simplicity, it will be assumed that $H$ and $A_c$ are sufficient to model the coupling.

If the modulation is single-edged and located at the beginning of the $D_1 = 1$ interval, then Eqs. (A2.1) may be integrated as in Chapter 2 to find the linear difference equations for the converter-plus-compensation. The result is shown in Eqs. (A2.2):

\[
\begin{align*}
\begin{bmatrix} x_1 \\ H \end{bmatrix}^{n+1T} &= \begin{bmatrix} A_2 & 0 \\ H & A_c \end{bmatrix}^{\tau_2} \begin{bmatrix} A_1 & 0 \\ H & A_c \end{bmatrix}^{\tau_1}
\end{align*}
\]

\[
\begin{bmatrix} x \\ x_c \end{bmatrix}^{nT} + \begin{bmatrix} K \\ K_c \end{bmatrix} d_n T
\]

(A2.2)
With use of the series definition of the exponential matrix, it can easily be shown that the following equalities hold:

\[
\begin{bmatrix}
A_1 & 0 \\
H & A_c
\end{bmatrix}^\tau_1 = 
\begin{bmatrix}
A_1 \tau_1 & 0 \\
\frac{e^A_1 \tau_1}{\tau_1} & A_c \frac{\tau_1}{\tau_1}
\end{bmatrix}
\]

\[
\begin{bmatrix}
A_2 & 0 \\
H & A_c
\end{bmatrix}^\tau_1 = 
\begin{bmatrix}
A_2 \tau_2 & 0 \\
\frac{e^A_2 \tau_2}{\tau_2} & A_c \frac{\tau_2}{\tau_2}
\end{bmatrix}
\]

where

\[
M_{c1} = H \tau_1 + (HA_1 + A_cH) \frac{\tau_1^2}{2} + \ldots
\]

and

\[
M_{c2} = H \tau_2 + (HA_2 + A_cH) \frac{\tau_2^2}{2} + \ldots
\]
Substitution of these relations in (A2.2) yields:

\[
\begin{bmatrix}
K^2 \\
\tilde{\mathbf{x}}_c^{(n+1)T}
\end{bmatrix} =
\begin{bmatrix}
\begin{bmatrix} e^{A_2T} & e^{A_1T} \\
1 & 0
\end{bmatrix} &
\begin{bmatrix} 0 \\
A_c^T
\end{bmatrix}
\end{bmatrix}
\begin{bmatrix}
\tilde{\mathbf{x}} \\
\tilde{\mathbf{x}}_c
\end{bmatrix} +
\begin{bmatrix} K \\
K_c
\end{bmatrix} d_{nT}
\]

This shows that the partitioning property of \( A_1 \) and \( A_2 \) allows the difference equations to be partitioned into two sets. The first set is the original description of the converter by itself:

\[
\tilde{\mathbf{x}}^{(n+1)T} = e^{A_2T} e^{A_1T} \left[ \tilde{\mathbf{x}}^{(nT)} + K d_{nT} \right] \quad (A2.3)
\]

The second set describes the compensation and how the converter is coupled to the compensation:

\[
\tilde{\mathbf{x}}_c^{(n+1)T} = e^{A_cT} \left[ \tilde{\mathbf{x}}_c^{(nT)} + K_c d_{nT} \right] +
\begin{bmatrix}
M_{c2} e^{A_1T} & e^{A_cT} M_{c1}
\end{bmatrix}
\begin{bmatrix}
\tilde{\mathbf{x}}^{(nT)} + K d_{nT}
\end{bmatrix}
\]

\[
\quad (A2.4)
\]

This partitioning property can save a great deal of effort on the part of the designer. First, the converter can be characterized independently of any compensation and its z-transfer functions found.
Changing compensation only requires reevaluation of the set of difference equations describing the compensation and its coupling with the converter.

Also, since the converter-plus-compensation problem is split into two parts, the order of each part is reduced making it easier to work in symbolic form.

To illustrate how this result might be applied to a particular regulator, consider the boost converter used as an example in Chapter 5. It was shown that for a particular operating point, if the proper sum of inductor current $I_f$ and capacitor voltage $V_c$ were fed back, an optimal transient response could be achieved. The feedback tends to hold this sum of $I_f$ and $V_c$ constant, so if $I_f$ increases, $V_c$ decreases, yielding a regulator with a closed loop output impedance typically too high to be a good voltage regulator and too low to be a good current regulator. In essence what one has is a regulator that has excellent transient properties, but with an unacceptable output impedance.

This situation may be remedied by integration compensation. To make the regulator a good voltage regulator, for example, one could integrate the difference between the output capacitor voltage $V_c$ and some reference $V_{ref}$. Feeding this integrated voltage error back should insure a good voltage regulation regardless of any other feedback.
The new state variable $V_p$, the voltage across the compensation capacitance, then satisfies Eq. (A2.5):

$$V_p = k_p \int_0^t (V_c(t) - V_{\text{ref}}) \, dt$$  \hspace{1cm} (A2.5)

or

$$\dot{V}_p = k_p (V_c(t) - V_{\text{ref}})$$

The small-signal version of Eq. (A2.5) is then:

$$\ddot{V}_p = k_p \ddot{V}_c(t)$$

Insertion of the equation for the compensation state variable $\ddot{V}_p$ together with the state equations of the boost converter yields Eqs. (A2.6). The dashed lines are drawn to indicate how the matrices in Eqs. (A2.6) are partitioned.
\[
\begin{bmatrix}
\tilde{v}_c \\
\tilde{v}_p
\end{bmatrix} = D_1 \begin{bmatrix}
0 & 0 & 0 \\
0 & \frac{1}{RC} & 0 \\
0 & k_p & 0
\end{bmatrix} \begin{bmatrix}
\tilde{i}_l \\
\tilde{v}_c \\
\tilde{v}_p
\end{bmatrix} + D_2 \begin{bmatrix}
0 & \frac{1}{L} & 0 \\
\frac{1}{C} & -\frac{1}{RC} & 0 \\
0 & k_p & 0
\end{bmatrix} \begin{bmatrix}
\tilde{i}_l \\
\tilde{v}_c \\
\tilde{v}_p
\end{bmatrix}
\]

\[
\begin{bmatrix}
\tilde{V}_c(T) \\
\tilde{I}_f(T) \\
0
\end{bmatrix}
= \begin{bmatrix}
\frac{\tilde{V}_c(T)}{L} \\
\frac{\tilde{I}_f(T)}{C}
\end{bmatrix} d
\]

From Eqs. (A2.6) the following quantities used in the compensation difference equations may be identified:

\[
A_c = 0 \quad K = \begin{bmatrix}
\tilde{V}_c(T) \\
\tilde{I}_f(T) \\
0
\end{bmatrix}
\]

\[
H = \begin{bmatrix} 0 & k_p \end{bmatrix} \quad K_c = 0
\]

For typical parameter values for the boost converter, the coupling coefficients in the compensation difference equation are well approximated by retention of only the first order terms in time as shown below:
\[
\begin{bmatrix}
M_c e^{A_1^T I + e^{A_2^T M_{c1}}} \\
\end{bmatrix}
= \begin{bmatrix}
H_{\tau_2} I + I H_{\tau_1} \\
\end{bmatrix}
= \begin{bmatrix}
0 & k_p T \\
\end{bmatrix}
\]

Using these results, the approximate compensation difference equation for this case in the form of Eqs. (A2.4) is given by Eq. (A2.7).

\[
\tilde{v}_p(n+1) = \tilde{v}_p(n) + k_p T \left[ \tilde{v}_c(nT) + \frac{T \bar{I}_f(T)}{C} d_n \right]
\]  

(A2.7)

Application of the z-transform to (A2.7), with \( v_p(0) = 0 \) for transfer function calculation, leads to

\[
\tilde{v}_p^*(z) = \frac{k_p T \left( \tilde{v}_c^* + \frac{T \bar{I}_f(T)}{C} d^* \right)}{(z - 1)}
\]

The transfer function of the boost converter is known from the analysis of Chapter 5 to be \( v_c^* = G_v(z)d^* \). This is then used to write the transfer function from \( d^* \) to \( v_p^* \) as:

\[
\frac{v_p^*}{d^*} = \frac{k_p T \left( G_v(z) + \frac{T \bar{I}_f(T)}{C} \right)}{(z - 1)}
\]
With the expression developed in Chapter 5 for $G_v(z)$, one can then show that the expression for the compensation transfer function $G_p(z)$ is of the form

$$
\frac{v_p}{d^*} = G_p(z) = \frac{k'' \left( \frac{z}{z_p} + 1 \right)}{(z - 1)(z - z_1)(z - z_2)}
$$

(A2.8)

where

$$
k'' = k_p T^2 \frac{\bar{I}_f(T)}{C} \left( 1 + \frac{\bar{V}_c(T)}{\bar{I}_f(T)} \frac{\tau_2}{L} \right); \quad z_p = \left( 1 + \frac{\bar{V}_c(T)}{\bar{I}_f(T)} \frac{\tau_2}{L} \right)
$$

For the parameters of Chapter 6, $z_p = 1.25$.

From this example, it should be clear that the compensation problem can be greatly simplified by the non-loading approximation. The derivation of the transfer function of Eq. (A2.8) required no matrix inversions nor any additional analysis on the basic converter by itself. With its simplicity this approximation should extend the capability of the designer to the point where nearly any converter with reactive compensation can be symbolically analyzed.
Appendix 3

An Invariant Property of the Transition Matrix

In this appendix we show a property of transition matrices that is invariant with problem formulation, that all transition matrices for a particular converter have the same eigenvalues. The physical argument is as follows:

Consider a converter of the general type introduced in Chapter 2 and operating at a steady state condition. If it is disturbed and allowed to settle back to its steady state, without any pulse-width modulation, the dynamic behavior of this transient should be the same regardless of how we formulate the difference equations to describe it.

The difference equation model for a converter is not unique because it only describes converter behavior at a particular set of time points. In Chapter 2 Eqs. (2.13) showed that by taking a time reference at the beginning of the $\bar{D}_1 = 1$ interval a specific set of linear difference equations describes the converter problem of perturbations on a steady state solution. An equally valid description of the problem would be Eqs. (2.14), obtained by taking the reference time at the beginning of the $\bar{D}_2 = 1$ interval as in Fig. A3.1. When
there is no modulation Eqs. (2.13) and (2.14) reduce to Eqs. (A3.1) and (A3.2):

\[
\tilde{x}(n+1) = e^{A_2 \tau} e^{A_1 \tau} \tilde{x}(n) \tag{A3.1}
\]

\[
\tilde{x}(n+1) = e^{A_1 \tau} e^{A_2 \tau} \tilde{x}(n) \tag{A3.2}
\]

If the matrices \( A_1 \) and \( A_2 \) are not identical, then the transition matrices of Eqs. (A3.1) and (A3.2) will usually be different. Yet, if the formulation of the problem is correct, both matrices must indicate that the converter has the same dynamic behavior. One way of solving difference equations such as Eqs. (A3.1) is through the use of the z-transform. The procedure is quite analogous to using Laplace transform to solve sets of linear differential equations. A basic result of this approach is that poles in the z-plane indicate natural frequencies of the discrete system in the same way that poles in the s-plane correspond to natural frequencies of a continuous system. The z-plane poles occur at eigenvalues of the transition matrix. Thus,
if the discrete formulation of the converter problem is correct, then all transition matrices for the same converter must have the same eigenvalues. This is easily proved because of the structure of the problem. First we show that if a time $\tau$ later than the reference time is chosen for a new formulation of the homogeneous converter problem, the new transition matrix is formed by splitting a matrix off one side of the old transition matrix and multiplying it on the other side.

With reference to Fig. A3.1 the original problem formulation is:

$$\tilde{x}\left((n+1)T\right) = e^{A_1 \tau_1} e^{A_2 \tau_2} \tilde{x}(nT)$$

$$= e^{A_1 \tau_1} e^{A_2 (\tau_2 + \tau - \tau)} \tilde{x}(nT)$$

$$= \left[ e^{A_1 \tau_1} e^{A_2 (\tau_2 - \tau)} \right] \left[ e^{A_2 \tau} \right] \tilde{x}(nT)$$

$$= [A][B] \tilde{x}(nT)$$

Using $nT + \tau$ at the reference time, the new formulation is:

$$\tilde{x}\left((n+1)T + \tau\right) = \left[ e^{A_2 \tau} \right] \left[ e^{A_1 \tau} e^{A_2 (\tau_2 - \tau)} \right] \tilde{x}(nT + \tau)$$

$$= [B][A] \tilde{x}(nT + \tau)$$
Clearly then, for a particular converter given any two transition matrices, one can find two nonsingular (because they are products of exponential matrices which are nonsingular) matrices A and B such that AB is one transition matrix and BA is the other.

Therefore, to show that the eigenvalues and hence the system dynamics remain invariant with regard to when the reference time is chosen, one only need show that the eigenvalues of AB are identical to those of BA for square nonsingular A and B.

Note, the following equality holds, since A is invertible:

\[ \lambda I - AB = A[\lambda I - BA]A^{-1} \]

Taking the determinant of both sides we find:

\[ \text{Det.} \ (\lambda I - AB) = \text{Det.} \ (A (\lambda I - BA) A^{-1}) \]

\[ = \text{Det.} \ (A) \text{ Det.} \ (\lambda I - BA) \text{ Det.} \ (A^{-1}) \]

\[ = \text{Det.} \ (\lambda I - BA) \]

The characteristic equations and hence the eigenvalues are identical.

This result tells us two things: First, that the discrete converter model behaves in a way compatible with the physical converter, and second, that if we somehow can find the eigenvalues for a particular converter transition matrix, then we know them for any other transition matrix for the same converter provided the operating point stays the same.