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Abstract 

Binary patterning (the arrangement of hydrophobic and polar amino acids) and electrostatics 

are important determinants of the stability and conformational specificity of designed proteins. We 

have developed methods to to select the optimal binary pattern and model electrostatics in protein 

design studies. The Genclass method of binary patterning uses a solvent accessible surface generated 

from backbone coordinates of the target fold and "generic" side chains. constructs whose size and 

shape are similar to an average amino acid. Each position is classified according to the solvent 

exposure of its generic side chain. The method was tested by analyzing several proteins in the Protein 

Data Bank and by experimentally characterizing homeodomain variants whose binary patterns were 

systematically varied. Selection of the optimal binary pattern results in a designed protein that is 

monomeric. well-folded. and hyperthermophilic. Homeodomain variants with fewer hydrophobic 

residues are destabilized, additional hydrophobic residues induce aggregation. The optimal variant 

was further characterized by nuclear magnetic resonance spectroscopy. Binary patterning, in 

conjunction with a force field that models folded state energies. appears sufficient to satisfy two basic 

goals of protein design: stability and conformational specificity. 

Electrostatic interactions are critical determinants of protein structure and function. Computational 

protein design algorithms typically use fast methods based on Coulomb's law to model electrostatic 

interactions. These methods fail to accurately account for desolvation and solvent screening, which 

strongly attenuate electrostatic interactions in proteins. Using the current force field, we designed a 

25-fold mutant with moderate stability similar to the wild type protein. Incorporating two classes of 

electrostatic interactions using simple rules yielded a nine-fold mutant of the initial design that is over 

3 kcal mol-I more stable. The simple electrostatic model used in the ORBIT force field is unable to 

predict the experimentally determined stabilities of the designed variants. Finite difference Poisson­

Boltzmann (FDPB) methods have substantially better predictive power. but are fartoo slow for problems 

with high combinatorial complexity. We have developed new strategies for modeling electrostatics in 

protein design problems that utilize one- and two-body decomposable FDPB methods. Computational 

results indicate that this method has the accuracy and speed required for design calculations. 
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Chapter I 

Introduction to Protein Design, 
Binary Patterning, and Electrostatics 

Introduction to Protein Design 

The protein design problem asks which amino acid sequences are capable of forming 

a desired protein fold. More recently, the goals of protein design have expanded to the 

identification of amino acid sequences that will possess desired physical, chemical, and / or 

biological properties. Protein design can be driven by practical goals, such as developing 

catalysts for industrial processes and designing therapeutic agents. In addition, protein 

design has proved to be a valuable basic research tool for probing the links between protein 

sequence, structure, and function. A variety of approaches have been used to tackle the 

protein design problem. Heuristic, or rules-based, approaches have been used successfully 

to design highly symmetric coiled-coil structures. In vitro evolution procedures work quite 

well for modulating the activity of enzymes and identifying small peptides that bind desired 

ligands. Our research has focused on a third approach, computational protein design. 

The number of possible amino acid sequences for even a small protein is extraordinarily 

large. It would take more matter than exists in the universe to generate all possible 100 

amino acid sequences, and the average protein is more than twice as long. Using experimental 

methods, it is only possible to sample an insignificantly small fraction of sequence space. 

Computational protein design methods address this fundamental limitation by using 

computational rather than experimental procedures to identify protein sequences that are 

capable of folding to a target structure and possessing desired properties. 

Computational protein design algorithms, such as ORBIT, typically comprise four 

steps I. First, the protein structure is modeled. The backbone structure is generally based on 

the crystal structure of a known protein, and a set of discrete amino acid conformations, 
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called rotamers, are used to describe the side chains. In addition, the list of amino acids that 

will be considered at each position is generated in the modeling stage. Next, side chain 

internal, side chain - backbone, and side chain - side chain energies are calculated using a 

force field, as discussed more thoroughly in Chapter II. Combinatorial search algorithms 

such as dead-end elimination and branch and bound are used to identify the optimal amino 

acid sequence. Finally, the selected sequences are characterized experimentally and the 

results are used to improve the protein design methodology. 

Unsolved Problems in Protein Design 

Several groups have successfully used computational protein design methods to redesign 

the hydrophobic cores of a variety of small proteins2-5. Accurate modeling of packing 

interactions seems to be the key to core design. Designing the solvent exposed surface and 

partially exposed boundary residues has proved more challenging. With the exception of 

highly symmetric helical bundle and coiled-coil domains, there was only one successful 

computational full sequence design reported at the start of my graduate studies6. In addition, 

a large fraction of the protein G boundary residues had been redesigned, yielding a 

hyperthermophilic variant 7 . 

At the time I began graduate school, there were four main unsolved problems in protein 

design that limited our ability to select sequences that would fold to the target structure and 

exhibit reasonable stability. These questions were: (1) how to ensure that selected sequences 

will fold to the target structure, rather than a misfolded or aggregated state (or the negative 

design problem), (2) how to account for flexibility in each protein sequence, as well as 

changes in backbone structure that result from changes in sequence, (3) how to select 

sequences for beta sheet surfaces, and (4) how to model electrostatic interactions in design 

calculations. In addition to being important for the proximal goal of designing stable, well 
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folded proteins, finding solutions to these questions is likely to be critical for designing 

proteins with desired functional properties. 

Using Binary Patterning as a Negative Design Tool 

At the start of graduate school, 1 worked on designing the core and boundary residues 

of a SH3 domain, as described in Appendix A. The designed SH3 variants were often 

destabilized and sometimes not well-folded. Although this project was not directly successful, 

it did suggest a direction for a second project. In the boundary calculations, we considered 

both hydrophobic and polar residues at the variable positions. The calculated sequences 

tended to either be overly polar and unstable or overly hydrophobic and not well-folded. 

The binary patterning project, described in Chapter III, arose from an attempt to determine 

the optimal pattern of hydrophobic and polar residues for a target structure at the start of a 

protein design calculation. 

During the course of the project, we realized that binary patterning was the answer to 

a bigger problem than designing SH3 domains. Binary patterning can also be used to help 

ensure that designed proteins fold to the target structure rather than an alternate fold or 

misfolded state. One criticism that ORBIT and other computational design methods have 

faced is that their force fields only consider folded state energy, while protein stability is 

determined by the energy difference between the folded and unfolded states. According to 

the Random Energy Model developed by Shaknovich and coworkersx, unfolded state energies 

are determined by the hydrophobic versus polar composition of the protein chain. Since all 

sequences with the same binary pattern have roughly the same composition, comparing the 

folded state energies of sequences with the same binary pattern should be sufficient to identify 

stable sequences. 
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A second project that arose from the binary patterning project was structure 

determination of a fully designed homeodomain variant, discussed in Chapter IV. In the 

experimental segment of the binary patterning project, I selected sequences for the 11 

boundary positions and used the core and boundary sequences optimized previously by 

Chantal Morgan, a former graduate student in the Mayo group. As a result, the proteins in 

the binary patterning project were fully designed. Only a small handful of high resolution 

structures have been solved for fully designed proteins, so one goal of the project was to 

contribute to this short list. In addition, examination of the structure should allow us to 

assess the accuracy of several components of the design process. 

Modeling Electrostatics in Protein Design Calculations 

The results ofthe binary patterning study allow us to determine which positions should 

be hydrophobic versus polar, and previous design studies have established methods for 

selecting among the hydrophobic residues. However, a general solution for surface design 

problems had not yet been found. Electrostatic interactions, including hydrogen bonds, can 

make a significant contribution to the folded state interactions among surface side chains. 

However, protein design force fields have used very simplistic electrostatic models. 

In Chapter V, we use the surface of the engrailed homeodomain as an experimental 

system to determine the effects of using a highly approximate electrostatic model in 

computational design studies. The initial calculations and experimental work on this project 

were performed by Chantal Morgan. She found that restricting sequence composition to 

select for helix N-capping interactions and to select against unfavorable side chain - helix 

dipole interactions yielded a protein that was significantly more stable than one designed 

allowing all polar residues at all of the surface positions. Since the two designed proteins 

differed at nine positions, it was difficult to identify the source of the stability difference 
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between the two proteins. I characterized four additional proteins to demonstrate that both 

helix dipole and N-capping interactions can contribute significantly to the stability of designed 

proteins. In addition, I used the finite difference Poisson-Boltzmann (FDPB) model, which 

is a well respected continuum electrostatic model, to analyze the limitations of the electrostatic 

model that had been used in the initial design calculations. 

The electrostatic models that have been used for design calculations underestimate the 

importance of side chain - backbone interactions relative to side chain - side chain hydrogen 

bond and salt bridge interactions. Another electrostatic effect that would not be captured in 

the simple models used for design is cation-n: interactions. Gallivan and Dougherty proposed 

that cation-n: interactions may stabilize proteins more than salt bridge interactions9, but the 

contribution of cation-n: interactions to protein stability had not yet been experimentally 

determined. We used double mutant cycle analysis to measure the interaction between an 

(i, i+4) Arg-Trp pair on the helical surface of both protein G and homdeodomain, as described 

in Appendix B. The studies were inconclusive, but improvements in the electrostatic model 

used in design calculations, described below, should capture the energetic benefit of cation­

n: interactions. 

The FOPB calculations used to analyze electrostatic interactions in the designed 

homeodomain surfaces could predict relative protein stabilities significantly better than the 

original ORBIT calculations. As a result, improvements to the ORBIT electrostatic model 

could be obtained by maximizing the agreement between the energies produced by ORBIT 

and FDPB energies. Using this approach, we optimized the values for dielectric constants 

and solvation parameters used in design calculations, as described in Chapter VI. However, 

even using these optimized parameters, a simple electrostatic model based on Coulomb's 

law and surface area based solvation parameters does not recapitulate the FDPB results. 
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So, we next worked to develop FOPB methods that are compatible with the requirements of 

design calculations. 

As typically implemented, FDPB calculations would be far too slow to use for design. 

The full three-dimensional structure of the protein is used in FDPB calculations to define 

the boundary between the high dielectric solvent and the low dielectric protein. Since each 

possible arrangement of protein side chains will produce a slightly different dielectric 

boundary, FDPB calculations would need to be run for each rotameric sequence, which 

would require about 1060 years for the homeodomain surface design case. As described in 

Chapter VII, we have developed simplified surface descriptions that only require knowledge 

of the identity and conformation of one or two side chains at a time and allow rapid calculation 

of energies that correlate quite well with the results of FOPB calculations. 

Conclusions 

In protein core design, a force field that maximizes packing interactions and hydrophobic 

burial is generally sufficient for the design of stable, well-folded proteins. Designing the 

boundary and surface positions requires careful balancing of competing forces instead. While 

the burial of hydrophobic atoms in boundary residues can confer stability, incorporating too 

many hydrophobic residues results in protein aggregation. Similarly, maximizing salt bridge 

interactions between surface side chains does not necessarily optimize stability, as the effects 

of desolvation and side chain - backbone electrostatic interactions must also be considered. 

As protein design efforts begin to focus increasingly on activity, finding the right balance 

between the forces that contribute to structure, stability, and function is likely to become 

increasingly important. 
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Chapter II 

Energy Functions for Protein Design 

The text of this chapter is adopted ./i'om a published manuscript that was 

coauthored with D. Benjamin Gordon and Professor Stephen L. Mayo. 

D. B. Gordon, S. A. Marshall, and S. L. Mayo. (1999). Curr. Opin. Struct. 

Bioi., 9,509-513. 

Introduction 

Computational protein design is a generaL closed-loop approach for finding the optimal 

sequence of amino acids for a desired protein fold l
. A potential energy function that represents 

the dominant factors, as well as the subtleties, of protein stability is used to predict the 

energy of each possible amino acid sequence on a target protein structure. Current design 

efforts have used fixed protein backbones as target structures, with two notable exceptions"-

4. Atomic level detail is introduced by using statistically significant sidechain conformations, 

called rotamers\ to represent the flexibility of each amino acid. A variety of stochastic and 

deterministic search algorithms are then used to find the optimal combination of amino acid 

sidechain rotamers on the target structure as ranked by the potential energy function. Finally, 

the experimentally determined stability and structure of designed proteins are analyzed and 

rational improvements to the potential function are implemented. 

The purpose of this review is to discuss the development of protein design force fields 

and to survey the potential energy terms that have been used thus far. The terms fall into 

five broad categories. First, we discuss the energies describing packing between atoms that 

are not covalently bonded. Nonbonded polar interactions are considered next. We briefly 
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survey internal coordinate energies, and finally examine solvation and entropy, which are 

computed differently than in typical molecular mechanics force fields. 

Force Field Requirements 

Protein design presents a demanding task for a potential energy function. Design 

potentials must be sensitive to subtle changes in amino acid identity that are known to 

perturb the experimental stability of proteins. However, design force fields should not be 

overly sensitive to small variations in rotamer geometry, since discrete rotamers are used to 

model sidechain conformations. The force field also must be compatible with the 

computational requirements of protein design. For example, most search algorithms demand 

that energy terms be pairwise decomposable, and design problems with large combinatorial 

complexity require energy terms that can be calculated quickly. 

Because the energies produced by design potentials are intended to correlate with the 

free energy of folding, the force field must also model the unfolded state as well as the 

folded state. Experimental and theoretical studies7 indicate that unfolded proteins can 

sometimes have residual structure, and mutations may alter the properties of the unfolded 

state ensemble. However, in design calculations, the unfolded state is commonly assumed 

to have no residual structure: nonbonded interactions between sidechains are considered to 

be insignificant, the sidechains are assumed to be fully solvated, all rotamers are modeled 

as being equally probable, and all sequences in the unfolded state are isoenergetic. 

Due to the demands posed by protein design, force fields that are widely used to perform 

molecular mechanics calculations, such as CHARMM8, AMBER9
-1

o, and DREIDINGll, are 

not necessarily appropriate for design. Similarly, statistically derived pair potentials that 

are quite effective in structure compatibility studies l2 do not manifest the structural sensitivity 

necessary for protein design. Instead, new force fields must be developed for protein design 
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that properly balance each factor described by the potential energy function. Over the past 

few years, the first force fields tailored for design have been constructed. However, very 

few potential energy terms have been used in these force fields, and even fewer have been 

evaluated through comparison of design predictions and experimental results. Future progress 

in protein design force fields will be realized by continued systematic experimental validation 

of the terms comprising the potential function. 

van der Waals 

Packing specificity is critical for protein design. For protein core calculations, which 

comprise the majority of design studies, a force field that models only packing specificity is 

sufficient to design well-folded proteins l
:1-l6. Although packing can be evaluated exclusively 

with interatomic distance restraints l7
, most design programs utilize a van der Waals potential. 

This potential provides a physical basis for sidechain packing specificity, thereby favoring 

native-like folded states with well-organized cores and selecting against disordered or molten 

globule states. The van der Waals energy is typically calculated with a Lennard-Jones 12-

6 expression. 

E = D [(Ro) 12_2( Ro\6] 
I'dW () R R} 

(1) 

The interatomic distance, R, is computed from atomic coordinates. The equilibrium radii. 

R(p and well-depths, D(), are parameters that are defined within each force field. 

Two examinations of van der Waals parameters underscore the need to tune molecular 

mechanics potential functions for protein design. Lazar and coworkers l6 compared the 

predictive ability of variations of Hagler and AMBER van der Waals parameters for a set of 

ubiquitin variants with redesigned cores. United atom parameters from AMBER95 were 
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markedly superior to the other variations when used in conjunction with a detailed rotamer 

library. Dahiyat and MayolS generated sequences by systematically varying the scale of the 

atomic radii, based on the DREIDING parameter set and using rotamers with explicit 

hydrogen atoms. Scaling the radii by a factor of 0.90 achieved the optimal balance between 

packing specificity and hydrophobic collapse, as represented by a solvation term (discussed 

in a later section). 

Hydrogen Bonding 

Because the majority of computational protein design studies have focused on protein 

cores, electrostatic and hydrogen bonding terms have not been as thoroughly validated by 

experiment. Nevertheless, initial forays have proven these terms useful for the design of 

helical surfaces 1 x and for full sequence design 19. 

Hydrogen bonds are typically represented with an angle-dependent, 12-10 hydrogen 

bond potential, 

(2) 

where R() is the equilibrium distance, Do is the well depth, and R is the interatomic distance 

between donor and acceptor heavy atoms. The angle dependence term, F(8), is typically 

cos-+8, where 8 is the donor-hydrogen-acceptor angle. 

We have observed that calculations performed with the above potential will allow 

rotameric arrangements with non-physical hydrogen bond geometries, as shown in Figure 

I-I. To circumvent this problem, we employ more restrictive hybridization-dependent angle­

dependence terms that enforce reasonable geometriesl~. 



Sp3 donor - Sp3 acceptor 

Sp3 donor - Sp2 acceptor 

Sp2 donor - Sp3 acceptor 

Sp2 donor - Sp2 acceptor 
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F = cos2cpcos2(8-109.5°); 

F = cos28; 

F = cos48 

F = cos2cpcos2(max[cp,<p]) 

8> 90°, cp-109.5° < 90° 

cp > 90° 

(3) 

(4) 

(5) 

(6) 

The angles cp and <p refer to the hydrogen-acceptor-base angle (where the base is the 

atom covalently attached to the acceptor) and the angle of between the normals ofthe planes 

defined by the six atoms attached to the two Sp2 centers, respectively. 

A potential energy term based on the above equations allows only physically reasonable 

side chain - side chain and side chain - backbone hydrogen bonds. Unfortunately, using a 

highly restrictive energy term in combination with a discrete rotamer library causes the 

force field to predict poor energies for some sequences that may actually form good hydrogen 

bond interactions. 

Electrostatics 

The role of electrostatics in protein stability is subject to debate. At moderate 

temperatures, favorable electrostatic interactions are not thought to be strong enough to 

compensate for the energy of desolvation 20
. In more extreme conditions, however, salt 

bridges may stabilize proteins21 -22. Moreover. electrostatics may playa more significant 

role in defining the specificity, rather than the stability, of folding and of functional 

interactions23 -:>6. 

Computational protein design efforts have not yet developed an electrostatic term 

intended to represent these considerations. Rather, electrostatics are used sparingly, primarily 

to guard against destabilizing interactions between like-charged residues. The simplest 
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treatment of electrostatic interactions is based on Coulomb's Law, which describes the energy 

of two charges, Q; and Q
j
, separated by distance, R, in a medium with dielectric constant, E: 

( 
QiQj) 

£1'11'('= 332.0637 ER (7) 

We use a distance-attenuated version of Coulomb's law with an effective dielectric constant 

value of 40R and partial atomic charges that give a total coulombic energy of approximately 

± 1 kcal mol- i for the interaction between juxtaposed charged residues. Thus, electrostatic 

contributions to the total energy are only significant when charged atoms are in close 

proximity. In sharp contrast, electrostatic energy is often the largest contributor to the total 

energy in potentials used for molecular mechanics and dynamics calculations. 

Internal Coordinate Terms 

Typical molecular mechanics force fields have terms that evaluate bonds, angles, 

torsions, and inversions among atoms that are covalently attached. These internal coordinate 

or "bonded" energies must be considered when generating rotamers or modifying the protein 

backbone, and have been used for protein design in some cases4
.
16

• The usefulness of these 

terms for design, however, has not been rigorously demonstrated. Since rotamers derived 

from statistical analysis of protein structure databases generally have good internal coordinate 

energies, many design potential functions do not include them at all. 

Solvation 

Because the hydrophobic effect drives protein folding 27
, modeling solvation effects is 

critical for a protein design force field. However, the computational expense of explicitly 

modeling protein/solvent interactions for all sequences under consideration is prohibitively 

expensive. Therefore, several groups have employed approximate methods utilizing octanol-
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water and gas-water free energy of transfer data for each amino acid28
-
29

• The experimentally 

measured free energies of transfer are correlated with the molecular surface area30, shown 

in Figure I-2. These energies are either used directly for residues in the protein core31 or 

they are scaled by the change in solvent exposed surface area associated with protein 

folding I4.32
• 

The energy required to transfer a sidechain from a solvated, unfolded protein to a 

partially or completely desolvated position in the folded protein is not necessarily the same 

as the transfer energy from water to gas or a nonpolar solvent. But, the approximate linear 

relationship between transfer energy and change in surface area should be correct for both 

cases. Dahiyat and Mayol4 determined the optimal values for polar and nonpolar atomic 

solvation parameters by fitting to the experimentally determined stability of designed proteins. 

Inclusion of a hydrophobic burial benefit and a polar burial penalty in the protein design 

force field provides a significant improvement in predictive power compared to a force 

field with only a van der Waals term. 

Two other considerations have affected the formulation of a protein design solvation 

potential. First, a negative design term that penalizes exposure of nonpolar surface area is 

sometimes used lH1. Although nonpolar exposure should not destabilize a protein, it can 

lead to aggregation or misfolding. Therefore, a nonpolar exposure penalty is required to 

limit the amount of exposed nonpolar surface area at boundary and surface positions14. 

Second, many optimization algorithms require that energy terms be pairwise decomposable, 

but pairwise calculation of buried surface areas leads to significant overcounting. Street 

and Mayo have developed a pairwise expression with one scalable parameter that closely 

reproduces both the true buried area and the true exposed solvent accessible surface areas1". 



II-8 

Entropy 

A simple entropy term is sometimes incorporated into protein design potential 

functions3
!.3". The change in sidechain entropy upon folding is modeled as the change in 

number of rotatable bonds, making the assumption that conformational freedom is completely 

restricted in the folded state. The unfolded state entropies are calculated either by assuming 

that all rotamers are equally populated or by fitting to semi-empirical estimate36• Inclusion 

of an entropy term based on the number of rotatable bonds did not significantly improve 

correlation between predicted and observed stabilities of the GCN4-pl coiled coil core l4 . 

This simple model for entropy may have failed because it neglects residual sidechain entropy 

in folded proteins, as well as possible residual structure in the unfolded state. 

Looking Forward 

Protein design force fields have been successful, in part, because of their stringency. 

Restrictive functions such as the van der Waals and the hybridization-dependent hydrogen­

bond potential, in particular, result in a very high rejection rate, and a significant false­

negative rate. Fortunately, many design force fields also show a low false-positive rate. 

Therefore, sequences that are selected in protein design studies tend to fold properly, even 

though many other equally acceptable sequences are rejected. 

Because of the high false-negative rate, potential functions derived through protein 

design efforts may not be suitable for folding studies. To gain a deeper understanding of the 

determinants of protein stability, it is therefore important to lower the false-negative rate. 

Softening of the restrictive potentials could result in design models that more accurately 

describe the fundamental relationship between sequence, structure, and stability. 
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Figure 11-1. An example of a non-physical hydrogen bond geometry that can be selected 

when a hydrogen bond potential dependent only on 8 is used for protein design. A more 

restrictive hydrogen bond potential, described in Equations 2 through 6, correctly predicts 

that no favorable interaction is present because cj> = 90°. 
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Figure 11-2. Method to calculate buried surface area for a rotamer pair. (a) Unfolded or 

reference exposed surface areas for two sidechain rotamers. (b) Folded exposed surface 

area for the rotamer pair. (c) Buried surface area for the rotamer pair, which is calculated by 

subtracting (b) from (a). 
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Chapter III 

Achieving Stability and Conformational Specificity in Designed 
Proteins via Binary Patterning 

The text (~l this chapter is adopted from a published manuscript that was 

coauthored with Professor Stephen L. Mayo. 

S. A. Marshall and S. L. Mayo. (2001) 1. Mol. Bioi., 305, 619-631. 

Abstract 

We have developed a method to determine the optimal binary pattern (arrangement of 

hydrophobic and polar amino acids) of a target protein fold prior to amino acid sequence 

selection in protein design studies. A solvent accessible surface is generated for a target 

fold using its backbone coordinates and "generic" side chains, which are constructs whose 

size and shape are similar to an average amino acid. Each position is classified as hydrophobic 

or polar according to the sol vent exposure of its generic side chain. The method was tested 

by analyzing a set of proteins in the Protein Data Bank and by experimentally constructing 

and analyzing a set of engrailed homeodomain variants whose binary patterns were 

systematically varied. Selection of the optimal binary pattern results in a designed protein 

that is monomeric, well-folded, and hyperthermophilic. Homeodomain variants with fewer 

hydrophobic residues are destabilized, while additional hydrophobic residues induce 

aggregation. Binary patterning, in conjunction with a force field that models folded state 

energies, appears sufficient to satisfy two basic goals of protein design: stability and 

conformational specificity. 
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Introduction 

The location of hydrophobic and polar amino acids along a protein chain, called the 

binary pattern, and the physics of protein folding together define the topology of a protein 

fold l
. Hydrophobic (H) residues are most commonly found in the core of proteins. Burial 

of these hydrophobic residues is one of the main sources of stability in folded proteins and 

one of the dominant forces driving protein folding~. Polar (P) residues, typically located on 

the surface of proteins, can play an imp0l1ant role in determining fold specificity' -1, controlling 

protein-protein interactions' 6, and promoting solubility. Binary patterning is a major 

determinant of secondary structure. In amphipathic a-helices and I)-sheets, which are 

commonly observed in naturally occurring proteins, the pattern of hydrophobic and polar 

residues often matches the periodicity of the secondary structure element. Furthermore, 

patterns that contain more polar residues tend to encode helices, while patterns dominated 

by hydrophobic residues typically form f)-strands 7• 

Binary patterning has been successfully incorporated into several distinct approaches 

to protein design, including combinatorial design, lattice model simulations, and 

computational design. Choosing the binary pattern prior to selecting the exact amino acid 

sequence results in a tremendous reduction in the number of possible sequences. More 

importantly, correct implementation of binary patterning should help to ensure protein 

stability and conformational specificity. By restricting buried positions to be nonpolar, 

hydrophobic burial in the folded protein can be maximized. Selecting polar residues for 

solvent exposed positions helps to control oligomerization and aggregation behavior. Finally, 

selecting a pattern of hydrophobic and polar residues that closely matches the pattern of 

buried and exposed positions in the target protein fold helps to ensure that the designed 

sequence is compatible with the target structure and incompatible with alternative folds. 
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Hecht and coworkers have demonstrated that binary patterning alone can be used to 

design proteins with simple folds H
• They generated a combinatorial library of proteins using 

a fixed binary pattern that is compatible with a four helix bundle fold. A significant number 

of the proteins in this library were demonstrated to unfold cooperatively9. Four helical 

bundles are somewhat unique: they are highly symmetric, their backbone structure can be 

described with a small number of parameters, and the optimal binary pattern of helical 

bundle proteins is defined by the helical repeat. Thus far, it has not been clear how to 

identify the optimal binary pattern for proteins with more complex topologies. 

Theoretical protein design studies frequently use binary patterning by approximating 

protein sequences with a simplified amino acid alphabet consisting of only two monomers: 

Hand P. Dill and coworkers developed two methods for selecting the sequence of Hand P 

monomers that would fold to a desired tertiary structure 10. The first method, called the 

Burial Algorithm, measures the solvent exposure of a side chain centroid with a 2 A radius 

that is located 3 A from the a carbon along the a carbon - ~ carbon bond vector. A IO A2 

cutoff is used to separate buried hydrophobic positions from exposed polar positions. In the 

second method, called the Grand Canonical Sequence Evolution Algorithm (GCSE), the 

optimal binary pattern was identified by maximizing a fitness function which benefits 

nonlocal contacts between hydrophobic residues and penalizes contacts between solvent 

and hydrophobic residues. Both algorithms were tested using lattice models for which the 

folding problem is tractable and then were applied to a set of 20 structures from the Protein 

Data Bank. 

The binary patterns selected by the Burial Algorithm matched the naturally occurring 

sequences for 67% of the hydrophobic residues and 75% of the polar residues in the database. 

GCSE-predicted patterns matched the native patterns with an accuracy ranging from 58 to 

81 %, depending on the protein. GCSE often assigned exposed positions to be hydrophobic, 
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while the Burial Algorithm assigned all exposed positions to be polar. Database analysis 

does not reveal the source of the discrepancies between the GCSE patterns, the patterns 

predicted with the Burial Algorithm, and the actual patterns. Dill argues that the physics 

underlying the Burial Algorithm is different than that of GCSE, but it is not obvious which 

algorithm's underpinnings best match the physics underlying protein stability and 

conformational specificity. Discrepancies between the predicted and actual patterns may 

reflect the contributions of additional factors, such as folding kinetics and function, to binary 

patterning. It is possible that the naturally occurring binary patterns are not optimal for 

stability, and the patterns identified by Dill and coworkers are more optimized for this feature. 

Without further experimental evidence, it is difficult to ascertain the relative and absolute 

merits of the two methods. 

Previous computational protein design studies conducted by this group have 

implemented partial binary patterning using a program called Resclass II. This program, 

which is run prior to sequence selection, uses the procedure described in Figures 111-1 and 

IJI-2 to restrict positions that are clearly in the protein core to be hydrophobic and positions 

that are clearly on the protein surface to be polar. Between one quarter and one third of the 

positions, however, do not meet the criteria for either core or surface: these are referred to 

as boundary positions. During sequence selection, both hydrophobic and polar residues are 

considered at the boundary positions. Since the dead end elimination (DEE) algorithm 

used for sequence optimization has a fifth-order dependence on the number of rotamers per 

residue positionl2, boundary calculations are often quite demanding and sometimes prove 

intractable. A more serious problem is that the sequences selected for boundary residues 

often lack an appropriate balance between hydrophobic and polar residues. Proteins with 

excess hydrophobic boundary residues are prone to aggregation, while excess polar boundary 

residues destabilize the protein. 
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A new method to assign binary pattern 

To address the limitations of the binary patterning procedures that are currently available, 

we have used theory coupled with computation and experiment to develop and validate a 

new classification algorithm, Genclass. The Genclass method, described in Figure 1111-3, 

determines whether each position along a protein backbone should be hydrophobic or polar 

according to its inherent solvent exposure. Like Resclass, Genclass can be used to assign 

binary patterns to proteins with either simple or complex topologies, and it does not rely on 

prior sequence information. Since protein design aims to isolate the determinants of protein 

stability and conformational specificity, it is desirable to develop methods that do not rely 

on known sequences. Finally, the Genclass method was designed so that its predictions 

could be tested experimentally. 

If a protein's sequence and structure are known, its residues can be classified as buried 

or exposed by generating a solvent accessible surface about the protein, measuring the 

solvent exposure of each residue, and selecting a surface area cutoff, SA ,that separates 
cut 

buried and exposed positions. At the start of a protein design problem, the sequence and 

hence the exact surface of the protein are not known. However, it is possible to construct a 

surface from the protein backbone and "generic" side chains, where the generic side chain 

is a construct whose size and shape is similar to an average amino acid. In this study, we 

have used a methyl acetylene-like construct. Other generic side chains such as valine also 

work, but the side chain must be larger than alanine in order to best distinguish buried and 

exposed positions. To classify a position. the solvent exposure of its generic side chain is 

calculated and compared to SA . If the solvent exposure of the generic side chain is less 
nit 

than SA ,the position is classified as hydrophobic and if its exposed area is greater than 
cut 

SA the position is classified as polar. We have used both database analysis and experimental 
',:lIt 

studies, described below, to identify the proper value of SA . 
L'ut 
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Genclass uses a "hydrophobic-in. polar-out" metric to assign binary pattern. As has 

been observed previously, solvent accessibility does not correlate perfectly with residue 

hydrophobicity, although they are highly coupledJO
• Most naturally occurring proteins contain 

some buried polar and exposed hydrophobic amino acids. In some cases, these residues are 

necessary for protein stability; for instance, many turns contain buried polar residues which 

form hydrogen bonds to main chain amides l1
. Buried polar and exposed hydrophobic residues 

are often found in binding sites and enzyme active sites, where they may be necessary for 

activity. In other cases, mutating exposed hydrophobic and buried polar residues improves 

protein stabilityl-ll<;. 

Genclass is intended to provide a reasonable first approximation to the optimal binary 

pattern. Further protein design studies can be conducted to identify structural contexts in 

which exposed hydrophobic and buried polar residues contribute to protein stability and 

conformational specificity. For instance, studies of coiled-coil proteins have shown that 

replacing a buried Asn with Leu results in a gain in stability but a loss of conformational 

specificity: both the oligomerization state and the relative orientation of the helices are 

heterogeneous in the absence of the buried polar residue 16
• Furthermore, as functional 

properties are introduced into designed proteins, it will be necessary to understand how 

perturbations in the optimal binary pattern required for the construction of active sites and 

binding sites impact protein stability and conformational specificity. 

Database analysis 

Genclass was initially validated by comparing the predicted and actual patterns of 

hydrophobic and polar residues in a set of 29 water soluble proteins of known structure. 

The solvent accessible surface area of the generic side chain was calculated for each non­

glycine position in the 29 proteins. For each protein, the fraction of residues predicted 
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correctly (that is, hydrophobic residues whose generic surface area is less than SA and 
cut 

Polar residues whose surface area is greater than SA ) was calculated for each value of 
- cut 

SACUl' The results for the 29 proteins are shown in Figure I11-4. 

The fraction of residues whose binary pattern is predicted correctly does not depend 

strongly on the value of SA . If SA is set to 0, all residues are predicted to be polar. 60% 
Clit Cllt 

of the residues are predicted correctly, since 60% of the residues in the proteins analyzed 

are polar. The optimal value of SA , defined as the value at which the agreement between 
cuI '-

the predicted and actual binary patterns is maximized, is 23.9 ;\2, which yields 76% agreement 

to the database binary patterns. As SA is increased beyond the optimal value, the fraction 
L'ut 

correct slowly decreases and finally plateaus at 400/r correct at 136.8 ;\2. 

Experimental validation of Genclass 

In order to test the Genclass method and to more precisely determine the optimal value 

of SA ,we have constructed and analyzed a series of engrailed homeodomain variants. 
L'ul 

Homeodomain is a small fold that is minimally defined by 51 amino acids l7
• Using the 

Resclass program, 10 of the 51 positions in the engrai1ed homeodomain fragment are 

classified as core, 30 as surface, and 11 as boundary. We have systematically varied the 

binary pattern at the 11 boundary positions in order to determine the best experimental 

setting of SA . 
l'ut 

The engrailed homeodomain is an attractive target for protein design studies and for 

the validation of Genclass. The homeodomain fold has a nontrivial topology so its optimal 

binary pattern is not immediately apparent. FUlthermore, the engrailed homeodomain has 

been the target of earlier successful design studies. In this study, we use the SC 1 variant as 

a background for all further mutations lH
• SC 1 is a 29-fold mutant that was generated by 

computationally optimizing the core and surface positions. The melting temperature (T,) 
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of SC I is 92°C, compared to SO °C for the wild type protein. The modestly high stability of 

SC I allows both stabilizing and destabilizing mutations to be readily expressed and 

thermodynamically characterized. More significantly, using the SC I variant as a background 

for boundary design results in the production of fully redesigned homeodomain variants 

and ensures that the Genclass binary patterning procedure is compatible with the designed 

protein core and surface. 

Genclass agrees with the Resclass results for the homeodomain fold, as shown in 

Figure III-S. Positions classified as core by Resclass have little or no exposure, surface 

residues exhibit significant exposure, and boundary residues have intermediate exposure. 

Using the results of Genclass, the boundary residues were rank-ordered according to their 

intrinsic solvent accessibility, as shown in Figure III-6. To determine the optimal balance 

between polar and nonpolar residues, ten binary patterns were selected. In the first pattern, 

B I, the most buried position was assigned to be hydrophobic and the ten most exposed 

positions were assigned to be polar, as shown in Figure III-7. B2 assigns the two most 

buried positions to be hydrophobic and the nine most exposed to be polar. Patterns B3 

through B 10 are assigned in a similar manner, so that the ten most buried positions in B 10 

are hydrophobic and only the most exposed position is polar. 

The computational protein design algorithm ORBIT (Optimization of Rotamers hy 

lterati ve Iechniques) II was then used to select the optimal amino acid sequence and rotameric 

configuration for each binary pattern. The sequences selected for the proteins, denoted B I 

through B 10 according to the number of hydrophobic boundary residues, are shown in 

Figure III-7. B4 and BS are identicaL since alanine is allowed at both polar and hydrophobic 

positions. The B I through B 10 variants were compared by experimental analysis to SC I 

and to each other in order to assess the effects of varying the binary pattern and to determine 

the value of SA that optimally separates hydrophobic and polar residues. 
ClIt 
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Stability and conformational specificity of designed variants 

The designed proteins were judged according to two criteria: stability and 

conformational specificity. In order to exhibit conformational specificity, a protein must 

satisfy three criteria. First, the protein must fold to a unique tertiary structure rather than 

exhibiting the conformational heterogeneity that is characteristic of molten globule and 

gemisch states I. The protein must possess the desired oligomerization state; in the case of 

homeodomain, all designed variants should be monomeric. Finally, the designed variants 

must assume the target fold rather than assuming an alternate fold. In this paper, we focus 

on the first two criteria to determine the optimal value of SA ,defined as that value which 
cut 

yields the most stable protein with uncompromised conformational specificity. 

The homeodomain fold is remarkably tolerant to perturbations in its binary pattern. 

The far UV circular dichroism (CD) spectra such as those shown in Figure III-8 all have 

minima at 208 nm and 222 nm, indicating that the entire series of homeodomain variants is 

helical at 25 DC. The relative intensity of the two minima varies somewhat and is correlated 

with the number of tryptophan residues. As tryptophan is known to contribute to ellipticity 

in this region, the observed variations are not thought to reflect changes in secondary 

structure 19. Thermal denaturation experiments indicate that B 1 is destabilized relative to 

SC 1; the T of B 1 is 70 DC while SC 1 denatures at 92 DC. Variants B2 through B7 are all 
III 

hyperthermophilic. At 99 DC these proteins retain significant helical content. Variants B8 

through B 10 undergo irreversible unfolding transitions, which prohibit thermodynamic 

analysis. The free energy of unfolding, ~GlI' determined from guanidinium chloride 

denaturation at 25 DC increases from B2 through B7 as polar boundary residues are replaced 

by hydrophobic residues, as shown in Figure JII-9 and Table III-I. The increased stability 

in this series correlates with increased burial of hydrophobic surface area and decreased 

burial of polar surface area as determined in the modeled protein structures. 
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Dynamic light scattering (DLS) experiments, shown in Figure III-I 0 and Table III-

2, were used to assess the oligomerization state of the designed proteins. Variants B I through 

B6 are all monomeric, as the concentrations of any minor components are thought to be 

within the experimental error of DLS studies conducted on very small proteins. B7 is 

primarily monomeric, but aggregated states are also substantially populated. By contrast, 

B8, B9, and B 10 have lost the ability to specifically form monomeric structures. B8 

predominantly populates low order oligomers; however, the light scattering data do not 

reveal whether these oligomers are well-defined. B9 and B I 0 exclusively form large 

aggregates. 

One-dimensional proton nuclear magnetic resonance (I D I H NMR) spectra, shown 

in Figure III-II, were analyzed to determine the solution behavior of each protein. WelI­

folded proteins have relatively narrow linewidths in I D 'H NMR spectra, while 

conformational heterogeneity and increased internal mobility at the millisecond to 

microsecond time scale, which characterize molten globule and aggregated states, result in 

broad and/or heterogeneous line widths. Spectra of well-folded proteins are also 

characterized by pronounced chemical shift dispersion, which arises from the variety of 

unique magnetic environments that are present in a well-folded protein. The lineshape and 

dispersion in the spectra shown in Figure III-II indicate that variants B I through B6 are 

well-folded and do not significantly populate aggregated stales. B7 was observed to aggregate 

during the course of data acquisition; as a result, its spectrum has reduced signal to noise 

and line broadening is observed in the presumptive tryptophan resonances. The pronounced 

line broadening and reduced chemical shift dispersion in the B8 spectrum, in conjunction 

with the light scattering results, suggest that B8 forms small. nonspecific aggregates rather 

than well-ordered oligomers. 
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On the basis of the experimental data, B6 is judged to be the best protein. According 

to differential scanning calorimetry results, shown in Figure III-12, the apparent TIll of B6 is 

114°C. By guanidinium denaturation, the ~GLI of B6 is 6.3 kcal mol-I at 25°C and pH 4.5, 

significantly higher than SC I and variants B I through B4. To confirm that B6 is stable at 

more physiological pH, guanidinium denaturation experiments were also conducted at pH 

6.0 and pH 7.5, as shown in Figure III-13. The ~GLI ofB6 decreases somewhat with increasing 

pH, to 5.4 kcal moll at pH 6.0 and to 4.3 kcal mol-I at pH 7.5, but the overall stability of B6 

remains quite high. I D IH NMR and DLS experiments indicate that B6 assumes a unique 

folded conformation, while the more hydrophobic variants B7 through B 10 lack 

conformational specificity. 

Two additional variants were generated in order to determine whether it is necessary 

to specify the exact arrangement of hydrophobic and polar boundary residues, or if fixing 

the absolute number of hydrophobic and polar residues is sufficient. The optimal binary 

pattern, B6, contains hydrophobic residues at the six most buried positions and polar residues 

at the five most exposed positions (HHHHHHPPPPP). The binary pattern of the control 

protein C I is the reverse of the binary pattern B6. In C 1, the five most buried positions are 

assigned to be polar and the six most exposed positions are hydrophobic (PPPPPHHHHHH). 

The second control protein, C2, alternates hydrophobic and polar residues (HPHPHPHPHPH) 

while retaining the same HIP composition as B6 and C I. Sequences were selected for 

patterns Cl and C2, and are shown in Figure III-7. The ORBIT force field predicts that the 

folded state energies for C I and C2 are far less favorable than the energies of any of the 

other designed variants: the computed energy of C I is -153.6 kcal mol-I, the energy of C2 

is -169. I kcal mol-I, and the energies of B I through B 10 range from -271.0 to -292.7 kcal 

mol-I. The CD spectra of C I and C2 (data not shown) indicate that both proteins are helical. 

Chemical denaturation experiments, shown in Figure III-14, demonstrate that C I and C2 
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are significantly destabilized relative to 86 . as indicated in Table III-I. Variants C I and C2 

also lack conformational specificity. The I D IH NMR spectrum of C2 exhibits broad lines 

and poor chemical shift dispersion, as shown in Figure III-II, and C 1 forms an insoluble 

pellet at concentrations required for NMR. 

Binary patterns of naturally occurring sequences provide moderate 

stability and resistance to aggregation 

The optimal value of SA identified by the experimental analysis above is 43 A2, as a 
cut 

surface area cutoff of 43 A2 is required to generate the binary pattern leading to 86. In 

contrast. the database survey predicted a cutoff of 23.9 A2. which yields 75.8% agreement 

between the predicted and actual binary patterns in a set of 29 proteins. While the 19 A2 

difference between the optimal SA
clit 

value determined by database analysis and the optimal 

value identified by experimental analysis is certainly significant. the discrepancy also reflects 

the fact that, in both the database study and the experimental study, a variety of binary 

patterns are nearly equally successful. If an SAcUl of 43 k' is applied to the proteins in the 

database study, the agreement between the predicted and actual patterns decreases only 

modestly, to 72.7%. Setting SA
clit 

to 23.9 A2 produces the binary pattern seen in B3. 

According to the criteria used to judge the designed variants. 83 is nearly as good as 86; 

both are well folded. monomeric, and hyperthermophilic, although 86 is significantly more 

resistant to chemical denaturation. 

It is plausible that the cutoff identified in the database study is lower than the cutoff 

found for the homeodomain series hecause Nature's selection criteria are somewhat different 

than the criteria that were used to judge the designed variants. Most naturally occurring 

proteins are not maximally stable. as there is little or no selective pressure to be stable far 

beyond physiological temperatures and excess stahility could compromise function. In 
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contrast, there is likely strong selective pressure against protein aggregation. Since B6 is 

only a binary pattern point mutation away from a protein with a significantly increased 

propensity for aggregation, it is perhaps not surprising that the database study predicted a 

somewhat lower cutoff corresponding to protein B3. 

Binary patterning results in conformational specificity 

In protein design, it is not sufficient to select the sequence that is predicted to be most 

stable: it is also necessary to ensure that the chosen sequence will specifically assume the 

target fold. The ORBIT force field captures the underlying physics that leads to protein 

stability, allowing selection of the sequence with the minimal free energy in the folded 

state. Since satisfactory methods for modeling all the possible unfolded states, aggregated 

states, partially folded states, and alternative folded states have not yet emerged, the energy 

terms in the ORBIT force field are not well-suited to the explicit modeling of conformational 

specificity. However, additional non-thermodynamic considerations, often referred to as 

negative design, have been incorporated into protein design procedures in order to ensure 

that selected sequences fold specifically as well as stably to the desired target structure I co-

Without negative design, a force field that considers only the energetics of the folded 

state will tend to favor sequences that are extremely hydrophobic. This occurs because 

burial of hydrophobic surface area is benefited, while interactions involving polar residues 

can be either stabilizing or destabilizing. However. sequences that are overly hydrophobic 

are prone to aggregation and are predicted to have a smaller energy gap between a target 

structure and alternate states I. To select against excessively hydrophobic sequences, the 

ORB IT force field contains a term that penalizes the exposure of hydrophohic surface area 

in the folded stateco . Theoretical studies indicate that incorporation of a hydrophobic exposure 
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penalty in protein design calculations significantly favors the selection of sequences with 

good confonnational specificity 10. Despite this, the ORBIT force field favors the excessively 

hydrophobic homeodomain boundary variants: B8, B9, and B 10 have folded state energies 

between -285.6 and -:292.7 kcal mol-I while B2 through B6 have energies between -271.0 

and -278.2 kcal mol-I. 

Why does the hydrophobic exposure penalty fail to select against the aggregation prone 

homeodomain variants'? Analysis of the sequences and modeled structures of the variants 

reveals that the exposed hydrophobic surface areas of these proteins do not correlate with 

total number of hydrophobic residues in the proteins or with their aggregation behavior. In 

fact B6, which is monomeric, is predicted to have more exposed hydrophobic surface area 

than variants B8, B9, or B 10, which form aggregates. One possible explanation is that the 

aggregates may arise from partially folded states rather than the native state2,.24, suggesting 

that it would be necessary to compare the exposed surface area of all partially folded states 

to predict the observed propensities towards aggregation. 

While explicitly modeling the factors that govern protein conformational specificity is 

extremely challenging, the results of the homeodomain series suggest that well-folded 

proteins can be designed using binary patterning in conjunction with a force field that 

accurately models the folded state alone. This conclusion is compatible with the random 

energy model proposed by Shakhnovich and coworkers25
, which postulates that the energies 

of the vast majority of possible protein conformations are determined only by amino acid 

composition. Binary patterning ensures that the sequences which are considered in a protein 

design problem all have, at low resolution, the same composition and hence populate nearly 

isoenergetic unfolded and partially folded states. Therefore, once the binary pattern is fixed. 

comparison of folded state energies is sufficient to identify sequences with a large energy 

gap between the target fold and competing folds. 
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Conclusions 

The engrailed homeodomain study demonstrates that well-folded, extremely stable 

proteins can be designed using the binary patterns selected by Genclass and the amino acid 

sequences generated by ORBIT. The optimal value of SA , the surface area cutoff parameter, 
cut 

predicts that all positions previously classified as core by the Resclass program should be 

hydrophobic and all positions previously classified as surface should be polar. As desired, 

proper selection of SAcul also determines whether each boundary residue should be 

hydrophobic or polar. Systematic variation of SA,uI was shown to affect protein stability 

and conformational specificity; furthermore, the exact arrangement of hydrophobic and 

polar residues was also found to be important for stability and conformational specificity. 

Selection of the best value of SA ,43 A2, results in a designed protein that is monomeric, 
Clit '"-' 

hyperthermophilic. and well-folded. Without further study, it is difficult to assess whether 

the cutoff found in the homeodomain study will be optimal for all proteins, but the methods 

used to identify the proper cutoff should be generally applicable. 

Identifying the binary pattern that is optimal for a target protein fold prior to sequence 

selection has proven to be advantageous for several reasons. First, the region of sequence 

space that must be searched is reduced. More importantly, selection of the proper binary 

pattern has proved to be an efficient way to introduce negative design considerations into 

computational protein design. Capturing global properties such as aggregation behavior 

using a pairwise potential describing only the folded state presents many difficulties, both 

theoretical and computational. The results of this study indicate that it is possible to model 

at least one global property, the binary pattern, by generating a protein surface that is 

independent of sequence. The results also suggest that it may be possible to similarly describe 

other global properties that rely on protein surfaces. Using binary patterning in conjunction 
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with an accurate force field that models the folded state has proven to be a simple, efficient, 

and effective means of designing proteins with good stability and conformational specificity. 

Methods 

Resclass and Genclass. Resclass identifies positions as core, boundary, and surface using 

simple geometric criteria, as shown in Figures III-I and 1II-2. In protein design calculations, 

core residues are typically restricted to Ala, Val, Leu, lie, Phe, Tyr and Trp, surface residues 

are restricted to Ala, Ser, The Asp, Asn, His, Glu, GIn, Arg, and Lys, and both sets are 

considered at boundary positions. 

In Genclass, the generic side chains are added to each non-glycine 0.. carbon in the 

target protein backbone, as shown in Figure III-3. A methyl acetylene-like construct 

comprised of three carbon atoms is used as the generic side chain. The first atom in each 

generic side chain is located at the crystallographic coordinates for the f} carbon. The 

second and third atoms lie along the Co..-C~ bond vector at a distance equal to two and three 

times the crystallographically determined Co..-Cf) bond length from the 0.. carbon. All atoms 

in the generic side chain have the atomic radius of carbon. A surface is generated using the 

Lee and Richards2h definition and by applying the Connolly algorithm27 to the protein 

backbone, including explicit backbone hydrogen atoms, and generic side chains using a 

carbon radius of 1.95 A and an add-on radius of 1.4 A. 

Database Survey. The proteins selected for the database study are water soluble and 

monomeric with crystal structures solved to a resolution of at least 2.3 A. The POB codes 

of the proteins used in the database survey are: 1541. I a45, I a8p, I ab I, I a17, I agi, I ah4, 

laiL lajz, laky, Ibhp, Ibzm, Icka, ltd, liuz, Ijlm, llec, Imai, lomd, lonc, Ipga, Ircy, 

I rec, 1 uke, I wod, 1 who, 2chf. 2phy, and 3cbp. The naturally occurring residues were 
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classified as hydrophobic (Val, Leu, Ile, Phe, Tyr, Trp, and Met), polar (Ser, Thr, Asp, Asn, 

His, Glu, GIn, Arg, and Lys) or other (Ala, Cys, Gly, Pro). Alanine is not classified because 

it is included in both the hydrophobic and polar groups in the design calculations. Cysteine, 

glycine, and proline are excluded because they play special structural roles that are not well 

described by binary patterning and are not currently included in ORBIT. 

The solvent exposed surface area of each generic side chain on each protein was 

determined as described above. The fraction of residues predicted correctly (that is, 

hydrophobic residues whose generic surface area is less than SA and polar residues whose 
cut 

generic surface area is greater than SA ) was calculated for each protein using values for 
cut 

SACUl ranging from 0.0 to 150.0 A 2 with a step size of 0.1 A 2. The relationship between SAcul 

and the fraction of residues predicted correctly was found by averaging over the set of 

proteins. 

Modeling. Structural coordinates for the engrailed homeodomain were obtained from PDB 

entry lenh 17
• Residues 1-5, which are disordered in the absence of DNA binding, were 

removed from the structure and explicit hydrogens were added to the remaining 51 residues 

using BIOGRAF (Molecular Simulations, Inc., San Diego). The resulting structure was 

minimized for 50 steps using the DREIDING force field2~. Side chains were represented as 

discrete rotamers from the backbone dependent rotamer library developed by Dunbrak and 

Karp1us2'l, as previously described.1O. 

Sequence selection. For each calculation, the hydrophobic boundary residues were restricted 

to be Ala, Val, Leu, Ile, Phe, Tyr, or Trp and the polar boundary residues were restricted to 

be Ala, Ser, Thr, Asp, Asn, His, Glu, GIn, Arg, or Lys. The sequence for the core and surface 

positions was held constant, but the rotameric conformations at these positions were allowed 
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to vary. Pairwise rotamer-template and rotamer-rotamer energies were calculated using a 

force field containing terms describing van der Waals interactions, hydrogen bonding, 

electrostatics, and solvation31
• The optimal amino acid sequence and rotamerconformations 

were determined using the Dead End Elimination (DEE) theorem I 2. 32-3.\. 

The combinatorial complexity of the resulting rotamer space optimization problems 

was as high as 4.0 x 1071
• DEE could reduce the size of the problem by over 30 orders of 

magnitude, but failed to converge to a single solution. To obtain a sequence, the boundary 

resides were divided into three minimally interacting groups: a) 1,3; b) 10, 14,21,25,26, 

30; and c) 19,47, 51. For each group, a set of calculations was run to determine the optimal 

amino acid sequence for each of the desired binary patterns. The wild type sequence at the 

remaining positions was held constant but rotameric conformation was allowed to vary. 

Dividing the boundary residues into groups reduced the maximum combinatorial complexity 

to S.l x 1060 and enabled DEE to converge to a single solution. After sequences were 

selected for all three sets of boundary residues, a second set of calculations was run to find 

the optimal rotameric conformation of all the residues for each desired binary pattern. All 

calculated energies and surface areas are based on the structures predicted in this second set 

of calculations. 

Protein Expression. Synthetic genes encoding SCI, B3, BS, B9, CI, and C2 were 

constructed using recursive PCR1
) and cloned into a pET-iia (Novagen) variant. The 

remaining genes were obtained by site directed mutagenesis using inverse PCR. Sequences 

for all constructs were confirmed by DNA sequencing. Recombinant proteins were expressed 

in BL21 (DE3) Escherichia coli cells (Stratagene) and isolated using either the freeze-thaw 

method:16 or sonication in 1 M urea. The proteins were purified by reverse-phase HPLC 

using a CS prep column (Zorbax) and a linear acetonitrile-water gradient with 0.1 % TFA. 
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Protein masses were determined by MALDI-TOF or electrospray mass spectrometry; all 

masses were within one mass unit of the predicted molecular weight. 

Solution Conditions. pH 4.5 was used in the following experiments unless otherwise 

noted because these solution conditions were compatible with all proteins and experiments. 

Variants B8, B9, and B 10 were observed to form gels at higher pH at the concentrations 

required for light scattering studies. 

Circular Dichroism Studies. CD data were obtained on an Aviv 62A OS spectropolarimeter 

equipped with a thermoelectric cell holder and an autotitrator. Samples for wavelength 

scans and thermal denaturation experiments contained between 5 and 50 !-!M protein and 50 

mM sodium phosphate buffer at pH 4.5. For wavelength scans, ellipticity was measured 

from 200 to 250 nm at 25°C. Thermal denaturation data were obtained from 1 °C to 99°C 

with a step size of 1°C, an equilibration time of 90 sec, and an averaging time of 30 sec. 

Melting temperatures for B I and SC 1 were determined by fitting to a two state transition as 

previously described'7. Guanidinium chloride denaturation data were obtained from samples 

containing 5 !-!M protein and 50 mM sodium phosphate buffer at pH 4.5 at 25°C. To 

maintain constant pH, the guanidinium chloride stock solution also contained 50 mM sodium 

phosphate buffer at pH 4.5. Initial and final denaturant concentrations were determined by 

refractometry's. Data were acquired every 0.2 M from 0.0 M to 8.2 M GdmCI Llsing a 

mixing time of 9 min and an averaging time of 100 sec. llG
u 

was calculated from the 

chemical denaturation data assuming a two-state transition and using the linear extrapolation 

modePY. Guanidium chloride denaturation data were also obtained for variant B6 at pH 6.0 

and 7.5. Both thermal and chemical denaturation were monitored by CD ellipticity at 222 

nm. 
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Dynamic Light Scattering Studies. DLS data were obtained using a Protein Solutions 

Dyna Pro 801 molecular sizing instrument. Samples contained 1 mg ml- i protein and 50 

mM sodium phosphate buffer at pH 4.5. Residual dust was removed using a 0.02 !-lm filter 

(Whatman). The radius of hydration for each protein was obtained by averaging over at 

least 20 measurements. Molecular weights were obtained by fitting to a bimodal distribution 

and assuming a globular protein shape. 

Nuclear Magnetic Resonance Studies. ID iH NMR spectra were obtained using a Varian 

600 MHz spectrometer using a Varian triple resonance probe. Samples contained 1 mM 

protein and 50 mM sodium phosphate in a 10% D
2
0 buffer at pH* 4.5. 

Differential Scanning Calorimetry Studies. DSC data were obtained using an Applied 

Thermodynamics N-DSC II calorimeter. The sample contained 4.5 mg ml- i protein and 50 

mM sodium phosphate buffer at pH 4.5 and was thoroughly dialyzed against the buffer. 

Data scans were obtained for the buffer and the protein solution at a rate of 1 °C min- i from 

1 °C to 130°C at a pressure of 4 atm. Due to the high stability and small size of B6, the 

unfolding transition is not completed by 130°C. The apparent thermal denaturation 

temperature was defined to be the maximum of the scan. 
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Table 111-1: Guanidinium chloride denaturation data 

~G I (kcal mol-I) 
u 

C 2(M) 
111 

m3 (kcal mol 1M- I) 

SCI 2.47 ± 0.27 1.8 1.35 ± 0.11 

B2 2.74±0.10 2.6 1.06 ± 0.04 

B3 4.15 ± 0.17 3.8 1.08 ± 0.06 

B4 4.84 ± 0.21 4.9 0.99 ± 0.05 

B6 6.30 ± 0.41 5.3 1.19 ± 0.09 

B7 6.19 ± 0.28 5.3 1.17 ± 0.06 

CI 1.88 ± 0.27 1.6 1.04 ± 0.10 

C2 1.61 ± 0.23 1.7 1.00 ± 0.08 

I Free energy of unfolding at 25 DC 

C Midpoint of unfolding transition 

3 Slope of ~G vs. denaturant concentration 
II 
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Table 111-2: Dynamic light scattering data 

MWI (kDa) %2 MW' (kDa) %.j 

Bl 5.5 99 24000 

B2 7.1 93 220 7 

B3 5.3 97 1300 3 

B4 7.0 93 ]700 7 

B6 5.2 100 

B7 6.1 81 170,000 19 

B8 21.8 87 350,000 13 

B9 >100 100 

BlO >100 100 

I Molecular weight of dominant component 

2 Percent of dominant component 

, Molecular weight of minor component 

.j Percent of minor component 
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Figure 111-1. Procedure for the Resclass binary patterning method applied to a three helical 

bundle protein, Step 1. A Connolly surfaceD is generated about the a carbon atoms in the 

target protein fold using an 8 A probe radius and a 1.95 A atomic radius. 
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Figure 111-2. Procedure for the Resclass binary patterning method applied to a three helical 

bundle protein, Step 2. Two distances are measured for each residue: D I is the distance 

from the a carbon to the surface along the vector connecting the a and b carbons and D2 is 

the distance from the b carbon to the closest point on the surface. Positions are classified as 

core if D I ~ 5 A and D2 ~ 2 A, positions at which D I + D2 s 2.7 A are classified as surface, 

and residues which do not meet the criteria for either surface or core are classified as boundary. 
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Figure 111-3. Procedure for the Genclass binary patterning method. (a) A target backbone 

is selected and the naturally occurring side chains are removed. (b) Generic side chains are 

added to each position. In this study, the generic side chains consist of three carbon atoms 

located along the CO-Cf) bond vector at distances equal to one, two, and three times the CO-

Cf) bond length. (c) A solvent accessible surface is generated about the backbone and 

generic side chains using the Lee and Richards26 definition and by applying the Connolly 

algorithm27 using a carbon radius of 1.95 A and an add-on radius of 1.4 A. (d) Each position 

is classified as hydrophobic or polar according to whether the solvent exposure of its generic 

side chain is above or below the surface area cutoff, SA ,shown schematically as a horizontal 
cut 

line. 
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Figure 111-4. Results of Genclass analysis of 29 proteins in the Protein Data Bank. The 

average fraction ofresidues predicted correctly (that is, hydrophobic residues whose generic 

surface area is less than the surface area cutoff, SA , and polar residues whose generic 
Clit 

surface area is e:reater than SA ) is shown for values of SA between 0.0 and 130.0 A-'. 
~ (ut cut 



III-34 

1 

0.8 

1:5 0.6 (J) .... .... 
0 u 
c 
0 0.4 +' u 
('Cl .... 

'+-

0.2 

0 
0 20 40 60 80 100 120 

SA (N) 
cut 



111-35 

Figure 111-5. A comparison of Genc1ass and Resc1ass binary pattern assignments for the 

engrailed homeodomain. Residues are plotted along the x-axis from N to C termini. The 

solvent accessibility of the generic side chain located at each position is plotted along the y-

axis. The Resclass categorization of core (red), boundary (green), or surface (blue) is 

indicated for each position. The Genc1ass categorization is obtained by drawing a horizontal 

line at the desired value of SA . The residue number of each of the eleven boundary 
cul 

positions is also shown. 
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Figure 111-6. Structure of the engrailed homeodomain. Boundary residues are colored 

along the spectrum according to the solvent accessibility of their generic side chains. The 

most buried position is red and the most exposed is blue. The ribbon diagram was generated 

using MOLMOL 40. 



III-38 

51 

buried •• ---.~ exposed 



III-39 

Figure III -7. Binary patterns and sequences of the boundary residues in SC I and the designed 

homeodomain variants. Boundary positions are colored as in Figure III-6 and are ordered 

so that the most buried position is on the left and the most exposed position is on the right. 

The binary pattern of each protein is shown by the arrangement of red and blue beads, 

which refer to positions that were restricted to be hydrophobic and polar, respectively. The 

boundary sequence for SC I, which matches wild type, is labeled "SC I." Proteins B I through 

B 10 are named according to the number of hydrophobic boundary residues in each sequence. 

The binary patterns and sequences for the control proteins C I and C2 are shown at the 

bottom. 
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Figure 111-8. CD wavelength scans of 86 (-) and SC 1 (- - -) measured at 25°C. 
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Figure 111-9. Guanidinium chloride denaturation at 25°C monitored by CD of (from left to 

right) SCI (black), B2 (orange), B3 (green), B4 (turquoise), B7 (purple), and B6 (blue). 
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Figure III-tO. Dynamic light scattering results for homeodomain boundary variants. The 

proteins are ordered along the x-axis from the most polar variant, B I, on the left to the most 

hydrophobic variant, B 10, on the left. Percent monomer (-), low order oligomer (- - -) 

and aggregate (- - - -). calculated by fitting to a bimodal distribution and assuming a globular 

protein shape. are indicated for each variant. 
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Figure 111-11. Aromatic and amide region of the I D IH NMR spectra of (a) B I, (b) B2, (c) 

B3, (d) B4, (e) B6, (f) B7, (g) B8, (h) C2, and (i) SCI. A * indicates that the peak was 

cropped. 
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Figure 111-12. Thermal denaturation of variant B6 monitored by differential scanning 

calorimetry. The maximum of the thermogram, which is approximately equal to the thermal 

denaturation temperature, is at 114°C. 
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Figure 111-13. Guanidinium chloride denaturation of homeodomain variant 86 at 25°C 

monitored by CD at (from left to right) pH 7.5 (blue), pH 6.0 (green), and pH 4.5 (red). 
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Figure 111-14. Guanidinium chloride denaturation at 25°C monitored by CD of (from left 

to right) C 1 (light gray) and C2 (dark gray). 



1 

0.8 
l:J 
Q) 
l:J 

E 0.6 c: 
::::l 

c: 
0 

0.4 ·u 
(tI 
'-4-

0.2 

• 

o 1 

III-54 

234 5 678 

[GdmCI] (M) 



Chapter IV 

Towards the Solution Structure 
of a Fully Designed Homeodomain Variant 

The text (~l this chapter presents }fork that was conducted ill collaboration 

with Scott Ross. CarlosAme::.cua (Unil'ersity qlTexas Southwestern Medical 

Center), Pn~lessor Kevin Gardner ( Un il'ersity (~lTexas SoutlBvestem Medical 

Center), and Prr~lessor Stephen L. M((v(). 

Introduction 

One of the most demanding experimental tests for a designed protein is structure 

determination by NMR or x-ray crystallography. Many of the structural predictions made 

during a protein design calculation can be tested through analysis of the experimentally 

determined structure. The structure of the protein backbone can be compared to the template 

to confirm that the designed sequence has assumed the desired fold. The predicted rotameric 

conformations of side chains can be compared to the observed conformations to test the 

accuracy of the side chain models currently used in design calculations. In addition, the 

structure can be examined to determine whether specific side chain - side chain and side 

chain - backbone contacts that were predicted to be energetically favorable are in fact 

significantly populated. 

Here, we present work towards the determination of the structure of a fully designed 

homeodomain variant, B6. The amino acid sequence for the core and surface residues was 

selected in one design calculation I, using the helix dipole and capping restrictions described 

in Chapter Y. The amino acid sequence for the boundary residues was selected in a second 

design calculation, described in Chapter III, in which the previously selected sequence was 

included at the core and surface positions. 
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Most designed proteins have not been amenable to high resolution structure 

determination because they exhibit conformational heterogeneity. As a result, structures 

have been determined for only a handful of fully designed proteins, including a zinc finger 

domain::! and symmetric helical bundle proteins-" 4. Obtaining a high resolution structure of 

a fully designed homeodomain variant would add to the small database of high resolution 

structures resulting from protein design calculations. 

Initially, both crystallographic and NMR approaches were pursued to determine the 

structure of B6. Small, thin crystals were obtained for B6; however. the crystals diffracted 

poorly. To date, it has not been possible to determine the structure of B6 by x-ray 

crystallography. Using NMR approaches, we have determined that B6 assumes the topology 

of the target fold but have not yet obtained a high resolution structure. Work is ongoing to 

obtain a high resolution structure of B6. 

Results 

Chemical shift assignments, enumerated in Table IV-I, were obtained for the majority 

of the 1 H, l-'c, and l.'iN atoms in the protein. The overall chemical shift dispersion is modest, 

as is typical for helical proteins.'i. Nonetheless, examination of the l.'iN HSQC spectrum, 

shown in Figure IV-I. demonstrates that distinct signals can be observed for almost all of 

the residues. Representative strip plots from the backbone assignment experiments, 

HNCACB and CBCA(CO)NH. shown in Figure IV-2, are included to provide an indication 

of the spectral quality realized in the triple resonance experiments. Analysis of the spectra 

and chemical shift assignments confirms that B6 folds to a unique native state. 

In addition to considering the overall chemical shift dispersion, it can also be useful 

to compare chemical shifts for each of the commonly used amino acid types. B6 has 

somewhat lower sequence complexity than a naturally occurring protein: the 52 residue 
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protein contains seven Glu residues, and six residues each of Arg, Lys, GIn, and Leu. The 

chemical shifts among residues with the same amino acid often exhibit little variation. 

Exceptions to this general trend may result from interesting structural features. For example, 

the chemical shifts observed for Lys 9 are quite distinct from the other lysines. In the 

ORBIT-generated structure ofB6, Lys 9 is located close to Trp 44 and Trp 48, and NOEs are 

observed from both tryptophans to resonances whose chemical shifts are consistent with 

the Lys 9 assignments. The data raise the possibility that a cation-O interaction, discussed 

in Appendix B, may be present in B6. 

Another observation regarding the assigned chemical shifts of B6 is that many of 

the methylene protons are not degenerate, indicating that their side chains populate a specific 

rotameric state rather than rotating freely. It is interesting to note that even long, polar side 

chains, such as Lys and Arg, sometimes have nondegenerate methylene chemical shifts. In 

the case of Asn and GIn, there are sometimes large chemical shift differences between the 

two side chain amide protons. Finally, the two methyl groups of several of the leucine 

residues are not degenerate. 

Following completion of the chemical shift assignments, we used TALOS II to obtain 

restraints for the backbone 0 and 0 angles. TALOS compares the local sequence and the 

chemical shifts of the CA, CB, HA, and N atoms to a database of NMR and crystal structures 

to generate backbone angle restraints. The TALOS predictions generally match the backbone 

angles of the target structure to within ± 15°, as shown in Table IV-2. The TALOS results 

clearly indicate that B6 contains three helices whose locations closely match the target 

structure. The most significant deviations between the TALOS predictions and the target 

backbone structure occur at the ends of helices and in turn regions. In addition, TALOS 

does not make predictions for a small fraction of the backbone angles. 
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Since the chemical shift dispersion of B6 is modest, the vast majority of the NOE 

crosspeaks can not be assigned unambiguously. In almost all cases, the heteroatom and 

covalently attached proton can be assigned unambiguously. However, in a typical case, 

about ten protons will have a chemical shift that is within 0.03 ppm of the second proton 

participating in the NOE. Aria 12. D, in conjunction with CNS 14, was then used to assign 

ambiguous NOEs and to determine the structure of B6. Thus far, the structures have not 

fully converged. However, the top structures are observed to adopt, at low resolution, the 

correct target fold. An example of a structure predicted using Aria versus the target backbone 

structure is shown in Figure IV-3. 

In the absence of a final structure, ambiguous NOEs can be analyzed for compatibility 

with the structure of B6 generated using ORBIT, described in Chapter III. For each NOESY 

crosspeak. the distance between the assigned proton and each possible NOE partner was 

calculated using the ORBIT structure. If at least one possible partner was within 6 A of the 

assigned proton. the restraint was classified as compatible with the model structure. The 

number of short, medium, and long range restraints that are compatible with the model 

structure, as well as the number of restraints that are not compatible, are indicated for each 

residue in Figure IVA. The pattern of NOE contacts between different residues is shown in 

Figure IV-S. Using this approach. a total of 336 inter-residue distance restraints were obtained: 

99 short range (i to i ± 1),72 medium range (i to i ± 2, 3, or 4), 69 long range (i to i ± >4), 

and 96 incompatible. 

Discussion 

Several factors likely account for the difficulties we have encountered in determining 

the solution structure of B6. First, the protein has fairly modest chemical shift dispersion, 

since it is helical and has fairly low sequence complexity. As a result, almost no NOEs can 
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be assigned unambiguously. Aria was designed to use ambiguous NOEs in protein structure 

calculations. The main barrier we have faced using Aria is that there are systematic differences 

between the chemical shifts observed in the different spectra. When handling an ambiguous 

NOE, Aria considers all protons within a small chemical shift tolerance of the observed 

peak location. If the assigned chemical shifts are not sufficiently accurate, the set of potential 

partners considered for each ambiguous NOE may not include the correct proton. 

Acquiring additional experimental data would reduce some of the ambiguity in the 

chemical shift assignments. The backbone amide proton and nitrogen assignments for the 

end of helix one and in the turn between helix one and helix two may contain some errors. 

Several peaks in this region were weak or absent from the CBCA(CO)NH and HNCACB 

experiments that were used to determine sequential backbone assignments. Additional data 

could be obtained from a complementary pair of backbone assignment experiments, such as 

the HNCO and HCACO experiments. The aromatic side chain assignments may also contain 

errors. NOEs were used in some cases to assign chemical shifts to a particular Phe or Trp 

residue. However, the aromatic residues in homeodomains are tightly clustered, so NOEs 

could also have arisen from inter-residue contacts. The aromatic TOCSY experiment could 

be used to obtain unambiguous assignments for the aromatic side chains. 

A more serious difficulty is that systematic variation of chemical shifts among the 

spectra was observed, suggesting that the solution conditions were not constant. The spectra 

were acquired over a period of many months. In addition, it was necessary to exchange 

buffers, as some experiments were conducted in 90: 10 H20: 020 and other experiments 

were conducted in 99.9% 020. It is likely that buffer choice is partially responsible for the 

observed chemical shift variations, as phosphate is a poor buffer at pH 4.5. It would be 

advisable to use an alternate buffer system such as acetate in the future. 
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The chemical shift variation between spectra and assignment errors are likely 

responsible for many of the observed NOESY crosspeaks that appear incompatible with the 

ORB IT structure. Two other factors may also be important. First, several of the crosspeaks 

classified as incompatible can be satisfied by a proton pair located 6 to 7 A apart in the 

ORBIT structure. While such a distance is too large to yield a NOE, slight conformational 

adjustments could bring such proton pairs closer together. Also, a small fraction of the 

protons in B6 could not be assigned. NOEs to any unassigned proton would also be classified 

as incompatible, even if the restraint is actually compatible with the ORBIT structure. 

Conclusions 

Despite the difficulties encountered, it appears likely that B6 assumes the target 

backbone fold rather than an alternate conformation. The backbone angle restraints generated 

using TALOS indicate that B6 contains three helices whose locations are very similar to the 

positions of the helices in the target backbone. The majority of the inter-residue NOEs are 

compatible with the structure generated using ORBIT. An even greater number of NOEs 

would be compatible with slight conformational changes or using a slightly larger chemical 

shift tolerance to generate lists of potential NOE partners. Even in the absence of a high 

resolution structure, it is probable that B6 meets all of the tests of conformational specificity 

described in Chapter III: it is monomeric, adopts a well-defined folded state, and assumes 

the target fold. 

Materials and Methods 

Protein expression and purification. A synthetic gene encoding B6 was constructed as 

described previously6. LlCy'iN-labeled protein was expressed in BL2l (DE3) Escherichia 

coli cells (Stratagcne) using minimal media supplemented with Basal medium eagle vitamin 
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solution (Gibco). LlC-glucose was used as the carbon source and I 'iN-ammonium sulfate 

was used as the nitrogen source (Isotec). The protein was isolated using the freeze-thaw 

method7 and purified by reversed-phase HPLC using a C8 prep column (Zorbax) and linear 

water-acetonitrile gradient with 0.1 % trifluoroacetic acid. 

NMR spectroscopy. All samples were dissolved in 50 mM sodium phosphate and 50 !AM 

sodium fluoride in either 90: 10 H:P:D20 or 99.9% D::P adjusted to pH* 4.5. Final protein 

concentration was I mM. (HB)CB(CGCD)HD and (HB)CB(CGCDCE)HE experiments 

were performed using a Varian INOVA 500 MHz spectrometer and all other experiments 

were acquired on a Varian INOVA 600 MHz spectrometer. All spectra were acquired at 20 

0c. Typical spectral widths for data acquired at 600 MHz were 6982 Hz (I H), 1300 Hz 

(15N), and 4500 - 8000 Hz (uC). Protein Pack (Varian, Inc.) pulse sequences were used for 

all experiments other than the (HB)CB(CGCD)HD and (HB )CB(CGCDCE)HE experiments. 

Sequential backbone assignments were obtained using CBCA(CO)NH and 

HNCACB experiments. I'iN edited TOCSY, C(CO)NNH-TOCSY and HCCH-TOCSY 

experiments were used to obtain side chain assignments. Aromatic ring assignments were 

obtained using 20 (I3CJH)-HSQC, (HB)CB(CGCD)HD, (HB)CB(CGCDCE)HE8, and 

3D aromatic I.'C-edited NOESY experiments. 

Distance restraints were obtained from NOE cross peak volumes in I'N edited 

NOESY and in aliphatic and aromatic DC edited NOESYspectra acquired using a 75 ms 

mixing time. 

NMR data processing and analysis. Data were processed initially in VNMR (Varian, 

Inc.). Data were extended by linear prediction and processed in NMRPipel). 
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NMR assignments. All chemical shift assignments were made using NMRView version 

5.0.4 10 using the experiments described above. For each NOESY crosspeak, the carbon or 

nitrogen and its covalently bonded proton were assigned based on chemical shift. In addition, 

intra-residue NOEs were assigned based on chemical shift. NOESY crosspeaks that did not 

correspond to previously assigned chemical shifts were not used. The chemical shifts in the 

aliphatic I3C-edited NOESY were observed to be slightly different than the previously 

assigned chemical shifts. To improve the accuracy of subsequent structure calculations, a 

separate set of assignments was made for the l3C(aliphatic) HSQC-NOESY based on the 

location of intra-residue crosspeaks. 

Angle restraints. 0 and 1jJ angle restraints were obtained using the computer program 

TALOS II. Statistically significant predictions (that is, all ten tripeptides in the same region 

ofO,1jJ space, or nine of ten in the same region of o,1jJ space and the tenth also has 0 < 0, or 

nine of ten in the same region of D,1jJ space with 0> 0) were made for 40 of the 52 residues 

in the protein. Tolerances of ± 30° about each predicted angle were used during structure 

calculations. 

Structure calculations. Ambiguous NOE assignments and structure calculations were 

conducted using Aria 12. 13 coupled with CNS 14. Integrated NOE peak lists, chemical shift 

assignments, and torsion angle restraints were input to Aria. Chemical shift tolerances of ± 

0.03 ppm were used to determine the set of protons that might be participating in each 

ambiguous NOE. Eight rounds oftorsion angle simulated annealing followed by one round 

of water refinement were carried out. In all cases, the assignment of the carbon or nitrogen 

and the covalently attached proton were held fixed. For intra-residue NOEs, the second 
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proton involved in the NOE was also assigned, while for inter-residue NOEs Aria was used 

to determine the identity of the second proton. 

The best results were obtained using two sets of Aria calculations. In the first Aria 

run, backbone angle restraints and NOEs to methyl groups (chemical shift < 1.0 ppm) or 

aromatic groups (chemical shift > 6.0 ppm for carbon-edited experiments conducted in 

D20, so amide protons are exchanged away) only are used. Aromatic - methyl contacts are 

typically long range, and can be used to define the topology of a protein fold. Next, a 

second Aria run was conducted starting from the lowest energy structure generated in the 

final iteration of the first run. In the second round, all of the inter-residue and intra-residue 

distance restraints and the backbone angle restraints were used. 

Compatibility with ORBIT structure. Each observed inter-residue NOE was analyzed 

for compatibility with the structure of B6 generated using ORBIT. The distance between 

each pair of protons that could satisfy each ambiguous NOE, using a chemical shift tolerance 

of ± 0.03 ppm, was calculated based on the ORBIT structure. For Phe residues, distances 

were calculated for both HD 1 and HD2 or HE 1 and HE2 atoms, as these pairs are degenerate. 

Distances to methyl groups were calculated using the averaged location of the three methyl 

protons, and distances to both methyl groups in Leu and Val were calculated. Distances 

invol ving methy Iene pairs were calculated to the atom numbered" 1" for degenerate pairs 

and as numbered for non-degenerate pairs. 

NOEs were classified as compatible with the ORBIT structure if at least one possible 

assignment consisted of a proton pair separated by less than 6 A in the ORBIT structure. 

The compatible NOEs were further classified as short range (residue i to residue i ± 1), 

medium range (i to i ± 2, 3, or 4), or long range (i to i ± > 4). In cases where a NOE could 

be satisfied by more than one pair, it was binned with the shortest range restraint possible. 
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That is, a NOE that could be satisfied by a medium or a long range contact is classified as a 

medium range contact. 
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Table IV-I: Chemical shift assignments for B6 

Met 1 HA: 3.78 

Ser 2 N: 116.84, HN: 8.42, CA: 57.25, HA: 4.25, CB: 63.41, HB: 4.05 

Lys 3 N: 122.12, HN: 8.88, CA: 57.30, HA: 4.30, CB: 32.87, HB: 1.79, CG: 24.70, HG: 

1.42, CD: 28.97, HD: 1.69, CE: 42.17, HE: 2.99 

Phe 4 N: 121.71, HN: 8.49, CA: 58.29, HA: 4.57, CB: 38.76, HB2: 3.12, HBl: 2.98, 

CD: 131.73, HD: 7.15, CE: 131.29, HE: 7.21, CZ: 128.71, HZ: 7.09 

Asp 5 N: 122.53, HN: 7.75, CA: 54.46, HA: 4.50, CB: 41.48, HB2: 2.92, HBl: 2.69 

Glu 6 N: 199.79, HN: 8.31, CA: 59.18, HA: 3.89, CB: 29.25, HB: 2.04, CG: 35.90, HG: 

2.38 

GIn 7 N: 118.15, HN: 8.10, CA: 58.70, HA: 4.00, CB: 27.99, HB: 2.05, CG: 34.16, 

HG2: 2.46, HG 1: 2.38 

Leu 8 N: 122.06, HN: 7.88, CA: 57.60, HA: 3.97, CB: 41.31, HB2: 1.58, HBI: 1.52, 

CG: 27.35, HG: 1.53, CDl: 24.57, HDll: 0.864, CD2: 25.20, HD21: 0.83 

Lys 9 N: 118.91, HN: 7.91, CA: 60.35, HA: 3.36, CB: 32.22, HB2: 1.66, HBl: 1.50, 

CG: 25.24, HG2: 0.81, HG1: 0.61, CD: 29.55, HD: 1.34, CE: 41.66, HE: 2.39 
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Arg 10 N: 116.76, HN: 7.11, CA: 58.95, HA: 4.04, CB: 30.01, HB: 1.89, CG: 27.36, 

HG2: 1.78, HG1: 1.69, CD: 43.38, HD: 3.21, NE: 84.72, HE: 7.45 

Lys II N: 119.56, HN: 7.64, CA: 58.69, HA: 4.05, CB: 31.99, HB2: 1.95, HBl: 1.86, 

CG: 24.70, HG2: 1.56, HG1: 1.44, CD: 28.98, HD: 1.63, CE: 42.23, HE 2.95 

Leu 12 N: 119.10, HN: 8.16, CA: 57.22, HA: 3.79, CB: 40.77, HB2: 1.59, HB1: 0.96, 

CG: 26.11, HG: 0.66, CD I: 23.50, HD 11: 0.68, CD2: 25.66, HD21: 0.63 

Glu 13 N: 118.01, HN: 8.13, CA: 59.53, HA: 3.46, CB: 28.95, HB: 2.01, CG: 36.64, 

HG2: 2.50, HG 1, 2.14 

Glu 14 N: 116.97, HN: 7.49, CA: 58.87, HA: 4.01, CB: 29.49, HB: 2.12, CG: 36.00, 

HG2: 2.45, HG 1: 2.29 

Val 15 N: 119.06, HN: 7.35, CA: 65.75, HA: 3.65, CB: 31.66, HB: 2.08, CG2: 21.50, 

HG21: 0.97, CGl: 21.50, HGll: 0.83 

Phe 16 N: 119.42, HN: 8.19, CA: 58.56, HA: 4.27, CB: 37.18, HB: 2.36, CD: 132.14, 

HD: 7.25, CE: 131.31. HE: 7.35, CZ: 129.65, HZ: 7.24 

Lys 17 N: 118.32, HN: 8.26, CA: 55.28, HA: 4.26, CB: 33.90, HB: 1.95, CG: 25.48, HG: 

1.69, CD: 29.36, HD: 1.77, CE: 41.43, HE: 3.03 
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Arg 18 N: 123.70, HN: 8.00, CA: 60.72, HA: 4.26, CB: 30.83, HB: 1.91, CG: 27.06, 

HG2: 1.76, HG 1: 1.64, CD: 43.04, HD: 3.17 

Asp 19 N: 122,40, HN: 8.63, CA: 54.40, HA: 4.62, CB: 40.19, HB2: 2.83, HBl: 2.71 

GIn 20 N: 118.77, HN: 8.17, CA: 57.05, HA: 4.27, CB: 29.06, HB: 2.20, CG: 34.12, HG: 

2.38 

Arg 21 N: 121.09, HN: 8.37, CA: 55.43, HA: 4.44, CB: 30.42, HB2: 1.88, HBl: 1.79, 

CG: 26.88, HG: 1.62, CD: 40.33, HD: 3.22, NE: 84.72, HE: 7.35 

Ile 22 N: 122.11, HN: 8.26, CA: 60.75, HA: 4.28, CB: 38.63, HB: 1.64, CG 1: 27.91, 

HG12: 1.38, HGll: 1.05, COl: 13.31, HDll: 0.65, CG2: 17.04, HG21: 0.51 

Thr 23 N: 116.96, HN: 8.15, CA: 60.37, HA: 4.52, CB: 71.28, HB: 4.67, CG2: 21.62, 

HG21: 1.30 

Asn 24 N: 19.46, HN: 8.99, CA: 56.77, HA: 4.30, CB: 38.04, HB2: 2.83, HB1: 2.73, 

ND2: 111.80, HD2: 7.72 

GIn 25 N: 120.03, N: 8.56, CA: 58.99, HA: 3.97, CB: 28.19, HB: 1.95, CG: 33.61, HG: 

2.42 

Giu 26 N: 119.77, HN: 7.73, CA: 58.95, HA: 4.13, CB: 29.23, HB2: 2.31, HE 1: 1.96, 

CG: 35.87, HG: 2.38 
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Leu 27 N: 120.44, HN: 8.22, CA: 58.38, HA: 3.96, CB: 41.41, HB2: 1.88, HB1: 1.54, 

CG: 23.99, HG: 1.56, CDl: 25.19, HDll: 0.74. CD2: 25.19, H021: 0.67 

His 28 N: 117.16, HN: 8.06, CA: 59.18, HA: 4.24, CB: 27.82, HB: 3.38, CD2: 120.34, 

HD2: 7.36, CE1: 136.49, HEl: 8.61 

Asp 29 N: 120.99, HN, 8.48, CA: 57.35, HA: 4.37, CB: 40.15, HB2: 2.82, HB 1: 2.72 

Leu 30 N: 122.21, HN: 8.34, CA: 57.76, HA: 4.07, CB: 42.43, HB2: 1.86, HBl: 1.61, 

CG: 26.88, HG: 1.71, CD: 24.49, HO: 0.88 

Ala 31 N: 121.10, HN: 8.14, CA: 55.79, HA: 3.88, CB: 17.86, HB 1: 1.56 

GIn 32 N: 115.79, HN: 7.75, CA: 58.46, HA: 4.03, CB: 28.55, HB: 2.12, CG: 33.98, HG: 

2.37 

Lys 33 N: 120.13, HN: 8.09, CA: 58.99, HA: 4.04, CB: 32.66, HB2: 1.97, HBI: 1.92, 

CG:25.IO,HG2: 1.56,HG1: 1.44, CD: 29.I3,HD2: l.77,HOl: 1.64,CE:42.14, 

HE: 2.96 

Leu 34 N: 115.82, HN: 8.25, CA: 55.00, HA: 4.28, CB: 42.07, HB2: 1.72, HBl: 1.50, 

CG: 26.01, HG: 1.83, COl: 22.28, HDll: 0.81, C02: 26.07, H02l: 0.76, 

Gly 35 N: 109.09, HN: 7.87, CA: 46.61, HA: 3.91 
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Ile 36 N: 115.69, HN: 7.66, CA: 55.52, HA: 4.50, CB: 41.52, HB: 1.62, CGI: 25.49, 

HGI2: 1.32, HGIl: 1.00, COl: 13.87, HDll: 0.72, CG2: 17.87, HG2l: 0.86 

Asn 37 N: 121.02, HN: 8.26, CA: 53.94, HA: 4.47, CB: 39.21, HB2: 2.85, HB 1: 2.81, 

ND2: 112.03, HD2I: 7.79, HD22: 7.09 

Glu 38 N: 124.92, N: 9.22, CA: 60.05, HA: 4.46, CB: 28.83, HB: 1.96, CG: 35.36 

Glu 39 N: 118.12, HN: 8.80, CA: 59.48, HA: 4.01, CB: 28.47, HB2: 2.14, HB1: 2.01, 

CG: 36.08, HG2: 2.50, HG 1: 2.39 

Leu 40 N: 119.49, HN: 7.44, CA: 57.35, HA: 4.11, CB: 41.61, HB2: 1.64, HBl: 1.36, 

CG: 26.84, HG: 1.39, COl: 24.39, HD11: 0.91, CD2: 24.39, HD21: 0.80 

Ile 41 N: 117.82, HN: 7.13, CA: 64.85, HA: 3.72, CB: 37.41, HB: 1.92, CG I: 28.75, 

HGI2: 1.6LHGll: 1.09,CD1: 13.33,HD11:0.80,CG2: 18.19,HG21:0.98 

Glu 42 N: 119.43, HN: 8.24, CA: 59.81, HA: 4.00, CB: 28.52, HB: 2.16, CG: 35.46, 

HG2: 2.50. HG 1: 2.39 

Asp 43 N: 119.36, N: 8.05, CA: 57.49, HA: 4.45, CB: 41.24, HB2: 2.88, HB 1: 2.77 

Trp44 N: 120.39, HN: 8.21, CA: 60.44, HA: 4.26, CB: 29.02, HB2: 3.46, HB1: 3.22, 

CD1: 125.31, HD1: 7.08, NEI: 128.81, HE1: 10.07, CZ2: 114.28, HZ2: 7.28, 

CH2: 124.27, HH2: 7.08, CZ3: 121.58, HZ3: 6.96, CE3: 120.75, HE3: 7.06 



IV-18 

Phe45 N: 118.52, HN: 8.25, CA: 59.66, HA: 4.02, CB: 40.26, HB: 3.88, CD: 131.31, 

HO: 6.77, CE: 131.1 L HE: 7.09, CZ: 129.35, HZ: 6.95 

Arg46 N: 125.70. HN: 7.83. CA: 59.20, HA: 3.97, CB: 30.00, HB2: 2.06, HBI: 1.91, 

CG: 27.90, HG: 1.67, CD: 43.42, HO: 3.27 

Arg 47 N: 118.30, HN: 7.75. CA: 58.96. HA: 3.95, CB: 29.96, HB: 1.73, CG: 27.76, 

HG2: 1.67. HG 1: 1.47, CD: 43.24, H02: 3.02. HD I: 2.96 

Trp48 N: 122.07, HN: 8.25, CA: 60.29, HA: 4.12, CB: 28.22, HB2: 3.03, HBI: 2.74, 

COl: 126.35, HOI: 7.07, NEl: 128.11, HE1: 10.11, CZ2: 114.54, HZ2: 7.23, 

CH2: 124.27, HH2: 6.85, CZ3: 121.38, HZ3: 6.67, CE3: 120.75. HE3: 7.34 

Glu 49 N: 118.04, HN: 8.34, CA: 58.17, HA: 3.60, CB: 29.09, HB2: 1.91, HB I: 1.85, 

CG: 35.16. HG2: 2.28. HGI: 2.12 

GIn 50 N: 116.40, HN: 7.47, CA: 56.55, HA: 4.11, CB: 29.10, HB2: 2.14, HBl: 2.05, 

CG: 34.10. HG2: 2.49, HG I: 2.39 

GIn 51 N: 118.65, HN: 7.59, CA: 55.85. HA: 4.36, CB: 29.01, HB2: 2.09, HB I: 1.96, 

CG: 33.90. HG2: 2.36, HG I: 2.31 

Arg 52 N: 126.43. HN: 7.56, CA: 57.42, HA: 3.99, CB: 31.09, HB2: 1.63, HB I: 1.59. 

CG: 26.80, HG: 1.41, CD: 43.14, HO: 2.85 
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Table IV-II: Template versus TALOS-predicted backbone dihedral angles 

residue D( template) D(TALOS) 1jJ( template) 1jJ(TALOS) 

Phe 4 -77 -76 132 143 

Glu 6 -57 -66 -42 -40 

GIn 7 -68 -64 -46 -36 

Leu 8 -57 -66 -52 -38 

Lys 9 -55 -65 -51 -42 

Arg 10 -52 -64 -53 -35 

Lys 11 -60 -63 -47 -43 

Leu 12 -55 -68 -49 -38 

Glu 13 -59 -64 -46 -42 

Glu 14 -56 -65 -50 -37 

Val 15 -58 -68 -45 -43 

Phe 16 -58 -65 -48 -31 

Arg 18 -56 -64 -52 -27 

Asp 19 -153 -74 131 21 

Arg 21 -109 -90 128 136 

Thr23 -79 -110 159 160 

Asn 24 -59 -62 -38 -33 

GIn 25 -70 -66 -47 -40 

GIu 26 -61 -68 -41 -37 

Leu 27 -56 -64 -51 -39 

His 28 -54 -67 -50 -38 

Asp 29 -57 -65 -53 -34 
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Leu 30 -60 -66 -41 -38 

Ala 31 -52 -66 -56 -37 

Gin 32 -51 -65 -52 -39 

Leu 34 -80 -91 -21 -I 

Gly 35 76 78 45 20 

lie 36 -129 -118 154 148 

Glu 38 -36 -68 -43 -38 

Glu 39 -61 -65 -36 -37 

Leu 40 -72 -65 -42 -41 

lie 41 -63 -69 -50 -38 

Glu 42 -54 -62 -53 -40 

Asp 43 -54 -65 -52 -40 

Trp44 -54 -67 -51 -39 

Phe 45 -56 -69 -52 -35 

Arg 46 -56 -69 -52 -35 

Arg 47 -60 -66 -43 -40 

Trp 48 -58 -64 -48 -41 

Glu49 -56 -67 -48 -34 

GIn 51 -61 -81 -48 136 
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Figure IV-I. !:'iN-HSQC spectrum of B6. The peak corresponding to Gly 35, with N = 

109.09 ppm and HN = 7.87, is located outside of the cropped region of the spectrum that is 

shown. Assigned peaks are marked with their corresponding residue number. 
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Figure IV- 2. Example of the strip plots obtained from the backbone assignment experiments 

HNCACB (the left strip in each pair) and CBCA(CO)NH (the right strip in each pair). 

Peaks with positive intensity are shown in black and peaks with negative intensity are shown 

in red. The x-axis corresponds to amide proton chemical shifts, the y-axis gives CA and CB 

chemical shifts, and the z-axis gives amide nitrogen chemical shifts. 
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Figure IV-3. Structures generated using Aria (shown in red) versus the ORBIT-generated 

structure of B6 (shown in blue). For clarity, each individual structure as well as the 

superimposition of the two structures is shown. 
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Figure IV-4. The number of short (i ± 1, shown in red), medium (i ± 2, 3, or 4, shown in 

green), and long (i ± > 4, shown in blue) ambiguous NOEs for each residue that are compatible 

with the structure of B6 generated using ORBIT. Ambiguous NOEs for each residue that 

are not compatible with the ORBIT structure are indicated in black. In all cases, the residue 

number corresponds to the residue containing the heteroatom and covalently attached proton. 

If an ambiguous restraint can be satisfied by more than one partner, it is binned with the 

closest possible distance class. For example, if an ambiguous NOE can be satisfied by 

either a short or medium range contact, it is classified as a short range contact. 
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Figure IV-S. NOE contact map for B6. Each red dot corresponds to at least one NOE 

between the two residues. The x-axis residue is covalently attached to the heteroatom and 

the y-axis corresponds to the NOE partner. Only ambiguous restraints that are compatible 

with the structure of B6 generated using ORBIT are considered. If an ambiguous restraint 

can be satisfied by more than one partner, it is binned with the closest possible distance 

class. Within a given distance class, the shortest interatomic distance in the model structure 

is used. For example, if an ambiguous NOE can be satisfied by either a short or medium 

range contact, it is classified as short, and if an ambiguous NOE can be satisfied by two 

short range contacts, one with a predicted interatomic distance of 3 A and the other with a 

predicted distance of 5 A, the 3 A contact will be used. 
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Chapter V 

Electrostatics Significantly Affect the Stability 
of Designed Homeodomain Variants 

The text of this chapter is adopted from a manuscript that was coauthored 

with Chantal S. Morgan and Professor Stephen L. Mayo. 

S. A. Marshall, C. S. Morgan, and S. L. Mayo. 1. Mol. BioI. accepted.· 

Abstract 

The role of electrostatic interactions in determining the stability of designed proteins 

was studied by constructing and analyzing a set of designed variants of the Drosophila 

engrailed homeodomain. Computational redesign of 29 surface positions results in a 25-

fold mutant with moderate stability similar to the wild type protein. Incorporating helix 

dipole and N-capping considerations into the design algorithm by restricting amino acid 

composition at the helix termini and N-capping positions yields a nine-fold mutant of the 

initial design (a 23-fold mutant of wild type) that is over 3 kcal mol-I more stable than the 

protein resulting from the unbiased design. Four additional proteins were constructed and 

analyzed to isolate the effects of helix dipole and N-capping interactions in each helix. 

Based on the results of urea denaturation experiments and calculations using the finite 

difference Poisson-Boltzmann (FDPB) method, both classes of interaction are found to 

significantly increase the stability of the designed proteins. The simple electrostatic model 

used in the ORBIT force field. which is similar to the electrostatic models used in other 

protein design force fields, is unable to predict the experimentally determined stabilities of 

the designed variants. The helix dipole and N-capping restrictions provide a simple but 
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effective method to incorporate two types of electrostatic interactions that significantly impact 

protein stability. 

Introduction 

Electrostatic interactions are often critical determinants of protein structure and 

function. Computational protein design algorithms l -5 typically use fast, two-body methods 

based on Coulomb's law and/or explicit hydrogen bond terms to model electrostatic 

interactions. These methods are computationally efficient, but fail to accurately account for 

desolvation of polar protein groups and solvent screening of Coulombic interactions, which 

both strongly attenuate electrostatic interactions in proteins. Continuum models of 

electrostatics based on the finite difference Poisson-Boltzmann (FDPB) method6 are thought 

to have substantially better predictive power, but are far too slow for computational methods 

that attempt to address a large combinatorial sequence space. The ORBIT (Optimization of 

Rotamers by Iterative Techniques) protein design force field intentionally de-emphasizes 

electrostatic interactions so that inaccurate electrostatic energies do not dominate the more 

accurate components of the force field. This is accomplished by using a high, distance­

dependent dielectric of 40r and partial charges on polar groups that are somewhat smaller 

than those used in most other force fields7. To date, the role of electrostatics in protein 

design has not been the subject of extensive experimental testing and so the consequences 

of using a highly approximate model of electrostatics in design force fields are not well 

understood. 

The engrailed homeodomain, shown in Figure V-I, was selected to test the importance 

of electrostatic interactions in the design of protein surfaces. Alpha-helical proteins provide 

an excellent model system to examine a variety of electrostatic interactions. Polar side 

chains on an a-helix can form hydrogen bonds and salt bridges with each other when 
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appropriately spaced. Charged side chains may also interact with the helix dipole, which 

consists of partial positive and negative charges located at the Nand C termini, respectively, 

of each a-helix. This dipole arises from the three unsatisfied hydrogen bonds at each of the 

helix termini8- 1I . Interactions between side chains and the helix dipole have been 

demonstrated to impact the stability of both model peptides and proteins8, 12. 13. N-capping 

interactions, which are hydrogen bonds between the side chain at the position immediately 

preceding the helix and one of the three most N-terminal backbone amides in the helix, also 

can confer stability to both model peptides and proteins l4, 15. C-capping residues have a 

more modest effect on helical stability l4. Helix dipole and N-capping interactions can be 

incorporated into computational protein design using simple rules, thus providing a readily 

implemented method to test the importance of electrostatic interactions in designed proteins. 

Initial design results 

In order to test the effectiveness of our current design methodology, we calculated the 

optimal amino acid sequence and rotameric conformations for twenty-nine surface positions 

of the engrailed homeodomain. The sequence of the resulting protein, called NCO, is a 

twenty-five fold mutant from wild type, as shown in Figure V-2. The NCO sequence is 

strongly biased towards large, charged amino acids: Arg, Glu, or Lys was selected at twenty­

two of the twenty-nine variable positions, while they are present at only eleven ofthe twenty­

nine positions in the wild type protein. NCO has only one predicted N-capping interaction, 

compared to three in wild type, and NCO has seven violations of helix dipole "rules" (positive 

charges in the three most N-terminal helical positions or negative charges in the three most 

C-terminal helical positions) while wild type has only three. NCO is charge neutral, while 

the wild type protein has a +7 charge, and NCO is predicted to contain many more side chain 
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- side chain hydrogen bonds and salt bridges than were observed in the wild type crystal 

structure 16, as shown in Figures V-3 through V-5. 

Despite these differences, wild type homeodomain and NCO have similar, modest 

stability as measured by thermal denaturation experiments, as indicated in Figure V-6 and 

Table V-I. While matching the stability of the wild type protein after changing nearly 50 % 

of the residues would typically be considered a positive result in protein design studies, it is 

likely that the electrostatic interactions on the surface of both wild type homeodomain and 

the designed NCO variant are not optimal for stability. The electrostatic interactions on the 

surface of NCO appear suboptimal for stability because favorable helix dipole and capping 

interactions that are present in wild type homeodomain are not present in the designed 

protein. The arrangement of charged residues on the wild type protein likely reflects the 

functional role of homeodomains - DNA binding. While it is likely that the high net charge 

of wild type homeodomain contributes to its DNA binding affinity, it would be expected to 

destabilize the isolated protein. 

Incorporating N-capping and helix dipole interactions 

To prevent unfavorable helix dipole interactions and to ensure favorable N-capping 

interactions, we performed a second protein design calculation in which we limited the 

allowed residues at the N-capping positions and the three most N- and C- terminal positions 

of each of the three helices. N-capping positions were restricted to the four amino acids 

with the highest N-capping propensity (Ser, Thr, Asn, and Asp) 17, positively charged amino 

acids (His, Lys, and Arg) were disallowed at the N-terminal positions, and negatively charged 

amino acids (Asp and Glu) were disallowed at the C-terminal positions. The resulting 

sequence, called NC3-Ncap, is a 23-fold mutant from wild type and a nine-fold mutant 
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from NCO. Seven of the nine mutations relative to NCO are required to fix violations of the 

helix dipole and capping rules. Two additional mutations (H27R and KI2R) arise as the 

effects of the required mutations propagate through the protein. Like NCO, the NC3-Ncap 

sequence is heavily biased towards large, charged amino acids. NC3-Ncap is predicted to 

make many more favorable side chain - side chain salt bridges than wild type, but slightly 

fewer than NCO. Chemical and thermal denaturation experiments, shown in Figures V-6 

and V-7 and Table V-I, indicate that NC3-Ncap is significantly more stable than both NCO 

and wild type. The dramatic increase in stability is notable given the crude manner in which 

helix dipole and capping interactions were introduced, and suggests that electrostatic 

interactions can significantly modulate the stability of designed proteins. 

Since NC3-Ncap is a nine-fold mutant from NCO, it is difficult to identify which of 

the mutations are responsible for the differences in stability between the two proteins. To 

further elucidate the role of helix dipole and capping interactions in NC3-Ncap, we 

constructed four additional proteins called HI, H2, H3, and CAP. Relative to NCO, HI 

contains two mutations (K6E and EI6R) that fix interactions with the helix one dipole, H2 

contains two mutations (R24E and E31 Q) that fix interactions with the helix two dipole, H3 

contains one mutation (E50Q) that fixes interactions with the helix three dipole, and CAP 

contains two mutations (E22T and R36N) that fix N-capping interactions, as shown in Figure 

V-2. In all cases, the residues were mutated from the amino acid selected in the NCO 

calculation to the amino acid selected in the NC3-Ncap calculation. The stabilities of HI 

and CAP determined by thermal and urea denaturation are between NCO and NC3-Ncap. 

H2 and H3 are slightly destabilized relative to NCO in urea denaturation experiments and 

have similar stability to NCO in thermal denaturation experiments, as indicated in Table V­

I and Figures V-6 and V-7. 
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Comparing the homeodomain variants using Poisson-Boltzmann 

electrostatics 

The total energies predicted by the ORBIT force field, shown in Table V-2, are not 

properly correlated with the measured stabilities. When the contributions of each energy 

term are considered separately, the side chain - backbone Coulombic energies and the side 

chain - backbone hydrogen bond energies are observed to improve as the helix dipole and 

capping restrictions, respectively, are incorporated. However, the magnitude of these 

changes- are quite different: the range in side chain - backbone Coulombic energies in the 

designed variants is 1.4 kcal mol-I, while the range in side chain - backbone hydrogen bond 

energies is 8.8 kcal mol-I. In contrast with the side chain - backbone energies, the side 

chain - side chain hydrogen bond and Coulombic energies are anticorrelated with 

experimentally determined stability among the designed variants. While they are a poor 

predictor of stability, the side chain - side chain hydrogen bond energies are large in magnitude 

and therefore can dominate sequence selection. 

Earlier design studies have suggested that predicted side chain - side chain salt bridges 

and hydrogen bonds in designed proteins do not necessarily contribute to stability and may 

not be significantly populated l , 18. Since desolvation and loss of side chain entropy, which 

oppose salt bridge and hydrogen bond formation, are not included in the force field, it is not 

surprising that the energetic benefit of side chain - side chain salt bridges and hydrogen 

bonds is overemphasized. The polar hydrogen burial penalty is unlikely to accurately capture 

the desolvation energy for several reasons, including its failure to penalize burial of 

carboxylates or to account for desolvation of polar groups that form hydrogen bonds. 

To better understand the effects of the helix dipole and capping rules and the 

limitations of the current electrostatic potential, electrostatic energies for each protein were 

calculated by the FDPB method using the computer program DeIPhi6,19-22. As shown in 
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Table V-3, three classes of interactions were considered: the desolvation energy of each 

side chain, the screened Coulombic interaction between each side chain and the protein 

backbone, and the screened Coulombic interaction between each pair of side chains. 

The FOPB calculations indicate that the distribution of electrostatic energies in the 

designed homeodomain variants is quite different than in wild type. Wild type pays a lower 

side chain desolvation penalty than any of the designed variants, largely because it has 

significantly fewer charged residues, hydrogen bonds, and salt bridges. Its side chain -

backbone interactions are more favorable than all of the designed variants except NC3-

Ncap. Side chain - side chain interactions are predicted to be slightly favorable in wild type 

and significantly more favorable in the designed variants. 

Similarly, the FOPB results can be used to directly compare the designed proteins. 

NCO is predicted to have a high desolvation penalty, the least favorable side chain - backbone 

interactions, and the most favorable interactions between side chains. The other designed 

proteins, HI, H2, H3, CAP, and NC3-Ncap, are all predicted to have more favorable side 

chain - backbone electrostatic interactions than NCO. In the set of designed variants, the 

positions that were mutated relative to NCO experience the largest changes in side chain -

backbone electrostatic energies. In addition, the desolvation energy changes significantly 

only at the positions that were mutated relative to NCO and at their hydrogen bond and salt 

bridge partners. Incorporation of the helix dipole and capping rules is observed to reduce 

the number of predicted side chain - side chain salt bridges and hydrogen bonds. As a 

result, the desolvation energy is highest for NCO and H3 and lowest for NC3-Ncap while 

side chain - side chain electrostatic interactions are predicted to be most favorable for NCO 

and H3 and least favorable for NC3-Ncap. 

The results of the FOPB calculations suggest that electrostatic interactions are the 

primary source of the stability differences among the designed proteins. Another possible 
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source of the variation in stability is helix propensity, which was found to be an important 

predictor of stability in surface designs of GCN4!. A rough estimate of relative helix 

propensity was obtained by summing the standard free energies of helix propagation23 of 

the amino acids at surface helical positions. The wild type protein has somewhat better 

helical propensity than the designed variants, as shown in Table V-3, which largely results 

from the presence of three Ala residues in wild type. Nonetheless, the designed proteins all 

have fairly good helix propensities, as the long, charged amino acids that are systematically 

favored by the design calculations also have among the best helix propensities. NC3-Ncap 

has slightly greater helix propensity than the other designed variants as a result of the H27R 

mutation. The other designed variants have very similar calculated helix propensities. This 

suggests that differences in helix propensity may be important, but are not sufficient to 

account for the observed stability trends in the homeodomain surface variants. 

Analysis of electrostatic interactions in the homdeodomain variants 

Interactions between a side chain and the helix dipole can contribute to protein stability. 

However, the strength of a single side chain - helix dipole or N-capping interaction depends 

on the identity of the side chain and the conformation of the side chain and the backbone. 

As a result, the number of rules violations is not sufficient to predict protein stability. For 

instance, while all negative and neutral amino acids are considered at the Nl position of 

each helix, the free energy of the helix - coil transition varies by over 1 kcal mol-! among 

the allowed residues24. In a design calculation, it is important to consider all of the interactions 

that the side chain forms with the backbone and with other side chains in order to select the 

optimal sequence. In some instances, the energetic benefit that is gained by forming a 

favorable side chain - backbone electrostatic interaction may be overshadowed by unfavorable 

steric or electrostatic interactions with other side chains. While including the helix dipole 
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and capping rules is an improvement over the current electrostatic model, it would be desirable 

to have a more sophisticated model that captures additional context effects. 

Trends in the FDPB desolvation and side chain - backbone energies mirror the 

observed trends in protein stability. The sum of the FDPB desolvation, side chain - backbone, 

and side chain - side chain electrostatic energies and the ORBIT van der Waals energy 

correctly predicts that NC3-Ncap is the most stable variant, but significantly underestimates 

the stability of the wild type protein. A significant limitation of these calculations is that 

they rely on protein structures with side chain conformations predicted using ORBIT. In all 

of the design calculations, the backbone conformation was held fixed and all of the side 

chains were modeled using discrete rotamers. Since the hydrogen bond energies are large 

in the ORBIT force field, many of the side chains were positioned to form hydrogen bonds 

with other side chains. It is likely that the modeled structures contain subtle errors in backbone 

conformation. More importantly, a significant fraction of the side chains may sample a 

variety of conformations rather than assuming only the modeled rotameric state. 

Electrostatic energies can be very sensitive to small changes in conformation. For 

example, the electrostatic energy of each pair and network of charged residues in the 40 

NMR conformers of a leucine zipper fluctuates from net stabilizing to net destabilizing 

depending on which conformer is examined25 . The conformations selected by ORBIT are 

likely to be heavily biased towards the most stable possible conformation. Previous results 

suggest that the side chain - side chain hydrogen bonds and salt bridges predicted by ORBIT 

are not actually significantly populated, further suggesting that the FDPB calculations were 

not performed using a sufficiently accurate model of the protein structures J, 18. 

Examination of the side chain - side chain electrostatic interaction energies in the 

wild type versus designed proteins reveals that the designed variants contain a small number 

of pairs that are predicted to have extremely favorable interactions, as shown in Figures V-
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10 and V-II. Some of the side chain - side chain electrostatic energies are predicted to 

stabilize the folded state by as much as 5 kcal mol-I. However, it is unlikely that these 

surface salt bridge pairs could contribute so significantly to protein stability. Many studies 

have investigated whether surface salt bridges can stabilize proteins. In experimental studies, 

the stability conferred by single surface salt bridges ranges from 0.0 kcal mol-I 26 to 1.25 

kcal mol-I 27; exposed salt bridges in helical proteins generally contribute no more than 0.5 

kcal mol-I 28. 

One side chain - backbone contact, which is present in all of the designed variants, 

also appears to be unreasonably large. The interaction energy between Glu 2 and the backbone 

ranges from -4.7 to -5.1 kcal mol-I and arises primarily from the +1 net charge of the N­

terminus. As the N-terminal methionine was retained on all of the designed variants, the 

actual position of the N-terminus will be somewhat different than in the modeled structures. 

Additionally, very favorable contacts that are so close in primary sequence may be populated 

in the unfolded state, reducing their contribution to protein stability. 

The salt bridge pairs with predicted energies larger than 1.5 kcal mol-I dominate the 

total side chain - side chain electrostatic energies of the designed variants. A simple way to 

minimize the effect of such unreasonably large interactions is to truncate the side chain -

side chain and side chain - backbone electrostatic energies at ± 1.5 kcal mol-I. The truncation 

affects the energies of at most 29 side chain - side chain interactions and two side chain -

backbone interactions in each of the designed variants out of the approximately 1900 total 

interactions. Using this simple modification, NC3-Ncap is predicted to be most stable and 

the wild type protein is predicted to have similar stability to NCO, as observed. However, 

the rank order of the designed variants with intermediate stability is poorly reproduced, as 

shown in Figure V-12. 
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Thresholding extremely large electrostatic interactions is unlikely to be the optimal 

method to compensate for the limitations of using modeled structures with fixed side chain 

conformations. However, it is clear that the structures generated using ORBIT contain side 

chain - side chain salt bridge and hydrogen bond pairs that are not actually significantly 

populated and that the results of FDPB calculations are sensitive to the exact locations of 

the side chains. As further research is conducted to improve the accuracy of electrostatic 

models for protein design calculations, it may be necessary to also consider further 

refinements in the structural models used in protein design methods. 

Conclusions 

Use of a simple electrostatic model in the design of protein surfaces results in the 

selection of sequences with moderate but suboptimal stability. The current ORBIT potential 

succeeds in selecting sequences with no or small net charge that have good helix propensity. 

However, the relative energetic contribution of various types of electrostatic interactions is 

not captured accurately. The stability conferred by side chain - side chain hydrogen bonds 

and salt bridges is overestimated, as the competing factors of desolvation and side chain 

entropy loss are not currently modeled. At the same time, the ORBIT force field slightly 

underestimates the relative importance of side chain - backbone hydrogen bonds and 

substantially underestimates the contribution of longer range side chain - backbone 

electrostatic interactions. In the context of the current electrostatic model, incorporating 

simple rules to account for two classes of side chain - backbone interactions, helix dipole 

and N-capping interactions, has been shown to significantly improve the stability of designed 

homeodomain variants. 

Recent experimental results from several groups support the idea that optimization of 

the electrostatic interactions on protein surfaces can significantly increase protein stability29-
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32. In each study, solvent exposed residues that made unfavorable electrostatic interactions 

with the rest of the protein were identified; mutating these residues to neutral or oppositely 

charged amino acids stabilized the protein in all cases. Both the proteins studied and the 

methods used to identify residues that make unfavorable interactions differed significantly 

in the four studies, suggesting that optimization of global electrostatics is a robust and 

effective general strategy for increasing protein stability. Havranek and Harbury recently 

developed a method that calculates electrostatic energies with an accuracy comparable to 

continuum methods, and that is efficient enough to apply to problems with high combinatorial 

complexity33. Further development and validation of accurate electrostatic models that are 

compatible with the demands of protein design will significantly enhance the ability of 

future design studies to elucidate the relationship between sequence, structure, stability, 

and function. 

Methods 

Modeling. The engrailed homeodomain structure coordinates were obtained from PDB 

entry 1enh16. Residues 1-5 ofthe 56 residue domain are disordered in the absence of DNA. 

These residues were removed from the structure prior to performing any calculations and 

were not included in the proteins that were studied experimentally. The remaining residues 

were renumbered from 1 to 51. Explicit hydrogens were added using the program BIOGRAF 

(Molecular Simulations, Inc., San Diego) and the resulting structure was minimized for 50 

steps using the DREIDING force field34. Positions along the homeodomain backbone were 

classified as core, boundary, or surface as previously described4. 

Sequence Selection. Amino acid identities and conformations were optimized at the 

following 29 surface positions: 2,4,5,6,8,9,12,13,16,17,18,20,22,23,24,27,28,31, 
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32, 36, 37, 38,41,42,45,46,48,49, and 50. Position 34, although classified as surface, 

was fixed to wild type Gly because of its positive f angle. For the NCO calculation, Ala, Ser, 

Thr, Asp, Asn, His, Glu, GIn, Arg, and Lys were considered at each variable position. For 

the NC3-Ncap calculation, positively charged amino acids (His, Lys, and Arg) were 

disallowed at the three most N-terminal positions of each helix (positions 5,6,23,24, 37, 

and 38), negatively charged amino acids (Asp and Glu) were disallowed at the three most 

C-terminal positions of each helix (positions 16, 17, 31, 32, 49, and 50), and the three N­

capping positions (positions 4, 22, 36) were restricted to the four residues with the highest 

N-capping propensity (Ser, Thr, Asn, and Asp). At the remaining surface positions, all the 

amino acid types allowed in the NCO calculation were considered. Note that several positions 

at helical termini (positions 7, 15,25,20,39, and 51) are classified as core or boundary and 

therefore are not included in the calculations. In all calculations, the variable side chains 

were represented as discrete rotamers from the Dunbrak and Karplus backbone dependent 

rotamerlibrary35. 

Pairwise side chain - backbone and side chain - side chain energies were calculated 

using a force field containing van der Waals, Coulombic, hydrogen bond, and polar hydrogen 

burial penalty terms7. Electrostatics were modeled using Coulomb's law with a distance­

dependent dielectric of 40r, hydrogen bonds were modeled using a 10-12 angle- and 

hybridization-dependent potential, and a 2.0 kcal mol- l penalty was given for each buried 

polar hydrogen not participating in a hydrogen bond. 

The optimal amino acid sequence and rotamer configuration for NCO and NC3-

Ncap were determined using the Dead-End Elimination (DEE) theorem36-39. The NCO 

calculation considered 1029 amino acid sequences corresponding to 5.3 x 1068 rotamer 

sequences, and the NC3-Ncap calculation considered 2.0 x 1026 amino acid sequences 

corresponding to 2.9 x 1064 rotamer sequences. The NC3-Ncap calculation required only 
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1.6 CPU hours versus 5.7 CPU hours for the NCO calculation. This 3.5-fold reduction in 

computational time can be largely attributed to the fifth-order dependence that DEE has on 

the average number of rotamers per residue position39. Calculations were performed using 

a Silicon Graphics Origin 2000 with 32 RlOOOO processors running at 195 MHz. 

The remaining sequences were generated by changing subsets of the amino acids 

that violate helix dipole or capping "rules" from the NCO sequence to the NC3-Ncap sequence. 

HI corrects helix dipole interactions in helix I, H2 corrects helix dipole interactions in 

helix 2, H3 corrects helix dipole interactions in helix 3, and CAP corrects the N-capping 

interactions. The rotameric conformations of the surface residues in variants HI, H2, H3, 

and CAP were determined using the same force field and optimization methods as were 

used for the NCO and NC3-Ncap calculations. The optimal rotameric conformation was 

also calculated for the wild type sequence. 

Electrostatic Calculations. Finite difference solutions to the linearized Poisson-Boltzmann 

equation were obtained using the computer program DelPhi (Version II, May 1998 release) 

with a grid size of 2.0 grids / A, 80 % box fill, an interior dielectric of 4.0, an exterior 

dielectric of 80.0, and 0.050 M salt, and a probe radius of 0.0. The PARSE41 parameter set 

charges and atomic radii were used in all calculations. Three classes of electrostatic energies 

were calculated: (1) the desolvation energy of each side chain, (2) the side chain - backbone 

screened Coulombic interaction energy for each side chain, and (3) the screened Coulombic 

interaction energy for each pair of side chains. The structures generated using ORBIT were 

used for calculations on the wild type and designed proteins. Additional calculations were 

performed using the crystallographic structure for wild type homeodomain. 

The solvation energy of an individual side chain was calculated in a manner similar 

to that used by Hendsch and Tidor42. The folded state energy was calculated using all of the 
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low dielectric protein. Charges were included for only the side chain of interest. The 

unfolded state energy was calculated using only the atoms and charges of the side chain of 

interest. The side chain atoms were mapped onto the grid exactly as in the folded state 

calculation. The desolvation energy of each side chain was obtained by subtracting its 

unfolded state electrostatic solvation energy (previously referred to as the reaction field 

energy) from its folded state electrostatic solvation energy. 

Side chain - backbone screened Coulombic interaction energies were obtained using 

three calculations. The internal Coulombic energy and folded state electrostatic solvation 

energy of the side chain only were obtained from the folded state calculation described 

above. The internal Coulombic and electrostatic solvation energies of the backbone only 

were obtained using all of the protein atoms to define the dielectric boundary and including 

charges for the backbone atoms only. The total Coulombic and electrostatic solvation energies 

of the side chain and backbone were obtained using all of the protein atoms to define the 

dielectric boundary and including charges for the backbone and side chain of interest. The 

internal side chain and backbone Coulombic and electrostatic solvation energies were 

subtracted from the sum of the total side chain - backbone Coulombic and electrostatic 

solvation energies to obtain the side chain - backbone screened Coulombic interaction energy. 

Side chain - side chain screened Coulombic energies were also obtained using three 

calculations. The internal Coulombic and electrostatic solvation energies of each side chain 

were obtained using all of the protein atoms to define the dielectric boundary and including 

charges for the side chain of interest only. The total Coulombic and electrostatic solvation 

energies for each pair of side chains were obtained using all of the protein atoms to define 

the dielectric boundary and including charges only for the two side chains of interest. The 

internal Coulombic and electrostatic solvation energies of each side chain were subtracted 
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from the sum of the total Coulombic and electrostatic solvation energies to obtain the screened 

Coulombic interaction energy for the pair of side chains. 

Protein Expression and Purification. Synthetic genes encoding wild type, NCO, and 

NC3-Ncap were prepared by recursive PCR43 and cloned into a pET-iia (Novagen) variant. 

Synthetic genes encoding HI, H2, H3, and CAP were obtained by site-directed mutagenesis 

of NCO using inverse PCR. Sequences for all constructs were confirmed by DNA sequencing. 

Recombinant proteins were expressed in BL2I(DE3) Escherichia coli cells (Stratagene) at 

room temperature (wild-type) or 37°C (all designed variants). The proteins were isolated 

using the freeze-thaw method44. All proteins were purified by HPLC using a reverse-phase 

C8 prep column (Zorbax) and linear acetonitrile-water gradients containing 0.1 % TFA. 

Protein masses were determined by MALDI-TOF or electrospray mass spectrometry and 

were found to be within one mass unit of the expected values. 

Circular Dichroism Studies. Circular dichroism (CD) data were obtained on an A vi v 62A 

DS spectropolarimeter equipped with a thermoelectric cell holder and an autotitrator. pH 

5.5 was used for all experiments to maximize the likelihood that all amino acids were in 

their modeled charge state. Thermal denaturation data were obtained from samples containing 

50 mM protein and 50 mM sodium phosphate at pH 5.5. Data were collected every 1 °C 

from 1 °C to 99°C using an equilibration time of 90 s and an averaging time of 30 s. 

Melting temperatures were determined by fitting to a two state transition as previously 

described45. Urea denaturation data were obtained from samples containing 5 mM protein 

and 50 mM sodium phosphate, pH 5.5, at 20°C. To maintain constant pH, the urea stock 

solution also contained 50 mM sodium phosphate at pH 5.5. Data were collected every 0.2 

M from 0.0 M to 9.0 M urea. Initial and final denaturant concentrations were determined 
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by refractometry46. L\Gu was calculated from the chemical denaturation data assuming a 

two-state transition and using the linear extrapolation method47; nonlinear regression 

calculations were performed using KaleidaGraph (Synergy Software). Both chemical and 

thermal denaturation were followed by monitoring CD ellipticity at 222 nm. 
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Table V-I: Thermal and urea denaturation data 

Tm (oC)i ~Gu (kcal mol- i )2 Cm (M)3 m (kcal mol- i M-i)4 

wild type 49 

NCO 53 2.3 3.4 0.7 

HI 72 4.6 5.0 0.9 

H2 50 2.0 3.7 0.7 

H3 53 1.4 2.1 0.7 

CAP 68 3.5 4.7 0.7 

NC3-Ncap 88 5.9 6.2 1.0 

i Midpoint of the thermal denaturation transition ~Gu 

2 Free energy of unfolding at 20°C determined by urea denaturation 

3 Midpoint of the unfolding transition determined by urea denaturation 

4 Slope of ~Gu versus denaturant concentration 
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Table V-2: Electrostatic energies calculated using ORBIT) 

vdW2 pHb3 sc-bb sc-bb sc-sc sc-sc Total 

Coul4 Hbond5 Coul6 Hbond7 

wt crystal8 -181.9 80 -2.7 -53.0 -2.9 -33.2 -193.7 

wt ORBIT9 -178.9 54 -2.3 -44.9 -4.2 -31.7 -208.0 

NCO -181.0 88 -1.3 -22.6 -15.4 -89.2 -221.5 

HI -181.1 90 -1.7 -22.6 -13.6 -78.8 -207.8 

H2 -182.4 86 -1.6 -22.6 -13.4 -78.1 -212.1 

H3 -180.1 90 -1.4 -22.6 -14.8 -89.9 -218.8 

CAP -181.4 90 -1.2 -27.4 -13.8 -74.2 -208.0 

NC3-Ncap -183.7 76 -2.6 -31.4 -11.4 -67.4 -220.5 

! All energies reported in kcal mol-! 

2 van der Waals energy 

32.0 kcal mol-! penalty for each buried polar hydrogen not participating in a hydrogen bond 

4 Side chain - backbone Coulombic energy calculated using a dielectric of 40r 

5 Side chain - backbone hydrogen bond energy 

6 Side chain - side chain Coulombic energy calculated using a dielectric of 40r 

7 Side chain - side chain hydrogen bond energy 

8 Energies calculated using the minimized crystallographic coordinates for wild type 

9 Energies calculated using the wild type side chain coordinates selected using ORBIT 
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Table V-3: Electrostatic energies calculated using DelPhi 

desolvation2 side chain - backbone3 side chain - side chain4 

wt crystaP 10.2 -12.4 -5.2 

wt ORBIT' 9.8 -12.8 -6.7 

NCO 18.0 -8.0 -36.8 

HI 17.0 -10.0 -32.7 

H2 17.1 -9.3 -33.5 

H3 18.1 -8.6 -35.5 

CAP 16.4 -8.4 -33.0 

NC3-Ncap 15.1 -13.9 -29.2 

I All energies are in kcal mol- l 

2 Sum of the side chain desolvation energies of the designed surface residues 

3 Side chain - backbone screened Coulombic energy 

4 Side chain - side chain screened Coulombic energy 

5 Energies calculated using the minimized crystallographic coordinates for wild type 

6 Energies calcualted using the wild type side chain coordinates selected using ORBIT 
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Figure V-I. Structure of the 51-residue engrailed homeodomain fragment16
• N-capping 

positions are highlighted in blue, and the three most C- and N-terminal positions of each 

helix are highlighted in yellow. The ribbon diagram was generated using MOLMOL4
8. 
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Figure V-2. Sequences of the wild type and designed homeodomain variants. N-capping 

positions are highlighted in blue, and the three most C- and N-terminal positions of each 

helix are highlighted in yellow. Classification of residues as core (c), boundary (b), or 

surface (s) is denoted below the NC3-Ncap sequence, and the location of the helices is 

indicated at the bottom of the figure. Core and boundary residues, marked" I " in the 

sequence alignment, were held fixed in the design calculations. The number of mutations 

relative to the wild type sequence and the number of violations of the helix dipole and 

capping "rules" in the surface residues is indicated at the right of each sequence. 
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- - --1---- 1 ---- 1---- 2 --- -1 ----3- - --1 -- - - 4 - - -- 1---- 5- mut vio l 
wild type TA SEQLARLKREFNENRYL RRRQQLSSELG EAQIKIWFQNKRAKI 0 3 

NCO lEI EK I KR I I DE I I EKD I R I R I I HD I I EK I G I • EE I I ER I I RR I EQE I 25 7 

H1 lEI EE I KR I I DE I I RKD I R I R I I HD I I EK I G I • EE I I ER I I RR I EQE I 2 4 5 
H2 lEI EK I KR I I DE I I EKD I R I E I I HD I I QK I G I EE I I ER I I RR I EQE I 2 6 5 
H3 lEI EK I KR I I DE I I EKD I R I R I I HD I I EK I G I • EE I I ER I I RR I EQQ I 25 6 

cap IE I EK I KR I I DE I I EKD I R I R I I HD I I EK I G I EE I I ER I I RR I EQE I 23 5 
NC3-Ncap lE I EE I KR I I DE I I RRD I R I E I I RD I I QK I G I EE I I ER I I RR I EQQ I 2 3 0 

bsbsssc ssbcssbcsssbsbsssbbsscbsscscsssccssccssbsssb 

helix 1 helix 2 helix 3 
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Figure V-3. Side chain identities and conformations in helix one. Wild type homeodomain 

is at the left, NCO is in the middle, and NC3-Ncap is on the right. Red lines indicate hydro­

gen bonds and salt bridges whose interaction energy is predicted to be at least 1 kcal moll 

by the ORBIT force field. Wild type side chain conformations were obtained from the 

minimized crystal structure l6 and the side chain conformations shown for the NCO and 

NC3-Ncap were predicted by ORBIT. Note the abundance of charged residues and putative 

hydrogen bonds and salt bridges in the designed variants. 
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Figure V-4. Side chain identities and conformations in helix two. Wild type homeodomain 

is at the left, NCO is in the middle, and NC3-Ncap is on the right. Red lines indicate hydro­

gen bonds and salt bridges whose interaction energy is predicted to be at least 1 kcal mol-I 

by the ORBIT force field. Wild type side chain conformations were obtained from the 

minimized crystal structure l6 and the side chain conformations shown for the NCO and 

NC3-Ncap were predicted by ORBIT. Note the abundance of charged residues and putative 

hydrogen bonds and salt bridges in the designed variants. 
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Figure V-So Side chain identities and confonnations in helix three. Wild type homeodomain 

is at the left, NCO is in the middle, and NC3-Ncap is on the right. Red lines indicate hydro­

gen bonds and salt bridges whose interaction energy is predicted to be at least 1 kcal mol· l 

by the ORBIT force field. Wild type side chain confonnations were obtained from the 

minimized crystal structure l6 and the side chain confonnations shown for the NCO and 

NC3-Ncap were predicted by ORBIT. Note the abundance of charged residues and putative 

hydrogen bonds and salt bridges in the designed variants. 
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Figure V-6. Thermal denaturation data monitored by CD of (from left to right) wild type 

(black), H2 (purple), H3 (gray), NCO (red), CAP (orange), HI (blue), and NC3-Ncap (green). 
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Figure V-7. Urea denaturation at 20°C monitored by CD of (from left to right) H3 (gray), 

H2 (purple), NCO (red), CAP (orange), HI (blue), and NC3-Ncap. (green) 
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Figure V-So Energy predicted using the ORBIT force field versus the experimentally deter­

mined stability of each designed variant. 
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Figure V-9. Sum of the ORBIT van der Waals energy and the DelPhi desolvation energy. 

side chain - backbone screened Coulombic energy. and side chain - side chain screened 

Coulombic energy versus the experimentally determined stability of each homeodomain 

variant. 
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Figure V-tO. Histogram of the side chain - side chain screened Coulombic energies calcu­

lated using DelPhi for the wild type homeodomain. The inset highlights interactions with 

unreasonably large predicted energies. 
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Figure V-H. Histogram of the side chain - side chain screened Coulombic energies calcu­

lated using DelPhi for the designed homeodomain variants. The inset highlights interac­

tions with unreasonably large predicted energies; note that the designed variants are pre­

dicted to have a larger number of extremely favorable side chain - side chain electrostatic 
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Figure V-12. Sum of the ORBIT van der Waals energy and the DelPhi desolvation energy, 

side chain - backbone screened Coulombic energy, and side chain - side chain screened 

Coulombic energy, incorporating a ± 1.5 kcal mol-1 cutoff on the side chain - backbone and 

side chain - side chain screened Coulombic energies, versus the experimentally determined 

stability of each homeodomain variant. 
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Chapter VI: 

Electrostatic Models for Protein Design Calculations. I. 
Optimized Dielectrics and Polar Solvation Parameters 

The text of this chapter is adoptedfrom an unpublished manuscript that was 

coauthored with Professor Stephen L. Mayo. 

Abstract 

Computational protein design algorithms have typically used fast methods based on 

Coulomb's law and/or geometry dependent hydrogen bond terms to model electrostatic 

interactions. Desolvation effects have either been neglected in design calculations or 

approximated using surface area based or per-atom desolvation penalties. The results of a 

previous protein design study indicate that the balance among the electrostatic components 

of the current ORBIT protein design force field requires optimization. In this chapter, we 

assess the accuracy of the electrostatic terms in the ORBIT force field by comparing ORBIT 

energies to energies calculated using the finite difference Poisson-Boltzmann (FDPB) method. 

Next, we identify optimal electrostatic parameters for the ORBIT force field by maximizing 

agreement between ORBIT and FDPB energies. The new parameters include a set of 

solvation parameters for polar functional groups and dielectric values for different classes 

of electrostatic interactions. For problems with extremely high combinatorial complexity 

such as protein design, fast, approximate methods can prove valuable so long as the errors 

are tolerably small. The optimized parameters dramatically increase the accuracy of the 

electrostatic energies calculated using a design force field while maintaining excellent 

computational efficiency. 
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Introduction 

One of the challenges in developing force fields for protein design calculations is 

identifying the optimal balance between terms describing various covalent and noncovalent 

interactions. The ORBIT force field currently contains five terms that are electrostatic in 

nature: the polar hydrogen burial penalty (typically applied only to side chains), side chain 

- backbone and side chain - side chain hydrogen bond terms, and side chain - backbone and 

side chain - side chain Coulombic terms. Results of an earlier protein design study indicate 

that the current electrostatic parameters systematically overestimate the importance of 

hydrogen bonds relative to longer range interactions and underestimate the importance of 

side chain - backbone interactions relative to side chain - side chain interactions. 

Consequently, the stability of proteins designed using these parameters is far from optimal 1. 

Simple electrostatic models such as the one currently included in the ORBIT force field are 

unlikely to capture all of the subtlties of protein electrostatics. However, simple models 

have excellent computational efficiency and may be sufficiently accurate to select stable, 

well-folded proteins. 

Many of the terms in the ORBIT force field have been successfully parametrized 

using the results of protein design experiments. This approach works quite well for optimizing 

a single parameter, but becomes increasingly challenging as the number of variables increases. 

An alternative approach, taken here, is to first parametrize the electrostatic components of 

the ORBIT force field by maximizing the agreement to the results of a more sophisticated 

electrostatic modeL Results of an earlier design study indicate that FDPB electrostatic 

energies are a significantly better predictor of the stability of designed protein variants than 

the energies predicted using the current ORBIT force field 1. Experimental testing can then 

be conducted to fine tune the electrostatic terms and to determine the proper balance between 

electrostatic and nonelectrostatic force field terms. 
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In this study, we have calculated electrostatic energies using ORBIT and DelPhi3 

for eight proteins that have been targets for design and other biophysical studies: fragment 

B of Streptococcal protein A, the c-Crk SH3 domain, hen egg white lysozyme, the ~ 1 

domain of Streptococcal protein G, ubiquitin, plastocyanin, bovine pancreatic trypsin 

inhibitor, and rubredoxin. For compatibility with the current design procedure, we have 

calculated side chain internal energies, side chain - backbone energies, and side chain - side 

chain energies separately. Both desolvation energies and screened Coulombic energies, 

described below, were considered. 

Polar protein groups can form favorable electrostatic interactions with the solvent; 

we refer to the resulting energies as electrostatic solvation energies. The desolvation energy 

of a side chain is defined as the difference in the electrostatic solvation energy of the side 

chain alone (a simple model of the unfolded state) versus the electrostatic solvation energy 

of the side chain in the context of the folded protein, as shown in Figure VI-I. Electrostatic 

interactions between polar protein groups and the solvent also act to screen Coulombic 

interactions within a protein. The screening energy is always opposite in sign and weaker 

in magnitude than the Coulombic energy for a given interaction. The procedures used to 

calculate side chain - backbone and side chain - side chain screening energies are shown in 

Figures VI-2 and VI-3, respectively. In all cases, the screening energies and Coulombic 

energies are added to yield screened Coulombic energies and the screened Coulombic energies 

predicted by the different electrostatic models are then compared. 

Assessment of the current ORBIT electrostatic model 

The ORBIT (Optimization of Rotamers by Iterative Techniques) protein design force 

field3,4 currently uses three terms to describe electrostatic interactions: a distance, angle, 

and hybridization-dependent hydrogen bond term, a Coulombic term calculated using either 
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a distance-dependent dielectric or a constant dielectric, and a penalty for burying polar 

hydrogens that are not participating in a hydrogen bond. Alternatively, desolvation effects 

can be modeled by penalizing buried polar surface area5. A polar hydrogen burial penalty 

can also be used to describe backbone desolvation, although in practice backbone desolvation 

terms have not been used. Hydrogen bond and Coulombic interactions are calculated for 

both side chain - side chain and side chain - backbone interactions. 

Here, we test each component of the ORBIT electrostatic model by comparing the 

ORBIT side chain - backbone hydrogen bond and Coulombic energies to the DelPhi screened 

Coulombic energies, the ORBIT side chain - side chain hydrogen bond and Coulombic 

energies to the DelPhi screened Coulombic energies, and the ORBIT polar hydrogen burial 

penalty and the polar surface area burial penalty to the DelPhi side chain desolvation energies. 

The results of the DelPhi versus ORBIT comparisons are shown in Figures VI-4 through 

VI-7 and in Table VI-I. 

The current ORBIT force field does not model side chain desolvation effects well. 

The polar hydrogen burial penalty energies are not well correlated with the DelPhi desolvation 

energies, as shown in Figure VI-4 and Table VI-I. Buried polar surface area is a better 

predictor of the DelPhi desolvation energies, as shown in Figure VI-5 and Table VI-I, but 

the correlation is still weak. Furthermore, the traditional value for both the polar hydrogen 

burial penalty (2.0 kcal moP per hydrogen buried) yields energies that are far larger than 

the DelPhi desolvation energies. 

The sum of the side chain - backbone or side chain - side chain hydrogen bond and 

Coulombic energies is a poor predictor of the screened Coulombic energies calculated using 

DelPhi, as shown in Figures VI-6 and VI-7 and Table VI-I. The ORBIT side chain - backbone 

and side chain - side chain interaction energies are dominated by the hydrogen bond term, 

as a hydrogen bond with optimal geometry receives an 8 kcal mol- l benefit. Examining 
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these graphs, many of the data points that are small in magnitude lie along a line. These 

correspond to interactions where the hydrogen bond energy is zero and the Coulombic 

component determines the interaction energy. The reasonably linear correlation of these 

points suggested that using only a Coulombic potential could yield better correlation than 

using both hydrogen bond and Coulombic terms. 

Optimized dielectrics 

Since the Coulombic side chain - backbone and side chain - side chain energies provide 

a better approximation to the DelPhi screened Coulombic energies than the hydrogen bond 

terms do, it may be sensible to use only the Coulombic terms to calculate side chain -

backbone and side chain - side chain interaction energies. By adjusting the dielectric constant 

or the value of the distance dependent dielectric, it is possible to scale the Coulombic energies 

so that they are similar in magnitude to the DelPhi screened Coulombic energies. The 

optimal dielectric constants are found to be 38.1 and 73.5 for side chain - backbone and side 

chain - side chain interactions, respectively. Alternatively, a distance dependent dielectric 

of l3.lr or l2.8r can be used side chain - backbone or side chain - side chain interactions, 

respectivelty. The agreement between the DelPhi side chain - backbone or side chain - side 

chain energies and the Coulombic energies is shown in Figures VI-8 through VI-l1 and in 

Table VI-I. 

The relationship between side chain - side chain Coulombic energies calculated 

using a constant dielectric and the screened Coulombic energies is complex, as shown in 

Figure VI-lO. Further analysis reveals that two additional parameters affect the relationship 

between the screened Coulombic energy calculated using DelPhi and the Coulombic energy: 

the distance between the side chains and the net charge of the side chains. Interactions 

between two charged side chains lie along the sigmoidal portion of the curve, shown in 
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colors, while charge - neutral and neutral - neutral side chain interactions lie along the 

intersecting straight line shown in gray. Among the charge - charge interactions, the 

magnitude of the interaction depends on the distance between polar atoms in the side chains. 

When each region of the curve is fit separately, the agreement between the DelPhi screened 

Coulombic energies and the Coulombic energies increases significantly. 

Optimized atomic solvation parameters 

The ORBIT force field contains two terms that can be used to describe the desolvation 

of polar functional groups; the more accurate term is based on the change in solvent accessible 

surface area of polar groups upon protein folding. Most of the published sets of atomic 

solvation parameters use six or seven atom types (typically carbon, uncharged oxygen, 

charged oxygen, uncharged nitrogen, charged nitrogen, sulfur; the carbon group may be 

divided into two subgroups)6 while the current ORBIT polar burial penalty only considers 

two atom types (hydrophobic and polar). It is therefore likely that the poor correlation 

between desolvation energies and buried polar surface area is partially due to using only 

two atom types. 

To obtain a set of atomic solvation parameters that would best approximate the 

desolvation energies predicted by DelPhi, we calculated the change in polar surface area 

and the desolvation energy of each polar functional group in the set of eight proteins and 

determined the relationship between these two parameters. We found that significanly more 

accurate desolvation energies can be obtained using different parameters for each type of 

polar functional group, given in Table VI-3. The agreement between the DelPhi desolvation 

energies and the desolvation energies calculated using the optimized atomic solvation 

parameters is shown in Figure VI-12 and Table VI-I. 
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The magnitude of the desol vation energies predicted using several sets of published 

atomic solvation parameters are far larger than the desolvation energies calculated using 

DelPhi with a probe radius ofO.06. This is not surprising, as these atomic solvation parameters 

were calculated from octanol-water or vacuum-water transfer studies. In transfer experiments, 

all water - solute interactions are broken. In contrast, completely buried polar groups in a 

folded protein often maintain significant interactions with the solvent. By fitting to 

desolvation energies that result from protein folding rather than transfer, we recover the 

average effect of interactions with solvent molecules that are beyond the first solvation 

shell. However, like any surface area based desolvation model, the new parametrization 

ignores variations in electrostatic environment that can occur at a given degree of solvent 

accessibility. 

Optimized solvent-exclusion model solvation parameters 

The accuracy of surface area based models of polar solvation is limited because the 

effects of solvent beyond the first shell are neglected. An alternative approach, the solvent­

exclusion model developed by Lazaridis and Karplus 7, considers the extent to which the 

solvation energy of an atom is decreased by the proximity of other solute atoms. This 

model has been used previously in protein design studies conducted by David Baker and 

coworkers8. Briefly, the solvation energy density of an atom is modeled using a Gaussian 

function. Desolvation of one atom by each other atom can be found by approximating the 

integral of the solvation energy density within the volume of the other atom, and the effects 

of additional atoms are additive. The resulting function is pairwise decomposable by atom 

and requires significantly less computation time than surface area based solvation models. 

The solvent-exclusion model was developed to describe solvation of both 

hydrophobic and polar groups and was parametrized to be compatible with the CHARMM 
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19 polar hydrogen energy function9. The parameter set contains values for the volume, 

atomic radius, correlation length, free energy of solvation ofthe isolated atom (~Gfree), and 

free energy of solvation for the atom in a reference compound (~Gref) for each of 17 atom 

types. For the purposes of this study, we are interested in only the desolvation of polar 

protein functional groups. Accordingly, it was necessary to adjust the parametrization. We 

obtained values for ~Gfree and ~Gref for each polar functional group by maximizing the 

agreement to the DelPhi de solvation energies. 

The optimized solvent-exclusion model parameters give slightly better agreement 

with the DelPhi desolvation energies than the optimized atomic solvation parameters do, as 

indicated in Table VI-I and by comparing Figure VI-13 with Figure VI-12. Furthermore, 

the solvent-exclusion model requires significantly less computation time, as it does not 

require the generation of a solvent accessible surface. Consequently, it may be advantageous 

to replace the polar hydrogen burial penalty and the polar area penalty with desolvation 

energies calculated using the solvent-exclusion model. 

Additional Considerations 

The optimized dielectric and solvation parameters presented in this paper were derived 

by maximizing agreement to the energies calculated using DelPhi. Consequently, the manner 

in which the DelPhi calculations were run will affect the values for the optimized dielectric 

and solvation parameters. Several of these considerations are presented in Chapter VII. An 

additional consideration, discussed here, is that the probe radius used in the DelPhi 

calculations significantly affects the magnitude of the DelPhi desolvation and screened 

Coulombic energies. 

When the probe radius is set to 0.0, as is the case for the calculations presented 

previously in this chapter, the boundary between the high dielectric solvent and the low 
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dielectric protein is determined using a van der Waals surface, while a solvent accessible 

surface is used when the probe radius greater than 0.0. Traditionally, a probe radius of 1.4 

has been used, so that the solvent accessible surface is generated using a probe that is the 

size of a water molecule. Using a probe radius of 0.0 yields smaller desolvation energies 

and smaller screened Coulombic energies than are obtained using a probe radius of 1.4. 

Recent results show that using a probe radius of 0.0 better reproduces the experimentally 

determined strength of salt bridges in barnaselO. 

As there is some disagreement about the optimal value for the probe radius in DelPhi 

calculations, we have determined the optimal dielectric and solvation parameters for both 

probe radius 0.0, shown in Table VI-I, and probe radius 1.4, shown in Table VI-2. Future 

experimental work will be required to determine which parameter set is most appropriate 

for protein design studies. 

Conclusions 

We have used the FDPB model to develop and test approaches for calculating 

electrostatic energies in protein design problems. The current parameters used in the ORBIT 

force field are observed to correlate poorly with the de solvation and interaction energies 

predicted using DelPhi. We find that using Coulomb's law with a distance dependent 

dielectric of approximately lOr yields significantly more accurate side chain - backbone 

and side chain - side chain electrostatic energies than using a explicit hydrogen bond term 

and a Coulombic term. Modeling desolvation effects quickly and accurately has proven 

somewhat more challenging. A solvent-exclusion model using an optimized parameter set 

is found to give reasonable desolvation energies in a very short time. While the methods 

described in this paper do not capture all of the complexity of protein electrostatics, they are 

extremely fast and significantly more accurate than previously used electrostatic models. 
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Consequently, the optimized parameters presented here should facilitate the design of stable, 

well-folded proteins. 

Materials and Methods 

Test set of proteins. All calculations were performed on eight proteins that are popular 

targets for design and other biophysical studies: fragment B of protein A, the c-Crk SH3 

domain, hen egg white lysozyme, the ~1 domain of Streptococcal protein G, ubiquitin, 

plastocyanin, bovine pancreatic trypsin inhibitor, and rubredoxin. Structural coordinates 

were obtained from the PDB entries lcka, lfc2, Ihel, Ipga, lubi, 2pcy, 6pti, and 8rxn, 

respectively. Explicit hydrogens were added to each structure using BIOGRAF (Molecular 

Simulations, Inc. San Diego) and the termini were adjusted to carry a net charge of ± 1. The 

resulting structures were minimized for 50 steps using the Dreiding force field; the minimized 

structures were used in the DelPhi and ORBIT calculations discussed in the following 

sections. 

DelPhi calculations. Finite difference solutions to the linearized Poisson-Boltzmann 

equation were obtained using the FDPB solver from the computer program DelPhi 11 with a 

grid spacing of 2.0 grids A-I, an interior dielectric of 4.0, an exterior dielectric of 80.0, and 

0.050 M salt. Dielectric boundaries were defined using van der Waals surfaces, which were 

found to give better agreement with experimental results than solvent accessible surfaces 

10, unless otherwise mentioned. The grid size was selected for each protein so that its 

backbone atoms fill 70 % of the grid. The coordinates of each protein were mapped onto 

the grid in exactly the same way in each calculation to minimize errors due to differences in 

grid placement. The PARSE parameter set charges and atomic radii 12 were used in all 

FDPB calculations. Proline and disulfide bonds were considered part of the backbone in all 
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calculations. All His, Arg, and Lys residues were modeled with a + 1 net charge, all Asp and 

Glu residues were modeled with a -1 charge, and all other residues were modeled with a net 

charge ofO. All DelPhi energies were converted to units ofkcal mol-1 using the relation kT 

= 0.593 kcal moP at 25°C. 

The desolvation energy of a side chain, i, is defined as the difference between the 

electrostatic solvation energy of the side chain in the folded state versus the unfolded state: 

MGdesolv(Side chain i) = (112) ~ qu (<pall - <pi only) (1) 

where each u is an atom in side chain i, qu is the partial atomic charge of side chain atom u, 

<pall is the reaction potential at u, generated by the set of partial atomic charge on the side 

chain, when all of the protein atoms are used to define the dielectric boundary, and <pi only is 

the reaction potential at u, generated by the set of partial atomic charge on side chain i, 

when the atoms on side chain i and the local backbone only are used to define the dielectric 

boundary. The unfolded state was modeled as the side chain and local backbone, mapped to 

the grid exactly as in the folded state calculations. The local backbone is defined to include 

the following atoms: CAU-1), C(i-l), OU-l), N(i), HN(i), CA(i), C(i), O(i), N(i+1), HN(i+ 1), 

and CA(i+ 1). 

Folded state side chain - backbone screening energies were obtained using the 

following equation: 

~Gscreening(sc-bb) = f qt <pall (2) 

where i is the side chains of interest, each t is an atom in the backbone, qt is the partial 

atomic charge of atom t, and <pall is the reaction potential due to the set of partial atomic 
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charges on side chain i at t, when all of the protein atoms are used to define the dielectric 

boundary. The screening energies were then added to the Coulombic energies to obtain 

screened Coulombic energies: 

~Gscreened Coulombic(sc-bb) = ~Gscreening(sc-bb) + ~GCouIOmbic(sc-bb) (3) 

where the Coulombic energy is calculated using Coulomb's law with the dielectric equal to 

the dielectric of the protein interior. 

Side chain - side chain interactions are obtained using a similar method: 

~Gscreening(sc-sc) = ~ qv <j)all (4) 

where i and j are the side chains of interest, each v is an atom in side chain j, q v is the partial 

atomic charge of atom v, and <j)all is the reaction potential due to the set of partial atomic 

charges on side chain i at v, when all of the protein atoms are used to define the dielectric 

boundary. The screening energies were then added to the Coulombic energies to obtain 

screened Coulombic energies: 

~Gscreened Coulombic(sc-sc) = ~Gscreening(sc-sc) + ~GCoulombic(sc-Sc) (5) 

All of the protein atoms were used to define the dielectric boundary when calculating the 

screening energies. Side chain - backbone and side chain -side chain interaction energies 

are assumed to be zero in the unfolded state. 
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ORBIT calculations. Distance-dependent dielectric Coulombic, hydrogen bond and polar 

hydrogen burial energies as well as the buried polar surface area of each of the eight proteins 

were calculated using the ORBIT force field as previously described3: 

ECoulombic = 322.0637 ( qiqj / £R ) (6) 

where qi and qj are the charges on atoms i andj, respectively, £ is the dielectric constant, R 

is the distance between atoms i andj, 

where Ro is the equilibrium distance, R is the distance between the donor and acceptor 

heavy atoms, Do is the well depth, and F(8) is defined as follows: 

Sp3 donor - sp3 acceptor F =cos28cos2( <1>-109.5°), 8>90°, <1>-109.5°<90° (8) 

sp3 donor - sp2 acceptor F=cos28cos2<1>, <1»90° (9) 

sp2 donor - sp3 acceptor F=cos48 (10) 

sp2 donor - sp2 acceptor F=cos28cos2(max[<I>,<p]) (11) 

where 8 is the donor-hydrogen-acceptor angle, <I> is the hydrogen-acceptor-base angle (where 

the base is the atom covalently attached to the acceptor), and <p is the angle between the 

normals of the planes defined by the six atoms covalently bonded to the two sp2 centers. 

To facilitate comparisons with the DelPhi energies, the PARSE charge set was also 

used for the ORBIT calculations. In the surface area calculations, all carbons, sulfurs, and 

hydrogens bonded to carbons were considered hydrophobic and all oxygens, nitrogens, and 
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hydrogens bonded to oxygens or nitrogens were considered polar. In all cases, energies and 

areas were calculated using the minimized crystal structures described in the first methods 

section. 

Atomic solvation parameters. The desolvation energy of each polar functional group was 

calculated as in equation 1, except that partial atomic charges were considered only for the 

functional group of interest. The solvent accessible surface area of each polar functional 

group was calculated using the Lee and Richards definition 13. 

Solvent-exclusion model parameters. In the solvent exclusion model, the free energy of 

solvation of an atom, u, is given by: 

~Gsolv u = ~Gref u - L ~Gfree u C • v;t u ' , 

where the sum is over all atoms v;l:. u, ~Gref, u is the free energy of solvation of atom u in 

isolation, each v is another solute atom,~Gfree u is the free energy of solvation of atom u in 

the context of a reference molecule, Au is the correlation length (3.5 A for neutral groups 

and 6.0 A for charged groups), ruv is the distance between atoms u and v, Ru is the van der 

Waals radius of atom u, and V v is the volume of atom v. The desolvation energy is defined, 

as before, as the difference between the solvation energy of a polar group in the context of 

the folded protein versus in the context of its side chain and local backbone only. To calculate 

desolvation energies using the above equation, the sum is over all atoms v;l:. u where v is not 

in the same side chain or local backbone as u. 
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Values for ~Gref. u and ~Gfree, v were calculated for each of the amino acids containing 

polar atoms by maximizing agreement to the DelPhi desolvation energies. Residues 

containing the same functional groups were clustered together, so that one set of values was 

calculated for Asp and Glu, for Asn and GIn, and for Ser and Thr. 
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Table VI-I: Mean energies and errors of electrostatic models, prbrad=O.O 

absolute mean RMSD R 

energy (kcal mol-I) 

1. Side chain desolvation energy 
exact DelPhi 

polar hydrogen burial = 2.0 

polar area burial, cr = 0.1 

polar area burial, cr by group 

solvent exclusion model 

0.271 

2.533 

7.730 

0.285 

0.216 

3.826 

8.057 

0.150 

0.118 

II. Side chain - backbone screened Coulombic energy 

exact DelPhi 0.413 

H-bond + Coulombic, £, = 40 r 

Coulombic, £, = 32.3 

0.873 

0.333 

1.959 

0.352 

0.234 

0.519 

0.817 

0.864 

0.529 

0.837 

Coulombic, £, = 12.3 r 0.411 0.144 0.975 

III. Side chain - side chain screened Coulombic energy 

exact DelPhi 

H-bond + Coulombic, £, = 40 r 

Coulombic, £, = 73.5 

Coulombic, £, = 12.8 r 

0.044 

0.023 

0.047 

0.029 

0.230 

0.055 

0.047 

0.458 

0.850 

0.887 
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Table VI-2: Mean energies and errors of electrostatic models, prbrad=1.4 

absolute mean RMSD 

energy (kcal mol-I) (kcal mol-I) 

I. Side chain desolvation energy 

exact DelPhi 1.371 

polar hydrogen burial = 2.0 2.533 3.335 

polar area burial, cr = 0.1 7.730 6.942 

polar area burial, cr by group 1.882 0.778 

solvent exclusion model 1.437 0.508 

II. Side chain - backbone screened Coulombic energy 

exact DelPhi 

H-bond + Coulombic, £ = 40 r 

Coulombic, £ = 16.0 

Coulombic, £ = 5.0 r 

1.010 

0.873 

0.793 

1.076 

1.959 

0.352 

0.144 

III. Side chain - side chain screened Coulombic energy 

exact DelPhi 

H-bond + Coulombic, £ = 40 r 

Coulombic, £ = 48.5 

Coulombic, £ = 7.0 r 

0.066 

0.023 

0.072 

0.054 

0.230 

0.055 

0.047 

R 

0.221 

0.492 

0.895 

0.931 

0.568 

0.736 

0.936 

0.533 

0.599 

0.905 
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Table VI-3: Optimized solvation parameters for polar functional groups 

functional group ASP (kcal mol- i A-2) ~Gref (kcal mol-i) ~Gfree (kcal mol-i) 

1. using van der Waals surface (probe radius = 0.0 ) 

Arg guanido 5.0 -0.118 0.591 

Asn, GIn CONH2 5.0 -0.079 0.403 

Asp, Glu COO- 11.9 -0.186 0.927 

His imidazole 2.2 -0.070 0.188 

LysNH/ 9.3 -0.116 0.138 

Phe aromatic 0.57 -0.018 0.043 

Ser, ThrOH 9.1 -0.040 0.978 

II. using solvent accessible surface (probe radius = 1.4 ) 

Arg guanido 37 -0.456 4.07 

Asn, GIn CONH2 34 
-0.378 2.64 

Asp, Glu COO- 85 -1.446 6.68 

His imidazole 26 -0.579 1.85 

Lys NH3+ 48 -0.550 6.65 

Phe aromatic 6.1 -0.054 0.412 

Ser, Thr OH 49 -0.173 5.21 
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Figure VI-l. Models used to calculate exact DelPhi side chain desolvation energies. The 

areas drawn in white were assigned a dielectric constant of 4 (protein interior) and the blue 

areas have a dielectric constant of 80 (water) and a salt concentration of 50 mM. (a) Folded 

state side chain solvation. Atoms in side chain i, shown in purple, both "generate" and 

"feel" the electrostatic potential. Side chain and backbone atoms shown in gray are assigned 

a partial atomic charge of O. All side chain and backbone atoms are used to define the 

dielectric boundary. (b) Unfolded state side chain solvation. Atoms in side chain i, shown 

in purple, both "generate" and "feel" the electrostatic potential. Atoms shown in gray are 

assigned a partial atomic charge of O. The dielectric boundary is defined using the atoms in 

side chain i and the local backbone only. 
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(a) 

(b) 
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Figure VI-2. Models used to calculate exact DelPhi side chain - backbone screening energies. 

The areas drawn in white were assigned a dielectric constant of 4 (protein interior) and the 

blue areas have a dielectric constant of 80 (water) and a salt concentration of 50 mM. Atoms 

in side chain i, shown in orange, "generate" the electrostatic potential and backbone atoms, 

shown in green, "feel" the electrostatic potential. Side chain atoms shown in gray are 

assigned a partial atomic charge of O. All side chain and backbone atoms are used to define 

the dielectric boundary. Sscreening energies are added to the Coulombic energies to obtain 

screened Coulombic energies. 
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Figure VI-3. Models used to calculate exact DelPhi side chain - side chain screening 

energies. The areas drawn in white were assigned a dielectric constant of 4 (protein interior) 

and the blue areas have a dielectric constant of 80 (water) and a salt concentration of 50 

mM. Atoms in side chain i, shown in orange, "generate" the electrostatic potential and 

atoms in side chain j, shown in green, "feel" the electrostatic potential. Side chain and 

backbone atoms shown in gray are assigned a partial atomic charge of O. All side chain and 

backbone atoms are used to define the dielectric boundary. The screening energies were 

added to the Coulombic energies to obtain screened Coulombic energies. 
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Figure VI-4. Comparison of the side chain desolvation energies calculated using DelPhi 

versus the energies calculated using the ORBIT polar hydrogen burial penalty. 
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Figure VI-So Comparison of the side chain desolvation energies calculated using DelPhi 

versus the energies calculated using the ORBIT polar area penalty. 
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Figure VI-6. Comparison of the side chain - backbone screening energies calculated using 

DelPhi versus the energies calculated using the ORBIT hydrogen bond plus Coulombic 

terms. 
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Figure VI-7. Comparison of the side chain - side chain screening energies calculated using 

DelPhi versus the energies calculated using the ORBIT hydrogen bond plus Coulombic 

terms. 
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Figure VI-So Comparison of the side chain - backbone screening energies calculated using 

DelPhi versus Coulomb's law using a dielectric of 38.1. 
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Figure VI-9. Comparison of the side chain - backbone screening energies calculated using 

DelPhi versus Coulomb's law using a dielectric of 13.1r. 
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Figure VI-tO. Comparison of the side chain - side chain screening energies calculated 

using DelPhi versus Coulomb's law using a dielectric of 65. Colored points correspond to 

charge - charge interactions in which the shortest distance between partial charges in the 

two side chains is less than 3 A (red), 3 - 5 A (orange), 5 - 10 A (green), or greater than 10 

A (blue). Dark gray points correspond to interactions between a charged amino acid and a 

polar neutral amino acid, and light gray points correspond to interactions between a pair of 

polar neutral amino acids. 
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Figure VI-B. Comparison of the side chain - side chain screening energies calculated using 

DelPhi versus Coulomb's law using a dielectric of l2.8r. 
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Figure VI-12. Comparison of the side chain desolvation energies calculated using DelPhi 

versus optimized atomic solvation parameters for each polar functional group, as given in 

Table VI-3. 
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Figure VI-l3. Comparison of the side chain desolvation energies calculated using DelPhi 

versus optimized solvent -exclusion model parameters for each polar functional group, given 

in Table VI-3. 
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Chapter VII 

Electrostatic Models for Protein Design Calculations. II. 
One and Two Body Decomposable Poisson-Boltzmann Methods 

The text of this chapter is adopted from an unpublished manuscript that was 

coauthored with Emil G. Alexov, Professor Barry Honig, and Professor 

Stephen L. Mayo. 

Abstract 

Successfully modeling electrostatic interactions is one of the key factors required for 

the computational design of proteins with desired physical, chemical, and biological 

properties. Computational protein design algorithms have typically used fast methods based 

on Coulomb's law and/or geometry dependent hydrogen bond terms to model electrostatic 

interactions. These methods fail to accurately account for de solvation of polar protein groups 

and solvent screening of Coulombic interactions, which strongly attenuate and modulate 

electrostatic interactions in proteins. Continuum models of electrostatics such as those 

based on the finite difference Poisson-Boltzmann method (FDPB) have substantially better 

predictive power, but are intractable for problems with high combinatorial complexity. In 

this paper, we present one and two body decomposable formulations of the FDPB model. 

The new methods produce energies that are very similar to the results of traditional FDPB 

calculations and are compatible with the computational demands of design calculations. 

These new electrostatic models should significantly aid in efforts to design proteins with 

desired thermodynamic and functional properties. 
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Introduction 

Electrostatic interactions are often critical determinants of protein structure and function. 

Proper modeling of electrostatic interactions will likely be crucial for the design of proteins 

that possess desired physical, chemical and biological properties. However, the currently 

available electrostatic models that are reasonably accurate are far too slow for protein design 

calculations. As a result, computational protein design algorithms l -4 have typically either 

neglected electrostatic interactions or relied on continuum two-body methods based on 

Coulomb's law and/or explicit hydrogen bond terms to model electrostatic interactions. 

These methods fail to accurately account for desolvation of polar protein groups and solvent 

screening of Coulombic interactions, which both strongly attenuate and modulate electrostatic 

interactions in proteins. Results of an earlier protein design study indicate that using a 

simple electrostatic model results in systematic overestimation of the importance of side 

chain - side chain hydrogen bonds, and underestimation of the contribution of side chain -

backbone interactions. Consequently, the stability of proteins designed using a simple 

electrostatic model is far from optimal5. Accurate modeling of electrostatic interactions 

may prove to be even more critical for the incorporation of functions such as binding and 

catalysis into designed proteins. 

Electrostatic interactions in proteins can be modeled with reasonable accuracy using 

several methods, including explicit solvent models6, the protein dipole Langevin dipole 

(PDLD) method7, finite difference Poisson-Boltzmann (FDPB) methods8,9, and the Born 

model 10, 11. In each of these methods, it is necessary to specify the conformation of the 

protein in order to define the spatial regions that correspond to the protein and the solvent. 

In addition, explicit solvent models require averaging over a large number of solvent 

conformations for each protein conformation. In protein design calculations, each possible 

rotameric sequence (a rotamer is a low energy amino acid conformation) will correspond to 
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a distinct protein structure and will require an independent PDLD, FDPB, or GB model 

calculation to determine its electrostatic energy. 

The combinatorial complexity of design calculations is typically very high. For 

example, 1067 rotameric sequences were considered in the recently reported design of 29 

surface positions in engrailed homeodomain5. If each rotameric sequence requires an 

independent calculation, even if each individual calculation takes only 1 j.ls, over 1053 years 

would be required to calculate the electrostatic energies of all the rotameric sequences. 

Furthermore, energies that are not pairwise decomposable are incompatible with deterministic 

search algorithms such as Dead End Elimination (DEE)12-14 that are used for sequence 

selection. To satisfy the computational requirements of protein design calculations, it is 

necessary to develop force field terms that are two-body decomposable and can be calculated 

rapidly. Previous studies have used modified versions of the generalized Born model and 

the Tan ford-Kirkwood model to calculate electrostatic energies for large numbers of protein 

conformations. However, further modifications would be required to enable these models 

to accurately calculate electrostatic energies for large numbers of different protein sequences. 

The GB equation itself is pairwise decomposable. However, to solve the GB equation, 

Born radii must be calculated for each charged atom. The radii depend on the protein 

conformation, so the radii calculations are not rigorously pairwise decomposab1e15 . In 

molecular dynamics simulations, Born radii are observed to be reasonably insensitive to 

slight conformational changes and therefore do not need to be updated at every steplO. 

However, an analogous method for minimizing the number of radius calculations in protein 

design calculations is not obvious. Pairwise decomposable methods for calculating 

approximate Born radii have been recently developed 15. While the Born model calculations 

would be tractable using approximate radii, the error introduced by calculating the Born 

radii pairwise is not insignificant, especially for short range interactions. Nonetheless, it 
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may be possible to develop an electrostatic model suitable for protein design calculations 

based on the Born model. 

A modified Tanford-Kirkwood (MTK) model has also been proposed for protein 

design and protein modeling calculations 16. Based on the reported timings, the MTK model 

is computationally demanding but tractable. For example, the homeodomain surface design, 

comprising about 5500 rotamers and 15,000,000 rotamer pairs, would require about 23 

days. A serious limitation of the MTK model is that it neglects variability in the shape of 

the boundary separating the low dielectric protein from the high dielectric solvent. When 

considering different side chain conformations of a single amino acid sequence, fixing the 

dielectric boundary may be reasonable. However, using a single dielectric boundary for 

different amino acid sequences is likely to result in significant errors. 

Changes in protein sequence and conformation will affect the location of the boundary 

between the high dielectric solvent and the low dielectric protein interior. In the FDPB 

model, electrostatic energies are sensitive to the structure of the dielectric boundary. If the 

dielectric boundary is held constant in a design calculation and a small residue is mutated to 

a larger residue, charged groups in the larger residue will often lie outside of the protein 

dielectric region and be assigned the solvent dielectric. Similarly, if a large residue is mutated 

to a smaller residue and the dielectric boundary is not adjusted, the charged groups in the 

smaller residue will be modeled as being far away from the dielectric boundary even if they 

are actually in contact with the solvent. 

Strategies for incorporating FDPB methods into protein design calculations 

Rather than further modifying the GB or MTK models, we have developed new 

strategies for incorporating the results of a tractable number of FDPB calculations into the 

energy matrix prior to sequence selection. In each case, the FDPB calculations are conducted 
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using simplified representations of the protein surface that require knowledge of the identity 

and conformation of no more than two amino acid side chains at a time. In this study, 

we have used the FDPB solver from the computer program DelPhi8 to calculate electrostatic 

energies for eight proteins that have been targets for design and other biophysical studies: 

fragment B of Streptococcal protein A, the c-Crk SH3 domain, hen egg white lysozyme, the 

/31 domain of Streptococcal protein G, ubiquitin, plastocyanin, bovine pancreatic trypsin 

inhibitor, and rubredoxin. The results of these initial FDPB calculations were compared to 

the results ofFDPB calculations performed using simplified surface representations in order 

to assess their accuracy. For compatibility with the current design procedure, we have 

calculated side chain internal energies, side chain - backbone energies, and side chain - side 

chain energies separately. Both de solvation energies and screened Coulombic energies, 

described below, were considered. 

Polar protein groups can form favorable electrostatic interactions with the solvent; 

we refer to the resulting energies as electrostatic solvation energies. The difference between 

the electrostatic solvation energy of a polar group in the folded state versus the unfolded 

state is the desolvation energy. In design calculations, the backbone conformation is held 

fixed. The de solvation energy of the backbone can therefore be defined as the difference 

between the electrostatic solvation energy of the isolated backbone, shown in Figure VII­

I b, and the electrostatic solvation energy of the backbone in the presence of all of the side 

chains, shown in Figure VII-lao The desolvation energy of a side chain is defined as the 

difference in the electrostatic solvation energy of the side chain and local backbone alone, 

shown in Figure VII-2b, versus the electrostatic solvation energy of the side chain in the 

context of the folded protein, as shown in Figure VII-2a. 

Electrostatic interactions between polar protein groups and the solvent also act to 

screen Coulombic interactions within a protein. The screening energy is always opposite in 
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sign and weaker in magnitude than the Coulombic energy for a given interaction. The 

procedures used to calculate side chain - backbone and side chain - side chain screenina 
z:, 

energies are shown in Figures VII-3 and VII-4, respectively. In all cases, the screening 

energies and Coulombic energies are added to yield screened Coulombic energies and the 

screened Coulombic energies predicted by the different electrostatic models are then 

compared. This is an important point: as solvation energies are strongly correlated with 

Coulombic energies, a strong correlation between predicted and actual solvation energies 

does not necessarily indicate that the predicted solvation energies are accurate. In fact, 

Scarsi and Caflisch have shown that it is possible to observe nearly perfect correlation 

(r=0.99) between two sets of solvation energies and no correlation (r=0.008) between the 

corresponding screened Coulombic energies. Based on these observations, they propose 

that comparison of screened Coulombic energies but not screening energies alone is 

appropriate for the validation of approximate electrostatic models 17. 

A one-body FDPB decomposition 

Several physical properties of proteins can be calculated using information about 

the protein surface. While protein surfaces can not be perfectly represented using pairwise 

decomposable methods, earlier protein design studies have demonstrated that pairwise or 

sequence independent approximations can yield satisfactory results for hydrophobic solvation 

and binary patterning, respectivelylS, 19. Similarly, it may be possible to obtain accurate 

estimates of the FDPB energies obtained using all the atomic coordinates to define the 

surface (hereafter referred to as "exact DelPhi energies") from FDPB energies obtained 

using simplified models for the protein surface that require knowledge of only one or two 

side chain conformations at a time. The one or two-body FDPB energies could replace 

some or all of the electrostatic terms currently calculated in protein design force fields. 
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Since the protein backbone is fixed during design calculations, an approximate surface 

can be obtained using the atoms from the protein backbone and the side chain of interest 

only. It is necessary to include the side chain of interest when defining the protein surface 

to ensure that all protein charges are located in the low dielectric protein region rather than 

the high dielectric solvent region. The one-body backbone desolvation energy for each side 

chain is calculated as the difference between the one-body folded state, shown in Figure 

VII-5a, and the reference state, shown in Figure VII-5b. The total backbone desolvation 

energy for each protein is the sum of the one-body backbone desolvation energies of each of 

its side chains. One-body side chain desolvation energies are calculated as the difference in 

solvation energy between the one-body folded state, shown in Figure VII-6a, and the unfolded 

state, shown in Figure VII-6b. The one-body side chain - backbone screened Coulombic 

energy of each side chain is calculated using the model in FigureVII-7. 

To test the accuracy of the one body decomposition, we calculated the side chain 

desolvation energies and the side chain - backbone screened Coulombic energies of all of 

the polar atoms in the set of eight proteins. Backbone desolvation energies can be calculated 

reasonably well by summing the desolvation induced by the presence of each side chain, as 

shown in Figure VII-8. Using the one-body decomposition, the backbone de solvation energy 

resulting from each side chain can be considered as a component of the internal energy of 

the side chain in design calculations. The extent to which backbone desolvation energy 

depends on protein sequence and side chain conformations is not yet known. 

The side chain desolvation energies predicted using the one-body method, shown in 

Figure 8, sometimes match the exact FDPB energies but are often smaller in magnitude. In 

cases where the one-body energy is underestimated, the side chain is desolvated by other 

side chains, not just the backbone. The one-body side chain - backbone screened Coulombic 
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energies correlate well with the exact energies and exhibit small scatter, as shown in Figure 

VII-7 and Table VII-I. 

A two-body FDPB decomposition 

In the one-body FDPB method, we calculated side chain and backbone desolvation 

energies and side chain - backbone screening energies, but not side chain - side chain screening 

energies. Simply multiplying the one-body potential generated by side chain i by the partial 

atomic charges of side chainj is not very accurate (data not shown), especially for charged 

atoms located at or beyond the dielectric boundary. Side chain - side chain screened 

Coulombic energies were calculated using a two-body decomposable method that uses only 

the backbone and two side chains of interest to define the dielectric boundary, as shown in 

Figure VII-13. The accuracy obtained using a 2-body decomposition of DelPhi is quite 

good, as shown in Table VII-I and Figure VII-16. 

Two body methods were also used to improve the accuracy of the one-body FDPB 

calculations. Two-body corrections can be determined from the perturbation in the 

electrostatic potential generated by one side chain when a second side chain is added to the 

low dielectric protein region. Alternatively, we can calculate the difference in a given 

electrostatic energy calculated with and without including a second side chain in the low 

dielectic protein region. Two-body side chain desolvation energies are calculated using the 

folded state shown in Figure VII-lla and the unfolded state in Figure VII-llb, and two­

body side chain backbone screening energies are calculated using the model shown in Figure 

VII-12. The effects of each other side chain are summed to obtain the side chain desolvation 

or side chain - backbone energy for a given side chain. Incorporating the effects of other 

side chains using the two-body method described above allows accurate calculation of 

electrostatic energies, as shown in Table VII-I and Figures VII-14 and VII-IS. 
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The number of pairs in a design calculation is often large, making 2-body FDPB 

calculations very slow. For instance, the surface design calculation for engrailed 

homeodomain considers 15,000,000 pairs, which would require over two years of CPU 

time on a single processor. The time required to complete a 2-body calculation can be 

significantly reduced by using parallel processing: the homeodomain surface calculation 

would require about a week on 128 IBM SP3 processors running at 375 MHz. Nonetheless, 

it would be desirable to reduce the number of pairs calculations that are performed. 

Analysis of the side chain desolvation and side chain - backbone screened Coulombic 

energies indicates that, in most cases, the effect of a second side chain is negligible. The 

small fraction of 2-body perturbations that are significant involve pairs of residues that are 

close in space. We conducted additional two-body calculations in which 2-body perturbations 

were only calculated for pairs that were separated by less than 6 A or 4 A. Considering only 

a limited subset of pairs reduces the total calculation time by over an order of magnitude 

with only a slight decrease in accuracy, as indicated in Table VU-l and Figures 17 and 18. 

The time required to calculate side chain - side chain screened Coulombic energies 

can be reduced by using the two-body method only for pairs that are close in space and 

using Coulomb's law for pairs that are more distant. A dielectric of 47 was found to give the 

best· agreement for pairs separated by over 6 A and a dielectric of 48 was found to be 

optimal for pairs separated by over 4 A. The reduction in accuracy for this hybrid approach 

is insignificant, as indicated in Table VII-l and Figure 19: the RMSD increases by only 

0.01 kcal mol- 1 using a 4 A cutoff. 

Additional considerations 

Thus far, we have developed and tested new electrostatic models for protein design 

calculations by maximizing the agreement between the approximate desolvation or screened 
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Coulombic energies and the "exact" DelPhi energies. The choices we make when calculating 

the "exact" DelPhi energies will also affect how well the approximate energies will be able 

to predict experimental results in future design studies. Three such considerations are entropic 

attenuation of side chain - side chain interactions, unfolded state modeling of side chain -

local backbone interactions, and backbone desolvation. 

The magnitudes of favorable side chain - side chain interaction energies calculated 

using DelPhi can be large compared to the experimentally determined contribution of a salt 

bridge pairs. This overestimation likely results because loss of side chain entropy is not 

considered. Explicitly and accurately modeling the entropy of surface side chains is quite 

challenging. A simple approach, truncating screened Coulombic interactions that are 

unreasonably large in magnitude, improved the correlation between predicted and 

experimentally determined stability in a set of designed homeodomain variants. More 

sophisticated approaches that model side chains by a conformational ensemble rather than 

a fixed rotamer may also prove useful. 

Interactions between side chains and local backbone are also likely to be smaller in 

magnitude than the "exact" DelPhi energies calculated in this study because side chain -

local backbone interactions are likely present in the unfolded state. While it is difficult to 

model the unfolded state quickly and accurately, it may make sense to attenuate or truncate 

side chain - local backbone interactions. Finally, each protein only yields one backbone 

desolvation energy, so the statistical significance of the backbone desolvation parameters is 

poor. We plan to use future experimental results to determine the best way to model extremely 

favorable side chain - side chain interactions, side chain - local backbone interactions, and 

backbone desolvation. 
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Conclusions 

Accurate electrostatic models, including the FDPB model, require knowledge of the 

full tertiary structure of the protein in order to define the dielectric boundary between the 

protein and solvent. As a result, these models can not be applied to protein design calculations, 

which often consider over 1050 possible protein structures. While it is not possible to 

explicitly consider each possible structure of the dielectric boundary, it is also not prudent 

to model many protein sequences using a single dielectric boundary. Variation in the dielectric 

boundary between different sequences threaded along a protein backbone can lead to 

significant differences in electrostatic energies. 

We have found that it is possible to obtain accurate electrostatic energies using 

simplified surface models that depend on the identity and conformation of the protein 

backbone and one or two side chains at a time. The simplified surfaces are most accurate in 

the immediate vicinity of the partial charges that are generating and feeling the electrostatic 

potential in each calculation. Changes in the dielectric boundary resulting from other nearby 

side chains are captured in a pairwise fashion. Finally, sequence dependent variation in the 

dielectric boundary can be neglected if it is reasonably far removed from the partial charges 

that are generating or feeling the electrostatic potential in a given calculation. 

The stability of designed proteins has already been demonstrated to be sensitive to 

the quality of the electrostatic model used in the design calculations. It is likely that 

electrostatic interactions are at least as important in determining the functional properties of 

proteins, including binding and catalysis. As a result, the development and testing of accurate 

electrostatic models is likely to significantly aid in the design of proteins with specific 

physical, chemical, and biological properties. 
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Materials and Methods 

Test set of proteins. All calculations were performed on eight proteins that are popular 

targets for design and other biophysical studies: fragment B of protein A, the c-Crk SH3 

domain, hen egg white lysozyme, the Bl domain of Streptococcal protein G, ubiquitin, 

plastocyanin, bovine pancreatic trypsin inhibitor, and rubredoxin. Structural coordinates 

were obtained from the PDB entries lcka, lfc2, lhe!, lpga, lubi, 2pcy, 6pti, and 8rxn, 

respectively. Explicit hydrogens were added to each structure using BIOGRAF (Molecular 

Simulations, Inc. San Diego) and the termini were adjusted to carry a net charge of±l. The 

resulting structures were minimized for 50 steps using the Dreiding force field; the minimized 

structures were used in the calculations discussed in the following sections. 

Exact DelPhi calculations. Finite difference solutions to the linearized Poisson-Boltzmann 

equation were obtained using the FDPB solver from the computer program DelPhi20 with a 

grid spacing of 2.0 grids A -1, an interior dielectric of 4.0, an exterior dielectric of 80.0, and 

0.050 M salt. Dielectric boundaries were defined using van der Waals surfaces, which were 

found to give better agreement with experimental results than solvent accessible surfaces 

21. The grid size was selected for each protein so that its backbone atoms fill 70 % of the 

grid. The coordinates of each protein were mapped onto the grid in exactly the same way in 

each calculation to minimize errors due to differences in grid placement. The PARSE 

parameter set charges and atomic radii22 were used in all FDPB calculations. Proline and 

disulfide bonds were considered part of the backbone in all calculations. All His, Arg, and 

Lys residues were modeled with a + 1 net charge, all Asp and Glu residues were modeled 

with a -1 charge, and all other residues were modeled with a net charge of O. All DelPhi 
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energies were converted to units of kcal mol- I using the relation kT = 0.593 kcal mol- I at 25 

°C. 

The desolvation energy of the backbone is defined as the difference between the 

electrostatic solvation energy of the backbone alone and the electrostatic solvation energy 

of the backbone in the presence of all the protein side chains: 

MGexact desolv(backbone) = (112) ~ qt (<pall - <pbb only) (1) 

where the sum is over all backbone atoms, each t is a backbone atom, qt is the partial atomic 

charge of backbone atom t, <pall is the potential at atom t generated by the set partial atomic 

charges on the backbone when all of the protein atoms are used to define the dielectric 

boundary, and <pbb only is the potential at atom t generated by the set partial atomic charges 

on the backbone when the backbone atoms only are used to define the dielectric boundary. 

The desolvation energy of a side chain, i, is defined as the difference between the 

electrostatic solvation energy of the side chain in the folded state versus the unfolded state: 

MGexact desolv(side chain i) = (112) t: qu (<pall - <pi only) (2) 

where the sum is over the atoms in side chain i, each u is an atom in side chain i, qu is the 

partial atomic charge of side chain atom u, <pall is the reaction potential at u, generated by the 

set of partial atomic charges on the side chain, when all of the protein atoms are used to 

define the dielectric boundary, and <pi only is the reaction potential at u, generated by the set 

of partial atomic charges on side chain i, when the atoms on side chain i and the local 

backbone only are used to define the dielectric boundary. The unfolded state was modeled 

as the side chain and local backbone, mapped to the grid exactly as in the folded state 
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calculations. The local backbone is defined to include the following atoms: CACi-I), CCi-

1), OCi-I), N(i), HN(i), CA(i), C(i), OU), NU+I), HN(i+I), and CA(i+I). 

Folded state side chain - backbone screening energies were obtained using the 

following equation: 

AGexact screening(sc-bb) = f qt <pall (3) 

where the sum is over the backbone atoms, i is the side chains of interest, each t is an atom 

in the backbone, qt is the partial atomic charge of atom t, and <pall is the reaction potential 

due to the set of partial atomic charges on side chain i at t, when all of the protein atoms are 

used to define the dielectric boundary. The screening energies were then added to the 

Coulombic energies to obtain screened Coulombic energies: 

AGscreened Coulombic(sc-bb) =AGscreening(sc-bb) +AGCoulombic(sc-bb) (4) 

where the Coulombic energy is calculated using Coulomb's law with the dielectric equal to 

the dielectric of the protein interior. 

Side chain - side chain interactions are obtained using a similar method: 

AGexact screening(sc-sc) = 7 qv <pall (5) 

where the sum is over atoms in side chain}, i and} are the side chains of interest, each v is 

an atom in side chain}, qv is the partial atomic charge of atom v, and <pall is the reaction 

potential due to the set of partial atomic charges on side chain i at v, when all of the protein 
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atoms are used to define the dielectric boundary. The screening energies were then added to 

the Coulombic energies to obtain screened Coulombic energies: 

~Gscreened Coulombic(sc-sc) =~Gscreening(sc-sc +~GCoulombic(sc-sc) (6) 

All of the protein atoms were used to define the dielectric boundary when calculating the 

screening energies. Side chain - backbone and side chain -side chain interaction energies 

are assumed to be zero in the unfolded state. 

One-body FDPB calculations. One-body FDPB energies were calculated for backbone 

desolvation energies, side chain de solvation energies, and side chain - backbone screened 

Coulombic interaction energies. Folded state solvation energies for the protein backbone 

were calculated as in the exact DelPhi calculations, except that side chains other than the 

side chain of interest were not included: 

MGt_body desolv(backbone) = (1/2) 7- q( (<I>bb, i - <l>bb only) (7) 

where each t is a backbone atom, q( is the partial atomic charge of backbone atom t, <l>bb, i is 

the potential at atom t generated by the set partial atomic charges on the backbone when 

side chain i and the backbone atoms only are used to define the dielectric boundary, and <l>bb 

only is the potential at atom t generated by the set partial atomic charges on the backbone 

when the backbone atoms only are used to define the dielectric boundary. 

Similarly, side chain desolvation and side chain - backbone screened Coulombic 

interactions were calculated as in the exact DelPhi calculations, except only the side chain 

of interest and the backbone were used to construct the dielectric boundary: 
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MG I-body desolv(side chain i) = (112) ~ qu (<!>bb, i - <!>i) 

~G - L q thbb, i 
I-body screening(sc-bb) - t t 'Y 

(8) 

(9) 

where i is the side chain of interest, each u is an atom in side chain i, qu is the partial atomic 

charge of atom u, <!>bb, i is the potential at atom u generated by the set partial atomic charges 

on side chain i when side chain i and the backbone atoms only are used to define the dielectric 

boundary, and <!>i is the potential at atom u generated by the set partial atomic charges on 

side chain i when side chain i atoms only are used to define the dielectric boundary. 

Two-body FDPB calculations. Two-body FDPB side chain desolvation energies, side 

chain - backbone screened Coulombic interaction energies, and side chain - side chain 

screened Coulombic energies were calculated. The two-body side chain - side chain 

calculation is performed using the same method as was used to calculate the exact side 

chain - side chain screening energies, except that the dielectric boundary is defined using 

only the backbone and two side chains of interest: 

~G - L q thbb, i,j 
2-body screening(i,j) - y v 'Y 

(10) 

where i and} are the two side chains of interest, each v is an atom in side chain}, qy is the 

partial atomic charge of atom v, and <!>bb, i,j is the reaction potential due to the set of partial 

atomic charges on side chain i at v, when the backbone and side chains i and} only are used 

to define the dielectric boundary. 

The side chain desolvation and side chain - backbone screened Coulombic energies 

were calculated as the sum of a one body energy and a two body correction energy: 
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MG2_body desolv(side chain i) = MGl-bOdy dslv(i) +j~ [(l/2)qu <l>bb, i,j - MGl_body dSlv(i)] (11) 

~G2-body screening(sc-bb) = ~Gl-bOdy scm(sc-bb) +); [(1/2)qt <l>bb, i,j - ~Gl-body sCm(sc-bb)] (12) 

where the sums are over all side chains j * i, i is the side chain of interest, each u is an atom 

in side chain i, qu is the partial atomic charge of u, and <l> is the potential at the location of u. 

First, the one-body energies were calculated as described previously. Next, two-body 

corrections were calculated using the atoms for the backbone, the side chain of interest, and 

one "perturbing" side chain, j, to define the dielectric boundary. Two body energies are 

calculated using each residue other than the side chain of interest as the perturbing residue. 

Pairwise contributions were calculated by adding the one-body energy to the sum of the 

two-body correction terms. For two-body calculations using only pairs that are close in 

space, the distance between side chains i andj is defined as the minimum distance between 

an atom with non-zero partial atomic charge on side chain i and any atom on side chain}. 
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Table VII-I: Mean energies and errors of the electrostatic models 

absolute mean RMSD 

energy (kcal mol-I) (kcal mol-I) 

I. Backbone desolvation energy 

exact DelPhi 9.656 

I-body 8.763 1.012 

II. Side chain desolvation energy 

exact DelPhi 0.205 

I-body 0.079 0.203 

2-body, all pairs 0.197 0.018 

2-body, 6 A cutoff 0.195 0.022 

2-body, 4 A cutoff 0.186 0.035 

III. Side chain - backbone screened Coulombic energy 

exact DelPhi 0.413 

I-body 0.360 0.113 

2-body, all pairs 0.404 0.026 

2-body, 6 A cutoff 0.401 0.033 

2-body, 4 A cutoff 0.393 0.046 

IV. Side chain - side chain screened Coulombic energy 

exact DelPhi 

2-body, all pairs 

2-body, 6 A cutoff 

2-body, 4 A cutoff 

0.044 

0.045 

0.044 

0.044 

0.012 

0.012 

0.013 

R2 

0.998 

0.516 

0.997 

0.996 

0.989 

0.989 

0999 

0.998 

0.997 

0.993 

0.994 

0.992 
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Figure VII-I. Models used to calculate exact DelPhi backbone desolvation energies. The 

areas drawn in white were assigned a dielectric constant of 4 (protein interior) and the blue 

areas have a dielectric constant of 80 (water) and a salt concentration of 50 mM. (a) Folded 

state backbone solvation. The backbone atoms, shown in purple, both "generate" and "feel" 

the electrostatic potential. The side chain atoms, shown in gray, are assigned partial atomic 

charges of O. All side chain and backbone atoms are used to define the dielectric boundary. 

(b) Reference state backbone solvation. The backbone atoms, shown in purple, both 

"generate" and "feel" the electrostatic potential. The dielectric boundary is defined using 

the backbone atoms only. 
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(a) 

(b) 
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Figure VII-2. Models used to calculate exact DelPhi side chain desolvation energies. The 

areas drawn in white were assigned a dielectric constant of 4 (protein interior) and the blue 

areas have a dielectric constant of 80 (water) and a salt concentration of 50 mM. (a) Folded 

state side chain solvation. Atoms in side chain i, shown in purple, both "generate" and 

"feel" the electrostatic potential. Side chain and backbone atoms shown in gray are assigned 

a partial atomic charge of O. All side chain and backbone atoms are used to define the 

dielectric boundary. (b) Unfolded state side chain solvation. Atoms in side chain i, shown 

in purple, both "generate" and "feel" the electrostatic potential. Atoms shown in gray are 

assigned a partial atomic charge of O. The dielectric boundary is defined using the atoms in 

side chain i and the local backbone only. 
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(a) 

(b) 
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Figure VII-3. Models used to calculate exact DelPhi side chain - backbone screening 

energies. The areas drawn in white were assigned a dielectric constant of 4 (protein interior) 

and the blue areas have a dielectric constant of 80 (water) and a salt concentration of 50 

mM. Atoms in side chain i, shown in orange, "generate" the electrostatic potential and 

backbone atoms, shown in green, "feel" the electrostatic potential. Side chain atoms shown 

in gray are assigned a partial atomic charge of O. All side chain and backbone atoms are 

used to define the dielectric boundary. Sscreening energies are added to the Coulombic 

energies to obtain screened Coulombic energies. 
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Figure VII-4. Models used to calculate exact DelPhi side chain - side chain screening 

energies. The areas drawn in white were assigned a dielectric constant of 4 (protein interior) 

and the blue areas have a dielectric constant of 80 (water) and a salt concentration of 50 

mM. Atoms in side chain i, shown in orange, "generate" the electrostatic potential and 

atoms in side chain j, shown in green, "feel" the electrostatic potential. Side chain and 

backbone atoms shown in gray are assigned a partial atomic charge of O. All side chain and 

backbone atoms are used to define the dielectric boundary. The screening energies were 

added to the Coulombic energies to obtain screened Coulombic energies. 
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Figure VII-s. Models used to calculate one-body FOPB backbone desolvation energies. 

The areas drawn in white were assigned a dielectric constant of 4 (protein interior) and the 

blue areas have a dielectric constant of 80 (water) and a salt concentration of 50 mM. (a) 

Folded state backbone solvation. The backbone atoms, shown in purple, both "generate" 

and "feel" the electrostatic potential. Atoms in side chain i, shown in gray, are assigned a 

partial atomic charge of O. Backbone and side chain i atoms only are used to define the 

dielectric boundary. (b) Reference state backbone solvation. The backbone atoms, shown 

in purple, both "generate" and "feel" the electrostatic potential. The dielectric boundary is 

defined using the backbone atoms only. 
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Figure VII-6. Models used to calculate one-body FDPB side chain desolvation energies. 

The areas drawn in white were assigned a dielectric constant of 4 (protein interior) and the 

blue areas have a dielectric constant of 80 (water) and a salt concentration of 50 mM. (a) 

Folded state side chain solvation. Atoms in side chain i, shown in purple, both "generate" 

and "feel" the electrostatic potential. Backbone atoms shown in gray are assigned a partial 

atomic charge of O. Backbone and side chain i atoms only are used to define the dielectric 

boundary. (b) Unfolded state side chain solvation. Atoms in side chain i, shown in purple, 

both "generate" and "feel" the electrostatic potential. Atoms shown in gray are assigned a 

partial atomic charge of O. The dielectric boundary is defined using the atoms in side chain 

i and the local backbone only. 
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Figure VlI-7. Models used to calculate one-body FDPB side chain - backbone screening 

energies. The areas drawn in white were assigned a dielectric constant of 4 (protein interior) 

and the blue areas have a dielectric constant of 80 (water) and a salt concentration of 50 

mM. Atoms in side chain i, shown in orange, "generate" the electrostatic potential and 

backbone atoms, shown in green, "feel" the electrostatic potential. Backbone and side 

chain i atoms only are used to define the dielectric boundary. The screening energies were 

added to the Coulombic energies to obtain screened Coulombic energies. 
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Figure VII-8. Comparison of the backbone desolvation energies calculated using "exact" 

DelPhi versus the one-body decomposition of DelPhi. 
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Figure VII-9. Comparison of the side chain desolvation energies calculated using "exact" 

DelPhi versus the one-body decomposition of DelPhi. 
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Figure VII-tO. Comparison of the side chain - backbone screened Coulombic energies 

calculated using "exact" DelPhi versus the one-body decomposition of DelPhi. 
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Figure VII-H. Models used to calculate two-body FDPB side chain desolvation energies. 

The areas drawn in white were assigned a dielectric constant of 4 (protein interior) and the 

blue areas have a dielectric constant of 80 (water) and a salt concentration of 50 mM. (a) 

Folded state side chain solvation. Atoms in side chain i, shown in purple, both "generate" 

and "feel" the electrostatic potential. Side chain and backbone atoms shown in gray are 

assigned a partial atomic charge of O. Backbone, side chain i, and side chain j atoms only 

are used to define the dielectric boundary. (b) Unfolded state side chain solvation. Atoms 

in side chain i, shown in purple, both "generate" and "feel" the electrostatic potential. Atoms 

shown in gray are assigned a partial atomic charge of O. The dielectric boundary is defined 

using the atoms in side chain i and the local backbone only. 
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Figure VII-12. Models used to calculate two-body FDPB side chain - backbone screening 

energies. The areas drawn in white were assigned a dielectric constant of 4 (protein interior) 

and the blue areas have a dielectric constant of 80 (water) and a salt concentration of 50 

mM. Atoms in side chain i, shown in orange, "generate" the electrostatic potential and 

backbone atoms, shown in green, "feel" the electrostatic potential. Side chain atoms shown 

in gray are assigned a partial atomic charge of O. Backbone, side chain i, and side chain j 

atoms only are used to define the dielectric boundary. 
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Figure VII-13. Models used to calculate two-body FOPB side chain - side chain screening 

energies. The areas drawn in white were assigned a dielectric constant of 4 (protein interior) 

and the blue areas have a dielectric constant of 80 (water) and a salt concentration of 50 

mM. Atoms in side chain i, shown in orange, "generate" the electrostatic potential and 

atoms in side chain j, shown in green, "feel" the electrostatic potential. Backbone atoms 

shown in gray are assigned a partial atomic charge of O. Backbone, side chain i, and side 

chainj atoms only are used to define the dielectric boundary. The screening energies were 

added to the Coulombic energies to obtain screened Coulombic energies. The screening 

energies were added to the Coulombic energies to obtain screened Coulombic energies. 
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Figure VII-14. Comparison of the side chain desolvation energies calculated using "exact" 

DelPhi versus the two-body decomposition of DelPhi. 
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Figure VII-1S. Comparison of the side chain - backbone screened Coulombic energies 

calculated using "exact" DelPhi versus the two-body decomposition of DelPhi. 
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Figure VII-16. Comparison of the side chain - side chain screened Coulombic energies 

calculated using "exact" DelPhi versus the two-body decomposition of DelPhi. 
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Figure VU-17. Accuracy of the two-body method for calculating side chain desolvation 

energies using (a) only pairs separated by less than 6 A, and (b) only pairs separated by less 

than 4 A, determined by comparing approximate energies to exact DelPhi energies. 
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Figure VII-1S. Accuracy of the two-body method for calculating side chain - backbone 

screened Coulombic energies using (a) only pairs separated by less than 6 A, and (b) only 

pairs separated by less than 4 A, determined by comparing approximate energies to exact 

DelPhi energies. 



VII-57 

-0 
,.-.... 

(a) 
..-

(]) . 
3 c 0 

(]) E 
(]) 
~ co 2 () 
en () 
~ 

(]) ---c t 1 0 0 .c .... 
~ :::s 
() () 

0 co oc::( .c 
<.0 

c >- -1 
co 0) 

~ ..c (]) 
() c -2 
(]) (]) 

-0 () 

"00 :0 -3 >- E 
-0 0 
0 :::s .c 

I 0 -3 -2 -1 0 1 2 3 N () 

exact DelPhi side chain - backbone 

screened Coulombic energy (kcal mor1
) 

-0 
,.-.... 

(b) ..-
(]) . 
c 0 3 
(]) E 
(]) 
~ co () 2 en () 
~ 

(]) ---c ~ 1 0 0 
..0 .... 
~ :::s 
() () 

co oc::( 0 .c 
-.;:t 

c >. -1 co 0) 
~ ..c (]) 

() c 
(]) (]) -2 

-0 () 

"00 :0 
>- E -3 

-0 0 
0 :::s ..0 0 I -3 -2 -1 0 1 2 3 N () 

exact DelPhi side chain - backbone 

screened Coulombic energy (kcal mor
1

) 



VII-58 

Figure VII-19. Accuracy of the two-body method for calculating side chain - side chain 

screened Coulombic energies using (a) only pairs separated by less than 6 A, and (b) only 

pairs separated by less than 4 A, determined by comparing approximate energies to exact 

DelPhi energies. 
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Appendix A: 

Core and boundary design of a SH3 domain 

Introduction 

Computational protein design methods have typically been applied to proteins with 

mixed or helical secondary structure, as design of beta sheet proteins has proved more 

challenging. Since protein design methods continually advance, we wanted to determine 

whether design of beta sheet proteins had become feasible yet. A SH3 domain was selected 

as the target fold, as it is one of the smallest all-beta protein structures. SH3 domains 

function as adapter domains, typically mediating interactions between tyrosine kinases and 

their substrates in a variety of signal transduction pathways 1. SH3 domains are composed 

of two anti parallel beta sheets that are aligned perpendicular to each other, three loop regions 

and a small 310 helix. Residues in the RT and n-Src loops and the 310 helix form a binding 

site for proline-rich helices2. 

Core Design 

The c-crk SH3 domain contains 15 core positions, including one aspartate and two 

glycines, as shown in Figures A-I and A-2. The core residue Asp 17 appears to stabilize a 

turn by forming multiple hydrogen bonds to backbone amides. Glycine and buried polar 

residues have not yet been incorporated into the protein design algorithm, so these three 

positions were held fixed in the design calculations. The protein design algorithm selected 

a point mutation, W37V, as the lowest energy sequence for the core of lcka. Circular 

dichroism wavelength scans of the wild type SH3 domain, wt, and the core redesign, cr, 

differ significantly, as shown in Figure A-3. CD signals from small all-beta proteins are 

significantly more variable than CD signals from helical proteins. In addition, aromatic 

residues can contribute significantly to CD signal3, so the discrepancy may result from 
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contributions ofTrp 37 versus Val 37. Variant cr is destabilized by 13°C relative to the wild 

type protein, as shown in Figure A-4. 

Boundary Design 

The c-crk SH3 domain contains 14 boundary residues, as shown in Figures A-I and A-

2. The boundary sequence selected using ORBIT was a 12-fold mutant from wild type 

(E2Q, L 71, D24W, R27E, R29L, E33Q, E40K, K45Q, M48Y, V51E, Y53E, Y57E). The 

CD wavelength scan of variant bl, shown in Figure A-5, suggests that the protein is not 

fully folded at 1 dc. Variant, brl is significantly destabilized relative to wild type, as shown 

in Figures A-6 and A-7. Its thermal unfolding transition is only weakly cooperative and 

lacks a well defined pretransition. The thermal denaturation temperature of brl is 

approximately 14°C, which is 35 °C less than wild type. 

The predicted structures were examined manually to identify the mutations that 

caused this decrease in stability. Some ofthe mutated residues appeared to made potentially 

destabilizing interactions with the rest of the protein while other mutations seemed benign. 

To better understand the source of the decreased stability of br 1, a second protein containing 

five seemingly harmless mutations (L7I, R29L, K45Q, M48Y, Y57E) from brl in a wild 

type background was characterized. Variant br2 has a well-behaved thermal unfolding 

transition, shown in Figure A-6 but is still significantly less stable than wild type: its melting 

temperature is only 24°C. 

One possible explanation for the low thermal stability ofbrl and br2 is the choice of 

solvation potential parameters. Arthur Street, another graduate student in the Mayo group, 

developed a new pairwise method to calculate surface areas and two new sets of atomic 

solvation parameters4. The atomic solvation parameters differ depending on whether a 

polar area burial penalty or a polar hydrogen burial penalty is used to model the desolvation 



A-3 

of polar groups. The initial boundary calculations were performed using the polar hydrogen 

burial penalty; 1 repeated the br2 calculation using the parameter set optimized for inclusion 

of the polar area burial penalty. The predicted sequence, br3, is a four-fold mutation from 

wild type (L 71, R29L, K45R, Y57K). CD thermal denaturation experiments, shown in 

Figure A-6, demonstrate that the thermal denaturation temperature of br3 is 55°C, which is 

7 °C higher than the wild type thermal denaturation temperature. 

Two additional boundary variants were then generated using the parameter set that 

produced br3. The boundary residues form two groups that interact minimally, so sequences 

were calculated separately for each group. The first protein, br4a, is a five-fold mutant 

(E2L, R27L, R29L, E40K, K45R) from wild type and the second, br4b, is a four-fold mutant 

(L 71, D24K, E33Q, Y53R). Thermal denaturation experiments show that br4a undergoes 

an irreversible transition, likely aggregation, at elevated temperatures, as shown in Figure 

A-8. Variant br4b lacks a cooperative unfolding transition, as shown in Figure A-7. CD 

wavelength scans, shown in Figure A-5, indicate that br4b has some secondary structure at 

lOC, but it is likely that the protein is never properly folded. 

The Importance of Rotamer Libraries 

The instability of the designed core variant is likely due to limitations in the rotamer 

library used in the design calculations. Valine, the residue selected in the design calculation, 

is much smaller than the wild type tryptophan, so the core is probably underpacked in cr. 

The wild type residue has an unusual (-12°, or almost eclipsed) X2 angle. Strained rotamers 

are not included in the rotamer libraries used for design calculations, so the wild type rotamer 

was not considered. Placing a side chain with a low energy X2 conformation at position 37 

results in van der Waals clashes with other core residues. As a result, valine was selected, as 

it is the largest side chain with no X2 angle. The results of the core redesign indicate that a 
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well-packed c-crk SH3 domain core can not be made using a fixed backbone structure and 

canonical low energy rotamers. Future study could incorporate backbone flexibility or 

consider rotamers with suboptimal covalent geometry in conjunction with a self energy 

term for each rotamer. 

The Importance of Binary Patterning 

The choice of solvation parameters strongly influenced the number of polar and 

nonpolar residues that were selected at boundary positions. Proteins with too many nonpolar 

residues exposed on their surface, such as br4b, are prone to aggregation. Proteins that bury 

large amounts of polar surface area, such as br 1, are very unstable. At the end of this 

project, I could not identify a set of solvation parameters that would reliably select sequences 

with a proper balance of hydrophobic and polar interactions. The binary patterning project, 

described in Chapter 2, was initiated to develop a method to select a proper balance of 

hydrophobic and polar residues prior to sequence selection. 

Materials and Methods 

Modeling. Coordinates for the wild type c-crk SH3 domain were obtained from PDB entry 

lcka, a crystal structure solved to 1.5 A resolution2. Explicit hydrogens were added using 

the program Biograf (Molecular Simulations, Inc., San Diego) and the resulting structure 

was minimized for 50 steps using the Dreiding force fields. The program Resclass was used 

to classify positions as core, boundary, or surface6. 

Sequence Selection: Core Design. Amino acid identities and conformations were optimized 

atthe following core positions: 4,6,10,18,20,26,37,39,49, and 54. Positions 12 and 47, 

although classified as core, were fixed to wild type Gly. Position 17 was excluded, as it 
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makes multiple hydrogen bonds to the backbone. Ala, Val, Leu, He, Phe, Tyr, and Trp were 

considered at each variable core position. Variable side chains were represented as discrete 

rotamers from the Dunbrak and Karplus backbone dependent rotamer library7. Rotamers 

were also included at ±1 standard deviation about Xl for aliphatic residues and at±1 standard 

deviation about Xl and X2 aromatic residues. Side chain - backbone and side chain - side 

chain energies were calculated using a force field containing van der Waals solvation terms 

in conjunction with the following parameters: van der Waals scale factorS: 0.90, hydrophobic 

burial benefit9 : 0.0232 kcal mol- 1 A -2, nonpolar exposure factor: 1.0, polar hydrogen burial 

penalty 10: 2.0 kcal per buried polar hydrogen. The optimal rotameric sequence was 

determined using the dead-end elimination (DEE) theoremll -13. 

Sequence Selection: Boundary Design. In the br I calculation, amino acid identities and 

conformations were optimized at the following positions: 2,7, 17,24,27,28,29,33,40,41, 

45,48,51,53, and 57. All residues other than Cys, Pro, Gly, and Met were considered at 

each variable position. Variable side chains were represented as discrete rotamers from the 

Dunbrak and Karplus backbone dependent rotamer library 7. Rotamers were also included 

at ±l standard deviation about Xl for aliphatic residues and at ±1 standard deviation about 

Xl and X2 aromatic residues. Side chain - backbone and side chain - side chain energies 

were calculated using a force field containing van der Waals, solvation, hydrogen bond, and 

electrostatic terms in conjunction with the following parameters: van der Waals scale factorS: 

0.90, dielectric lO: 40r, solvation parameters4 including hydrophobic burial benefit: 0.048 

kcal mol-l A-2, nonpolar exposure factor: 1.6, and polar hydrogen burial penaltylO: 2.0 

kcal mol- 1 per buried polar hydrogen (including template hydrogens). The optimal rotameric 

sequence was determined as for the core variant. 
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Variant br2 contained five mutations predicted in the brl calculation that appeared, 

by manual inspection, to be innocuous: L 7I, R29L, K45Q, M48Y, and Y57E. 

In the br3 calculation, amino acid identities and conformations were optimized at 

positions 7, 29, 45, 48, and 57. The conformations of the wild type amino acids were 

optimized at the remaining boundary positions. All residues other than Cys, Pro, Met and 

Gly were considered at variable positions 7,29,45, and 57; all residues other than Cys, Pro 

and Gly were considered at variable position 48 which is Met in the wild type protein. 

Variable side chains were represented as discrete rotamers from the Dunbrak and Karplus 

backbone dependent rotamer library7. Rotamers were also included at±1 standard deviation 

about X 1 and X2 for all residues. The force field parameters were as for the b 1 calculation, 

with the following modifications: hydrophobic burial benefit: 0.026 kcal mol-l A-2, polar 

area burial penalty: 0.1 kcal mol- 1 A-2, and the polar hydrogen burial penalty was not 

used4. The optimal rotameric sequence was determined as for the core variant. 

The br4a calculation optimized amino acid identities and conformations at positions 

2, 27, 28, 29, 40,41, 45, and 57. The conformations of the wild type amino acids were 

optimized at the remaining positions. All residues other than Cys, Pro, Met, and Gly were 

considered at each variable position. The rotamer library, force field, and optimization 

algorithm were as for the br3 calculation. 

The br4b calculation optimized amino acid identities and conformations at positions 

7, 24, 33, 48, 51, and 53. The conformations of the wild type amino acids were optimized 

at the remaining positions. All residues other than Cys, Pro, Met, and Gly were considered 

at variable positions 7,24,33,51, and 53; all residues other than Cys, Pro, and Gly were 

considered at residue 48, which is Met in the wild type protein. The rotamer library, force 

field, and optimization algorithm were as for the br3 calculation. 



A-7 

Peptide Synthesis and Purification. 57 residue SH3 domains were synthesized on an 

Applied Biosystems Model 433A peptide synthesizer using FMOC chemistry. Peptides 

were cleaved from the resin using a cocktail containing phenol, ethanedithiol, thioaniso1e, 

water, and trifluoroacetic acid, following the manufacturer's protocol. All peptides were 

purified by HPLC using a reverse-phase C8 prep column (Zorbax) and linear acetonitrile­

water gradients containing 0.1 % trifluoroacetic acid. Peptide masses were determined using 

MALDI-TOF or electro spray mass spectrometry and were found to be within one mass unit 

of expected values. 

Circular Dichroism Studies. Circular dichroism data were obtained using an Aviv 62A 

DS spectropolarimeter equipped with a thermoelectric cell holder. Wavelength scans and 

thermal denaturation data were obtained from samples containing approximately 50 mM 

protein, 20 mM sodium chloride, and 20 mM sodium phosphate adjusted to pH 6.0 or 100 

mM sodium phosphate adjusted to pH 6.0. Thermal denaturation data were acquired every 

degree from 2 °C to 99°C using a 1.5 min equilibration time. Melting temperatures for 

well-behaved thermal denaturation transitions were determined by fitting to a two state 

transition as previously described l4. An approximate thermal denaturation temperature for 

variant b1 was obtained using the method of John and Weeks l5 . All nonlinear regression 

calculations were performed using KaleidaGraph (Synergy Software). Thermal denaturation 

was followed by monitoring CD ellipticity at 222 nm. 
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Figure A-t. Tertiary structure of the c-crk SH3 domain. Core residues are colored red, 

boundary residues are colored green, and surface residues are colored navy. 
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Figure A-2. Sequences of the wild type and designed variants. Thermal denaturation 

temperatures, where appropriate, are given to the left of the sequence. Classification of 

residues as core (c), boundary (b), or surface (s) is denoted below the sequence alignment. 

In the ribbon diagram, core residues are colored red, boundary residues are colored green, 

and surface residues are colored navy. Residues held fixed in a given calculation are marked 

"I" in the sequence alignment. 
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Figure A-3. Wavelength scans of the wild type c-crk SH3 domain (blue) and the core design 

variant (red) at 1 0c. 
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Figure A-4. Thermal denaturation of the wild type c-crk SH3 domain (blue) and the core 

design variant (red) monitored at 222 nm. 
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FigureA-S. Wavelength scans ofthe wild type c-crk SH3 domain (blue) and the boundary 

design variants brI (orange), br4a (green), and b4rb (red). 
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Figure A-6. Thermal denaturation of the wild type c-crk SH3 domain (blue) and designed 

variants br2 (violet) and br3 (turquoise). 
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FigureA-7. Uncooperative thennal denaturation transitions of designed variants brl (orange) 

and br4b (red). 
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FigureA-8. The irreversible thermal denaturation transition of designed variant br4a (green). 
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Appendix B: 

Double mutant cycle analysis of cation-1t interactions 

Abstract 

Protein design models and force fields aim to describe the covalent and noncovalent 

interactions that contribute to protein folding and stability. Interactions between the 

quadrupole moment on aromatic residues and other charged or polar functional groups in 

the protein have thus far not been included in protein design force fields, although theoretical 

studies and analysis of known protein structures suggest that cation-rt interactions can make 

a significant contribution to protein stability. Here, we have used double mutant cycle 

analysis to determine the contribution of cation-rt interactions that have been introduced 

into protein G and engrailed homdeodomain. 

Introduction 

The results of a recent study by Gallivan and Dougherty suggest that cation-rt 

interactions, or the electrostatic interactions between positive charges and rt-electron systems 

such as aromatic amino acids, can contribute more to protein stability than salt bridges 1. 

They demonstrate that salt bridge formation is strongly opposed by desolvation effects and 

attenuated by solvent screening, while cation-rt interactions are only diminished slightly by 

interactions with water. Gallivan and Dougherty find that most cation-rt interactions in 

proteins are located so that the aromatic group is mostly buried and the cation maintains 

interactions with solvent. 

While cation-rt interactions have been observed in many protein structures2, 3, the 

contribution of cation-rt interactions to protein stability had not been determined 

experimentally. In this study, we used double mutant cycle analysis to determine the stability 

conferred by two engineered cation-rt interactions. These interactions were incorporated 
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into the surfaces of protein G and engrailed homeodomain. In both cases, solvent exposed 

helical (i,i+4) positions were used, as such sites allow for cation-It interactions with favorable 

geometry and minimal interactions with the rest of the protein. Positions in the middle of 

the helix were selected to minimize the effect of the helix dipole. Double mutant cycle 

analysis4. 5 was then used to measure the energetic contribution of the engineered cation-It 

interactions. 

Results 

Initial study focused on incorporating a cation-It interaction into positions 28 and 32 of 

protein G. These positions, shown in Figure B-1, are exposed to solvent and located in the 

middle of the one helix in protein G. After considering all possible cation-It pairs in both 

orientations, the R28-W32 interaction was selected for experimental analysis. The R28-

W32 cation-It interaction is predicted to be among the most favorable of the interactions 

considered and does not clash with surrounding residues. Furthermore, analysis of cation­

It interactions in known protein structures indicates that Trp is far more likely than Phe and 

Tyr to form a cation-It interaction, and Arg is somewhat more likely than Lys to form a 

cation-It interaction3. 

Urea denaturation was selected as the best experimental method for determining the 

stability of the R28-W32 interaction. Like other chemical denaturation methods, urea 

denaturation experiments can be used to determine the free energy of unfolding, ~Gu' of a 

protein. Urea was selected rather than guanidinium chloride, as guanidinium can compete 

with Arg to form cation-It interactions and changes in ionic strength can mask electrostatic 

contributions to stability6. However, the urea denaturation experiment conducted on the 

double alanine mutant demonstrated that protein G variants can be nearly fully folded even 

at 9 M urea, as shown in Figure B-2. 
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As the protein G variants do not denature in urea under otherwise moderate solution 

conditions, thermal denaturation experiments were used instead. Although accurate free 

energies can not be obtained directly thermal denaturation, trends in thermal stability correlate 

with trends in ~Gu for closely related proteins 7. Approximate free energies can be calculated 

using a constant value for ~Cp obtained using another method. The results of the thermal 

denaturation experiments, shown in Table B-1 and Figure B-3, indicate that the engineered 

cation-TC interaction makes a very small contribution to the stability of protein G: the MT m 

is 1.1 °C and MGu is 0.5 kcal mol-I, which is within experimental error. 

A second engineered cation-TC interaction, shown in Figure B-4, was introduced to 

the surface of engrailed homdeodomain. As before, the interaction occurs between Arg and 

Trp and is located at (i,i+4) positions on a solvent exposed helical face. The homeodomain 

variants lack a well-defined posttransition in thermal denaturation experiments (data not 

shown). However, unlike protein G, homdeodomain unfolds in the presence of moderate 

urea concentrations. Therefore, urea denaturation experiments were used for the double 

mutant cycle analysis. The chemical denaturation transitions of the homdeodomain variants 

are all fairly similar, as shown in Table B-2 and Figure B-5, and the interaction energy 

predicted using double mutant cycle analysis indicates that the cation-TC interaction is slightly 

unfavorable. However, the cooperativity of the transistions, given by the m-value, ranges 

from 0.73 to 0.91 kcal mol- 1 M-l, suggesting that the transitions may not all be two-state8• 

Accordingly, the free energies calculated assuming a two-state transition and the interaction 

energy calculated from the double mutant cycle may not be accurate. 

Conclusions 

The cation-TC interactions that were introduced to protein G and homeodomain do not 

contribute significantly to protein stability. However, this is likely due to the experimental 
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systems selected for this study rather than the fundamental ability of cation-1t interactions 

to stabilize proteins. While Arg and Trp residues were introduced in positions where they 

could form a favorable interaction, it is possible that it is more energetically favorable for 

either or both of the cation-p partners to interact with other protein functional groups instead. 

Although it is easy to introduce helical (i,i+4) interactions, more favorable cation-1t 

interactions would be expected in areas where the aromatic residue is more buried. However, 

double mutant cycle analysis would not be valid for such an interaction, since removal of 

the tryptophan probably results in structural rearrangement. 

As more sophisticated electrostatic models are developed for protein design, it is 

likely that design algorithms will begin selecting cation-1t interactions. Many of the newer 

charge sets, including the PARSE charge set9 that was used for the Poisson-Boltzmann 

calculations in Chapters V - VII, include net quadrupole moments for the aromatic residues. 

So long as the quadrupole moment is included, the Coulombic interaction between an 

aromatic side chain and a cationic side chain can be significant. Therefore, it may prove 

unnecessary to add a specialized cation-1t term to the force field. Once cation-1t interactions 

are selected in the context of the entire protein, we may obtain more conclusive experimental 

data on the effect of cation-1t interactions on protein stability. 

Materials and Methods 

Modeling. Structural coordinates for protein G were obtained from PDB entries 1 pga (protein 

G). Hydrogens were added to the remaining residues using BIOGRAF (Molecular 

Simulations, Inc., San Diego). The resulting strucutre was minimized for 50 steps using the 

Dreiding force field lO . A designed homeodomain variant with optimized surface and core 

sequence!! was used as the template for subsequent computational and experimental studies 

on homdeodomain. The side chains forming the cation-1t interactions were modeled using 
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the backbone dependent rotamer library developed by Dunbrak and Karplus l2 . Rotamers 

were also included at ±I standard deviation about X 1 and X2. 

Selecting sites for introduced cation-1t interactions. Protein G residues 28 and 32 were 

considered as the site for the first cation-1t interaction. These residues are located in the 

center of the helix and are solvent exposed. Arg and Lys were considered for the cation 

group and Phe, Tyr, and Trp were considered for the 1t group. All possible cation-1t 

combinations were considered. Two sites were considered for the homeodomain cation-1t 

interaction: 9 and 13, and 42 and 46. Only Arg-Trp cation-1t interactions were considered at 

these positions. Two calculations were performed to test each candidate site. First, a cation-

1t pair was placed at the site and the surrounding residues (i-4, i-I, i+I, i+3, i+5, and i+8) 

were mutated to Ala. The conformations of the cation-1t pair were optimized using the 

force field described below. Next, the interaction energy between the cation-1t pair and the 

surrounding residues was calculated for each cation-1t pair using the force field described 

below. Conformations for the residues involved in the cation-1t interaction were held fixed, 

while the conformations of the surrounding residues were allowed to vary. In all calculations, 

the optimal rotameric conformation was determined using the dead-end elimination 

theorem 13-15 Pairs were selected based on their geometry, cation-1t interaction energy, and 

interactions with the remainder of the protein. 

Force fields. The geometry of the cation-1t pairs was optimized using van der Waals 

interactions scaled by 0.9 16 and Coulomb's law calculated using a distance dependent 

dielectric of 2r in conjunction with partial atomic charges from the OPLS force field 17. The 

OPLS charge set includes a net quadrupole moment for aromatic groups. The interaction 
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energy between the cation-1t pairs and the rest of the protein was calculated using the standard 

ORBIT parameters and charge set18 . 

Protein expression. The following constructs were used for the double mutant cycle analysis 

on protein G: 28N32A, 28N32W, 28R132A, and 28R132W. Double mutant cycle analysis 

on homeodomain used the constructs 9N13A, 9N13W, 9R113W, and 9R113W. All constructs 

were generated by site-directed mutagenesis using inverse PCR and confimed using DNA 

sequencing. Recombinant proteins were expressed in BL21 (DE3) Escherichia coli cells 

(Stratagene) and isolated using the freeze-thaw method19. The proteins were purified by 

reversed-phase HPLC using a C8 prep column (Zorbax) and linear water-acetonitrile 

gradients with 0.1 % trifluoroacetic acid. Protein masses were checked using MALDI-TOF 

or electro spray mass spectrometry; all masses were within one unit of the expected weight. 

Circular dichroism studies. CD data were collected using an Aviv 62A OS 

spectropolarimeter equipped with a thermoelectric cell holder and an autotitrator. Samples 

for thermal denaturation contained 50 11M protein and 50 mM sodium phosphate adjusted 

to pH 4.5 and samples for urea denaturation contained 5 11M protein and 50 mM sodium 

phosphate adjusted to pH 4.5. To maintain constant pH, the urea stock solution also was 

adjusted to pH 4.5. Thermal denaturation data were acquired every 1 °c from 1 °c to 99°C 

with an equilibration time of 90 seconds and an averaging time of 30 seconds. Reversibility 

of the thermal unfolding transitions was confirmed. Thermal denaturation temperatures 

were determined by fitting to a two-state transition as previously described20. Urea 

denaturation data was acquired every 0.2 M from 0.0 M to 9.0 M with a 9 minute mixing 

time and 100 second averaging time. LlGu was calculated assuming a two-state transition 

and using the linear extrapolation model21 . In the case of protein G, 0.621 kcal mol-I, a 
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value obtained from calorimetric studies conducted on the wild type protein G22, was used 

for L1Cp. This value for L1Cp and values for Lllf and T m obtained from the thermal denaturation 

data were used to calculate L1Gu for the protein G variants. Denaturation experiments were 

monitored at 218 nm for protein G variants and at 222 nm for homeodomain variants. 

Double mutant cycle analysis. The strength of the cation-It interactions was calculated 

using the following equation: 

where L1GRW is the free energy of unfolding of the RW mutant, L1GRA is the free energy of 

unfolding of the RA mutant, L1GAW is the free energy of unfolding of the AW mutant, L1GAA 

is the free energy of unfolding of the AA mutant. The contribution of the cation-It interaction 

to the thermal stability of protein G was calculated similarly, with all of the free energies in 

the preceeding equation replaced by thermal denaturation temperatures. 
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Table B-1. Thermal denaturation data: protein G variants 

Tm I (OC) ~H} (kcal mol-I) ~Gu3 (kcal mol-I) 

AA 85.7 51.5 5.35 

AW 85.2 54.5 5.89 

RA 81.1 45.3 4.27 

RW 81.7 45.5 4.31 

I Midpoint of the thermal denaturation transition 

2Enthalpy of unfolding, calculated assuming ~Cp = 0.621 kcal K mol- I 

3Free energy of unfolding at 25°C, calculated assuming ~Cp = 0.621 kcal K mol- I 
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Table B-2. Urea denaturation data: homeodomain variants 

LlG
u 
I (OC) Cm2 (M) 

AA 4.82 6.6 

AW 5.99 6.6 

RA 5.58 6.6 

RW 5.36 6.4 

I Free energy of unfolding at 25°C 

2Midpoint of the unfolding transition 

3Slope of LlGu versus denaturant concentration 

m 3 (kcal mol- 1M-I) 

0.73 

0.91 

0.85 

0.84 
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Figure 1. Modeled structure of the cation-n: interaction introduced to protein G. The side 

chains forming the cation-n: interaction are shown in green and the surrounding residues are 

shown in red. 
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Figure 2. Urea denaturation of the protein G 28A132A variant. Even at 9 M urea, the 

protein appears to be folded. 
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Figure 3. Thermal denaturation of protein G variants 28N32A, shown in green, 28N32W, 

shown in blue, 28R132A, shown in in red, and 28Rf32W, shown in orange. 
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Figure 4. Modeled structure of the cation-1t interaction introduced to engrailed 

homeodomain. The side chains forming the cation-1t interaction are shown in green and the 

surrounding residues are shown in red. 
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Figure 5. Urea denaturation of the homeodomain variants 9A113A, shown in green, 9A1 

13W, shown in blue, 9R113A, shown in in red, and 9R113W, shown in orange. 
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