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Abstract 

Contributions to vortex methods for the computation of incompressible un

steady flows are presented. Three methods are investigated, both theoretically and 

numerically. 

The first method to be considered is the inviscid method of vortex filaments in 

three dimensions, and the following topics are presented: (a) review of the method of 

regularized vortex filaments and of convergence results for multiple-filament computa

tions, (b) modeling of a vortex tube by a single filament convected with the regularized 

Biot-Savart velocity applied on the centerline: velocity of the thin filament vortex ring 

and dispersion relation of the rectilinear filament, and ( c) development of a new regu

larization of the Biot-Savart law that reproduces the lowest mode dispersion relation 

of the rectilinear ,ortex tube in the range of large to medium wavelengths. 

Next the method of vortex particles in three dimensions is investigated, and the 

following contributions are discussed: (a) review of the method of singular vortex par

ticles: investigation of different evolution equations for the particle strength vector 

and weak solutions of the vorticity equation, (b) review of the method of regular

ized vortex particles and of cqnvergence results, and introduction of a new algebraic 

smoothing with convergence properties as good as those of Gaussian smoothing, (c) 

development of a new viscous method in which viscous diffusion is taken into ac

count by a scheme that redistributes the particle strength vectors, and application of 

the method to the computation of the fusion of two vortex rings at Re = 400, and 

( d) investigation of the particle method with respect to the conservation laws and 

derivation of new expressions for the evaluation of the quadratic diagnostics: energy, 

helicity and enstrophy. 

The third method considered is the method of contour dynamics in two dimen

sions. The particular efforts presented are (a) review of the classical inviscid method 

and development of a new regularized version of the method, (b) development of a 

new vector particle version of the method, both singular and regularized: the method 

of particles of vorticity gradient, ( c) development of a viscous version of the method of 

regularized particles and application of the method to computation of the reconnec

tion of two vortex patches of same sign vorticity, and ( d) investigation of the particle 

method with respect to the conservation laws and derivation of new expressions for 

the evaluation of linear and quadratic diagnostics. 
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Chapter 1 

Introduction 

This thesis is concerned with the numerical computation, using vortex methods, of 

unsteady vortical flows of an incompressible fluid. This work originally focused on 

three-dimensional vortex methods. Insights gained during those investigations natu

rally led to the development of a new two-dimensional method as well. This explains 

why "three-dimensional" precedes "two-dimensional" in the title of this thesis. 

Vortex methods are an alternative to Eulerian methods, i.e grid methods. They 

are Lagrangian methods that only require computational elements where the "action" 

is, i.e., where the vorticity is. In many flows of physical interest, only a small fraction 

of the entire flow volume is occupied by fluid that contains vorticity. The rest of the 

flow is essentially vorticity free. For an incompressible fluid, it is sufficient to follow 

only the evolution of the vorticity field because the velocity field can be computed 

from the vorticity field (the so-called Biot-Savart induction law) and from boundary 

conditions. The evolution of the vorticity field depends on whether the flow is inviscid 

or VISCOUS. 

For inviscid flows, it is known from the theorems of Kelvin and Helmholtz that 

vortex tubes retain their identity and simply move as material volumes. Inviscid flows 

can thus be represented with Lagrangian computational elements that are, roughly 

speaking, sections of a vortex tube. Each element is convected with the fluid velocity, 

and the vorticity vector associated to that element is strained by the local velocity 

gradient. This is essentially the method of three-dimensional vortex filaments which 

is reviewed in detail by Leonard (1980b,1985) (see also Saffman & Baker (1979) for a 

general review of vortex interactions). When the filaments are rectilinear, then only 

the projection of the filaments in the plane has to be considered. This is the method 

of two-dimensional vortex particles also called method of vortex blobs. 

Two-dimensional vortex blobs have been and still are widely used. They are 

computationally more affordable than three-dimensional vortex filaments and have 

been used to investigate many interesting problems such as the time-developing shear 

layer (Nakamura, Leonard & Spalart 1982) and the space-developing shear layer 

(Ashurst 1979, Inoue 1985). The computation of separated flows has also been stud-
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ied. Examples are Spalart & Leonard (1981), Spalart (1982) and Spalart, Leonard & 
Baganoff (1983). These efforts are still in progress (Chua K., private communication). 

For two-dimensional problems with piecewise constant vorticity, the method 

of contour dynamics introduced by Zabusky & Hughes (1979) can be used instead 

of the method of vortex particles (Zabusky & Overman 1983, Dritschel 1985,1986, 

1988). In this method, the boundaries of patches of uniform vorticity are convected 

by the fluid velocity. Because of the uniformity of the vorticity within each patch, the 

determination of the velocity field reduces to integrals along the patch boundaries 

only. This method is inviscid because it relies on the vorticity remaining uniform 

within each vortex patch. 

For three-dimensional problems, the method of vortex filaments has been used 

to investigate already fairly complex vortical :flows. Leonard (1980a,1981) used the 

method to investigate the evolution of a turbulent spot in a laminar boundary layer. 

Ashurst (1983) used it to study the evolution of the time-developing round jet. More 

recently, the method was used by Ashurst & Meiburg (1985) for the study of the 

time-developing three-dimensional shear layer and by Meiburg & Lasheras (1986) 

for the study of the time-developing three-dimensional plane wake. One must keep 

in mind that the method of vortex filaments is essentially inviscid and that only 

problems where the viscosity plays a minor role can be investigated using that method. 

Moreover, the method has problems when a single filament is used to model a physical 

tube of vorticity. The equations of motion, with proper rescaling, lead to a correct 

description of the dynamics of the vortex tube only when the perturbation wavelength 

is much bigger than the core size of the vortex tube. For wavelengths that are of the 

order of the core size, the dynamics are not resolved properly (Moore & Saffman 1972, 

Leonard 1985). 

For viscous flows, the vorticity field is still convected by the velocity field, but 

it also diffuses. Vortex tubes do not necessarily retain their identity in time because 

of the possibility of reconnection of vortex lines by viscous diffusion. The method 

of vortex filaments cannot be used to compute such processes unless some form of 

filament surgery is used. A major contribution of this thesis will be the development 

of a viscous method of vortex particles that can take into account complex vortex 

tube interactions where the viscous diffusion plays an important role. 

The body of this thesis is divided into three chapters. Each chapter covers a 

different method and can almost be read independently. Moreover, each chapter has 

its own introduction, which contains additional details not included in the present 

global introduction. The outline of the thesis is as follows: 

• Chapter 2 is concerned with the method of three-dimensional vortex filaments. 
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The method of regularized filaments (Leonard 19806, 1985) is reviewed in detail. 

In particular, two issues related to the modeling of a vortex tube with a single 

vortex filament evolving under the Biot-Savart velocity applied on the centerline 

are investigated: 1) the velocity of the single-filament vortex ring and 2) the 

dispersion relation of the perturbed rectilinear vortex filament (Leonard 1985). 

Both issues are closely related. The analysis provides the appropriate scaling that 

reproduces the correct velocity of the thin ring and the correct dispersion relation 

of the thin vortex tube. This scaling is applied to many vorticity distributions 

of numerical interest, and the numerical values for the scaling factors are also 

provided. It is shown however that the vortex filament does not reproduce 

the correct dispersion relation of the vortex tube as soon as the perturbation 

wavelength is smaller than five times or so the vortex tube core size. This 

failure is responsible for the development of spurious instabilities in numerical 

computations. A new regularization of the Biot-Savart integral is proposed. 

This regularization forces the single filament to correctly reproduce the exact 

dispersion relation of the vortex tube of uniform vorticity in the range of large 

to medium perturbation wavelengths. 

• Chapter 3 is concerned with the method of three-dimensional vortex particles, 

also commonly called vortex sticks or vorlons (Rehbach 1978, Beale & Majda 

1982a, 19826, Novikov 1983, Aksman, Novikov & Orszag 1985, Mosher 1985, 

Beale 19866, Saffman & Meiron 1986, Choquin & Cottet 1988). These vortex 

particles are vector elements (vorticity vector x volume). The element is con

vected with the fluid velocity, and the strength vector is stretched in accordance 

with the velocity gradient tensor. Different evolution equations for the strength 

vector are investigated. This chapter is related to Chapter 2 because a vortex 

particle is, to a certain extent, a discretization of a vortex filament. Vortex par

ticles are however not "connected" to neighbor particles for all times as opposed 

to the situation for vortex filaments, where adjacent computational points are 

always connected by the filament itself. The lack of connectivity introduces con

sistency problems, because the vorticity field represented by a collection of vortex 

particles does not necessarily remain divergence free for all times. However, there 

is an advantage in that one can introduce viscous diffusion in the method. In 
this thesis, a new viscous method is proposed in which viscous diffusion is taken 

into account by a scheme that redistributes the particle strength vectors in a way 

that is consistent with viscous diffusion. The treatment of viscous diffusion in 

such a manner was introduced by Mas-Gallic (1987) and Degond & Mas-Gallic 

(1988a,1988b) (see also Cottet & Mas-Gallic 1983,1987) in the general frame-
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work of solving a convection-diffusion equation using a particle method. Their 

theoretical developments are applied to the method of three-dimensional vortex 

particles. It is shown numerically that the method is indeed consistent with 

viscous diffusion at a quantitative level, and that complex problems can be com

puted using this method. In particular, the viscous fusion of two vortex rings at 

a Reynolds number of 400 is computed, and the numerical results are compared 

not only qualitatively, but also quantitatively with the experimental results of 

Schatzle & Coles (1987 and private communication). Numerical evidence is also 

provided that the viscous method helps reduce the consistency problems of the 

method of vortex particles by keeping the divergence of the particle vorticity 

field at a low level. 

• Finally, Chapter 4 is concerned with vortex methods for two-dimensional flows. 

Both filament (i.e., contour) and vector particle methods are investigated. The 

filament method is the now classical inviscid method of contour dynamics intro

duced by Zabusky & Hughes (1979) (see also Zabusky 1981, Zabusky & Overman 

1983, Dritschel 1985, 1986). It is an inviscid method in which the boundaries of 

vortex patches of constai:it vorticity are convected by the velocity field. The ve

locity field only depends on the position of the boundaries. A regularized version 

of the method of contour dynamics is proposed that should help solve some of the 

problems encountered with the classical method, such as excessive generation of 

contour length and subsequent need for contour surgery (Dritschel 1988). This 

regularized version of the method of contour dynamics is also inviscid. A new 

particle version of the method is also proposed, and both the inviscid and viscous 

versions of the method are developed. These particles are vector elements (gra

dient of vorticity vector x area). The element is convected by the velocity field, 

and the strength vector is subjected to the two-dimensional evolution equation 

for the vorticity gradient. This method is, to the method of contour dynam

ics, what the method of vortex particles is, in three dimensions, to the method 

of vortex filaments. In particular, it is shown that the viscous version of the 

method can account for the process of reconnection of vortex patches by viscous 

diffusion. This reconnection process, although two-dimensional, is very similar 

to the three-dimensional process of vortex tube reconnection ( as encountered in 

the problem of the fusion of two vortex rings). 

Some remarks that apply to all three chapters: 

• The present thesis is devoted to the improvement of vortex methods per se, 

i.e., to the development of vortex methods that are accurate and that correctly 
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reproduce the physics of vorticity in free space, both inviscid and viscous. The 

problems related to boundary conditions and to the creation of vorticity at the 

wall are of course of great physical interest but are not addressed in this thesis. 

Only unbounded problems are considered. 

• A particular effort is placed on the correct evaluation of diagnostics. These 

diagnostics are used extensively to measure the performance of the numerical 

computations. 

• The computation of the velocity field (from the vorticity field in three dimen

sions and from the vorticity gradient field in two dimensions) is always carried 

by summing over all the computational elements. If there are N such elements, 

the computational effort is thus O(N2 ) at every time step. It is understood that 

this scheme is simple but costly and is not viable as soon as the number of com

putational elements becomes large. Even on the CRAY XMP-48, the available 

resources tend to limit the number of computational elements to N '.:::::'. 10,000. 

Two-dimensional schemes that require a grid and are only 0( M log M) + 0( N) 

(where the grid is M x M) already exist (Anderson 1986). Fast methods that 

are grid free have also been developed (Appel 1985). and are still under inves

tigation (Pepin, F., private communication). In three-dimensions, fast methods 

are just emerging (Greengard 1987). The theoretical developments have been 

completed but the method has not yet been implemented. The implementa

tion of fast algorithms should be the next important step in the development 

of three-dimensional vortex methods for very large scale scientific computations. 

This thesis work is however oriented towards the development of accurate, widely 

applicable vortex methods, not towards the development of fast vortex methods. 

It is hoped that both efforts will meet eventually, and that a fast algorithm 

will be combined with the three-dimensional viscous method of vortex particles 

presented in this thesis. 
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Chapter 2 

Three-dimensional vortex filaments 

This chapter is concerned with the computation of three-dimensional incompressible 

inviscid flows using the method of vortex filaments. It also serves the purpose of 

introducing the notation used throughout the thesis. Earlier reviews of the method 

along with some applications may be found in Leonard (19806,1985). 

The justification of the method of vortex filaments and the necessary back

ground are reviewed in Section 2.1. The method itself is reviewed in detail in Sec

tion 2.2. It is shown that singular filaments cannot be used, and that a regular

ization of some sort is necessary. In particular, the regularized method of Leonard 

(1975,1980a,1980b,1981,1985) is reviewed. A generalized Hamiltonian formulation 

(Agishtein & Migdal 1986) is also presented. The behavior of the method with re

spect to the conservation laws is reviewed as well (Leonard 19806,1985), together with 

convergence results (Greeengard 1986) related to multiple-filament computations. A 

new regularization function that is algebraic but has convergence properties similar 

to the Gaussian regularization is also introduced. 

In the next two sections, Section 2.3 and Section 2.4, the modeling of a vortex 

tube with a single filament subjected to the Biot-Savart velocity applied on the cen

terline is examined. In Section 2.3, the velocity of the single-filament vortex ring is 

examined. The asymptotic velocity formula for the thin filament vortex ring (Leonard 

1985) is compared with the asymptotic formula for the thin tube vortex ring (Saffman 

1970). Many vorticity distributions are investigated in detail. (The connection be

tween three- and two-dimensional vorticity distributions is also examined in detail in 

Appendix B, and tables of three- and two-dimensional regularization functions are 

provided). A matching procedure that correctly reproduces the asymptotic velocity 

of the thin tube vortex ring (Moore & Saffman 1972, Leonard 1985) is reviewed. 

This procedure amounts to a rescaling of the filament core size with respect to the 

tube core size. In Section 2.4, a related problem is examined: the linearized per

turbations of the rectilinear vortex tube (Kelvin 1880, Widnall, Bliss & Tsai 1974, 

Moore & Saffman 1972, 1975, Tsai & Widnall 1976, Widnall & Tsai 1977, Robinson 

& Saffman 1984) and the linearized perturbations of the rectilinear vortex filament 
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evolving under the centerline velocity (Leonard 1985). In particular, the dispersion 

relation for the vortex filament is computed for three typical vorticity distributions 

over the full range of wavelengths. It is shown that the centerline scheme, together 

with the rescaling of the core size, correctly reproduces the dispersion relation of 

the vortex tube when the perturbation wavelength is large compared with the core 

size. However, it is also shown that the scheme does not reproduce the dispersion 

relation of the vortex tube (for the lowest order perturbation mode, i.e., the mode 

with unperturbed core structure) as soon as the perturbation wavelength is smaller 

than roughly five times the core size. This behavior is related to the appearance 

of spurious numerical instabilities when performing single-filament computations. A 

new regularization scheme for the dynamics of the vortex filament is proposed. This 

scheme forces the single vortex filament to correctly reproduce the dispersion relation 

of the vortex tube for the lowest perturbation mode. 

Finally, Section 2.5 is reserved for the numerical results obtained using usual 

regularization schemes as well as this new regularization scheme. Several problems 

are analyzed: dispersion relation of the straight filament, velocity and stability of the 

single-filament vortex ring, and solitary waves on a straight filament. Some multiple

filament computations that involve vortex ring interactions are also discussed. 

2.1 Some background 

The three-dimensional momentum equation for a constant-density fluid can be written 

as 

- + W t\ U = - '\7 - + -- + V '\72u 8u (p u · u) 
8t p 2 ' 

(2.1) 

where u(x, t) is the velocity field, w(x, t) = v7 t\u(x, t) is the vorticity field, pis the 

pressure field, pis the density and vis the kinematic viscosity. The three-dimensional 

vorticity equation is obtained by taking the curl of Equation (2.1 ). This gives 

8w 
8t + v7 t\(w t\ u) = v v72w , (2.2) 

Using the properties that '\7-u = 0 and '\7-w = v7-(v7 t\u) = 0, Equation (2.2) can be 

rewritten as 
8w 
8t +(u•v7)w=(w·v7)u+vv72w, (2.3) 

or 
8w at + y7 · ( W U) = ( W · y7) U + V '\72 

W , (2.4) 

or 
8w 
8t + y7. ( W U) = y7 · ( U W) + V '\72 

W • (2.5) 
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Recalling that the evolution equation for a material line element 81 is given by 

(Batchelor 1967) 
881 8t + (u · V) 81 = (81 · V) u, (2.6) 

it follows that, for inviscid flows, vortex lines move as material lines (Helmholtz). 

A vortex tube is defined as the collection of vortex lines that pierce a given 

surface patch S. The circulation of a vortex tube is defined as 

r = / w · dx = f u · dx , 
ls las (2.7) 

where the last equality is obtained by the use of Stokes' theorem with oS the contour 

bounding the curve S. Because V•w = 0, the circulation of a vortex tube is the same 

for all oriented surface patches that define the vortex tube (Helmholtz). 

Using Equation (2.1), it is easy to show that 

d
d r = V f V 2u. dx = -v f V /\w . dx = V f V 2w . dx ' (2.8) 
t las las ls 

where Stoke's theorem and the identity V/\(V/\) = -V2 + V(V·) have been used. 

For inviscid flows, Equation (2.8) reduces to 

d 
-f=O 
dt ' 

and the circulation of a vortex tube is conserved (Kelvin). 

(2.9) 

Vortex tubes are thus interesting entities in inviscid flows: they move as material 

volumes, and they retain their circulation, i.e., they preserve their identity. These 

facts form the basis for the method of vortex filaments. 

For viscous flows, the concept of a vortex tube is not as useful. Of course one 

can define vortex tubes at every instant and associate to each vortex tube a unique 

circulation which is still independent of where it is measured along the vortex tube. 

This is kinematics only. Unfortunately, vortex tubes do not retain their identity 

because of viscous diffusion. Indeed, according to Equation (2.8), the rate of change 

of the circulation in one section of a vortex tube is not necessarily the same as the 

rate of change in any other section. This fact and the concept of vortex tubes with 

unique circulation are incompatible unless vortex tubes are allowed to reconnect. 
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2.2 The method of vortex filaments 

2.2.1 Singular vortex filaments 

Singular vortex filaments are space curves of zero cross-sectional area but finite cir

culation. They define the vorticity field 

l OXP 
w(x,t) = L fP b(x - xP)-ds, 

p CP(t) OS 
(2.10) 

where xP stands for xP(s, t), s is a Lagrangian coordinate ( not necessarily a length 

coordinate! ), fP is the circulation of the p filament and b(x) is the three-dimensional 

b-function. 

The velocity field u(x, t) is computed from the filament representation of the 

vorticity field as the curl of a streamfunction which solves '72tf.,(x, t) = -w(x, t). Re

calling that the Green's function for -'72 in a three-dimensional unbounded domain 

is given by G(x) = 1/(41r Ix!), one obtains, for the streamfunction, 

1 ""' Pl 1 oxP tf.,(x, t) = G(x) * w(x, t) = - L., r I I -;:;-- ds , 
41r p CP(t) X - XP US 

(2.11) 

where* stands for the convolution product. The velocity is taken as the curl of (2.11) 

and is given by 

u(x, t) '7 /\tf.,(x, t) 

- fP '7 I\ -ds l j ( l ) /)xP 
41r ~ cP(t) Ix - xPI 8s 

I l l /)xP -- fP (x - xP I\ - ds 
41r ~ CP(t) Ix - xPj3 ) 8s 

l 
/)xP L fP K(x - xP) I\~ ds = (K(x)/\) * w(x, t) , 

p cP(t) us 
(2.12) 

where K(x)/\ = - (1/ (41rlxl3
)) x/\ and is known as the Biot-Savart kernel. 

It can be shown that the vorticity and the streamfunction are divergence free. 

This comes as a consequence of the fact that the contours CP(t) are closed. The 

velocity is also divergence free because it is taken as the curl of a streamfunction. 

In the most general case, a potential velocity field, '7 </>, must be added to the above 

velocity field in order to satisfy boundary conditions (such as a free-stream velocity 

or a flow tangency condition at a solid boundary). The problems associated with 

boundary conditions are not investigated in this thesis. Only unbounded problems 

are considered. 

The singular vortex filaments presented above are not useful in numerical com

putations. They simply are too singular. Indeed, it is easily seen that the velocity 
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induced by a singular filament diverges like 1/lx - x(s, t)I for points approaching the 

filament from a direction other than the direction of the filament itself. This diver

gence is similar to the 1/r divergence of point vortices in two dimensions. Moreover, 

a singular filament has an infinite self-induced velocity everywhere its curvature is 

non-zero (Batchelor 1967). Indeed, a Taylor series expansion of x(s', t) about x(s, t) 

leads to 

ax' 
(x-x') 1\-

8s' 
(s' - s)

2 (fPx ax) (s' - s)
3 (a3x ax) 0 (( I - )4) 

2 8s2 I\ as + 3 8s3 I\ as + s s 

Ix - x'l2 (s' - s)2 (ax. ax) + (s' - s)3 (a2x. ax) + 0 ((s' - s)4) ' 
as OS 8s2 as 

(2.13) 

so that the self-induced velocity becomes 

(2.14) 

which results in a logarithmic divergence. Notice that a two-dimensional point vortex 

is the projection, in the plane, of a singular filament that is straight and perpendicular 

to the plane. Consequently, a point vortex has zero self-induced velocity since the 

equivalent filament has no curvature. 

There is an interesting point about filaments which is reported in Agishtein & 
Migdal (1986): one can define the generalized Hamiltonian (i.e., the kinetic energy) 

and write, for the equations of motion, 

(2.16) 

This is very similar to point vortices in two dimensions for which the Hamiltonian is 

given by 

(2.17) 

with the property that 
2 8E 

(2.18) 

Notice that the q = p term has been excluded in Equation (2.17). The Hamiltonian is 

thus finite, and Equation (2.18) indeed defines the dynamics of point vortices with zero 
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self-induced velocity. In Equation (2.15), the q = p term cannot be excluded because 

this would amount to excluding entire filaments. Consequently, the Hamiltonian is 

infinite, and Equation (2.16) defines the dynamics of vortex filaments with infinite 

self-induced velocity. The Hamiltonian formulation of singular vortex filaments is 

thus not very useful. 

The only way to obtain a finite Hamiltonian and a zero local contribution to 

the self-induced velocity is to exclude parts of the filament dxP = dxq in the Hamilto

nian. This is essentially the cut-off method as used by Hama (1962,1963) and others 

(see also Leonard (1980b,1985)). In the next section, the method of regularized vor

tex filaments as used by Moore(l972), Leonard (1975,1980a,1980b,1985), Ashurts & 
Meiburg (1985), Meiburg & Lasheras (1986) and others is presented. In this method, 

the vorticity distribution along the filament is regularized. The Hamiltonian is well 

defined and the local contribution to the self-induced velocity is zero. 

2.2.2 Regularized vortex filaments 

Regularized vortex filaments yield the vorticity field 

1c 
QXP 

wu(x, t) = (u(x) * w(x, t) = L fP (u(x - xP) ~ ds , 
p CP(t) us 

(2.19) 

where (u is an appropriate regularization function (i.e., an approximation to the b

function) which is usually taken as radially symmetric, and a is a smoothing radius 

(i.e., a cut-off length or core size), i.e., 

(2.20) 

with the normalization 

(2.21) 

The function (u defines the vorticity distribution within the core of the vortex fila

ment. 

The velocity field is computed from the filament representation of the vorticity 

field as the curl of a streamfunction which solves '721/Ju(x, t) = -wu(x, t). Defining 

x(p) such that 

2 1 d ( 2 dx) 1 d2 - ((p) = v x(p) = - - P - = - - (p x(p)) 
p2 dp dp p dp2 

(2.22) 

one obtains, for the streamfunction, 

"Pu(x, t) G(x) * Wu(x, t) = Xu(x) * w(x, t) 

= L fP / Xu ( X - xP) fJxP ds , 
P Jo(t) fJs 

(2.23) 
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where 

Xu(x) =; X c:1
) . (2.24) 

A function g(p) is now defined as 

g(p) = fop ((t)t 2 dt. (2.25) 

This function will be needed extensively in the present Chapter as well as in Chapter 3. 

From the normalization condition (2.21 ), it follows that 41r g(p) -+ 1 as p -+ oo. Since 

((p) is 0( 1) for small p, it follows that g(p) is O (p3
) for small p. 

The following relations between g(p ), x(p) and ((p) will also prove very useful. 

First, from the definition of g(p), 

g'(;) = ((p) . 
p 

Second, from the definition of g(p) and x(p ), 

g(p) = fop ((t) t2 dt = - fop! (t2 
:~) dt = -p2 x'(p) , 

so that 
x'(p) g(p) 
--=--3. 

p p 
Finally, from Equation (2.26), 

1 d (g(p)) _ g'(p) _ 3 g(p) _ 1 (((p) _ 3 g(p)) 
p dp p3 p4 Ps P2 P3 

(2.26) 

(2.27) 

(2.28) 

(2.29) 

From Equation (2.28), it follows that x(p) is O (p2
) for small p and that x(p) -+ 

1/(41rp) asp-+ oo. 

Now, consider the velocity given by the curl of the streamfunction (2.23). Re
calling that p = Jxj/a, with 8p/8xi = xd(a2 p), one obtains, with the help of Equa

tion (2.28), 

_!:. .!._ x(p) = _!:. op x'(p) =..!..xi x'(p) 
a &xi a OXi a3 p 

a 
OXi Xu(x) 

1 g(p) g(p) 
- a3 Xi 7 = - lxJ3 Xi ' 

(2.30) 

so that the velocity finally becomes 

i fjxP 
uu(x,t) = VAt/;u{x,t)=I:fP V(xu(x-xP))A~ds 

p CP(t) us 

(2.31) 
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where 

(lxl) g"(x)=g -;; ' (2.32) 

and 
(2.33) 

is the regularized Biot-Savart kernel. At large distances compared with c,, the velocity 

induced by a regularized vortex filament is the same as if the filament were singular 

since 4,r g(p) -+ 1 as p -+ oo. The induced velocity goes to zero as r -+ 0 since g(p) 

is O (p3) for small p. In particular, the local contribution to the self-induced velocity 

is proportional to f(s' - s)2 ds'. 

The vorticity and the streamfunction are divergence free as a consequence of 

the facts that the contours CP(t) are closed and that c, is constant for each filament. 

The velocity is also divergence free since it is taken as the curl of a streamfunction. 

The evolution equation for the vortex filaments is usually taken as 

(2.34) 

There is also a generalized Hamiltonian formulation which produces the evolu

tion equation (2.34) (Agishtein & Migdal 1986), i.e., 

and 
2 fJE (&x.P &x_P) 

fP fJxf = os ds I\ &t i · 
(2.36) 

The Hamiltonian E is a motion invariant. In fact, this formulation is very similar to 

the Hamiltonian formulation for two-dimensional regularized vortex particles, with 

(2.37) 

and 
2 fJE (A dxP) 
r p fJxf = ez I\ dt i . 

(2.38) 

Notice that the Hamiltonian E = ½ f 1/J" ·W dx is not equal to the kinetic energy 

of the system which is given by E = ½ f 1/J" • w" dx. If one takes E instead of E as 

the Hamiltonian, then this produces the evolution equation 

(2.39) 
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with the kinetic energy E as motion invariant ( Leonard 1980b). In other words, 

subjecting the vortex filaments to the evolution equation (2.34) or (2.39) leads to 

conservation of E or E, respectively. The only problem with the choice of E instead 

of E as Hamiltonian is that E cannot, in general, be evaluated, except with some 

rare choices of the regularization function ((p ). The reader is referred to Appendix G, 

Section G.2.1 for more information on this subject. 

The reader is also referred to Appendix A, Section A.1 for a review of the 

conservation laws in three-dimensional unbounded inviscid flows and to Appendix G, 

Section G.2.2 for the expressions of the semi-regularized helicity if = Ju.,. · w dx 

and the semi-regularized enstrophy £ = J w.,. · w dx of a system of regularized vortex 

filaments. The expressions for the linear impulse I and the angular impulse A are 

easily obtained. They are given by 

l 1 axv I = - I: r p xP I\ - ds 
2 v cP(t) as ' (2.40) 

A = ! I: r p [ xP I\ (xP I\ {)xP) ds . 
2 v lcP(t) as (2.41) 

I and A are conserved with any of the two choices for the evolution equation (Leonard 

1980b,1985). 

The convergence of the regularized vortex filament method has been investi

gated by Greengard (1986). He has shown convergence, at least for some finite time 

T, to the solution of the three-dimensional vorticity equation. The convergence is as 

follows: the appropriate error norm for the vorticity and velocity fields goes to zero 

as the number of filaments increases, and the core size u decreases subjected to the 

constraint that the cores overlap (i.e., u / h > l where h is a typical distance between 

filaments). The condition of core overlapping is natural. Indeed, the representation 

of a smooth function by a sum of smooth distributions, each of extent u, can only be 

achieved if the typical distance between the centers of each distribution is less than 

u. The error is usually composed of two terms: one term which is O (ur) and another 

term which is O (u(h/ur). The exponent mis related to the number of derivatives 

that exist of the smoothing function ((p ). For most of the functions used in practice, 

mis large so that it is essential that the cores do overlap (i.e., u / h > l) for the second 

error term to vanish as u -+ 0. The exponent r is related to the moment properties of 

the smoothing function, that is ((p) has to satisfy the normalization constraint (2.21) 

together with 

loo ((p) p2+a dp O' 

fo
00 

l((p)I P2+r dp < 00. 

seven, (2.42) 

(2.43) 
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In particular, it can be shown that r :2: 2 as soon as f0
00 l((p)l p4 dp < oo. If, moreover, 

((p) is positive, then r = 2. A list of smoothing functions ((p), together with the 

associated g(p) and x(p) functions, is given in Table B .1. Notice that the smoothings 

that are r > 2, such as the super-Gaussian, are also not strictly positive. Plots of 

these regularization functions are given in Figure J .1. 

For instance, the Gaussian smoothing {B.8) 

(2.44) 

corresponds to m = oo, r = 2. The low order algebraic smoothing (B.10) proposed 

by Rosenhead (1930) and used by Moore (1972) and others 

3 1 
((p) = 41r (p2 + 1 )5/2 (2.45) 

gives m = oo but r = 0 because the inequality (2.43) is not satisfied. So, although 

this smoothing has been used extensively because of its numerical convenience (it 

is algebraic !), the theoretical error estimates show that this may be a poor choice 

because the first component of the error O ( o-r) does not vanish as a -+ 0. 

A new smoothing is proposed which will be referred to as the high order algebraic 

smoothing (B.12): 

(2.46) 

This smoothing has the same convergence properties as the Gaussian smoothing (B.8) 

since it corresponds to m = oo, r = 2, but it is much easier to use in numerical 

computations. Indeed, the associated x(p) and g(p) functions that are needed for 

the evaluation of the streamfunction (2.23) and the velocity (2.31) have elegant and 

compact forms and are cheaper and more convenient to use than the x(p) and g(p) 

functions associated with the Gaussian smoothing. This smoothing will also prove 

very useful in Chapter 3. 

In the above regularized vortex filament method, the core size a was taken 

constant for all filaments and all times. Of course, it does not have to be that way. 

Each filament can be assigned its own core size aP which may depend on time. For 

instance, conservation of the total volume of vorticity can be achieved with the use 

of the following model equation (Leonard 19806,1985) 

(2.47) 

where ,CP(t) is the total length of the vortex filament. This scheme produces a local 

increase in the amplitude of the vorticity within the core of the filament as ,CP(t) 
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increases due to vortex stretching. 'When each vortex filament has its own core size 

qP(t), it is useful to symmetrize the evolution Equations (2.34) or (2.39) using a-Pg = 
O'gp where O'pg is the core size used to compute the influence of filament q on filament 

p and conversely. This ensures conservation of the linear impulse and the angular 

impulse (Leonard 1980b,1985). This also preserves the Hamiltonian structure of the 

method, and hence ensures conservation of the Hamiltonian. Simple symmetrization 

schemes are uPg 2 = uPug or uPg 2 = ( uP2 + ug 2) /2. 

Finally, it may be desirable to account for gradients of stretching rates along 

the filament. This can be achieved with a core size that is also a function of the 

coordinate s, i.e., qP = o-P( s, t) and with a model equation for the conservation of 

local volume of vorticity of the form 

:t ( ( O'p ( S, t) )2 ,CP ( S, t)) = 0 , (2.48) 

(
8 P 8 p)l/2 where ,CP(s, t) = J ~ • ~ ds is the local length of the vortex filament. Moore 

& Saffman (1972) argued that variations of uP along the filament produce helical 

vortex lines and hence axial flow that tends to eliminate these variations. Proceeding 

nevertheless, it is found that this choice does not conserve linear impulse and angular 

impulse. Moreover, the Hamiltonian structure of the method is lost. The vorticity 

field (2.19) and the streamfunction (2.23) are no longer divergence free. The velocity 

field (2.31) is still divergence free since it is still taken as the curl of a streamfunction. 

In fact, the situation is now very similar to the situation that will be encountered 

with vortex particles, Chapter 3. The divergence free vorticity field that corresponds 

to the curl of the velocity field is given by 

w~ (x, t) = L fP / [cu(x - xP) oxP 
P JcP(t) 8s 

+v(~: -V(xu(x-xP)))]ds. (2.49) 

This vorticity field is divergence free because the integrand itself is divergence free. 

The reader is referred to Chapter 3 for the justification of this expression. 

In conclusion, the choice uP = o-P( s, t) leads to a loss of many nice properties 

and is probably not a good choice. If intense vortex stretching is to be expected 

during the course of a computation, it is probably wiser to represent the initial core 

structure of a vortex tube with many filaments, each with a small core size uP(t). 

Then, when intense stretching occurs, the core size of the vortex tube can become as 

small as the core size of each individual filament and the physics is modeled properly 

together with the conservation of the linear impulse, the angular impulse and the 

Hamiltonian. 
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2.3 The velocity of thin vortex rings 

The motion of thin vortex rings has been a subject of interest for some time. Lamb 

(1932) gave a proof of Kelvin's formula for the velocity of a thin vortex ring with 

uniform vorticity within the core. Saffman ( 1970) and Fraenkel ( 1970) gave the 

expression for the velocity of a thin ring with arbitrary vorticity distribution. Fraenkel 

(1972) also gave higher order asymptotic formulas that describe the shape and overall 

properties of rings with uniform w/r for quite substantial cross-sections. Norbury 

(1973) computed numerically the exact shape and other properties for the same case 

but over the whole range of cross-sections (from the thin vortex ring with uniform 

vorticity to the Hill's spherical vortex ring). 

In the present section, the velocity of thin rings of general vorticity distribution 

is examined, and the numerical results obtained with two different approaches are 

compared. The correct results obtained with Saffman's formula are compared with 

the incorrect result obtained by translating the vortex ring with the centerline veloc

ity. The matching procedure which produces the asymptotically correct vortex ring 

velocity is reviewed. Quite a variety of vorticity distributions are examined in detail. 

2.3.1 The general case 

Consider a thin vortex ring with the centerline of the vortex core given by x( 0) 
R cos Bex + R sin 0ey. The velocity induced by the vortex ring is 

(2.50) 

If the ring velocity is taken as the self-induced velocity on the centerline, one obtains 

(Leonard 1985) 

r 12,, 9 (~lsin(0/2)1) 2 . 2 
UR - - R lo (2RI sin(0/2)1)3 (-2R sm (0/2))d0 

r fo"/2 g (2:sincp) r fo1 g (2:t) - ~--~dcp = - -~~dt 
R o sin cp R o t(l - t2)½ ' 

(2.51) 

where cp = (} /2, t = sin cp and UR stands for the translational velocity. For thin rings, 

the asymptotic limit of Equation (2.51) as er/ R -t O is examined by writing 

r [i1 9 (
2
:t) l1 9 (

2
(1Rt) ( 1 ) ] UR=R --~dt+ --~ l-1 dt. 

o t o t (l-t2)1 
(2.52) 



The first integral in Equation (2.52) is evaluated by parts 

1 g (2Rt) I u di 
lo t 

-(
2
:) fo1 

g' (
2:t) logtdt = - fo

2
R/u g'(p)log (

2
~p) dp 

(2R) r2R/<1 r2R/<1 
- log -;; lo g'(p)dp- lo g'(p)logpdp 

~ log (
2
:) fo

00 

g'(p)dp- 100 

g'(p)logpdp 

_!:_ log (
2R) - /00 

g'(p) logpdp. (2.53) 
41r (J' lo 

For the second integral in Equation (2.52), it is appropriate to take g(2Rt/O') = 1/41r 

since R/ O' - oo. This integral then becomes 

1 11 
1 ( 1 ) - - ---,--1 dt -

41r o t (l - t2)½ -
1 11r/2 (1 - cos u) l 11r/2 

- . du= - tan( u/2)du 
41r o sm u 41r o 

4
1

71" [-2log (cos(u/2))]~12 = 
4
1
71" log2. (2.54) 

Thus, when the velocity of the thin ring is taken as the velocity on the centerline, one 

finally obtains (Leonard 1985) 

UR= 
4

~ R [10g ( 
4
:) - 41r 100 

g'(p) log p dp] (2.55) 

where g'(p) = p2((p). 
A more careful analysis by Saffman (1970) and Fraenkel (1970) leads to the 

following expression for the velocity of a thin vortex ring 

UR= 4~R [log (
8:)-i + (1\21rg2(p))2d: + 100 

((21rg2(p))
2 

- 1) d:)] , 
(2.56) 

where 21rg2(p) is the fraction of circulation of the two-dimensional vorticity distri

bution (2 (p) within a dimensional radius p = r / O'. The connection between three

dimensional vorticity and velocity smoothings, ((p) and g(p ), and two-dimensional 

vorticity and velocity distributions, ( 2(p) and g2 (p), is examined in details in Ap

pendix B. 

If the two formulas are to agree, the following integral constraint must be sat

isfied: 

41r 100 

g'(p)logpdp = t-log2- (lo\21rg2(p))2; + 100 

((21rg2 (p))2 
- 1) d:) . 

(2.57) 

It will be shown in Section 2.3.2 that the integral constraint is not satisfied in general. 

This is due to the fact that the velocity of a vortex ring cannot be taken as the velocity 



19 

on the centerline, even when a/ R--+ 0. Of course, as proposed by Leonard (1985), one 

can reproduce numerically the correct velocity of a thin vortex ring of given vorticity 

and velocity distribution, ( 2(p) and g2 (p ), by choosing an appropriate smoothing of 

the Biot-Savart integral in such a way as to satisfy the integral constraint (2.57). This 

point will be examined further at the end of Section 2.3.2. 

2.3.2 Some examples 

In this section, the results obtained when using Equations (2.55) and (2.56) with usual 

three-dimensional smoothings and their corresponding two-dimensional smoothings as 

given in Appendix B are examined. The reader is referred to that appendix for the 

details on the velocity and vorticity smoothings. 

If the three-dimensional exponential smoothing (B.8) is considered, and Equa

tion (2.55) is used, one then obtains 

(2.58) 

where , is the Euler constant, , = .577215664. Use of Equation (2.56), with the 

corresponding two-dimensional Gaussian distribution (B.9) leads to 

(2.59) 

f [ (SR) 1 , ] - log - - (log2 + - - -) 
41rR a 2 2 

4:R [10g (
8
:) - .90453935] . (2.60) 
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Thus, the centerline ring velocity (2.5S) does not agree with the correct ring velocity 

as given by Saffman's formula (2.60). 

A similar problem occurs when the three-dimensional smoothing (B.16), which 

corresponds to the two-dimensional constant vorticity core (B.17) is considered. Using 

Equation (2.55), one obtains 

41r 1= g'(p) log p dp = 411 p2 
- 1 logpdp 
71" 0 (1-p2)2 

; ( [ ( arcs in p - p( 1 - p2) ½) log p] : 

+ 11 ((l -p2)½ _ arc:inp) dp) 

leading to 

- ; ( 0 + ½ [p(l - p2)½ + arcsin P]: - 11 

arc~n p dp) 

; ( i -~ log 2) = ½ - log 2 , (2.61) 

(2.62) 

Use of Saffman's formula (2.56), with the corresponding two-dimensional constant 

vorticity distribution (B.17), leads to 

f [ (SR) 1 11 
3 

] - log - - - + p dp 
471" R u 2 o 

__!:__ [10g (SR) - !] ' 
471" R u 4 

(2.63) 

which is the correct expression for the ring velocity (Lamb 1932). 

Actually, there exists a three-dimensional smoothing which is such that the use 

of Equation (2.55) leads to the same result as the use of Equation (2.56) with the 

corresponding two-dimensional smoothing. This is the case of the low order algebraic 

smoothing (8.10). Indeed, the use of Equation (2.55) and [43] leads to 

UR = rR [10g (4R)-310C) p2 1 logpdpl 
41r (J' 0 (p2 + 1) 2 

4:R [10g (
4
:)-3 (1(1 -log2))] 

4;R[1og(s:)-1], (2.64) 

and the use of Equation (2.56), with the coresponding two-dimensional smooth

ing (B.11) leads to 

11(21rg2(p))2dp = 11 ( P2 )2 dp = ! [1 (1- _1_)2 dt 
o p o p2 + 1 p 2 lo t + 1 t 
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i (1og2 - i) 
r'° ( ( p2 ) 

2 

) dp li p2 + 1 -1 p 
! /oo ( (l __ l) 2 

_ l) dt 
2Ji t+l t 

= -1 ( log 2 + ~) , (2.65) 

so that one finally obtains 

(2.66) 

This is thus a very special case where both formulas lead to the same result so that 

the integral constraint (2.57) is satisfied. This is also a special case for another reason: 

it is a case for which Equation (2.51) can be integrated in closed form so that the 

velocity of a ring moving with the centerline velocity can be computed for any value 

of the ratio u / R. Indeed, 

UR = 

(2.67) 

where p = u /2R, K ( x) and E( x) are the complete elliptic integrals of the first and 

second kind, respectively. This result is of great numerical interest as it can be used 

to check the accuracy of a numerical code that makes use of the low order algebraic 

smoothing. The validity of the asymptotic formula (2.55) with respect to the exact 

formula (2.51) can also be verified by examining the behavior of Equation (2.67) as 

p --+ 0. Recalling that [l] 

K(x) ~ log(:,) + O(x'
2 

log x') 

E(x) ~ 1 + O(x'2 log x') , 

as x --+ 1, with x'2 = 1 - x2, one obtains 

UR= 4~R [10g (
8
:) - 1 + O ( (~)2 log(~))] , 

which confirms (2.64). 

(2.68) 

(2.69) 
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Finally, the three-dimensional constant smoothing (B.14) leads, with the use of 

Equation (2.55), to 

(2.70) 

Equation (2.56) with the corresponding two-dimensional vorticity distribution (B.15) 

could not be integrated in closed form. 

In conclusion, the approach of computing the velocity of a vortex ring with the 

centerline velocity yields the wrong result for most vorticity distributions. However, 

if the asymptotically correct velocity of a thin vortex ring of given core size a2 and 

vorticity distribution (2(p) and g2 (p) is desired, it can be obtained by taking the 

velocity of the ring as the Biot-Savart velocity applied on the centerline with some 

three-dimensional smoothing ( (p) and g(p) and with a core size a = f3a2 so as to 

satisfy (Leonard 1985) 

log /3 + 41r fo00 

g' (p) log p dp 

= ~ -log2-(fo\21rg2(p))
2
d: + 100 

((21rg2(p))
2

- 1) ;) (2.71) 

For instance, the values of /3 that correctly reproduce the asymptotic velocity of the 

ring of uniform vorticity core aK are given by 

/3 = 

(1/2112) eh/2- 3/ 4) for the Gaussian smoothing 
e-t/4 

e-3/4 

(1/2) e1/12 

for the constant vorticity smoothing 

for the low order algebraic smoothing 

for the constant smoothing 

(2.72) 

2.4 Linearized perturbations of a straight vortex filament 

2.4.1 Some background 

The linearized perturbations of a straight vortex filament with a uniform vorticity 

distribution within the core were analyzed by Kelvin (1880). He also gave the anal

ysis corresponding to a hollow vortex tube where the vorticity is concentrated on a 

cylindrical sheet. His results apply only in the absence of a straining field and are 

reviewed by Robinson & Saffman (1984). The perturbed shapes are helical distur

bances proportional to f(r)exp(ikx + im0 + i!1t), where mis the azimuthal mode in 

cylindrical coordinates, k is the axial wave number and n is the circular frequency. 
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The dispersion relation giving n( l; m) implicitly is 

(2.73) 

where 

l = kcrK is the dimensionless wave number, 

crK is the core radius, 

c = 1/2m + n/wo with f = 1rcr'i,;wo, 

82 = 12(1 - c2 )/c2
, 

Jm is the Bessel function of the first kind and order m, 

Km is the modified Bessel function of the second kind and order m . 

According to Kelvin, the roots of Equation (2.73) are purely real and give the angular 

frequency of stable bending modes of the vortex tube with c in [-1, 1] so that n/w0 

lies in [-1 - m/2,1- m/2]. There is an infinite number of roots for each m and/. 

The case where the angular mode m = ±1 corresponds to azimuthal perturbations 

of the form exp(±iO) and is shown in Figure J.2 from Robinson & Saffman (1984). 

Notice that the figure is symmetrical with respect to the l axis because there are 

modes corresponding to m = 1 and modes corresponding to m = -1. The first radial 

bending mode (i.e., the lowest order mode) has no node in the velocity perturbation 

and its dispersion curve does not cross the I axis. Higher order bending modes have 

a more complex core structure with one or more nodes in the perturbation velocity 

depending on the mode order. Their dispersion relation also crosses the I axis so 

that there is a certain wave number /0 for which the perturbation does not rotate. 

Widnall, Bliss & Tsai (1974) conjectured that instability for both the pair of straight 

vortex filaments of opposite sign circulation and the vortex ring occurs whenever the 

wave number l of the perturbation corresponds to that wave number 10 • The basic 

mechanism was confirmed by Moore & Saffman (1975) and by Tsai & Widnall (1976) 

for the related problem of the line vortex in a uniform plane strain and confirmed 

in detail by Widnall & Tsai ( 1977) for the thin vortex ring of uniform vorticity 

core. The general mathematical analysis of Moore & Saffman (1975) actually shows 

that the necessary condition for instability of the line vortex is that the dispersion 

relation is degenerate, i.e., that modes of same wave number l but different angular 

dependence have same circular frequency ±n. The explanation goes as follows: each 

mode corresponds to an helical wave (as will also be seen in Section 2.4.2) of circular 

frequency ±n. The superposition of two modes of same wave number l but opposite 

circular frequency n produces a sine wave that does not rotate and is thus unstable 

in the presence of a strain field. 
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The dispersion relation for the lowest bending mode was generalized to arbitrary 

vorticity distribution, ( 2(p), by Moore & Saffman ( 1972) for the case of long bending 

waves (i.e., for l-+ 0). If 21rg2 (p) is the fraction of circulation within the dimensional 

radius p, the asymptotic behavior of the dispersion relation is given by 

D(l) = 
7r0"20(/) 

r 

- ± G)'[log m +-r - (J.'c21rg,(p))'d: + f ((21rg,(p))' - 1) d:) 
+0(12 log/)] . (2.74) 

as l -+ 0. This expression has a term similar to the expression for the asymptotic 

velocity of thin vortex rings, Equation (2.56). Refer to Section 2.3.2 for the values 

of the integrals of Equation (2. 7 4) with some typical vorticity distributions. For 

instance, the Gaussian distribution (B.9) gives 

D(l) = ± G) 2 

[10g m + (1og2 + D l (2.75) 

The low order algebraic distri'bution (B.11) gives 

(2.76) 

and the uniform distribution (B.17) gives 

(2.77) 

2.4.2 Linearized perturbations of a vortex filament evolving under its 

own induced velocity applied on the centerline 

2.4.2.1 The general case 

The dispersion relation for linearized perturbations on a rectilinear vortex filament 

that is subjected to its self-induced velocity applied on the centerline will be exam

ined. Of course, this analysis is much more restrictive than the full analysis conducted 

by Kelvin (1880) because it will only reproduce the dispersion relation for the low

est order mode of the case m = ±1. This is to be expected because the vorticity 

disturbance is fixed when representing a vortex tube with a single filament. Never

theless, this analysis will be of great numerical interest because it will provide, for 

the whole range of wave numbers l, the numerical dispersion relation of the type of 

vortex filaments that one actually uses in numerical computations. 
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Recall the dynamics of a vortex filament evolving under its self-induced velocity 

applied on the centerline 

a 1= g ('x:x'I) , Bx' ' 
atx(s, t) = -r -oo Ix - x'!3 (x - X) /\ 8s' ds ' (2.78) 

where x - x' stands for x(s, t)-x(s', t), g(p) is the three-dimensional velocity smooth

ing and s is a material coordinate which is taken here as a length coordinate. The 

scaling of Equation (2.78) is done by defining y = x/<7 and TJ = s/<7. This leads to 

a r 1= g(!Y - y'I) , By' , 
atY(TJ,t)=-(72 -= !Y-Y'l3 (y-y)"a11,d11, (2.79) 

where y-y' stands for y(11,t) - y(11',t). Linearization of Equation (2.79) about a 

straight filament aligned with the x axis, with y(11, t) = 11ex + 8y(11, t), leads to 

a 
at8Y(11,t) 

Noticing that 

one obtains 

( ')aby' ( , ') ( ')2 a (sy -Sy') 11 - 1J - - 8y - oy = - 11 - 11 - --- , 
8rJ' 811' TJ - TJ' 

(2.81) 

~ 8 ( ) _ I_ A 100 9(!11 - 11'1) a (by - by') d , 
at y ,,,, t - (72 ex " -oo !TJ - 11'! a,,,, ,,, - TJ' TJ . (2.82) 

Equation (2.82) can be integrated by parts to give, using the fact that g(p) - 1/4-,r 

asp - oo, 

a 8 ( ) r A 100 

1 a (g(!TJ - rJ'I) (8 8 ')d I 

at y 11,t = - (72 ex" -= (11-TJ') 811' ITJ - 77'1 y - y TJ . 

Defining 

Equation (2.83) becomes 

l d (g(p)) Q(p) = -4-,r-- -- ' 
pdp P 

(2.83) 

(2.84) 

! 8y(T/, t) = 4:<72 ex I\ [ C by( T/, t) + 1-: Q(ITJ - T/'l)by(TJ', t)dTJ'] , (2.85) 

where 

loo 1= 100 1 d (g(p)) C = - Q(l11l)d11 = -2 Q(p)dp = 81r --d - dp. 
-oo O O p p p 

(2.86) 
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Notice that C is properly defined as soon as g(p) is O(p) for small p. This property 

will be of importance in Section 2.4.3. For usual velocity smoothings ( i.e., when g(p) 

is O(p3) for p small), there are two alternative formulas that can be used to evaluate 

C and that are obtained through integration by parts: 

C = 81r r:i !~ (g(p)) dp = -81r f 00 
g(p) dp + 81r /

00 
g'(p) dp 

lo p dp p lo p3 lo p2 

81r /
00 

g(p) dp 
lo p3 

100 g'(p) 
41r -

2
-dp. 

0 p 
(2.87) 

However, when g(p) is O(p) for small p, only Equation (2.86) can be used. 

Equation (2.86) is now in an appropriate form that one can take its Fourier 

transform. Defining 

(2.88) 

where l = ku is the dimensionless wave number, one obtains, with the use of the 

convolution theorem, 

a-
at by( l, t) 

(2.89) 

where Q( l) is the Fourier transform of Q(p) and G( l) = C + Q( l). It is now easy to 

find the eigenvalues and eigenvectors of Equation (2.89). Indeed,defining 

(2.90) 

one obtains the following equation for the eigenvectors: 

(2.91) 

The eigenvalues are solutions of 

(2.92) 

The trivial eigenvalue, n = 0, corresponds to a simple translation of the vortex 

filament along its own axis. The non-trivial eigenvalues correspond to stable helical 

modes rotating at angular velocity n ( l) 

n+(l) = n(l) = 4;(12G(l) j byo(l) = A+(ey - iez)ein(l)t 

n_(l) = -n(l) = - 4;c:,2G(/) j byo(l) = A_(ey + iez)e-in(l)t. 
(2.93) 
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The dispersion relation for a vortex filament subjected to its own induced velocity 

applied on the centerline is thus finally given by 

D(l) -
1ra2n( l) 

r 
1 A 1 A 

- ± 4G(l) = ± 4(C + Q(/)) 

- ± 1 [- [: Q(l11l)d11 + [: Q(l11l)e-i 111 d11] 

± l [-2100 

Q(p )dp + 2100 

Q(p) cos( lp )dp] 

- ±2,r 100 1; (g~)) (1- cos(lp))dp. 

The most general perturbed mode can be written as 

6y(11, t) = ~[J... J00 

(A+(l)(ey - iez)eiO(l)t 
21r -oo 

+A_(l)(ey + iez)e-iO(l)t)ei 117 dl] . 
For a single-wavelength perturbation, a typical mode is given by 

(2.94) 

(2.95) 

(2.96) 

In the special case where B+ = B_ = B /2, the two helical modes add up to give a 

simple plane wave perturbation 

6y( TJ, t) = B cos( 111) ( cos(n( l)t) ey + sin(n( l)t) ez) (2.97) 

Finally, by analogy with the formula obtained for the velocity of a thin fil

ament vortex ring subjected to the self-induced velocity applied on the centerline 

(Section 2.3.1 ), the following asymptotic expression for the dispersion relation of a 

vortex :filament also exists: 

(2.98) 

This expression corresponds to the asymptotic value of Equation (2.94) as l -+ 0. 

2.4.2.2 Some examples 

In this section, the dispersion relation n( l) given by the analysis of Section 2.4.2.1 is 

examined for the case of some common three-dimensional velocity smoothings g(p). 
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In what follows, the Fourier transform of Q(l11I) is evaluated using 

Q(l) - 2 1= Q(p) cos(/ p )dp 

- 81r [ 1= g~:) cos( lp )dp r= g'(p) l Jo {i2 cos(lp)dp . (2.99) 

The three-dimensional Gaussian smoothing (B.8) leads, with the use of Equa

tions (2.87), (2.99) and [43], to 

C 

where Ci( x) is the Cosine Integral, Ci( x) = - ft cost/ t dt = 1 + log x + ft (cost -

1 )/t dt =, + log X + I:°=1 (-1 rx2
n /2n(2n )!. Notice that uniform convergence of the 

infinite series has been assumed so as to be allowed to switch the order of the sum and 

integral. Notice also the usual notation (2n + l)!! = 1 · 3 · · · (2n + 1).The expression 

for the dispersion relation finally becomes 

D(l) = ±}[1-(1+/2)e-
1212

+z2 (t(2+,-log2+logl2
) 

+ = (-lt(2n + 1)!! [2n)l · f 2n(2n)! 
(2.101) 
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The expansion of the dispersion relation ( 2.101) for small l leads to 

D(l) = ± G)' [log G) + ½(Iog2 + 7 +I)+ 0(12 log I)] , (2.102) 

which does not agree with Equation (2.75) obtained using Saffman's formula (2.74) 

with the corresponding two-dimensional vorticity distribution (B.9). 

The three-dimensional low order algebraic smoothing (B.10) leads to 

C 41r r= g'(p) dp = 3 r= l dp = 2, 
lo p2 Jo (p2 + 1)! 

41r f 00 

g'(
2
p) cos(lp)dp = 3 /

00 

cos(lp) dp = 3Jir /2 K (l) 
lo p lo (p2 + 1)! 4f(5/2) 

2 

12 K2(/) , 

f 00 
g(p) (l )d = /00 

cos(lp) d - Jir lK (l) 41r lo p3 cos p p lo (p2 + 1)½ p - 2f(3/2) 1 

IK1(l), 

Q(l) 2(lK1 (1)-12 K2 (1)) (2.103) 

where Km is the modified Bessel function of the second kind and order m. The 

dispersion relation then becomes 

D( 1) = ± ~ ( 1 + l K 1 ( /) - /
2 K 2( 1)) , (2.104) 

and the expansion for small l leads to 

D(l)=± G)' [1ogG) + (,+D +0(/2 logl)l (2.105) 

which agrees with Equation (2.76) obtained using Saffman's formula (2.74) with the 

corresponding two-dimensional vorticity distribution (B.11 ). This is a very special 

case where both formulas lead to the same result. 

The three-dimensional constant smoothing (B.14) leads to 

C 

100 g'(p) 
4,r -

2
- cos(lp)dp 

0 p 

41r /
00 

g(:) cos( Ip )dp 
lo p 

Q(l) 

41r f 00 

g'(p) dp = 3 /
1 

dp = 3 , 
lo p2 lo 

/ 1 sin l 
3 lo cos(lp )dp = 3 - 1 , 

11 1= cos(lp) cos(lp )dp + 
3 

dp 
0 1 p 

sin/ 12 (1 (cos/ . 1) c·(z)) -1- + 2 l -I- - sm + 1 

si; I + ~ ( cos l - I sin l + l2Ci(l)) 

cos l - l sin/ + /2 Ci ( /) - 4 si; 
1 

, (2.106) 
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so that the dispersion relation finally becomes 

(2.107) 

The expansion for small l gives 

D(l) = ± m 2 

[10g m + (1og2 + -y- ~) + 0(1
2 logl)l (2.108) 

It was not possible to integrate Saffman's formula (2.74) in closed form with the 

corresponding two-dimensional vorticity distribution (B.15). 

The same conclusion as in Section 2.3 applies here. The approach of computing 

the dispersion relation of a straight vortex filament by considering the velocity on the 

centerline does not, in general, reproduce the results obtained with the more careful 

analysis of Saffman, except in the very particular case of the low order algebraic 

smoothing. However, if mimicking the correct behavior of the dispersion relation 

for small l is desired, it can be done by rescaling the core size in the same way as 

explained in Section 2.3.2. 

In Figure J .3, the dispersion relation for the three smoothings considered above 

is given, together with Kelvin's lowest mode dispersion relation. The core size of 

each smoothing was appropriately redefined so that all dispersion relations follow the 

uniform vorticity dispersion relation as / -+ 0. In other words, if CTK is the core radius 

of the constant vorticity distribution, then the core size of the three-dimensional 

smoothing was taken as er = /3crK with /3 given by (2.72). Notice that there is only 

one set of curves drawn, the other set being the mirror image with respect to the 

l axis as in Figure J.2 from Robinson & Saffman (1984). It is interesting to note 

that all curves fail to reproduce Kelvin's dispersion relation as soon as l = kcrK 2: 1. 

Kelvin's dispersion relation does not cross the / axis. Instead, it approaches 1/2 

asymptotically as l -+ oo. All curves obtained with the three-dimensional velocity 

smoothings do cross the l axis at a value of l of around 2. There is thus a typical 

wavelength for which a vortex filament subjected to its self-induced velocity applied 

on the centerline does not rotate. Such a mode is very likely to become unstable in 

the presence of strain. Notice also that all dispersion curves approach the negative 

value -C /4 as l-+ oo, instead of Kelvin's value of 1/2. 

2.4.3 A three-dimensional velocity smoothing that reproduces Kelvin's 

lowest mode dispersion relation 

It was shown in Section 2.4.2 that all common three-dimensional velocity smoothings 

lead to a dispersion relation that does not follow Kelvin's lowest mode dispersion 
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relation as soon as l = kuK 2 1. This means that, as soon as -\ :S 21ruK, the 

dynamics of a vortex filament are poorly modeled by moving the filament with its 

own velocity field applied on the centerline. 

The problem of interest in the present section is the following: Is there a 

three-dimensional velocity smoothing, call it q(p ), which reproduces Kelvin's low

est mode dispersion relation for all wave numbers l ? Of course very large values of 

l are not of much interest because a vortex tube perturbed with a very short wave

length undergoes core deformations that cannot be represented with a single vortex 

filament as is the case for Kelvin's lowest mode. So, if large wave numbers (i.e., 

wavelengths that are small with respect to the core size of the vortex tube) are of 

interest, one has to use many filaments, each of which with a small core size uP to 

represent accurately the core structure of a vortex tube of core size u. After all, the 

method of vortex filaments converges as the number of filaments p-+ oo and uP -+ 0. 

Nevertheless, it is thought that there is a range of dimensionless wave numbers, say l 

up to 3 or 4 for which it still is of interest to obtain a numerical scheme that is able 

to reproduce Kelvin's lowest mode dispersion relation with only one vortex filament. 

Such a scheme might help eliminate spurious numerical instabilities. This problem is 

investigated in what follows. 

The three-dimensional smoothing of interest q(p) will not be constrained to 

be derived from a vorticity smoothing ((p), i.e., q(p) -:/= ft ((t)t 2dt. Indeed, if q(p) is 

constrained in that way, then it will be O(p3 ) for small p, since a physically acceptable 

vorticity smoothing is 0(1) for small p (cfr. Table B.l). q(p) should not be O(p3
) for 

small p because this is the behavior of all common smoothings g(p), and they all fail 

to reproduce Kelvin's lowest mode dispersion relation. 

Thus, the following inverse problem is considered: Given Kelvin's lowest mode 

dispersion relation for the uniform vorticity core DK(l) = 1ru1-D.(l)/I' for all /, it is 

desired to find a function q(p) such that 

(2.109) 

where 
r= r= i d (q(p)) 

C = -2 Jo Q(p)dp = 81r lo pdp P dp' (2.110) 

and Q(l) is the Fourier transform of Q(l11I), 

Q(l) = jco
00

Q(l71l)e-ilT1d17=21
00 

Q(p) cos(lp)dp = -81r 1
00 ~ :p ( q~)) cos(lp)dp. 

(2.111) 

Notice that the upper curve of the dispersion relation is assumed when writing Equa

tion (2.109). This convention will be kept in all that follows, remembering that there 
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are two curves that are the mirror image of each other with respect to the l axis. 

Now, since it is known that Kelvin's dipersion relation approaches 1/2 when l-+ oo, 

this gives C/4 = -1/2. Thus, the following integral constraint needs to be satisfied: 

1
00 

1 d (q(p)) 41r -- -- dp=-1. 
o pdp p 

(2.112) 

Equation (2.112) already shows that q(p) cannot have any O(p2
) term for small p, 

but does not rule out the possibility of an O(p) term. Moreover, Equation (2.109) 

gives 

(2.113) 

so that Q(l) is known provided DK(/) is known. The inverse Fourier transform of 

Q(l) produces Q(p) which can then be integrated to obtain q(p) 

41r q(p) = - f P Q(t) t dt +constant, 
p lo 

(2.114) 

where the constant of integration is chosen so that 41rq(p) -+ 1 as p -+ oo. The 

principles of the method for finding q(p) are thus completely defined. The only 

problem with the above is that Kelvin's dispersion relation for the lowest mode is not 

known explicitly in the form DK= DK(l). Instead it is given by an implicit relation 

of the form F(DK, l) = 0 as is shown by Equation (2.73). Kelvin's exact dispersion 

relation is therefore approximated using an expression that has the same behavior as 

the exact result for small 1, Equation (2.77), and that approaches 1/2 as l-+ oo. An 

expression of the form 

(2.115) 

is assumed, where c2 is an adjustable parameter that is real and positive. This 

expression approaches 1/2 asymptotically and gives, for small l, 

which is identical to Equation (2.77). In Figure J.4, a comparison between Kelvin's 

lowest mode exact dispersion relation and the approximation (2.115) for different 

values of the free parameter c2 is given. The best fit is obtained with c2 = 1.43, at 

least in the range of interest with wave numbers that are small to moderate. 



33 

Use of Equation (2.115) with Equation (2.113) leads to the following approxi

mation for Q( l), 

~ ( 1 + ( {) 
2 

log ( {) 
2 

) 
Q( l) = 2 4 2 · 

( CD + (½ - 2,) (½) + 1 
(2.117) 

The evaluation of the inverse Fourier transform of Q( l) and the subsequent 

integration of Q(p) to obtain q(p) from Equation (2.114) are mathematically involved 

and are given in Appendix C. The expression for q(p) that comes from the analysis 

is lengthy and is also given in Appendix C, together with a listing of the Fortran 

program that evaluates q(p). 
One main result is that q(p) behaves like 

41rq(p) = A p + B p3 + · · · (2.118) 

for small p, as opposed to usual velocity smoothings that are O(p3
) for small p. 

In Figure J .5, plots of q(p) for different values of the parameter c2 are given. It 

is remarkable that the q(p) function behaves very smoothly when the parameter c2 is 

the one that leads to the best fit of Kelvin's dispersion relation (i.e., c2 = 1.43), and 

does not behave that smoothly otherwise. This leads to a strong belief that this q(p) 

function, obtained from an inverse problem with an approximation of Kelvin's exact 

dispersion relation, is very close to the exact q(p) function that would be obtained if 

Kelvin's dispersion relation were known explicitly. 

Now the use of the new velocity smoothing function q(p) for numerical com

putations is examined. Recall the dynamics of a vortex filament evolving under the 

regularized Biot-Savart velocity integral applied on the centerline 

(~) 
f) j q O'K ( ') fJx' d ' 
-f) x(s, t) = -r I 13 X - X /\ -f) s ' t c x - x' s' 

(2.119) 

where x - x' stands for x(s, t)-x(s', t), q(p) is the three-dimensional velocity smooth

ing and s is a material coordinate which is not necessarily a length coordinate. With 

q(p) of the form (2.118), one might suspect that the new velocity smoothing cannot 

be used and that the integral diverges when s -+ s'. Fortunately, this is not the case, 

due to the presence of the cross-product in the integrand. Indeed, recalling the Taylor 

series expansion of x(s', t) about x(s, t), Equation (2.13), the limit of the integrand 

is obtained as 

( Jx-x'J) 1 (o2x I\ ox) 
q O'K (x - x') /\ ax = _..:!._ e;r Tsl + O(s' - s). 
Ix - x'l 3 fJs' 20'K (ox . ax) 2 

oil 8t1 

(2.120) 
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Thus the remarkable result is obtained that, m addition to the far field velocity 

contribution that would be obtained with any usual velocity smoothing, the use of 

the new q(p) smoothing also leads to a non-zero velocity contribution due to the 

local curvature ( with usual velocity smoothings, there is no local contribution to the 

self-induced velocity since the Biot-Savart law is proportional to f( s' - s )2 ds'). 

An important remark has to be made at this point: the fact that the inte

grand is finite when x(s,t) - x(s',t) in Equation (2.120) is due to the fact that the 

approach to x(.s', t) is made on the filament. The integrand diverges like 1/r when 

approaching x( s', t) from any other direction. This is not surprising because the new 

velocity smoothing q(p) was designed to only correctly reproduce the behavior of one 

filament evolving under the regularized Biot-Savart integral applied on the centerline. 

Consequently, the q(p) function should not be used for multiple-filament computa

tions, unless the interaction in between filaments is done using some common g(p) 

smoothing, reserving the q(p) smoothing for the influence of the filament on itself. 

However, there is no theoretical support for this procedure, and it is recommended 

that multiple-filament computations be done using only g(p) smoothings. For in

stance, a vortex filament computation of a vortex tube with core deformation should 

be performed using multiple filaments with overlapping of the individual cores so that 

the sum of the individual vorticity distributions is capable of representing the core 

structure of the vortex tube. 

For single-filament computations, the use of the new velocity smoothing q(p) as 

given by Equation ( C.18) in Appendix C is costly. As an alternative, q(p) is stored 

in a table for p = 0 top= 20 by increment l:!:.p = .01, and a table look up with linear 

interpolation between data points is used. This method was found to give q(p) to less 

than .01 % error. For p larger than 20, q(p) is approximated using an expression of 

the type 41rq(p) = 1 + ci/ p + c2/ p2 , where c1 and c2 are taken as the best fit. 

It is also useful to decouple numerically the local velocity contribution due to 

the local curvature from the far field contribution. Failure to do so might introduce 

numerical problems when the vortex filament loops back on itself, i.e., when x(s, t) -
x(s', t) without s - s'. An easy way of decoupling the local influence from the far 

field is to write 

(2.121) 

where qc(P) is a function similar to usual g(p) smoothings, i.e., qc(P) is O(p3) for small 

p. At this point, the parameter l is purely arbitrary. Whatever does not go into qe(P) 
goes into the first term. The advantage of writing q(p) in this form is that the first 
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term velocity contribution to the velocity can be evaluated analytically for small L 

The remaining part qe(P) is handled numerically in the same way as usual smoothings 

g(p) are handled. One just has to store qe (p) / p3 in a table and use a table look up 

with linear interpolation between data points as explained above. In Figure J .6, both 

q(p)/ p and q!(p)/ p are shown, together with g(p)/ p) for the case of the low order 

algebraic smoothing with the proper scaling (i.e., with f3 = e- 314
). Notice the similar 

behaviors of q!(p)/p and g(p)/p. With q(p) given by Equation (2.121), the dynamics 

of the vortex filament become 

( ~) - -r [_:'.!_ / exp - f2(TK (x - x') /\ ax' ds' 
41ruK Jc jx - x'l2 8s' 

1 qf (~) ( ') 8x' d '] + I 13 X - X /\ -8 s . c x - x' s' 
(2.122) 

The first integral is now approximated by Laplace's method for asymptotic behavior 

of integrals [19]. Using Equation (2.13), it is found that 

1 (&2x /\ ft!) 8 , [ (1 + l(s' _ s) (&3x /\ ax)/ (82x /\ ox) + .. ·) 
"'{f;r 8a J 3 a';r- 811 "'{f;r 811 

2 (ox . ox) (l + (s' _ s) (a2x . ft!) / (ox . 8x) + ... ) x 
8a Ba 8112 811 811 Ba 

( 
(s' - s)2 (ax ax) exp - - · -

t 20'k 8s 8s ( 1 + (s' - s) (a2x. ax) I (ax. ax)+ .. ·))]ds'. 
8s2 8s 8s 8s 

(2.123) 

Using only the leading term above, it is found that Laplace's method gives, as c --+ 0, 

111' ( (s' _ s)
2 (ax ax)) 1

00 100 

exp c20'k 8s . as ds' ~ oo ... ds' = 2 Jo ... ds' 

fO'K loo -1/2 -t d J'itO'K -----~ t e t-----~ - (22£. Bx) 112 o - (ax. 8x) 112 
· 

& & & & 

(2.124) 

An analysis of the second term asymptotic shows an error of 0( t 2
). The approxima

tion to Equation (2.122) finally becomes 

[ 
( 82x /\ 8x) (~) 1 l a ( ) r AJ'ic 8112 &s 1 qf 11K ( ') ax d I -x st ~ - --~---,-+ ---- x-x /\- s at ' - 81r (8x . 22£) 3

/
2 C Ix - x'l3 as' 

8a 811 

(2.125) 

Numerical accuracy dictates the choice of the parameter c. t has to be small 

enough for the asymptotic value of the first integral above to be acceptable. However 

t cannot be too small because it then becomes difficult to capture numerically the 

contribution of the integral that involves qf(p). 
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Consider the velocity of a thin vortex ring that is subjected to the new velocity 

smoothing. The asymptotic analysis presented in Section 2.3.1 remains valid when 

q(p) is O(p) for small p. In particular, Equation (2.55) remains valid and leads to 

Un - 4~R[log(!:)-41rfo
00

q'(p)logpdp] 

_ ~ [10g (
4
R) - .4440] 

41r R <J'K 

~ ~ [10g (
8R) - !] , (2.126) 

4'lf'R <J'K 4 

where the integral has been evaluated numerically with c2 = 1.43. Thus, within the 

accuracy of the numerical integration and evaluation of q' (p), the correct velocity of 

the vortex ring with uniform core vorticity is recovered. This was to be expected 

because of the strong analogy between Equation (2.55) and Equation (2.99) and 

the fact that the new q(p) function was designed to reproduce Kelvin's dispersion 

relation for small l, wathever the value of c2 is. In other words, this result comes as 

a consequence of the constraint 

1
00 1 

41r q' (p) log p dp = - - log 2 , 
0 4 

(2.127) 

related to the behavior of the dispersion relation for small I and enforced for all values 

of c2 • 

This section is concluded by developing a simplified velocity smoothing q(p) that 

reproduces Kelvin's lowest mode dispersion relation to a reasonable approximation. 

There is no term of O(p2) because of the need to satisfy the integral constraint (2.112) 

but an O(p) term is required. One therefore considers 

1 p 
q(p) = 41r (p2 + 1)½ (2.128) 

which is O (p + p3) for small p. The associated vorticity smoothing 

q'(p) 1 1 
((p) = 7 = 41r p2(p2 + 1)i (2.129) 

is O (1/ p2 ) for small p and cannot be thought of as a physical vorticity distribution, 

even when integrated along a filament. Indeed, if a straight filament is considered, 

one obtains, for the equivalent two-dimensional distributions, 

2100 q ((p2 + t2)½) 
p 1 dt 

-oo (p2 + t2) 2 

1 2100 1 d -p ------c------ t 
41r -oo (p2 + t2 + 1)½ (p2 + t2) 
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4~ p' [; arctan G (p' +t! + l)½) [ 

= ...!:,_ p arctan (.!.) , 
21r p 

(2(p) = q~(p) = -
1 (! arctan (.!.) - 1 

) 
p 21r p p p2 + 1 

(2.130) 

(2.131) 

Notice that q2 (p) is O (p + p2) for small p and (2(p) is O {1/ p) for small p. Thus, as 

r - 0, the two-dimensional vorticity distribution diverges like 1/r and the circumfer

ential velocity goes to a constant ( = r /4a in this case). These are thus not physical 

velocity and vorticity distributions. However it might be that the q(p) smoothing 

used to define the dynamics of a vortex filament evolving under the centerline veloc-

ity correctly reproduces the dynamics a physical vortex tube. 

The dispersion relation for a filament subjected to the velocity taken on the 

centerline is obtained using Equations (2.109), (2.110), and (2.111): 

(2.132) 

where K1 is the modified Bessel function of the second kind and order 1. Notice 

that D(/) -. ±1/2 as l -. oo, thus showing that the dispersion relation approaches 

asymptotically the same value as Kelvin's lowest mode dispersion relation. However, 

the behaviors for small / do not match. Indeed, the expansion of D( I) for small / gives 

(2.133) 

which is not equivalent to Equation (2.116). If the core size C1 is rescaled so as to obtain 

the same expansion of the dispersion relation for small /, C1 = f3C1K with (3 = e1l4 is 

obtained. The dispersion relation of this simple smoothing is given in Figure J .4. 

Notice that, although D( 1) = 1ra2D(l) /f approaches 1 /2 asymptotically, the rescaled 
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dispersion relation DK(/)= 1ra}O.(l)/r approaches 1/(2fl2) asymptotically. A plot of 

q(p) is also given in Figure J .5, with the core size rescaled, i.e., with p = r / <7K = /3 r / <1. 

If the velocity of a thin vortex ring subjected to that velocity smoothing is 

computed using Equation (2.55), one obtains 

__!:__R [10g (4R) - r= l l log p dpl 
41r a lo (p2+1)2 

4~R [10g (
4
:) + log2] 

4~ R [10g (s:) - o] . (2.134) 

Again, the scaling of the core size to obtain the correct ring velocity of a uniform 

vorticity core leads to <1 = f3aK with j3 = e114. 

In conclusion, this very simple three-dimensional smoothing can, with proper 

scaling, be used instead of the algebraically complicated one. It has a similar behavior, 

at least in the range of small to medium values of l. In fact, one might suspect that 

any smoothing which is O(p + p3
) for small p has a dispersion relation that does 

not cross the l axis and can thus be used to model Kelvin's lowest mode dispersion 

relation. 

2.5 Numerical results 

In this section, the numerical results that were obtained using the method of vortex 

filaments described in the previous sections are presented. 

The space curves xP(s, t) are always described using parametric cubic splines. 

The filaments thus have a continuous second derivative, fJ2x/ 8s 2
, at each computa

tional point. The integration of the Biot-Savart law is done using the information 

from the cubic splines and the trapezoidal rule. The trapezoidal integration rule 

has spectral convergence when the integrand is known exactly and is periodic, i.e., 

when the vortex filaments are infinite periodic curves or closed curves. Here, the 

trapezoidal rule is only third order because of the cubic splines approximation of the 

integrand. The parametric coordinate, s, is always taken as a Lagrangian coordi

nate and not a length coordinate. The time integration is done using the classical 

Runge-Kutta scheme of order 4 (RK4). The computations involving usual velocity 

smoothings, g(p), are performed using the low order algebraic smoothing (B.10). The 

reason for this choice is that, at the time the computations were performed, the new 

high order algebraic smoothing (B.12) was not yet discovered. For multiple-filament 

computations, the error estimates presented in Section 2.2.2 show however that it is 
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important, for convergence, to consider high order regularization functions such as 

the Gaussian smoothing (B.8) or our high order algebraic smoothing (B.12). 

Finally, the plots of vortex filaments are done by simply connecting the com

putational points with straight line segments instead of using the spline fits. 

2.5.1 Numerical verification of the dispersion relation 

An important first step in the use of the new velocity smoothing, q(p), presented 

in Section 2.4.3 is to verify numerically the correctness of the lengthy mathematical 

derivations of Section 2.4.3 and Appendix C. Does the new q(p) smoothing reproduce 

indeed Kelvin's lowest mode dispersion relation when used numerically ? 

The numerical computation of an infinite periodic vortex filament evolving un

der the Biot-Savart integral applied on the centerline is done following a procedure 

that was first introduced by Moore (1972), but that has been modified for better 

accuracy when the wavelength ,\ of interest is not much bigger than the core size a 

of the filament. The procedure is presented in detail in Appendix D. 

Figure J.7 shows the numerical results obtained with an infinite periodic vortex 

filament perturbed by a sine wave (i.e., the sum of two helical waves as discussed in 

Section 2.4.2). N;. = 40 computational points per wavelength have been used. The 

numerical data obtained with the low order algebraic smoothing (B.10) fall exactly 

on the theoretical curve given by Equation (2.103). The data obtained with the 

new smoothing q(p) and c2 = 1.43 fall almost exactly on Kelvin's lowest mode curve 

(actually, they fall exactly on the approximation (2.115) to Kelvin's curve). These 

results are very comforting because they imply that the mathematical developments 

of Section 2.4.3 and Appendix C are indeed correct. 

Figure J .8 shows the effect of the splitting of the new velocity function q(p) as 

explained in Section 2.4.3. Different values of the splitting parameter, t, have been 

investigated numerically for a fixed number, N;. = 40, of computational points per 

wavelength. The choice t = .1 gives the best results up to l = ko-K '.::::'. 5. The choice 

t = .15 gives good results up to l '.:::::'. 4. Taking t = .25 leads to poor results as soon 

as l '.:::::'. 2. Of course, the smaller t, the better the numerical result ( assuming that the 

contribution of qi(P) is correctly captured by the discretization, i.e., that N is large 

enough!). 

Figure J .9 shows the effect of the discretization, i.e., the effect of N;. for a fixed 

value of the splitting parameter t = .15. It appears that a poor discretization of the 

filament leads very quickly to a wrong numerical dispersion relation. For instance, 

N;._ = 5 is obviously not sufficient. 

One conclusion of this investigation is that N>. = 10 with t = .15 is a fair choice 
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if the range of interest is l ::;; 3. Another conclusion is that, if the filament is not 

expected to loop back on itself, then the full q(p) function should be used instead of 

the split expression ( 2 .125). 

2.5.2 Results on vortex rings. 

2.5.2.1 The velocity of the single-filament vortex ring 

Another problem of interest is the determination of the velocity of a single-filament 

vortex ring subjected to the Biot-Savart velocity applied on the centerline, and the 

comparison with some known results. The results of this investigation are summarized 

in Figure J.10. The exact result for the velocity of a vortex ring with the low order 

algebraic smoothing (B.10), Equation (2.67), is plotted for the full range of values of 

<J'K / R. The numerical results obtained using the new velocity smoothing q(p) with 

N = 200 computational points are also plotted. These results can be compared with 

the results of Lamb (1932), Fraenkel (1972) and Norbury (1973). The asymptotic 

result of Lamb (1932) for the thin vortex ring with uniform vorticity is given by 

Equation (2.63). The higher order asymptotic result of Fraenkel (1972) for the ring 

with uniform w / r is, in the present notation, given by 

(2.135) 

Notice that the definitions A= 1ru'f< for the area r = 1rURR for the circulation have 

been used in order to present his results with the present notation. For instance, the 

Hill's spherical vortex corresponds to <7K / R = ../2. 
The results of Norbury (1973) are both analytical and numerical. He gives the 

computed shape and overall properties of the ring with uniform w / r over the full range 

of values of <7K / R and compares these results with asymptotic formulas. His results 

for the velocity of the ring are also plotted in Figure J .10. Because the circulation r 
is not a constant in his numerical computation, it was rescaled properly so as to be 

consistent with the above definitions of A and r. 
Notice that the ring velocity obtained with the low order algebraic smoothing 

g(p) is closer to Norbury's result than the ring velocity obtained with the new velocity 

smoothing q(p), although the differences are small. 

2.5.2.2 The stability of the single-filament vortex ring 

As discussed in Section 2.4.1, the instability of a vortex ring is related to the dispersion 

relation of the rectilinear vortex filament (Widnall, Bliss & Tsai 1974, Moore & 
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Saffman 1975, Tsai & Widnall 1976, Widnall & Tsai 1977). Modes that do not rotate 

or that rotate slowly are unstable in the presence of a weak strain. The flow near the 

core of a thin vortex ring of radius R and core size a is close to that near a rectilinear 

vortex in a uniform strain, the weak strain at some location along the torus being 

due to the velocity field induced by the rest of the ring (Widnall, Bliss & Tsai 197 4). 

The principal axes of the strain are at 45° with respect to the plane of the ring, 

roughly speaking. Modes that do not rotate are convected away from their disturbed 

position with a velocity that is proportional to their displacement and hence become 

unstable. Saffman (1978) gives formulas for the number of waves to expect on a 

thin ring. For the thin ring of uniform vorticity within the core aK, the dispersion 

relation of Kelvin {1880) has an enumerable infinity of zeroes (see Figure J.2 from 

Robinson & Saffman 1984). The first two occur at the value of 11 = k1aK :::::: 2.5 

(mode 1) and 12 = k2aK '.'.:::'. 4.35 (mode 2). The dispersion relation associated with 

the lowest mode (mode 0) has no zero. Mode 1 is more likely to occur than mode 2. 

According to Saffman's estimate, the number of waves on the vortex ring is an integer 

N w approximated by 

where 

ir N w = k R = .40 e , 

- 41rR (SR) 1 U=-UR=log - --. 
f CTK 4 

(2.136) 

(2.137) 

For instance, with R = 1.0 and CTK = .50, k = 5 '.::::'. 4.98 is obtained for mode 1. Such 

a ring is thus expected to go unstable in mode 1 and with Nw = 5 wavelengths along 

the torus. 

The dispersion relation corresponding to usual velocity smoothing, g(p), has a 

zero for mode Oat a value of 10 = koaK '.'.:::'. 2 ... 3 ( 10 = 2.37 for the low order algebraic 

smoothing). A single-filament vortex ring subjected to one of these smoothings is thus 

expected to become unstable in mode 0 with approximately the correct wavelength. 

On the other hand, the dispersion relation for the new velocity smoothing, q(p), has 

no zero since it reproduces Kelvin's dispersion relation for mode 0. A single-filament 

vortex ring subjected to that smoothing is thus expected to be stable. 

The results of a numerical computation presented in Figure J .11 show that this 

is indeed the case. These computations are done using one filament discretized with 

N = 64 computational points. Each filament has circulation r = 1.0, radius R = 1.0 

and core size CTK = .50 (i.e., a = f3aK with /3 = e-3
/
4 for the low order algebraic 

smoothing g(p) and /3 = 1 for the new smoothing q(p) ). At t = 0, the position of each 

computational point is perturbed with a random amplitude ~ .0025. The direction 

of the perturbation is also randomized. Both computations are started using the 

same initial condition and are done with .6.t = .10 . The core size is subjected to 
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Equation (2.48). According to Saffman's formula (2.136), it is also expected to obtain 

Nw = 5 wavelengths along the filament when the low order algebraic smoothing is 

used. This is indeed the case as can be seen from Figure J.11 (O'K(t = 50.) = .43178). 

On the other hand, the single-filament vortex ring that is subjected to the new velocity 

smoothing remains stable for all times (O'K(t = 120.) = .50003). This is consistent 

with the fact that a vortex ring cannot go unstable in mode 0, i.e., when there is no 

degree of freedom to describe the core structure . 

The conclusion of this section is that one has to be careful when computing 

problems where the physics strongly depends on the core structure of vortex tubes. 

In the above, it is pure luck that the numerical unstable mode at 10 '.::::'. 2.37 almost 

identically matches the physical unstable mode at 11 '.::::'. 2.5. 

In fact, the correct way of computing the instability of a vortex ring is to use a 

usual smoothing g(p) that is convergent ( such as the high order algebraic smoothing) 

and to discretize the core structure O'K with many filaments p and O'P < < O'K. Then, 

if one obtains instability at 11 = k1 O'K '.::::: 2.5 with k1 O'P < < 1, one expects that the 

physics of the problem is correctly captured because of the convergence of the method 

of vortex filaments. 

2.5.3 Results on solitary waves on a rectilinear vortex filament 

It was shown in Section 2.4.3 that the new velocity smoothing q(p) leads to a non-zero 

local contribution to the self-induced velocity of the vortex filament everywhere its 

curvature is non-zero. This is in contrast with usual velocity smoothings g(p) for 

which the local contribution to the self-induced velocity is zero since g(p) is O(p3
) 

for small p = r / O'. The large differences in their dispersion relation were also shown 

in Section 2.4.3. 

It is interesting to compare the usual smoothings and the new smoothing with 

the so-called Localized Induction Approximation (LIA), an asymptotic theory in which 

the self-induced velocity of a vortex filament is solely due to the local curvature. 

Before doing so, both the LIA approximation and the theoretical results that are 

associated with it are briefly reviewed. 

The LIA approximation was introduced to understand the nonlinear behavior 

of a very thin vortex filament (Sante Da Rios 1906, Hama 1962, 1963 , Arms & Hama 

1965). In that approximation, it is assumed that the core size, O', of the vortex filament 

is so small than the only self-induced velocity is that due to the local curvature. More 

specifically, from examining the Biot-Savart induction law with a usual smoothing ( or 
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cut-off), it is found that 

8 r L ( a2x A ax) 
-x(s, t) ~ -- (log(-) + 0(1 )) 

082 
a,, 1 , 

&t 41r (J' (ax . ax) 2 
08 0/J 

(2.138) 

where L is a large scale cut-off not fully specified. In the LIA approximation, the 

term log(L/(J') is taken as constant, neglecting the slow variation of the log compared 

with its argument. This gives 

(2.139) 

where C ~ (f /41r) log(L/(J'). Of course, the LIA approximation only captures the 

behavior of the Biot-Savart induction law for the large scale bending of thin vortex 

filaments. It is however an interesting approximation because there exists a number 

of exact solutions to Equation (2.139). 

The dynamics of a filament evolving under the LIA is usually described with 

s as an arclength (i.e., ~~ · ~~ = 1) and using a Frenet-Serret reference frame, an 

orthonormal frame composed of the local tangent vector i = !~, the principal normal 
32 A A (32 a2 )1/2 ft = 08~ / K, and the binormal b = t A ft (Betchov 1965). K(s, t) = 08~ • 8J is 

the curvature. Equation (2.139) can then be written as 

ax 
&t 

X 

Ct A {K ft)= CK, b' 
(2.140) 

where the overdot stands for differentiation with respect to a new time, Ct ( which 

has the dimension of the square of a length). The coordinate vectors vary according 

to Frenet-Serret formulas 

i' = -K, ft ' ft'= Tb - /'i, i ' b' = -T ft ' (2.141) 

where the prime stands for differentiation with respect to s. T, defined by the last 

equation in (2.141 ), is called the torsion. K( s, t) and T( s, t) are enough to completely 

specify the space curve x(s, t). Appropriate differentiation of Equation (2.140) and 

Equation (2.141) leads to a coupled system of partial differential equations for K and 
T 

(2.142) 

(2.143) 
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Hasimoto (1972) gave solutions to Equations (2.142) and (2.143) that are soli

tons on a straight filament with 

T(s, t) =To= c/2 a constant ; te(s, t) = 2 v sech(v (s - ct)) . (2.144) 

These solitons have constant torsion, T, and propagate with a constant velocity that 

is twice the torsion. v is the inverse of a length scale and only defines the global size 

of the solitary wave. Given v and To, and defining T = T0/v, the shape and position 

of the soliton is given by (Hasimoto 1972): 

2 
x = s - v(l + T 2 ) tanh(v(s - ct)) , 

y + i z 2 sech(v(s - ct)) ei[T11(a-ct)+11'(1+T2)t] . 
v(l + T 2

) 
(2.145) 

Figure J.12 from Hasimoto (1972) illustrates the shape of these solitons for different 

values of the torsion parameter, T. 

More recently, Cieslinski (1985) also gave solutions to Equations (2.142) and (2.143) 

that are solitons for which the generating vortex filament ( of infinite or finite length) 

remains in the interior of a torus moving with constant velocity. 

Now the results which were obtained by subjecting an Hasimoto solitary wave 

of torsion T = .50 to the full Biot-Savart induction law are presented. Two cases are 

considered, a thin vortex filament with 0-K = .20 and a fat vortex filament with 0-K = 

.40. Each case is computed twice, once with the low order algebraic smoothing (B.10) 

(/3 = e-314
) and once with the new velocity smoothing (without splitting). The 

numerical details associated with the computation of an infinite vortex filament are 

presented in Appendix E. The computations are done with N = 600, r = 1.0 and 

.6.t = .05. The results are shown in Figure J.13 and Figure J.14. With 0-K = .20, there 

is a clear tendency to preserve the shape of the initial condition in both computations. 

This is consistent with the solitary wave behavior of a thin vortex filament as predicted 

by the LIA theory. The results are very much alike, and the new velocity smoothing 

gives a slightly lower wave speed. This slight difference is due to the small difference, 

for small l = k aK, in the behavior of the dispersion relation of the two smoothings 

(Figure J.7). With aK = .40, the vortex filaments do not behave at all in accordance 

with the LIA theory. The vortex filament is too fat to support solitary waves, and 

the initial shape is not retained. Moreover, the two computations yield very different 

results. This is to be expected, at least qualitatively, from the large differences, for 

medium to large l, in the dispersion relation of the two smoothings. Of course, the 

case with aK = .40 is not of great physical significance. The vortex tube is simply 

too fat with respect to the size of the wave to be represented with a single filament. 
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One should really use a collection of thin filaments in order to capture the internal 

structure of the vortex core. But this is another subject, and it is still felt that it is 

of some interest to understand the numerical behavior of isolated vortex filaments, 

thin or fat. 
Finally, the collision of solitary waves is considered. The Hasimoto solitary 

waves are really solitons. This means, among other things, that, when two or more of 

these waves collide, each emerges from the collision in its previous form. This process 

is illustrated in Figure J.15 from Aref & Flinchem (1984). One might however be 

concerned about the physical significance of these collisions. Indeed, the process of 

collision is such that different segments of the same vortex filament come very close to 

each other. When this occurs, the assumption of localized induction fails. No matter 

how small the core size <7K, the velocity cannot anymore be only function of the local 

curvature. Segments which are very close strongly influence each other through the 

usual Biot-Savart interaction, and it seems very unlikely for the contribution from 

this interaction to be negligible with respect to the LIA contribution. Computations 

performed with the full Biot-Savart law confirm these suspicions. Figure J.16 illus

trates the collision of two identical waves of torsion T = .50. This computation is 

done with N = 600, aK = .10, r = 1.0, ~t = .10 and the splitting of q(p) with 

€ = .15. It is clearly seen that two waves evolving under the full Biot-Savart law 

do not survive a collision. The outcome of this particular collision seems to be the 

production of an elongated vortex ring that moves away from the main filament. 

2.5.4 Results on the interaction between vortex rings 

In this section, the numerical results that were obtained with multiple-filament com

putations are presented. Both computations presented here involve a strong inter

action between two vortex rings. The motivation for these computations is given in 

detail in Chapter 3, Section 3.5. One should thus refer to that section for additional 

information. The present results are only qualitative and are presented only for com

parison purposes with the quantitative results obtained with the method of vortex 

particles. 

The parameters which are common to both computations are the radius R = 1.0 

and circulation r = 1.0 of each ring, the number of filaments P = 9 per ring ( with 

rv = 1.0/9), the core size aP = .20 of each filament, and the geometrical parameter 

r1 = .04 (see Figure J.26). The computations are done using the low order algebraic 

smoothing (B.10) with j3 = e-3
/

4
• The core radius of the equivalent uniform vorticity 

ring is thus roughly aK '.:::'. aP / /3 + 2 r1 '.::::'. .50. The core size aP(t) is also subjected to 

Equation (2.48), and the interaction in between filaments is symmetrized as explained 
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in Section 2.2.2. 

2.5.4.1 The problem of the fusion of two vortex rings computed using the 

method of regularized vortex filaments 

This computation is initialized in the configuration showed in Figure J .25 with the 

two rings at a spacings= 3.0 center to center and at an angle 00 = 12.5° with respect 

to the vertical. The number of computational points per filament is N <P = 128 for a 

total of N = 2304. The time step is flt = .05 

The time evolution of the vortex filaments is presented in Figure J .17. Notice the 

development of helical waves near the reconnection region. These waves correspond to 

regions of axial flow. It is clearly seen that the fusion process cannot occur because of 

the inviscid nature of the filament method. Vortex filaments are indeed closed curves 

(that support constant circulation) for all times and cannot be disconnected ( except 

artificially). It will be seen in Chapter 3, Section 3.5 that the viscous version of the 

method of vortex particles is able to account for the process of viscous reconnection 

of vortex tubes. 

2.5.4.2 The problem of the two vortex rings in a "knot" configuration 

computed using the method of regularized vortex filaments 

This computation is initialized with the two rings in a knot configuration and a 

spacing s = 1.0 center to center. The number of computational points per filament 

is N'P = 64 for a total of N = 1152. The time step is flt= .09 

The time evolution of the vortex filaments is presented in Figure J.18. The 

interaction between the two rings is very violent, and the vortex tubes become quickly 

very convoluted. Concentrated regions with helical waves and hence axial flow are also 

present. Again, due to the inviscid nature of the filament method, the computation 

cannot lea.cl to viscous reconnection of vortex tubes and has to be aborted at some 

point. 
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Chapter 3 

Three-dimensional vortex particles 

In the present chapter, the use of vortex particles for computing three-dimensional, 

incompressible vortical flows is examined. Vortex particles, also commonly called 

vortex sticks or vortons, are an alternative to the use of the vortex filaments pre

sented in Chapter 2. They are vector elements. A position vector, a strength vector 

(= vorticity x volume), and in some cases a core size are associated to each element. 

Each element can thus be thought of as a little section of a vortex tube ( = circulation 

x length). The element is convected with the local velocity, and the evolution of the 

strength vector is in accordance with Helmholtz equation. The method has the advan

tage that these particles are somewhat independent. They do not belong to a specific 

vortex filament for all times. This property makes the method attractive because an 

explicit treatment of viscous diffusion using a general scheme proposed by Mas-Gallic 

(1987) and Degond & Mas-Gallic (1988a,1988b) can be incorporated in the method. 

With that scheme, it is hoped that processes such as vortex tube reconnection can 

be modeled. The method of vortex particles present however a consistency problem: 

the particle vorticity field is not guaranteed to be divergence free for all times as it 

should be. This is an issue of serious concern which has to be addressed. 

The following issues are investigated: use of 8-function particles and weak so

lutions of the vorticity equation (Section 3.1); use of regularized particles and choice 

of the regularization function (Section 3.2); representation of viscous effects by the 

redistribution of element strengths (Section 3.3); and conservation laws - how to eval

uate them ? - are they satisfied ? (Section 3.4 and Appendix G). The last section, 

Section 3.5, contains the numerical results. The new algebraic regularization func

tion, introduced in Chapter 2, is used extensively because of its good convergence 

properties and its computational efficiency. This regularization function is also a 

prime choice for the evaluation of the quadratic diagnostics: energy, helicity and en

strophy. The convergence of the method, both inviscid and viscous, is investigated on 

the problem of the axisymmetric vortex ring. Particular emphasis is also placed on 

the numerical computation of the viscous fusion of two vortex rings and on the com

parison of the numerical results with the experimental results of Schatzle and Coles 
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(1987). It is shown that the viscous method can indeed lead to the entire process of 

vortex ring fusion and that the method can produce quantitative results. It is also 

shown numerically that the viscous diffusion helps reduce the inconsistency problems 

of the method, and that the particle vorticity field remains almost divergence free 

during the entire course of the computation. Finally, a relaxation scheme is proposed 

that forces the particle vorticity field to remain almost divergence free for all times, 

regardless of the effect of viscous diffusion. 

As a parenthesis, the use of three-dimensional vortex-dipoles is also investigated 

theoretically. Since no numerical computations were performed using these vortex

dipoles, the theoretical investigation is reported in an appendix (Appendix H). 

3.1 Singular vortex particles and weak solution of the vor

ticity equation 

The three-dimensional vorticity equation for an incompressible fl.ow is given by Equa

tion (2.4). If u(x, t) is considered to be given, then Equation (2.4) is an hyperbolic 

evolution equation for the vorticity field, which is the right form to be solved using 

particle methods for hyperbolic equations (see Raviart 1985, 1987). Indeed, these 

methods have been developed to solve equations of the type 

ar 
at + V-(f u) = A(u) f, {3.1) 

where u(x, t) is a given velocity field and A(u) is a matrix function of u. In the 

vorticity Equation (2.4), (w • V)u stands for (Vu) w, and thus, A(u) = Vu. 
Now the vortex particle method is examined more specifically. The vorticity 

field is discretized onto vortex particles, also called vortex sticks or vortons (Rehbach 

1978, Beale & Majda 1982a, 1982b, Novikov 1983, Aksman, Novikov & Orszag 1985, 

Mosher 1985, Beale 1986b, Saffman & Meiron 1986, Choquin & Cottet 1988), 

w(x, t) = L wP(t) vo/P b(x - xP(t)) = L aP(t) b(x - xP(t)) = L wP . (3.2) 
p p p 

Here, of course, the velocity field u(x, t) is not given. It is computed from the 

particle representation of the vorticity field as the curl of a streamfunction which 

solves V21/J(x, t) = -w(x, t), namely 

1/,(x, t) = G(x) * w(x, t) = ~ G(x - xP(t)) aP(t) = 4~ ~ Ix ~P!:~t)I , (3.3) 

where * stands for the convolution product. The velocity is taken as the curl of (3.3) 

and is given by 

u(x, t) V A1/)(x, t) = L V ( G(x - xP( t))) A aP( t) 
p 
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- _l L V ( I 1 ( ) I) t\ aP ( t) 471" X - XP t p 

__ 1 L I 1 ( )13 (x - xP(t)) t\ aP(t) 
471" X - XP t p 

41rlx _\P(t)13 (x - xP(t)) t\ aP(t) + uP(x, t) 

- L K(x - xP(t)) t\ aP(t) = (K(x)t\) * w(x, t) , 
p 

(3.4) 

where uP(x, t) stands for the velocity field without the contribution of the p particle, 

and K(x)t\ = - (1/ ( 41rlxl3
)) xt\ is the Biot-Savart kernel. 

The evolution equations for the particle position and strength vector are usually 

taken as 

which will be referred to as the classical scheme. 

A few remarks should be made at this point: 

• The particle vorticity field (3.2) is not generally divergence free. Indeed, 

V·(w(x, t)) = L V(8(x - xP(t))). aP(t) . 
p 

(3.5) 

(3.6) 

(3.7) 

This fact makes the method inconsistent in some sense because a basis which is 

not divergence free is used to represent a vector field that should be divergence 

free for all times. In other word, the particle method is only solving for some field 

w according to the hyperbolic equation (2.4). In addition, it shall be seen that 

the field w(x, t) can, as time evolves, become a poor representation of the real 

vorticity field, even when the initial condition w(x, 0) is a good representation 

of the initial vorticity field. 

• The streamfunction (3.3) is also not generally divergence free. Indeed, 

1 1 
V•('lj,(x, t)) = -- L I ( )l 3 ((x - xP(t). aP(t)) . (3.8) 

471" X - xP t p 

This result is a direct consequence of the fact that V 21/J = -w is solved with w 

not generally divergence free. 

• The velocity field (3.4) is divergence free since it is the curl of a streamfunction. 

Indeed, 
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since (x- xP) is orthogonal to (x - xP) /\ aP. At x = xP, the singularity is of 

removable type so that 'v•u = 0. 

• As noted by Novikov (1983), one can reconstruct a divergence free vorticity field 

from the particles by writing 

The added term corresponds to that which is needed to close the vortex lines 

(i.e., make w divergence free), and it decays only as 1/r3
• Making use of suffix 

notation, one obtains, for the components of this vorticity field, 

so that 

• If the curl of the velocity field (3.4) is taken, one obtains the vorticity field (3.10). 

Indeed, making use of suffix notation, one obtains 

('v Au); = <;;, a!; [ ~ '"m a!, ( 41rlx ~ x•(t)I) o::, (t) l 
- ~ ( /jim /jjl +6;1/jjm) a! j a:, ( 4.-lx ~ x•( t) I) o::, ( t) 

- I:.!__.!__ ( 1 
) a~(t) 

P 8xj 8xj 41rlx - xP(t)I ' 

+_Q_ (aP(t) ~ ( l )) 
8xi 1 8xj 41rlx - xP(t)I 

~ [a•( t) /j(x - x"(t)) + 'v ( a'( t) . 'v ( 41rlx ~ x•(t)I)) t 
(wN)i . (3.13) 
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Thus, wN = VJ\u = VJ\(V!\1/J) = -V21/J+V(V·1/J). Recalling that '721/J = -w, 

it follows that V (V •1/J) = w N - w. 

• The second term in Equation (3.10) does not contribute to the velocity field 

as computed by the Biot-Savart law since it is the gradient of a scalar field. 

In other words, inserting Equation (3.2) or Equation (3.10) in the Biot-Savart 

integral yields the same velocity field (3.4). 

Saffman & Meiron (1986) have shown that the formulation Equation (3.5), and 

Equation (3.6) does not constitute a weak solution of Equation (2.4). 

As noticed by Rehbach (1978) (see also Cantaloube & Huberson 1984 and 

Choquin & Cottet 1988), alternative forms of the three-dimensional vorticity equa

tion (2.4) can be written as follows: 

ow 
7ft + V-(w u) (w · V)u , 

(w • vr) u, 

1(w-(v+vr))u. 

(3.14) 

(3.15) 

(3.16) 

This is so because (w • (v - vr)) u = (V /\u) J\ w = 0 since V !\u = w. The 

formulation (3.14) leads to the classical scheme (3.6) for the evolution equation of 

the particle strength vector. The formulation (3.15) suggests the evolution equation 

(3.17) 

This scheme will be referred to as the transpose scheme. The formulation (3.16) 

suggests the evolution equation 

(3.18) 

This scheme will be referred to as the mixed scheme. This scheme was favored by 

Rehbach because the symmetry of the matrix ½ (vu+ v7T u) yields computational 

savings. 

All three schemes would be equivalent if the vorticity field defined by Equa

tion (3.2) were equal to the curl of the velocity field (3.4). Unfortunately for the 

particle method, this is not the case, as a consequence of the non-zero divergence 

of the field (3.2). So, although Equations (3.14), (3.15) and (3.16) are equivalent 

when w = V !\u, they are not equivalent otherwise. Consequently, Equations (3.6), 

(3.17) and (3.18) lead to different results when solving the three-dimensional vorticity 

equation with vortex particles. 
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The transpose scheme Equation (3.17) is very special. First of all, it leads to 

the exact conservation of the total vorticity as will be seen in Section 3.4, a property 

not satified by the classical scheme (3.6) or the mixed scheme (3.18). Moreover, it 

leads to a weak solution of Equation (3.15) as shown by Winckelmans & Leonard 

(1988). The proof is done using the same procedure as in Saffman & Meiron (1986). 

First, since uP(x, t) is smooth in the neighborhood of xP, Equations (3.5) 

and (3.17) imply that 

(3.19) 

at all points including x = xP. It remains to consider whether 

(3.20) 

at xP in a weak sense. A local coordinate system with the origin at xP is considered 

and use is made of suffix notation. The superscript, p, of the particle is dropped. 

It thus remains to consider whether the following integral vanishes for an arbitrary 

smooth function f(x) : 

dx. (3.21) 

The first term is integrated by parts, and Equation ( 3.21) becomes 

(3.22) 

The second term in Equation (3.22) is different from the one obtained using the 

evolution Equations (3.5) and (3.6) as in Saffman & Meiron (1986), namely 

-J C(x) [ <1;, <>;<>; a:, er:·) + <ijk <>; "' f !, e:) l dx · (3.23) 

As pointed out by Greengard & Thomann (1988), one needs to assume a radially 

symmetric regularization of the 6-function for the integrals above, interpreted in the 

principal value sense, to be well-defined. Such a regularization is assumed in the 

present context. 

Being smooth, f(x) has a Taylor series 

1 
f(x) = f(O) + Xr fr(O) + 2 Xr X:, fra(O) + · · · (3.24) 

From the symmetry of the integrand in (3.22) and (3.23), it follows that only even 

powers of the coordinates need to be considered. Moreover, terms of order 4 and 
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higher vanish sufficiently fast so as to cancel the 8-function contribution. Thus only 

the constant term and the quadratic terms need to be considered. The first part of 

Equation (3.22) ( or (3.23)) gives 

f(0) ( tkjk aio'.j j 8
;:) dx - 3 t/jk aiaj j 8

;:) xkx1 dx) 

+ fr,.(0) ( lkjk O:jO:j J 8 ;:) XrX,. dx 

+trjk aiaj j 8;:) x,.xk dx 

+t,.jk O:jO:j j 8
;:) XrXk dx 

-3 t/jk O:jO:j j 8
~:) XrX,.XkX/ dx) . (3.25) 

The first and third term in Equation (3.25) vanish since tkjk = 0. The second term 

vanishes since t/jk XkX/ = 0. The fourth and fifth terms are identical since frs(0) = 
fsr(0); they are found to be zero as follows [53]: 

fu(0) trjk O:jO:j J XIJXk dS ex fri0) trjk O:jO:j 8/Jk = fr,.(0) trj1J O:jO:j = 0 • 

The last term is proportional to 

Using the result [53] that 

j XjXjXkX/ dS ex 8ij8kl + 8ik8j1 + 8i1Djk , 

(3.26) 

(3.27) 

(3.28) 

it is easily seen that this term also vanishes. Thus, the first term of Equation (3.22) 

(or (3.23)) vanishes. The term that does not vanish in Equation (3.23) is the second 

term. It is proportional to (Saffman & Meiron 1986) 

(3.29) 

which does not vanish in general, thus showing that the classical scheme does not 

constitute a weak solution of the three-dimensional vorticity equation (3.14). 

With the transpose scheme, the second term in Equation (3.22) vanishes triv

ially even before integration since t/jk O:jO:/ = 0. Thus, the transpose scheme con

stitutes a weak solution of the three-dimensional vorticity equation (3.15). That 

property and the conservation of total vorticity leads to the belief that the transpose 

scheme is more suited than the classical scheme to the representation of three-dimensional 



vortical flows with a limited number of vortex particles. This point will be examined 

further when presenting numerical results in Section 3.5 

Important remarks made by Greengard & Thomann (1988) should be men

tioned: 

• The above proof that singular vortex particles evolving under the transpose 

scheme form weak solutions of the vorticity equation is "fragile" and depends 

on the type of regularization of the 8-function. Only for a radially symmetric 

regularization of the 8-function are the integrals, evaluated in the principal value 

sense, bounded. 

• The vorticity field associated with three-dimensional singular vortex particles is 

not divergence free. Consequently, a finite sum of particles cannot represent a 

divergence free vorticity field. This fact is in opposition with two-dimensional 

singular vortex particles (i.e., point vortices) for which the particle vorticity 

field is divergence free, and is a serious obstacle to the validity of finitely many 

singular particles as models for the solution of the three-dimensional vorticity 

equation. 

• A more important notion than the concept of weak solution with singular vortex 

elements is the concept of convergence to a smooth solution with regularized 

vortex elements. As will be seen in Section 3.2, the method of regularized vortex 

particles has been shown to converge both in two and three dimensions, at least 

for some finite time T. When the number of elements goes to infinity and the 

smoothing goes to zero in an appropriate way, the solution of the differential 

equations that govern the particle trajectories in the discrete system converges 

to the exact particle trajectories, and the vorticity and velocity fields converge 

as well. 

In the next section, the method of regularized vortex particles is examined more 

closely. 

3.2 Regularized vortex particles 

In this section, the regularized version of the method of vortex particles is considered. 

More specifically, the vorticity field is now represented as follows: 

Wu(x, t) = (u(x) * w(x, t) = L o:P(t) (u(x - xP(t)) . (3.30) 
p 
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The three-dimensional regularization function (,,.(x) was already introduced in Chap

ter 2, Section 2.2.2, together with the regularization functions for the streamfunction 

Xtr(x) and the velocity g,,.(x). The useful relations between these functions were also 

introduced in that chapter. 

The velocity field is computed from the particle representation of the vorticity 

field as the curl of a streamfunction which solves '\721/J,,.(x, t) = -w,,.(x, t). Following 

the same procedure as with vortex filaments, one obtains, for the streamfunction, 

1/,,,,.(x, t) - G(x) * w,,.(x, t) = x,,.(x) * w(x, t) 

L x,,.(x - xP(t)) oP(t) , 

and, for the velocity, 

p 

p 

- - L g,,.(x - xP(t)) (x - xP(t)) A oP(t) 
P Ix - xP(t)l3 

- L K,,.(x - xP(t)) I\ aP(t) = (K,,.(x)/\) * w(x, t) 
p 

(3.31) 

(3.32) 

where K,,.(x)/\ = -(g,,.(x)/lxj3
) xi\ is the regularized Biot-Savart kernel. At large 

distances compared with er, the velocity induced by a regularized vortex particle is 

the same as if the particle were singular since 41r g(p) -+ 1 as p -+ oo. The induced 

velocity goes to zero as r -+ 0 since g(p) is O (p3
) for small p. 

The evolution equations for the particle position and strength vector are, with 

the classical scheme, taken as 

Again, the transpose scheme 

or the mixed scheme 

(3.33) 

(3.34) 

(3.35) 

(3.36) 

can be used instead of Equation (3.34). Again, the transpose scheme is the only one 

that conserves total vorticity as will be seen in Section 3.4. 
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In Appendix F, the details of the evolutions equations for any of the above 

choices are given. They are presented in the form that is actually programmed when 

performing numerical computations with these vortex particles. 

Remarks made in Section 3.1 concerning singular vortex particles are also rele

vant here: 

• The particle vorticity field (3.30) is not generally divergence free. Indeed, 

v'· (wu(x, t)) = I: v' ((u(x - xP(t))) · at(t) . (3.37) 
p 

The regularized vortex particle method is thus also inconsistent, because a basis 

which is not divergence free is used to represent a vector field that should be 

divergence free for all times. wu(x, 0) can be set to be initially a very good 

representation of the real vorticity field but nothing guarantees that, as time 

evolves, wu(x, t) remains a good representation of that field. This point will be 

examined numerically in Section 3.5. 

• The streamfunction (3.31) is also not generally divergence free. Indeed, 

( ( ) - '°'gu(x-xP(t))(( P()) P()) 
v'· "Pu x, t) - - ";: Ix - xP(t)j3 x - x t . a t . (3.38) 

This result is a direct consequence of the fact that v'21/Ju = -Wu is solved with 

Wu not generally divergence free. 

• The velocity field (3.32) is divergence free since it is the curl of a streamfunction. 

• A divergence free vorticity field can be reconstructed from the particles by writing 

w:(x, t) = I:[aP(t) (u(x - xP(t)) + v( aP(t) • v(xu(x - xP(t))))] . (3.39) 
p 

The added term corresponds to that which is needed to close the vortex lines (i.e., 

to make w u divergence free) and it decays only like 1 / r3
• Following the same steps 

as in Section 3.1, Equation (3.10), and using Equations (2.26) through (2.29), it 

is easy to show that 
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• H the curl of the velocity field (3.32) is taken, then one obtains the vorticity 

field (3.39). This property is easy to show following the same steps as in Sec

tion 3.1, Equation (3.13) but replacing G(x) = 1/(41rlxl) by x(1(x) and recalling 

that V2x(p) = -((p). In particular, w1: = Vt-.u(1 = Vt-. (Vt-.t/,(1) = -V2 t/,(1 + 
V (V•t/7(1). Recalling that V2 t/,(1 = -w,n it follows that V (V•t/,(1) = w1: - w(1. 

• The second term in Equation (3.39) does not contribute to the velocity field as 

computed by the Biot-Savart law since it is the gradient of a scalar field. In other 

words, inserting Equation (3.30) or Equation (3.39) in the Biot-Savart integral 

yields the same velocity field (3.32). 

The particle vorticity field (3.30), the divergence free vorticity field (3.39), and 

the velocity field (3.32) are shown in Figure J.23 for two cases: an isolated vortex 

particle, and an infinite array of vortex particles with O' / h = 2.0, where h is the dis

tance between particles. It is seen that, when the particles are nicely aligned and the 

cores overlap sufficiently, the particle vorticity field w(1 is a very good representation 

of the divergence free vorticity field w1:. This is to be expected, since these particles 

essentially represent computational points on a vortex filament. This illustration of 

course does not address situations in which the particles are not nicely aligned, as 

could happen in the course of a numerical computation. 

Beale & Majda (1982a,1982b ), Beale (1986a,1986b ), Cottet (1988) and Choquin 

& Cottet (1988) have shown convergence of the regularized vortex particle method, 

at least for some finite time T, to the solution of the three-dimensional vorticity 

equation (3.14), (3.15) or (3.16) with any of the choices (3.34), (3.35) or (3.36). 

Beale (1986b) has also obtained improved error estimates when using the mixed 

scheme (3.36), due to the symmetry of the stretching operator. It is not intended, 

in the present thesis, to review their work. It is only recalled that, according to 

their convergence proofs, the appropriate error norm for the vorticity and velocity 

fields goes to zero as the number of particles increases and the core size O' decreases 

subjected to the constraint that the cores overlap (i.e., O' / h > 1 where h is a typical 

distance in between particles). As is the case with the regularized method of vortex 

filaments, Section 2.2.2, the error norm for the vorticity is composed of two terms: one 

term which is O(O'r) and another term which is O(O'(h/O')m). The reader is referred 

to Chapter 2, Section 2.2.2 for the relationship between the smoothing function ((p) 
and the convergence exponents m and r. 

A number of typical smoothing functions ((p) and their associated g(p) and 

X(P) functions are collected in Table B. l. Notice that the srnoothings that are r > 2, 

such as the super-Gaussian, are also not strictly positive. This property will be of 
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importance in Section 3.3 where the inclusion of the viscous effects in the vortex 

particle method will be examined. Notice also that some smoothings have ((p) > 0 

but r,(p) = -('(p )/ p -:f 0. These smoothings are also poor choices when including the 

viscous terms as will be seen in Section 3.3. 

In the context of vortex particles, the new high order algebraic smoothing (B.12) 

is very special in many respects: 

• It has convergence properties that are as good as those of Gaussian smooth

ing (B.8). 

• The associated x(p) and g(p) functions that are needed for the evaluation of the 

streamfunction (3.31) and the velocity (3.32) have elegant and compact forms 

and are cheaper and more convenient to use than the x(p) and g(p) functions 

associated with Gaussian smoothing (B.8). 

• The gradients of the velocity field (3.32) that are needed in the computation of 

the stretching term using Equations (3.34), (3.35) or (3.36) also take a simple 

compact form. The final form of the evolution equations that are obtained when 

using that smoothing is given in Appendix F. 

• Finally, as will be seen in Appendix G, this smoothing is also the only one for 

which one can write closed form expressions for the semi-regularized quadratic 

diagnostics such as the kinetic energy E, the helicity Hand the enstrophy £ of 

a system of regularized vortex particles. 

All these qualities of the high order algebraic smoothing make it a prime choice for 

numerical computations. 

A important remark on the method of regularized vortex particles: what really 

lacks in the convergence proofs is an error estimate for the divergence of the particle 

vorticity field, v'·Wo-• Indeed, the method of vortex particles has no built-in control 

on keeping this divergence small. It will be shown in Section 3.5 that this lack 

of consistency is precisely what gets the method into trouble after some time. A 

relaxation scheme will also be proposed that forces the particle vorticity field to be 

almost divergence free for all times, and hence makes the method suited for long time 

computations. 

Finally, as is the case with the method of regularized vortex filaments, Sec

tion 2.2.2, each particle can be assigned its own core size aP which may also depend 

on time. For instance, the model equation 

(3.41) 
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ensures conservation of volume of vorticity ( provided that the discretization is fine 

enough that cores still overlap after stretching has occurred! ). With that choice, the 

evolution equations for the particles position and strength vector are symmetrized 

with c,Pq = c,qp where O'pq is the core size used to compute the influence of particle q 

on particle p and conversely. When the transpose scheme is used (see Section 3.4), 

this choice ensures the conservation of total vorticity. 

As mentioned at the begining of this chapter, the use of regularized vortex

dipoles for the computation of three-dimensional incompressible flows was also ex

amined. The conservation of the linear invariants was investigated as well. Since no 

numerical experiments were carried out with that method, this theoretical investiga

tion is presented in Appendix H. 

3.3 Representation of viscous effects by the redistribution 

of particle strengths 

Despite the weaknesses of the vortex particle method, there is one feature that such 

a method allows for and that cannot be achieved with a vortex filament method: 

the possibility of taking into account viscous diffusion. This property is of course 

very attractive since viscous diffusion is a necessary ingredient for the reconnection 

of vortex tubes. 

For viscous incompressible flows, the three-dimensional vorticity equation be-

comes 
OW T 
at + v'·(wu) = (w · v' )u + vv'2w, (3.42) 

where the stretching term ( w • v'T)u can be replaced by any of the equivalent forms 

(w · v') u or (1/2) ( w • (v + vr)) u as explained in Section 3.1. The treatment of 

the stretching term when using a vortex particle method was examined in Section 3.2. 

The treatment of the diffusion term is examined in the this section. 

The diffusion term is treated using a deterministic approach in which the 

strength vectors aP(t) are redistributed among particles in a manner that is con

sistent with viscous diffusion. This approach was introduced by Mas-Gallic (1987) 

and Degond & Mas-Gallic (1988a,1988b) (see also Cottet & Mas-Gallic 1983, 1987 and 

Choquin & Huberson 1988) in the general framework of solving convection-diffusion 

equations using particle methods. Their work will not be reviewed, but some of the 

results that are relevant in the present context will be mentioned. The theoretical 

results will also be applied to the method of regularized vortex particles. 

In essence, they have shown that the diffusion operator (i.e., the Laplacian) can 

be approximated by an integral operator which can, in turn, be discretized using the 
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particle representation of the function of interest. The results apply to a function in 

R'1 but will only be written here in R3
• 

Consider a smoothing function with radial symmetry as described in Section 3.2 

and which satisfies the integral constraints (2.21 ), (2.42) and (2.43) together with 

Define 

with 

fo00 

l('(p)I p3+r dp < 00 , 

1 (lxl) 77(7(x) = as 77 -;- , 

r,(p) = - ('(p) . 
p 

Then a good approximation to '\72 f(x) is given by 

'\72 J(x) ::: 2 j (J(y) - J(x)) 17(7(x - y) dy 

(3.43) 

(3.44) 

(3.45) 

(3.46) 

in the sense that, in the appropriate norm, the difference between '\72 J(x) and Equa

tion (3.46) is O (ar). Again, notice that the classical smoothing (B.10) does not 

satisfy the constraint (3.43) and is therefore a poor choice for the diffusion term as 

well. 

The function 17(7(x) which appears in Equation (3.46) is essentially an approx

imation to the kernel for the heat equation. The nature of the approximation may 

be understood as follows. For the purpose of illustration, consider the Gaussian 

smoothing (B.8) which is such that r,(p) = ((p ). Then, the Fourier transform of 

Equation (3.46) gives 

2 (r,(7(k) - 1) }(k) :
2 

( e-k
2

(7
2

/
2 - 1) ](k) 

~ -k2 
( 1 + 0 (k2

a
2
)) ](k) for small k 

~ F (v2 J(x)) , (3.4 7) 

thus showing that, in the Fourier space, the integral operator is a second order ap

proximation to the Laplacian when 77(p) is the Gaussian. This conclusion is consistent 

with the above error estimate since the Gaussian smoothing corresponds to r = 2. 

Consider now the convection-diffusion equation 

8J 8t + '\J·(J u) = V '\72 f , (3.48) 

and the equation approximating (3.48) 

8J J ot + '\l-(f u) = 2 v (J(y) - J(x)) TJ(7(x - y) dy. (3.49) 
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Acceptable error estimates are obtained for the difference in time between the solu

tions of the two problems for all 11, provided that 17(p) 2: 0 for all p (which implies 

that r ~ 2). When 17(p) is not positive for all p, acceptable errors can be obtained 

only if II is small enough (11 = O(a-2
)). 

Consider a particle approximation of /(x, t), 

fu(x, t) = L (JP(t) vo/P(t)) (u(x - xP(t)) , (3.50) 
p 

and solve the approximate convection-diffusion problem (3.49) using a particle dis

cretization of the integral operator. This leads to 

q 

(3.51) 

Then, for TJ(p) 2: 0, the error estimates show that the replacement of the integral 

operator by a discrete sum leads to an error of O ( hm / o-m+l ). This error component 

is in addition to the error of O ( a-r) due to the replacement of the Laplacian by the 

integral operator. Thus, the particle approximation of the diffusion term leads to a 

global error of 0(11(0-r + hm/am+1 )). For arbitrary 11, this error is higher than the 

error O ( O'r + hm / O'm) due the the particle approximation of the convective term, but 

for small 11 ( 11 = 0( o-2) ), this error is lower than the error due to the convective term. 

Finally, for 17(p) not positive for all p and 11 = 0 ( o-2), one can obtain an error estimate 

of O ( 11 ( O'r- 2 + hm / o-m+l)) which is still smaller than the error due to the convective 

term. 

An important remark: ((p) f O implies that TJ(p) f O but ((p) > 0 does not 

guarantee that TJ(p) > 0. Refer to Table 8.1 for examples. When computing viscous 

problems, it is probably a good policy to use functions for which both ((p) > 0 and 

fJ(p) > 0 (such as the high order algebraic smoothing (B.12)). This limits the choice 

to functions that have r = 2, but it leaves the freedom of having any value for the 

viscosity! 

Degond & Mas-Gallic ( 1988b) have generalized the formulation to an operator 

of the form V• (11(x, t)V) instead of II V2 with II constant. This generalization could 

prove very useful if one thinks of using this method in the context of large eddy 

simulation with a subgrid turbulent eddy viscosity. 
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A straightforward application of the above method to solving Equation (3.42) 

with regularized vortex particles leads to the following scheme 

d 
dt xP ( t) - ua( xP ( t), t) , (3.52) 

d 
dtaP(t) - (aP(t) • vr) u.,.(xP(t),t) 

+ 2 v L (vo/P aq(t) - volq aP(t)) 77.,.(xP(t) - x9(t)). (3.53) 
q 

Again, the stretching term in Equation (3.53) can be treated in alternative ways using 

the classical scheme (3.34) or the mixed scheme (3.35). The evolution equations when 

using the high order algebraic smoothing (B.12) are given in Appendix F. 

An important consequence of the particle discretization of the integral operator 

is that it is conservative, i.e., 
d - L aP(t) = 0 
dt P 

(3.54) 

for the viscous part. The total vorticity is thus not affected by the treatment of 

the diffusion term. Only the treatment of the stretching term can affect the total 

vorticity. It will be seen in ~ection 3.4 that the only scheme that conserves total 

vorticity is the transpose scheme ( as in Equation (3.53)). 

3.4 The method of vortex particles with respect to the con

servation laws 

In the present section, the behavior of the vortex particles method with respect to the 

conservation laws is examined. These conservation laws are reviewed in Appendix A. 

The first consideration here is to examine the conservation of the linear invari

ants. These will be referred to as invariants when the real physical fl.ow is understood 

and as diagnostics when the flow is actually computed with the method of vortex 

particles. 

For a system of singular vortex particles, with the particle vorticity field defined 

by (3.2), the linear diagnostics (A.1), (A.2) and (A.3) become 

n - L aP(t)' (3.55) 
p 

1 
I 2 L xP(t) !\ aP(t) ' (3.56) 

p 

A 
1 - L xP ( t) /\ ( xP ( t) /\ aP ( t)) 
2 p 

(3.57) 
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For a system of regularized vortex particles, with the particle vorticity field 

defined by (3.30), the above expressions for the total vorticity (3.55) and the linear 

impulse (3.56) still hold. The expression for the angular impulse (3.57) has to be 

replaced by 

(3.58) 

where 

(3.59) 

Notice that Equation (3.58) reduces to Equation (3.57) when !l = 0. With the high 

order algebraic smoothing (B.12), C = 3/2. With the low order algebraic smooth

ing (B.10), C does not converge so that the angular impulse is not defined unless 

n = o. 
Equation (3.58) is obtained by taking a local coordinate system centered at xP. 

Then, defining x' = x - xP, one obtains 

j x /\ (x /\ w) dx j(xP + x') !\ ((xP + x') /\ aP) (O"(x') dx' 

- xP !\ (xP !\ aP) + j x' !\ (xP !\ aP) (O"(x') dx' 

+ j xP !\ (x' /\ aP) (O"(x') dx' + j x' /\ (x' /\ aP) (O"(x') dx' . 

(3.60) 

The second and third integrals in Equation (3.60) vanish due to symmetry of the 

integrand. The fourth integral is evaluated by considering a spherical coordinate 

system with dx' = dr rd() r sin 0 dc.p. In that coordinate system, x' is written as 

x' = r sin {) cos c.p e1 + r sin {) sin c.p e2 + r cos{) e3 , (3.61) 

where e1 = xP /lxPI, e2 = aP /laPI and e3 = e1 /\e2. With p = lx'I/ o-, one then obtains 

j x' /\ (x' /\ aP) dx' = o-2 fo00 

((p) p4 dp x 

[ fo2
,,. cos2 c.p dc.p lo,,. sin3 () d0 e1 !\ ( e1 /\ aP) 

+ lo
2

,,. sin2 c.p dc.p lo.,,. sin3 {) d() e2 !\ ( e2 /\ aP) 

+ lo
2

.,,. dc.p lo.,,. cos2 0 sin() d() e3 !\ ( e3 !\ aP) l 
o-2 looo ((p)p4dp X [

4
; (-2aP)} , (3.62) 

and this result leads to Equation (3.58) for the angular impulse of a system of regu

larized particles. 
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The conservation of the total vorticity and the linear impulse of a system of 

vortex particles is now examined. It will be shown that the transpose scheme is the 

only one that performs well. 

First define the notation 

Kpq = K(x - xq(t))I ; 
X::=XP(t) 

(3.63) 

where K is the Biot-Savart kernel (Equation (3.4) for singular particles, and Equa

tion (3.32) for regularized particles). Notice that Kpq = -Kqp and that &Kpq /&xi= 
&Kqp /&xi. 

With the use of the transpose scheme, the evolution equations for the particle 

position and strength vector become 

d P -a-
dt ' 

L (KPq /\ aq)i (3.64) 
q 

oP . (:z= &Kpq /\ aq) = - L 8KPq . ( oP /\ aq) . 
q OXi q OXi 

(3.65) 

The total vorticity is conserved by the transpose sheme as noted by Choquin 

& Cottet (1988). Indeed, 

in = !!_ (:z::: o:f) = - L &Kpq · ( aP /\ aq) = 0 , 
dt dt p p,q OXi 

(3.66) 

since one sums on all pairs (p, q) and 8KPq / &xi = &Kqp /&xi· 

The investigation of the linear impulse is more complicated. One must investi-

gate 

i 1 = !!._ (..!:. L xP /\ 0P) = ..!:. L (ixP /\ 0P) + ..!:. L (xP /\ i 0P) 
dt dt 2 P 2 P dt 2 P dt 

(3.67) 

The first term in Equation (3.67) is equal to 

1 1 - L (KPq /\ aq) /\ oP = -- L oP /\ (KPq /\ aq) 
2 p,q 2 p,q 

(3.68) 

The second term of Equation (3.68) must be examined in more detail. Using suffix 
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The second sum in Equation (3.69) has vanished since one sums on all pairs (p, q) 
and 8Kpq/8xk = f)KqP/oxk. 

Recalling that, for singular particles, 

8K1 = _i_ (- X/ ) = - b1k + 3 X/Xk 

8xk oxk 41rlxl3 41rlxl3 41rlxl5 
' 

(3.70) 

one obtains 

where the last equality has been obtained using the symmetry property Kpq = -Kqp 

and the vector identity a/\ (b /\ c) + b /\ (c /\a)+ c /\(a/\ b) = 0. 

For regularized vortex particles, one obtains, using properties presented in Sec

tion 3.2, 

(3.72) 

so that the same result as for singular vortex particles is obtained, namely 

! L (xP /\ i 0P) = _! L 0P /\ (KPq /\ aq) . 
2 P dt 2 p,q 

(3.73) 

Finally, combining Equations (3.68) and (3. 73), one obtains, for both singular 

or regularized vortex particles, 

.!!:_ I = .!!:_ (! L xP I\ aP) = - L aP I\ (KPq I\ aq) . 
dt dt 2 p p.q 

(3.74) 

The right hand side of Equation (3.74) is essentially a particle discretization of 

- J w I\ u dx and should be small ( at least as long as the particles representation of 
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the vorticity field is a good approximation of an actual vorticity field ( cfr. Sections 3.1 

and 3.2)). Indeed, if the alternative form of the momentum equation, Equation (2.1), 

is recalled and integrated over an unbounded volume, then J w Au dx = 0. The linear 

impulse is thus conserved by the transpose scheme as long as the particle discretiza

tion of the vorticity field is almost divergence free, i.e., as long as w(f '.::::'. '\7 Au(/. 

Because of the complexity of the terms involved, the conservation of the angular 

impulse was not investigated theoretically. Numerical experiments in Section 3.5 will 

show that the angular impulse is not conserved exactly by the method. 

It is easy to see the classical scheme or the mixed scheme do not conserve any 

of the linear invariants. In this respect, the transpose scheme is superior to the other 

choices. For instance, with the classical scheme, Equation (3.65) is replaced by 

(3.75) 

This leads, after some algebra, to 

(3.76) 

for singular vortex particles, and to 

in= L (3 g(f(xP - xq) - ((f(xP - xq)) ((xP - xq). oP) (xP - xq) A oq (3.77) 
dt p,q lxP - xq 13 lxP - xq 12 

for regularized vortex particles. The right-hand sides above do not vanish in general. 

Notice that, with any of the three schemes, there is a rate of change of the 

vorticity associated with the presence of an external potential flow efJ 

!!._ P( ) _ P( ) ~ ( P( ) ) 
d 

a; t - a J t 
8 

</> x t , t , 
t XiXJ 

(3.78) 

and that this has a non-zero contribution to the total vorticity, i.e., 

d ( ) 8
2 

-d L af(t) = L ai(t)-
0

-q;(xP(t), t) . 
t XX· 

P potential P 1 1 

(3.79) 

So far, the conservation of the linear invariants with the inviscid method of 

vortex particle, both singular and regularized, has been examined. One must now in

vestigate the conservation of the linear invariants when the viscous method presented 

in Section 3.3 is used. 

First, it is easy to see that the viscous integral operator (3.46) is conservative 

(i.e., conserves total vorticity). Indeed, 

j j(w(y) - w(x)) TJ(f(x - y) dy dx = 0 . (3.80) 
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The particle discretization (3.53) of the integral operator is also conservative since 

L ( vo/P aq - volq aP) TJa-(xP - xq) = 0 . (3.81) 
p,q 

The total vorticity is thus not affected by the treatment of the diffusion term. 

Second, as pointed out by Mas-Gallic (private communication 1988), the linear 

impulse is not affected by the viscous integral operator but is affected by the particle 

discretization of the integral operator. Indeed, since 

0 = j x' 7la-(x') dx' = j (x - y) 77a-(x - y) dx, 

so that 

j x TJa-(x - y) dx = j y 77a-(x - y) dx, 

one obtains 

j x I\ [j(w(y) - w(x)) TJa-(x - y) dy] dx 

= j [j x TJa-(x - y) dx] I\ w(y) dy - j j x I\ w(x) 77u(x - y) dy dx 

= j [j y T/a-(x - y) dx] I\ w(y) dy - j j x I\ w(x) TJu(x - y) dy dx 

= j j y I\ w(y) TJu(x - y) dx dy - j j x I\ w(x) 7lu(x - y) dy dx 

= 0' 

(3.82) 

(3.83) 

(3.84) 

by interchanging the role of x and y in the first integral. If one now considers the 

particle discretization of the integral operator, one obtains 

~ x' A [~ (vol' a' - vol' a') ry,(x' - x•)] 
1 = - L (xP - xq) I\ (vo/P aq - volq aP) 1Ju(xP - xq) 
2 p,q 

#0 (3.85) 

in general. It is thus a matter of discretization to conserve linear impulse with the 

particle approximation of the integral operator, and it is reasonable to assume that, 

as the number of particles increases, the linear impulse is better conserved. This will 

be checked numerically in some of the computations presented in Section 3.5. 

In conclusion, the use of the transpose scheme for the stretching term and of 

the viscous operator for the diffusion term leads to 

!!..n = o 
dt 

(3.86) 
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(3.87) 

Total vorticity is conserved. Linear impulse is not conserved in general. The first 

term in the rate of change · the linear impulse nearly vanishes when it is a good 

representation of - f w I\ u dx, i.e., when the particle vorticity field is almost diver

gence free. The second term in the rate of change of the linear impulse vanishes when 

the number of particles increases, i.e., when the particle discretization of the viscous 

integral operator is accurate. 

The above analysis of the conservation of the linear invariants carries through 

when each particle has its own core size a-P(t) provided that the evolution equations 

for the particles position and strength vector are symmetrized. 

The evaluation of the semi-regularized quadratic diagnostics, such as energy E, 
- -helicity 1i and enstrophy £ is difficult. The difficulty comes from the fact that the 

particle representation of the particle vorticity field is not generally divergence free. 

The derivation of the appropriate expressions is presented in detail in Appendix G. 

It is also shown, in that appendix, that the high order algebraic smoothing (B.12) is 

a prime choice as far as the evaluation of the quadratic diagnostics is concerned. 

The inviscid method of vortex particles, both singular and regularized, does not 

conserve kinetic energy and helicity exactly with any of the choices for the stretching 

term. These quantities are thus used as diagnostics to measure the performance of the 

method on a particular problem. 'With singular particles, it will be shown numerically 

in Section 3.5 that the transpose scheme performs best on the conservation of kinetic 

energy. 

In viscous computations, the decay of the kinetic energy is used as a diagnostic 

to check if Equation (A.8) is satisfied. 

3.5 Numerical results 

In this section, the numerical results that were obtained with the method of vortex 

particles are examined. The use of singular and regularized particles are investigated 

numerically. For the method of regularized particles, both the inviscid and viscous 

versions of the method are investigated. The linear and quadratic diagnostics are 

used extensively to measure the performance of the numerical computations. 

Special emphasis is made on the investigation of the method for the computation 

of the fusion of two vortex rings. Before presenting the computational strategy and the 
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numerical results, the motivation for studying this problem is given in Section 3.5.1, 

together with a review of previous work, both experimental and numerical. 

3.5.1 The problem of the fusion of two vortex rings: motivation and 

review of previous investigations 

The problem of the fusion of two vortex rings that are initially side by side has 

received, in the past ten years, much attention. It has been widely investigated, both 

experimentally and numerically. This problem is of special interest for many reasons. 

It is closely related to the understanting of the interaction between three-dimensional 

vortex structures, a fundamental step towards the understanding of turbulent flows. 

It is also an elegant problem that is somewhat well defined at time t = 0 and that 

contains many of the ingredients which are present in more complex flows, such as 

intense vortex stretching, interaction between regions of opposite sign vorticity and 

viscous reconnection of vortex tubes. 

Previous investigations, both experimental and numerical are briefly reviewed. 

3.5.1.1 Experimental investigations 

Many of the experiments that involve the fusion of two vortex rings are purely qual

itative and are limited to flow vizualization. The only experiments that also provide 

quantitative information are the experiments by Schatzle & Coles (1987) and Izutsu, 

Oshima K. & Oshima Y. (1987). 

The experiment by Schatzle & Coles is done in water. Two laminar vortex 

rings, initially at a slight angle with respect to each other, collide. Both the fusion 

and the fission processes are observed. These processes are illustrated in the series 

of photographs from Schatzle & Coles (1987 and private communication) reproduced 

in Figure J.24. Dye is used as a material line marker to vizualize the reconnection 

of the vortex tubes. One must however keep in mind that the location of the dye is 

not necessarily the location of the vorticity. There are two reasons: first, the vortex 

cores are not completely filled with dye and second, in viscous flows, vorticity does 

not behave as a material line but dye nearly does. For the fusion process, the velocity 

field is measured using laser-Doppler velocimetry. The measurements are in the plane 

of symmetry of the collision and are used to provide many quantitative results prior to 

and during the fusion process: velocity, vorticity and strain rates contours, contours of 

the different terms of the vorticity equation and global data such as the time history of 

the circulation. The geometry and the vorticity profiles of each ring prior to collision 

are also provided and are proposed as initial conditions for numerical computations. 

Finally, time scale estimates for the reconnection process are discussed. The results 
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of the numerical computations done using the viscous method of vortex particles will 

be compared to the experimental results of Schatzle & Coles. 

The experiment by Izutsu, Oshima K. & Oshima Y. is done in air. Velocities 

are measured in the entire three-dimensional space using a X-wire probe. Computer 

animations of the vorticity field computed from the measured velocity field are pro

vided. Although their results cover a larger portion of space, their resolution is not 

as good as the resolution of the experiment by Schatzle & Coles. 

3.5.1.2 Numerical investigations 

Early investigations of the process of the fusion of two vortex rings were done using 

inviscid methods. Because the process of vortex tubes reconnection requires the 

presence of some viscous dissipation, intervention of some sort is needed to force the 

vortex tubes to reconnect. The earliest computation using the method of regularized 

vortex filaments is by Leonard (1975). When the cores of filaments of opposite sign 

vorticity overlap significantly, the geometry of the filaments is redefined so as to mimic 

the reconnection process. The same type of procedure is used in the computation 

by Yamashita & Oshima (1988). In the total absence of viscosity, the process of 

reconnection can never fully occur since vortex lines remain connected for all times. 

This is illustrated by the numerical experiment, Chapter 2, Section 2.5.4.1. 

A related subject of great interest is the investigation, both theoretically and 

numerically, of the possibility of a singularity developing in the inviscid vorticity 

equation in finite time. Refer to Siggia ( 1984) and Pumir & Siggia ( 198 7) for such 

investigations using the method of vortex filaments. 

The simulation of the fusion of two vortex rings using the method of regularized 

vortex particle has also been tried by several investigators ( Anderson & Greengard 

1984, Shirayama & Kuwahara 1984). In earlier studies, flow diagnostics were not 

computed and the numerical results appear questionable. In the computation by 

Anderson & Greengard, the particles are subjected to a random walk that simulates 

viscous diffusion. In the computation by Shirayama & Kuwahara, the method is invis

cid, and intervention of some sort is still needed to force the vortex tubes to reconnect. 

Some inviscid computations are presented in Section 3.5.3 and Section 3.5.4. 

A few authors have attempted direct simulations of the Navier-Stokes equation 

on this problem. Two such efforts are known: the simulation by Ashurst & Meiron 

(1987), and the simulation by Chen & Oshima (1988). Ashurst & Meiron use the 

method of regularized vortex filaments to start their computation. The rings are 

initially co-planar. When the cores of filaments of opposite sign vorticity overlap 

significantly, the computation is interrupted. A 32 x 32 x 32 grid is then placed in 
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the collision area and the N avier-Stokes equations are solved on that grid with fixed 

boundary conditions. The argument is that the fusion process occurs so rapidly that 

it is a good approximation to freeze the rest of the vortex rings while computing the 

time evolution of the fusion process inside the box only. They perform computations 

over a wide range of Reynolds numbers (Re= r /v = 10, 100 and 1,000, where r 
is the circulation of one vortex ring). For the simulations at Re = 100 and 1,000, 

they conclude that the time scale for the disappearance of circulation in the plane of 

collision scales like the convective time scale o-J,:fr, where O"K is the core radius of the 

equivalent vortex ring of uniform vorticity. 

In the computation by Chen & Oshima, both rings are included in the compu

tational domain. The grid is 61 x 42 x 42 and the Reynolds number is Re = 200. 

Although the number of mesh points is larger than that used by Ashurst & Meiron, 

the resolution is lower since the entire problem is computed at once. For that reason, 

the results are mostly qualitative ( although plots of the circulation in all planes of 

interest are provided). 

It will be shown in Section 3.5.6 that the new viscous version of the method of 

regularized vortex particles is able to produce satisfactory results without having to 

reduce the computational domain to a small region. 

Spectral computations of the viscous reconnection of antiparallel vortex tubes 

have also been achieved (Pumir & Kerr 1987, Meiron et al. 1988). These computa

tions are carried out using a pseudospectral code with periodic boundary conditions. 

They are part of an effort to understand the reconnection of vortex tubes in general 

but also to explore the possibility of a singularity developing in the Euler equations 

in finite time. 

Finally, some analytical work by Takaki & Hussain (1986) should also be men

tioned. In their analysis, the local flow field is expanded into polynomials of the 

coordinates, and the coefficients, which are functions of time, are obtained by sub

stituting the expansions into the vorticity equation. They conclude that the entire 

process of vortex reconnection is completed within the convective time scale o-1 /r, 
but that the presence of viscosity is necessary for the occurrence of the process. 

3.5.2 Some points that are common to all computations 

The fluid mechanical aspects of the fusion of two vortex rings are studied in detail 

in Section 3.5.6. Before then, the fusion of two vortex rings is only used as a test 

problem for the method of singular vortex particles (Section 3.5.3) and for the inviscid 

version of the method of regularized vortex particles (Section 3.5.4). In the present 

section, the details that are common to all computations presented in the next five 
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sections are given. 

All computations are performed using the simple, but costly O(N 2
) algorithm 

where the influence of each particle on all other particles is computed explicitly. 

The ordinary differential equations for the time evolution of the particles posi

tion and strength vector are presented in detail in Appendix F. For the regularized 

method, our new high order algebraic smoothing (B.12) is used consistently for the 

reasons mentioned in Section 3.2 and Section 3.3. 

The time integration of the evolution equations is done using the low storage 

Runge-Kutta scheme of order 3 (WRK3) introduced by Williamson (1980). 

All computations presented below involve two circular vortex rings as initial 

condition. The parameters that are common to all computations are the radius 

R = 1.0 and circulation r = 1.0 of each ring. The core structure of each ring is 

discretized using a scheme that allocates to each vortex particle an equal area normal 

to the vorticity vector. This scheme is illustrated in Figure J .26. One vortex particle 

is placed at the center of the circle of radius r,. If nc = 0 then no other layer of 

particles is used. If nc f:. 0, then 1 :S n :S nc additional layers are used, the nth 

such layer being made of 8 n particles and each particle being placed at the centroid 

re = ((1 + 12 n2)/6n) r1 of its own cell. Each cell has an area 1r rf. The maximum 

radius reached by this discretization is r max = (2 nc + l) r,. The number of particles 

per cross section is Na = l + 4 nc ( nc + 1). N cp such sections are used to discretize the 

torus itself. 

In three dimensions, each vortex particle has to be assigned a volume, not 

an area. If <.p is the azimuthal angle along the torus, it is easy to see that dx = 
( ( R + r cos()) d<.p) ( r d8 dr ). If 81 and 02 are the angles associated with a particular 

cell and r 1 = (2 n - 1) r, and r2 = (2 n + 1) r1 are the lower and upper radius of that 

cell, one obtains, integrating the infinitesimal volume dx for l:::!.<.p = 21r / N'+', that the 

volume of that cell is given by 

vol = l:::!.<.p ( r2 - r1) [ ( 02 - 01) R ( r1 ; r
2

) + ( sin 02 - sin 81) ( rf + r;2 + r~)] . 
(3.88) 

The other parameters for the ring discretization and initial vorticity distribution 

are specific to each computation. This condition is partially due to the fact that these 

computations were done over a long period of time and were refined from experience. 

When presenting numerical results, both linear and quadratic diagnostics (when 

they are not trivially zero) are provided. For the linear diagnostics, the linear impulse 

I and the angular impulse A are given. The conservation of total vorticity n = 0 is 

guaranteed for all times due to the symmetry of the problems that are considered. 

When presenting quadratic diagnostics, E = ½Ju · u dx, E1 = ½ J -,p · w dx and 
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1{, = J wN · u dx = J w · u dx = 1i1 are given for singular particles. In the evaluation 

of E and E J, the singularity is removed by avoiding the infinite self-energy of the 

particle. The reader is reminded that only E is the ( desingularized) kinetic energy 

of the system, and that the approximation E 1 is equal to E ( up to some constant) 

only when the particle vorticity field w is a good representation of the divergence free 

field wN. For regularized vortex particles, E = ½ J Uu • u dx and E 1 = ½ f 1/J u • w dx, 

'H = J WN ·Uu dx = J W·Uu dx = 'H1, £ = J wN ,wfj dx and £1 = f W·Wu dx are given. 

The reader is reminded that only E is the exact semi-regularized kinetic energy of the 

system, and that the approximation E1 is equal to E only when the particle vorticity 

field Wu is a good representation of the divergence free vorticity field wlj. The same 

remark applies to the exact semi-regularized enstrophy £ and the approximation £1. 

3.5.3 The problem of the fusion of two vortex rings computed using the 

method of singular vortex particles 

The first step towards the understanding of the performance of the method of vortex 

particles is the computation, using singular particles as presented in Section 3.1, of 

the fusion of two vortex rings. The different choices for the evolution equation of the 

particle strength vector are compared: classical scheme, transpose scheme and mixed 

scheme. 

All three computations are performed using the same initial condition. They are 

initialized in the configuration shown in Figure J .25 with the two rings at a spacing 

s = 3.0 center to center and at an angle 80 = 10.0° with respect to the vertical. The 

discretization parameters are r, = .08, nc = 2 and N 'P = 44. Therefore, N3 = 25 

particles per section for a total of N = 2200. The distance between particles in the 

radial direction is h ~ 2 r1 = .16 . This distance is roughly equal to the distance 

between particles along the torus itself, with h ~ 21r R/ Nip = .14 . 

The symmetry of the problem is used, and only the particles in one half of one 

ring are actually computed. This choice reduces the computational effort by 1 / 4 and 

also ensures that the symmetry is preserved for all times. The particle strengths are 

in the ratio [1 : .54 : .16] from the center to the outer layer for a total circulation 

r = 1.0 . The time step is initially At = .008 and is reduced towards the end of the 

computation to At= .0016. 

The results are shown in Figure J .27 for the plots of strength vectors and in 

Figure J .28 for the diagnostics. All computations fail to lead to the fusion process. 

The transpose scheme is the one that goes farthest in time, up to t ~ 4.2 . The 

computation blows up when the strength vectors of some particles are suddenly out of 

alignment from the vortex tube itself. The diagnostics are instructive. They indicate 
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that the transpose scheme performs better than the two other schemes, with regard 

to the conservation of linear impulse / (with /(0) = 1.054936) and energy (with 

E(O) = 3.749091 and E1(0) = 3.675169). The transpose scheme nearly conserves 

linear impulse and energy up to the time at which the computation blows up. The 

classical scheme does a poor job at conserving the linear impulse and the energy. 

Finally, the mixed scheme stands in between the other two as far as the conservation 

of the linear impulse is concerned. Notice also that the curves for E and E1 follow 

each other up to times that are very close to the time of the singularity, thus indicating 

that, up to then, the particle vorticity field w is a good representation of a divergence 

free field. 

The conclusion is clear: for singular vortex particles, the transpose scheme is 

superior to the other ones. However, the singular nature of these particles leads to 

a divergence in the computation of the interaction between vortex tubes of opposite 

sign vorticity. Singular particles are thus not useful in a general situation. 

3.5.4 The problem of the fusion of two vortex rings computed using the 

inviscid version of the method of regularized vortex particles 

In this section, the performance of the inviscid method of regularized vortex particles 

presented in Section 3.2 is examined on the problem of the fusion of two vortex rings. 

As far as the particle locations and strengths are concerned, the initial condi

tions are identical to the ones used in Section 3.5.3. The core of each particle is taken 

as u = .20 which satisfies the overlaping constraint since h ~ .15 . The time step is 

L::!i..t = .08. Only the classical scheme and the transpose scheme are investigated. 

The results are shown in Figure J .29 and Figure J .30 for the plots of strength 

vectors, and in Figure J .31 for the diagnostics. As opposed to singular particles, the 

use of regularized particles allows a computation much farther in time with numerical 

divergence at about t ~ 11.0 . Although both computations fail to go through the 

entire fusion process (which is to be expected since they are inviscid!), it appears 

that the reconnection of vortex tubes has nearly occurred. The choices, classical 

and transpose schemes, do not however lead to equivalent results. The solution at 

t = 11.09 is noticeably different depending on which choice is used. It would be 

interesting to repeat these computations with many more particles to see whether or 

not both computations converge to the same result. 

The diagnostics are presented in Figure J .31. As in Section 3.5.3, one still has 

/(0) = 1.054936 . For the semi-regularized energy, one now obtains .E(O) ~ E1(0) = 

8.884598 x 10-3 _ Both schemes perform equally well (or equally badly), with a slight 

plus on the conservation of linear impulse for the transpose scheme and a slight plus 
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on the conservation of energy for the classical scheme, at least up to t '.:::::'. 8.0 . It will 

be shown in Section 3.5.5, Section 3.5.6 and Section 3.5.7 that the transpose scheme 

indeed performs well on the conservation of linear impulse, at least as long as the 

particle vorticity field Wu remains a good representation of the divergence free field 

w!j. It is thus suspected that, in the present case, Wu becomes a poor representation 

of w': at about t '.:::::'. 8.0 . 

The conclusion is not as clear as with singular vortex particles. In very smooth 

situations, all schemes (including the mixed scheme) perform well as long as the 

particle vorticity field Wu remains almost divergence free (since all schemes are then 

equivalent as seen in Section 3.2). The "inviscid fusion" of vortex rings is however not 

a smooth situation. That the converged solution obtained with the inviscid method 

of regularized vortex particles is indeed the solution (if it exists!) of the inviscid 

vorticity equation is hard to believe. Nevertheless, the general picture of the flow 

seems to be correct, at least up to when the computation diverges. What is really 

missing in the method is the presence of viscous dissipation. It will be shown, in 

the next two sections, that the viscous version of the method of regularized vortex 

particles introduced in Section 3.3 indeed solves the viscous vorticity equation in the 

limit, and that this method can be used to compute, with very acceptable results, 

the viscous fusion of two vortex rings. 

3.5.5 The computation of a single vortex ring, inviscid and viscous: a 

test case for the convergence of the method of regularized vortex 

particles 

The goal is to compute the viscous fusion of two vortex rings and to obtain quan

titative information that can be compared with the experiment of Schatzle & Coles 

(1987). This will be done in Section 3.5.6. Before doing so, one needs to investigate 

the performance of the method of regularized vortex particles, inviscid and viscous 

on a simple but instructive problem: the single vortex ring. 

This problem is axisyrnmetric. Consequently, only one section of the torus has 

to be computed. Of course, it is still necessary to compute the influence of all particles 

in all other section on the particles of that section. Nevertheless, the computational 

effort is now reduced by a factor of 1/ Nip. Because of that reduction, computations 

that involve up to nc = 6 layers of particles per section for a total of N ~ 20,000 

vortex particles can be carried out. 

The initial vorticity field that is discretized using the vortex particles is given 
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by 

W(x 0) - w(r 0 0) eA - r (.1 + !_ cos 0) e-r
2 

/
2aR

2 
eA 

' - ' ' "'- 2 R cp, 21r O'R 
(3.89) 

where O'R is the core size of the vortex ring. The term in parenthesis in Equation (3.89) 

is a first order correction term which accounts for the vorticity stretching. Indeed, if 

the vortex lines go in almost circular trajectories about the center of the ring ( which 

is true for thin rings), then the vorticity is modified according to that term. Since the 

rings considered here are neither very thin nor very fat, it is reasonable to initialize 

the vorticity field using the correction term. 

With the above initial condition, the initial enstrophy can be evaluated exactly. 

This will be used as a diagnostic at time t = 0 to verify that the kinetic energy 

of the viscous computation indeed decays according to dE / dt = -v £, as seen in 

Appendix A, Equation (A.8). The enstrophy of the initial condition is given by 

£(0) = j w(x, 0) · w(x, 0) dx 

( r )
2 12

11" /

2
1r j"° ( -r2/2aR2 (l r 0)) 2 

21r O'R2 cp=O 10=0 r=O e + R cos 

( 1 + ~ cos 0) R dcp r d0 dr 

21 2 e-r O'R rdr 

(3.90) 

In the above integration, it has been assumed that the integral in r can be extended 

to oo, independently of 0. This is valid only when the ring is thin enough that the 

vorticity at r = R is very small (i.e., when O'R << R). 

The initialization of the vortex particles is done as follows. For each particle 

placed at the centroid xP(0) of its own cell of volume vo/P, the particle strength 

is taken as a::1i0) = vo/P x w(xP(0), 0). At this point, the particle vorticity field 

w(J'(x, 0) is not a good representation of the exact vorticity field w(x, 0). For instance, 

Wu(xP(0), 0) =/- w(xP(0), 0). In order to obtain a good initial condition, one then 

solves for new particle strengths o~ew(O) by imposing that wa(xP(0), 0) = w(xP(0), 0), 

namely 

(3.91) 
q 

In the following, this procedure will be referred to as the relaxation of the initial 

condition. Equation (3.91) is essentially a system of linear equations for the new 

particle strengths and is easy to solve. Indeed, since the initial strength vector a:~1d 

is close to the objective a:~ew, this system is of the form A O'.new = O'.o/d where A is 
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almost equal to the identity matrix. Writing A= (A - I)+ I, the following iterative 

method can be written to solve this system 

initialization 

1 ::; n ::=; niter . (3.92) 

It is found that the iteration process converges in typically niter = 5 iterations. 

Notice that there is still an arbitrary parameter in defining the initial condition 

of a specific numerical computation: the choice of the core size a of the regularized 

vortex particles. In the present stategy, a is chosen so as to be consistent with the 

correct decay of the kinetic energy at t = 0. The procedure is as follows: 

• Choose a core size a which satisfies the overlaping constraint, typically a/ h ::: 

,1.3. 

• Relax the inital condition as explained above so as to have a particle vorticity 

field Wq that is close to the exact vorticity field w. 

• Perform two computational time steps so as to obtain numerically E(O), E(flt) 
and .E(2 flt). The numerical decay of the semi-regularized kinetic energy is then 

given, to second order, by 

i E(0) = (-E(2 flt)+ 4 E(flt) - 3 E(O)) 
dt 2 flt 

(3.93) 

• Verify that dE/dt = -11£(0) where £(0) is given by Equation (3.90). If the 

comparison is not sufficiently close, change the core size a slightly and iterate 

on this process. 

Notice that the exact kinetic energy E and not the semi-regularized energy E 
should be used for the above process to be totally justified. Recall however, that the 

semi-regularized energy E is an excellent approximation to the exact energy E when 

the number of particles is large (cfr. Appendix G, Section G.2.1). This is not true 

for the approximation of the enstrophy £ by the semi-regularized enstrophy £ as will 

be seen in the numerical results. Notice also that the above procedure cannot be 

used during the course of the computation to verify that the kinetic energy continues 

to decrease at the proper rate. This is precisely due to the fact that the computed 

semi-regularized enstrophy £(t) is not a good approximation of the exact unknown 

enstrophy £(t) unless the number of computational particles is very very large. 

The strategy for the particle discretization, the relaxation of the initial condi

tion, and the choice of the particle core size is now defined. The numerical compu

tations, both inviscid and viscous, are now examined. As usual, R = 1.0, r = 1.0. 
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The inital ring radius is taken as aR = .10. The initial velocity of the ring is thus 

given asymptotically by Equation (2.60), i.e., UR = .2767296 . The maximum ra

dius reached by the discretization is rmax = (2 nc + 1) r, = .35. This defines r, as 

a function of nc, the number of layers used to discretized the inital vorticity field. 

The cases nc = 4, nc = 5 and ne = 6 are examined. The number of sections N'P is 

chosen in such a way that the distance between neighbor particles is the same in all 

directions, i.e., h ~ 2 r, ~ 21r R/ N'P. All computations are done with i}.t = .025 and 

using the transpose scheme. For the viscous computations, the viscosity is chosen so 

that the Reynolds number based on circulation is Re = r / v = 400. This corresponds 

to v = 2.50 x 10-3
• Roughly speaking, viscous diffusion will bring vorticity to the 

last layer of discretization n = ne at about t = 3.0 ... 4.0. This estimate is based 

on the two-dimensional spreading of a Gaussian distribution with aR2 = 2vt. The 

inviscid computations are done with the same inital discretization as those of the 

viscous computations. With the above choices, one obtains, for the exact enstrophy 

given by Equation (3.90), £(0) = 50.75000. The exact initial rate of decay of the 

kinetic energy is thus given by dE/dt(0) = -v£(0) = -.1268750. In addition to the 

usual diagnostics, the centroid velocity d Xe/ dt is also monitored, with Lamb (1932) 

and Saffman's (1970) definition of the vorticity centroid 

Xe = J w11 x z
2 

dx . 
J w11 z

2 dx 
(3.94) 

The parameters that are specific to each computation and the numerical results 

at t = 0 are summarized in Table 3.1. 

Notice how close the numerical values of .E(0) and .E1(0) are. This closeness is 

a numerical confirmation that the particle vorticity field Wu is a good representation 

of the divergence free field wlj. The numerical values of £(0) and £1(0) are not 

as close. As the level of discretization increases, the semi-regularized energy E(O) 
converges to the exact value E(0) much faster than the enstrophy does. For instance, 

with ne = 6, one obtains convergence of the energy up to 3 or 4 digits, but one 

still has £(0) = 56.61, instead of the theoretical value £(0) = 50.75 . These results 

are consistent with the remarks made in Appendix G, Section G.2.1 concerning the 

convergence of the semi-regularized energy and semi-regularized enstrophy to the 

exact energy and enstrophy. 

The viscous computations were done for ne = 4, 5 and 6. The inviscid com

putations were done for ne = 4 and 5. The results are presented in Figure J.32 & 
Figure J .33 for plots of the strength vectors, Figure J .34 for the vorticity contours 

and Figure J .35 & Figure J .36 for the diagnostics. 
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r1 .03889 .03182 .02692 

N"' 80 100 117 

Na 81 121 169 

N 6,480 12,100 19,773 

J(O) 3.213919 3.215482 3.218423 

E(O) 1.047552 1.036491 1.031477 

E1(o) 1.047634 1.036526 1.031498 

£(0) 61.34640 58.30524 56.61377 

£1(0) 62.38420 58.99072 57.16328 

dXc/dt(0) .26605 .26607 .26620 

(J' .1000 .0840 .0735 

dE/dt(0) -.1276 -.12684 -.12687 

( viscous only) 

Table 3.1: Parameters and numerical results at t = 0 for the computation of a single 

vortex ring with the method of regularized vortex particles. 

First, the results of the inviscid computations are examined. As seen in Fig

ure J.35, the linear impulse I and the semi-regularized energy E are very well con

served up to t = 5.0 . The vorticity contour plots given in Figure J .34 show that 

the core structure remains almost circular up to t '.'.::::'. 2.0, but then an instability is 

evident. At time t '.'.::::'. 3.5, the core structure has two local vorticity maxima. This 

structural instability of the core also shows up in the time history of the enstrophy £, 
Figure J .35, with a sudden increase in £ at about t '.'.::::'. 2.0 . Recall that the enstrophy 

is not generally conserved in three-dimensional or even axisymmetric inviscid flows 

because of the possibility of vortex stretching. It is not clear whether the results of 

this computation are correct or not. There are no other inviscid computations to 

which these results may be compared. Examining Figure J .32, one might suspect 

that the origin of the core structure instability is purely numerical and is due to the 

accumulation of vortex filaments in some region and to the lack of vortex filaments in 

other regions ( vortex filaments, in the present context, are defined as a collection of 

regularized vortex particles that indeed discretize a closed vortex filament). On the 

other hand, recalling that vortex lines move as material lines, one might think that 

this behavior is physically correct. There is however a subtle point here. The fact that 

vortex lines move as material lines does not necessarily mean that vortex filaments 

move as material entities with their centerline velocity. In other words, it could be 

that the process of convecting the filaments with the centerline velocity leads to small 
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errors that slowly accumulate in time until the point at which the computation ceases 

to be valid. Notice that this remark does not contradict the convergence proofs that 

only state that the method converges as o- -l- 0 and N -l- oo with o-/ h > 1. A diag

nostic which is very sensitive to the core structure is the centroid Xe and even more 

sensitive its time derivative, the centroid velocity dXc/ dt. In Figure J.35, dXc/ dt is 

given for different levels of discretization, nc = 4 and nc = 5. Notice that the solution 

is not fully converged since both curves do not lie on top of each other ( the other 

diagnostics, linear impulse, energy and enstrophy are identical for both cases nc = 4 

and nc = 5, at least up tot= 4.0 and are thus only plotted for nc = 5). Nevertheless, 

both curves do overlap for short time, and it appears that the tendency of structural 

instability of the core is present no matter what level of discretization is used. It 

could thus very well be that the solution of the inviscid vorticity equation with the 

initial vorticity field given by Equation (3.89) indeed leads to a structural instability 

of the vortex core. One must keep in mind that the initial condition of the computa

tion is not a solution of the inviscid vorticity equation and hence might be unstable. 

Judging from the conservation of the linear impulse and the semi-regularized energy, 

one might think that the solution given by this computation is correct. A solution 

that conserves the linear impulse and the semi-regularized energy is however not nec

essarily the correct one. In conclusion, it appears that the method converges, but 

very slowly. 

The results of the viscous computations are now examined. Figure J .33 illus

trates the viscous diffusion of the ring. It can be seen that the vortex particles that 

have little or no strength at t = 0 obtain increased strength at the expense of the 

particles that have some strength. This is precisely the role of viscous diffusion. Re
call that the viscous method is conservative (see Section 3.3). The circulation of the 

vortex ring is thus conserved ( except for the exponentially small amount of cancel

lation due to the viscous interaction between sections of the torus that are far apart 

but have opposite sign vorticity). As seen in Figure J.35, the linear impulse I is 

almost conserved with a slight degradation starting at t '.::'. 1.50 . As explained in 

Section 3.4, the transpose scheme for the stretching of the particle strengths con

serves linear impulse as long as Wu remains almost divergence free which is the case 

here as seen from the overlaping of the curves E and E1, and £ and £1. The slight 

degradation of / is thus not due to the stretching term but to the viscous term. As 

also explained in Section 3.4, the viscous integral operator conserves linear impulse, 

but the discretization of the operator onto particles does not. In the present case, the 

discretization is fine enough ( r1 is small enough) that the linear impulse is conserved 

up to the time t '.::'. 1.50 at which viscous diffusion reaches the maximum radius of 
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discretization r = r max. This argument is consistent with the fact that the same 

behavior is observed when the number of layers nc = 4, 5 or 6 is increased, but r max 

is kept fixed. ff this computation is continued much further in time, the particle 

strengths will tend towards the same constant ( except for the effect of vortex stretch

ing as they go in orbit around the center of the vortex core). This is clearly incorrect, 

and what is required is more layers extending to larger values of rmax• However such 

a luxury could not be afforded ( the present computation at nc = 6 already requires 

N = 19,773 particles!). 

The other diagnostics are now examined. The semi-regularized energy E ini

tially decays at the proper rate ( see Table 3 .1). It is believed that E continues to 

decay at the proper rate, at least up to times at which the maximum radius of dis

cretization r = rmax starts to "fill up", but no proof can be offered. Notice also that, 

due to viscous diffusion, the enstrophy £ decreases and hence the kinetic energy E 
decreases more slowly. The vorticity contour plots given in Figure J .34 show that the 

core develops an instability. Viscous diffusion acts as a smoothing and the solution 

is not as irregular as in the inviscid case. As was the case with the inviscid compu

tation, it is not clear whether or not the results given by the numerical computation 

are correct. The only independent reliable numerical computations that are known 

a.re the spectral computations by Stanaway, Cantwell & Spalart (1988). Among their 

cases, they provide the results of a numerical computation of a viscous vortex ring at 

Re = 400. Unfortunately, in their initial condition, they use 0-R = .250/J?, = .177 

whereas, in the present initial condition, o-R = .100. The present initial vorticity 

profile is thus much steeper than theirs. With their initial condition, they do not 

observe a structural instability of the vortex core. Actually, in their very long time 

computation, the vorticity field smoothly evolves from the initial Gaussian distribu

tion to the asymptotic solution given by the Stokes ring as t -t oo. They are not 

able to decrease o-R much below .177 because their computation is done on a grid and 

they have grid size restrictions. In the present case, o-R cannot be increased much 

above .100 because the computation is Lagrangian. To reach a large discretization 

radius (say rmax = .35 * (.177/.100) = .62) with a good level of discretization (i.e., r, 
not too big) would require more layers of discretization than can be afforded, at least 

with the O(N2 
/ N"P) scheme. Again, the conclusion is unclear. It could be that, for 

the same reasons as in the inviscid case, the process of convecting vortex filaments 

with the centerline velocity leads to cummulative errors and hence that the compu

tation ceases to be valid after some time. It could also be that the vortex ring with 

o-R = .177 is structurally stable and that the vortex ring with <J'R = .100 is unstable. 

It must be remembered that the initial condition of the computation is not a solution 
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of the viscous vorticity equation. Depending on the steepness of the initial condition 

(i.e., the vorticity gradient) and the Reynolds number, the solution might be stable 

or unstable. If the very sentive diagnostic dXc/ dt is considered, Figure J .36, it is seen 

that the computation is again not fully converged even with nc = 6 ( again, the other 

diagnostics, linear impulse, energy and enstrophy are identical for the cases nc = 4, 

nc = 5 and nc = 6 and are only plotted for nc = 6). It can also be seen that the 

time at which the core stucture begins to go unstable is delayed when the level of 

liscretization is increased. Whether or not the ring is structurally stable as N -+ oo 

is a mystery that would require a scheme faster than O(N2 
/ N,.p) to be resolved. 

In conclusion, the above investigation of the method of regularized vortex par

ticles, both inviscid and viscous, on the problem of the single vortex ring, is very 

instructive. The results show that the inviscid regularized method is able, at least 

for some time, to capture the physics of the problem, with the appropriate conser

vation of the linear impulse and the semi-regularized energy. The results also show 

that the viscous version of the method can indeed account for viscous diffusion in a 

consistent way, with the appropriate conservation of the linear impulse and the appro

priate decay of the semi-regularized energy. The potential problems that still remain 

are, in our opinion, associated with poor long time convergence of the method. One 

variation that might help convergence for longer times would be to use an average 

velocity for the time evolution of the particle position and strength vector. The idea 

was proposed by Leonard ( 19806) in the context of the vortex filament method ( cfr. 

Chapter 2, Section 2.2.2 and Appendix G, Section G.2.1), and can easily be applied 

to the vortex particle method. Such a scheme would, on the inviscid ring problem, 

conserve the exact kinetic energy E instead of conserving the semi-regularized energy 

E and hence would be superior to the above method, at least for a fixed level of 

discretization ( Again, as N -+ oo and a -+ 0, all choices converge to the same result 

since the vortex filaments then become vortex lines and are properly convected as 

material lines). 

3.5.6 The problem of the fusion of two vortex rings computed using the 

viscous version of the method of regularized vortex particles 

In Section 3.5.3, the performance of the method of singular vortex particles was 

investigated on the problem of the fusion of two vortex rings. In Section 3.5.4, the 

performance of the inviscid method of regularized vortex particles was investigated 

on the same problem. In Section 3.5.5, experience was acquired with the inviscid and 

viscous versions of the method of regularized vortex particles by considering the single 

vortex ring. Some refinements were developed that improve the initial condition and 
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the initial decay of the kinetic energy. All the ingredients necessary for the viscous 

computation of the fusion of two vortex rings are now available. 

The perfectly symmetric viscous collison of two vortex rings is considered. The 

symmetry of the problem is exploited, and the evolution of only one half of one ring 

is computed . The computational effort is thus reduced by 1/4. The computation 

is started in the configuration shown in Figure J.25 with the two rings at a spacing 

s = 2. 70 center to center and at an angle 00 = 15.0° with respect to the vertical. As 

usual each ring has R = 1.0 and r = 1.0 . Each vortex ring is initially identical to 

the Gaussian vortex ring studied in Section 3.5.5, i.e., O'R = .10, rmax = .35 with the 

asymptotic ring velocity UR= .2767296. As seen in Chapter 2, Section 2.3.2, the core 

radius of the corresponding vortex ring with uniform vorticity is O'K = uR/ f3 = .1924 . 

The core discretization of the ring is limited to nc = 3 layers of particles because the 

computation is now O(N2 /4) instead of being O(N2 /Ncp). Thus N 8 = 49 vortex 

particles per cross section with r1 = .050 . The number of sections Ncp is again chosen 

so that the distance between neighbor particles is the same in all directions, i.e., 

h ~ 2 n ~ 21r Rf Ncp, This gives Ncp = 64 sections of particles per ring for a total of 

N = 6,272 particles. The viscosity is again v = 2.50 x 10-3 and the Reynolds number 

based on the circulation of one ring is Re = r / v = 400. 

The parameters of an initial computation suggested by the experiment of Schat

zle & Coles (1987) are, when normalized to have R = 1.0 and when averaged on the 

left and right rings: s ~ 2. 70, O'R ~ .16, 00 ~ 13.3° and Re ~ 1800 . Their rings 

are thus fairly fat with the corresponding uniform vorticity core aK ~ .31 . Such 

fat rings cannot be discretized in the present computation for the reasons explained 

in Section 3.5.5. The Reynolds number cannot be matched either. Computations at 

Reynolds number higher than Re = 400 were tried, but discretization problems were 

encountered. To resolve the scales of a high Reynolds number flow requires many 

more particles than can be afforded. The present discretization is thus a compromise 

between what one would like to do and what one can do. 

As explained in Section 3.5.5, the initial particle vorticity field is relaxed so as 

to obtain the desired inital vorticity field. As also explained in that section, the core 

size of the particles is adjusted so that the semi-regularized energy initially decays 

according to dE /dt(O) = -v £(0). For each ring, £(0) is given by Equation (3.90). 

Since the vorticity distributions of both rings do not overlap significantly at t = 0, 

it is reasonable to take E(O) = 2 x 50. 7500 = 101.500. This enstrophy corresponds 

to a theoretical value of dE/dt(O) = -v£(0) = -.2537500 . With the particle 

core size a = .0650, one obtains numerically E(O) = 2.057761, £1(0) = 2.058030 

and dE / dt(O) = -.2546135 which is taken to be sufficiently close to the theoretical 
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value. The other numerical results at t = 0 are /(0) = 6.156745, £(0) = 133.9288 

and £ 1(0) = 136.0653. As was the case in Section 3.5.5, .E(O) ~ E1(0), which 

indicates that the initial particle vorticity field Wu is indeed a good representation 

of the divergence free field w!j. Also, the semi-regularized enstrophy £(0) is again a 

poor approximation to the exact enstrophy £(0). 

The transpose scheme is used for the evolution equation of the particles strength 

vector. The time step is 6.t = .05 , and the time integration is done up to t = 8.0 . 

By that time, viscous diffusion has moved significant amounts of vorticity out to the 

maximum radius of discretization r max = .35 , and additional layers would be needed 

in order to proceed in time. The time t = 8.0 is however sufficient for the fusion 

process to be completed as will be seen from the numerical results. 

From the point of view of fluid mechanics, this computation is more important 

than others described in this thesis. Consequently, many plots of the results are 

provided. The plots of the particle strength vectors are given in Figure J.37 for the 

perspective view and in Figure J.38, Figure J.39 & Figure J.40 for the three two

dimensional projections. In addition, contour plots of the out of plane vorticity field 

and of the out of plane strain-rate are given for both the x - z and they - z planes 

of symmetry. For the vorticity field, w!j = \7 .t\uu which is divergence free is plotted. 

Thus, there are plots of Wyand 8v/8y for the x - z plane and plots of Wx and 8u/8x 
for the y - z plane. The x - z data can be compared with the experimental data of 

Schatzle & Coles (1987). They - z data are new. They are given in Figure J.41 for 

the vorticity contours and in Figure J.42 for the strain-rate contours. 

Finally, the diagnostics of the computation, I, E and E1, £ and £1 are provided 

in Figure J .43, together with the circulation r Y in half of the plane x - z and the 

circulation r x in half of the plane y - z. 

First, the diagnostics are discussed. The linear impulse is well conserved, at 

least up to t ~ 3.0 . It then starts to degrade very slowly. At the end of the 

computation, roughly 98% of the initial linear impulse is left. This slight degradation 

of the linear impulse was explained in detail in Section 3.5.5. The semi-regularized 

energy E initially decays at the proper rate. Moreover, the curves E and E1 as well 

as the curves £ and £1 remain very close to each other. This is an indication that 

the particle vorticity field Wu remains, during the entire course of the computation, 

a good approximation of a divergence free field. This result is very comforting as it 

indicates that the computation remains consistent for all times, and that the explicit 

treatment of viscous diffusion helps to keep w(T nearly divergence free. Again, due to 

viscous diffusion, the enstrophy £ decreases, and hence the kinetic energy E decreases 

more slowly. It is also interesting to notice that the process of vortex reconnection 
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does not lead to very dramatic variations in the kinetic energy and enstrophy. 

The perspective view of the particle strength vectors, Figure J.37, together with 

the two-dimensional projections, Figure J.38, Figure J.39 and Figure J.40, clearly 

illustrate the fusion process and the viscous reconnection of the vortex tubes. In 

particular, the x - z projection and the y - z projection compare very well with 

the photographs of Schatzle & Coles (1987 and private communication), Figure J.24. 

The fusion process essentially occurs between t ~ 2.0 and t ~ 6.0 . By t = 6.0, 

the vortex tubes have nearly completely reconnected. Some pairs of opposite sign 

strength vectors are still present in the interaction region, but these pairs behave as 

weak vortex dipoles. Their vorticity is small but the linear impulse they represent is 

non-negligeable (recall that the strength of a vortex dipole (i.e., its linear impulse) is 

proportional to a x h ). 

The vorticity contours, Figure J.41, and the strain-rate contours, Figure J.42, 

together with the circulations r Y and r x, Figure J.43, provide some of the quantitative 

information that is available. Notice that r Y is not exactly equal to unity at t = 0. 

This is due to the fact that the Gaussian vorticity distributions of the two rings 

overlap very slightly at t = 0. r Y starts decreasing very rapidly as soon as t ~ 2.0 

and is essentially zero by t ~ 6.0 . The time history of r x is almost exactly the mirror 

image of that of r y• Whatever is lost in r y appears in r X and the sum r y + r X is nearly 

conserved as it should be (it is believed that the small amount of r Y + r x that is lost is 

contained in the weak vortex dipoles that leave the domain in which Wy is integrated 

to obtain r v)- The contour plots, Figure J.41 and Figure J.42 illustrate the vanishing 

of Wy to the profit of Wx and the importance of the role played by the strain-rate field 

ov/8y. For future reference, recall that the value of the vorticity at the center of the 

original vortex tubes is r /21r O'R
2 = 15.91. The vortex tube corresponding to Wx starts 

forming very early and remains close to the z axis up tot~ 4.5 so. After that time, 

reconnection is nearly completed and the vortex tube slowly migrates towards its final 

position at about y ~ 1.3 . Notice the presence of multiple maxima in Wx at early 

times. The core of the vortex tubes corresponding to Wy remains fairly circular up to 

t ~ 1.5 . After that time, the vortex tubes start getting pushed toward each other 

by the strain-rate field (au/ox < 0 and 8v/8y > 0). The vorticity contours become 

elongated in the z direction and eventually split into two entities. These elongated 

shapes are also reported in Schatzle (1987) as well as the splitting of the vorticity 

regions. In the experiment, the collision of the two rings is however not perfectly 

symmetric, and the splitting of the vorticity regions results in alternate regions of 

opposite sign vorticity roughly aligned along the z axis. The numerical computation 

shows that the splitting process also occurs in perfectly symmetric collisions. 
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The contours given in Figure J .42 show that av/ ay in the x - z plane is small for 

some time but that it then increases dramatically starting at t ::::: 1.5 . From t ::::: 2.5 

tot::::: 5.0, av/ay has values around 1.0 ... 1.5. After t::::: 5.5, av/ay decreases also 

very rapidly. This is in good agreement with the data of Schatzle (1987). If t: denotes 

some rough time and space average strain-rate av/ ay, in the vicinity of the collision 

region, then t: ::::: 1.0 for this computation. It is believed that t: is governed by the 

global geometry of the collision, not by the viscosity v. Dimensional analysis suggests 

the scaling t: ~ r / R2 g( O"K IR, 0o). 

The contours of au/ax in they - z plane show that, from t ::::: 2.0 tot ::::: 5.5, 

au/ax has large negative values around -2.0 ... - 3.0 in the part of the collision 

region that is close to the z axis but that it also has positive values around 1.0 ... 2.0 

in the other part. The fusion process is thus not two-dimensional. The vortex tubes 

corresponding to wy get pushed towards each other only in the part of the collision 

region that is close to the z axis. In particular, it is interesting to notice that half of 

the newly formed vortex tube corresponding to Wx resides in a region where au/ax < 0 

but that the other half resides in a region where au/ax > 0, and that this remains 

the case during the entire reconnection process and beyond, from t::::: 2.0 to t::::: 8.0 . 

This investigation is concluded with a discussion of the time scale. The time 

scale for the fusion process is obtained from the circulation history, Figure J .43, and 

is r ::::: 3.0 . The viscous time scale r ~ u} / v ::::: 16.0 is definitely not appropriate. 

The convective time scale r ~ o} /f ::::: .04 seems a little bit low. A general time scale 

which combines the effects of the straining field and viscosity is r ~ f ( t u} / v) / t. The 

estimate proposed by Schatzle (1987) corresponds to f(w) ~ fo, i.e., r ~ (7K/../tii. 
The estimate obtained from a simple two-dimensional model of the collision of two 

vortex layers of width O"K driven toward each other by a straining field t: leads to 

J(w) ~ log w (Kambe 1983). This estimate is obtained as follows. If the flow is 

two-dimensional with the same axis as in our computation, one has v = dy / dt = ty 

and u = dx / dt = -tx. This integrates to x = x0 e-tt. The cancellation of vorticity 

occurs within a region of extent /0"t- If r is the time it takes a fluid particle to 

come from the edge O"K of the vortex layers to that cancellation region, one obtains 

/0"t ~ O"K e-fT which leads to f(w) ~ logw. 

If t:::::: 1.0 as discussed above, one obtains, for Schatzle's estimate r ~ 4.0, and 

for the log estimate r ~ 1.20 . Both of these estimates are close to the computational 

value r ::::: 3.0 . Although Schatzle's estimate is numerically closer, one must recall 

that these are order of magnitude estimates only. It is thought that the log estimate 

is more correct, simply because it has more physics in it. One must keep in mind 

however that av/ ay and au/ ax are not at all spatially and temporally constant in 
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the vortex-ring collision problem, and hence that the log estimate is also disputable. 

In conclusion, this computation of the fusion of two vortex rings, using the vis

cous version of the method of regularized vortex particles, captures the physics of the 

problem, not only at a qualitative level, but also at a quantitative level. In particular, 

the results agree well with the experimental results of the experiment by Schatzle & 
Coles (1987). It is also believed that the resolution (or the Reynolds number) could 

be increased by using many more particles and an O(N log N) algorithm. 

What about the fission process that occurs in the experiment of Schatzle & 
Coles? A low resolution computation has been done that includes this process (Winck

elmans & Leonard 1988, Chua et al. 1988). The transpose scheme is used and the 

parameters of the computation are R = 1.0, r = 1.0, s = 3.0, B0 = 30°, aR = .125, 

rmax = .3125, nc = 2, N 3 = 25, N'P = 52, r1 = .0625, a = .1562, V = 5.0 X 10-3 

and 6,.t = .075. It was found necessary to use a relatively large B0 to obtain both the 

fusion and the fission in this particular case with Re = 200. For smaller values of B0 , 

the fusion occurs but not the fission. The results are shown in Figure J .44 for the 

particle strength vectors and in Figure J .45 for the diagnostics. This computation is 

not well resolved because viscous dissipation spreads vorticity to the maximum radius 

of discretization at an early time. From that point on, the computation essentially 

corresponds to the time evolution of vortex rings with uniform vorticity core and 

viscosity is active only when vortex tubes of opposite sign vorticity come in close 

proximity. For problems where robustness is required and some loss of accuracy may 

be tolerated, this type of behavior of the method might be of interest. For instance, 

in the present computation, vortex lines are reconnected, and the particle vorticity 

field is nearly divergence free for all times. This last point is confirmed by the fact 

that the curves E and E1 remain very close to each other for all times. The linear 

impulse is not conserved. As explained in Section 3.5.5, this degradation of the linear 

impulse is related to the poor discretization of the viscous term. 

3.5.7 The problem of the two vortex rings in a "knot" configuration: a 

test case for the consistency of the method of regularized vortex 

particles 

In this section, the computation of the problem of two vortex rings in a knot config

uration when computed with the method of regularized vortex particles is examined. 

The motivation for computing this problem is that it is a well defined problem 

of vortex interactions in three dimensions for which the angular impulse, A, and the 

helicity, 1i = f u • w dx, are non-zero. Recall that both A and 1i vanish in the 

problem of the fusion of two vortex rings. It is understood that the knot problem is 
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purely "computational" and cannot be reproduced in the laboratory. Nevertheless, 

it is an elegant problem that contains some of the features encountered in real flows, 

such as the reconnection of vortex lines that are not aligned with each other (i.e., 

with angular impulse) and the presence of vortex lines that are linked (i.e., with 

helicity, see Moffatt 1969). Last but not least, it is a computational problem that was 

suggested for years by a drawing stuck to the door of the laboratory of P. R. Schatzle, 

an invitation from an experimentalist that we could hardly resist ( the invitation, not 

the experimentalist!). This problem was also suggested to A. Leonard in 1975 by S. 

Corrsin. In what follows, it is referred to as the "knot" problem. Another related 

problem is the "closed knotted vortex tube" problem (Kida & Takaoka 1987) which 

also has non-zero helicity. 

As will be seen in this section, the knot problem, when computed with the 

method of vortex particles, highlights some of the serious weaknesses of the method, 

such as intense vortex stretching, calling for the addition of vortex particles during 

the course of the computation, and non-zero divergence of the particle vorticity field 

Wu over extended times. This problem also suggests a scheme for the relaxation of 

'\l•wu towards zero which is very general and which helps improve the method of 

regularized vortex particles. 

One previous numerical investigation of the problem by Kuwahara (1986) was 

found. He uses the method of singular vortex particles with the transpose scheme for 

the stretching of the strength vector. Very few particles are used. The computation 

is started with 32 vortex particles per ring for a total N = 64. A remeshing scheme 

very similar to the one presented in this thesis ( see below) is used to add particles 

wherever vortex stretching is intense. The computation ends with N = 114 particles. 

Diagnostics such as linear impulse I , angular impulse A , energy E f and helicity H 

are also provided. These diagnostics indicate that the computation performs poorly 

on the conservation of these invariants. The problem is partially due to the poor 

discretization of the two rings. It will be shown below that the problem is also 

related to the fact that the particle vorticity field Wu has non-zero divergence during 

the course of the computation. 

The present investigation of this problem was done independently of that of 

Kuwahara. Regularized vortex particles are considered and use is made of the trans

pose scheme. The discretization is as follows: for each ring, R = 1.0 and r = 1.0 . 

The spacing of the rings center to center is s = 1.0 . Only the center of each ring is 

discretized. The time step is 6.t = .025, and the core size of the vortex particles is 

0- = .10. 
Four different computations are compared, all combinations of with and without 
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remeshing and with and without relaxation of the vorticity divergence. 

The remeshing is defined as the process of splitting one vortex particle into 

two wherever vortex stretching becomes too intense. The relaxation of the vorticity 

divergence is defined as a new algorithm which insures that the particle vorticity field 

wCI remains almost divergence free for all times. 

First, the remeshing procedure is examined. The strategy is illustrated in Fig

ure J .46. Since vortex particles are isolated elements ( as opposed to computational 

points on a vortex filament), the remeshing process must be local. Recalling that vor

tex lines move as material lines in an inviscid flow, one assumes that h(t) oc la(t)I

To satisfy the overlaping condition O'/h > 1 (typically O'/h '.::::'. 1.3), a particle a is split 

into two particles a 1 and a 2 when h(t) 2: tresh h(0), i.e., when la(T)I 2: tresh la(0)I

Here, the time t = 0 is to be understood in a loose sense. It is a reference time which 

corresponds initially to t = 0, but is reset, for each two new particles, every time one 

particle has been split into two. If the core size O' is a constant for all times, then the 

constraint of having the same overlap as the inital condition leads to tresh = 2.0 . 

If the core size O' is also function of time and is subjected to Equation (3.41 ), then 

at remeshing time, O'(T) :S 0'(0)/(tresh) 1l2 • In this case, if the core size is kept to 

overlap by the same factor as initially, this leads to tresh = 2.02
/
3 = 1.587 . These 

present computations were conducted with O' constant and tresh = 2.0 . Finally, a 

strength and a location must be chosen for each new particle. A natural choice is 

to assign to the new particles a strength a/2 and to locate them at x ± .6.x, where 

.6.x = crmsh O' e0 (with e0 = a/la!). This choice ensures the conservation of the 

total vorticity, I: a, and of the linear impulse, ½ I: x A a, but does not conserve the 

angular impulse, ½ I: xA (x A ez), in general. A scheme exists that conserves all three 

linear invariants, but it requires the solution of a set of 9 nonlinear equations for the 

9 unknowns a: 1 , a 2 and .6.x. The parameter crmsh is chosen in such a way that the 

new vortex particles smoothly replace the old one (for instance crmsh O' = h(T)/4). 

The search for particles that have to be split into two is done every nrmsh time steps. 

The procedure of relaxation of the vorticity divergence is now examined. The 

idea is simple, general and seems to work very well. First, recall that a major problem 

with the method of vortex particles is that the particle vorticity field WCI is not 

guaranteed to be nearly divergence free for all times (see Section 3.2 and Section 3.3). 

Of course, the initial field Wu is nearly divergence free since the particles are initially 

nicely aligned as if they were little sections of a vortex tube. There is however 

no guarantee that the particles will remain aligned for all times. Recall that the 

method of vortex particles is only solving for an hyperbolic equation (here the vorticity 

equation) and has no built-in knowledge of the fact that the particle field (here the 
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No Remeshing & Remeshing & No remeshing & Remeshing & 
no relaxation no relaxation relaxation relaxation 

Remeshing no yes no yes 

nrmsh 5 5 

tresh 2.0 2.0 

crmsh .18 .18 

Relaxation 

of '1·w0' no no yes yes 

nrelax 2 10 

N,., 250 175 250 175 

h(0) .025 .036 .025 .036 

N(0) 500 350 500 250 

N(5.0) 500 496 500 541 

Table 3.2: Parameters for the computation of the knot problem with the method of 

regularized vortex particles. 

particle vorticity field wO') should remain divergence free for all times. One way of 

making sure that wO' remains nearly divergence free is to project the velocity field 

uO' (which is divergence free) on a grid and to project the curl of that velocity field 

back onto the particles. This procedure is costly and not convenient since it requires 

a grid. Recalling however that the curl of the vorticity field is precisely given by 

w1; (Section 3.2, Equation (3.39) and Equation (3.40)), a much simpler procedure 

is proposed, where w1; is used, without a grid, to reassign the particle strength 

vectors. The procedure is as follows: Every nrelax time steps, one solves for new 

particle strengths a~ew(T) by imposing that wO'(xP(T), T) = w1; (xP(T), T), namely 

by solving the system of linear equations 

L O'.~ew(T) (O'(x11(T) - xq(T)) = 
q 

~ [ a:"(T) (,(x'(T) - x'(T)) + 'v ( a:"(T) · 'v (x,(x'(T) - x'(T))))] 

(3.95) 

This system is solved by iteration using the same procedure as for the relaxation of 

the initial condition (Section 3.5.5, Equation (3.92) ). 

The parameters that are specific to each of the four computations are sum

marized in Table 3.2. For all computations, ly = -lz with I = (I;+ !;) 112, and 

Ay = -Az with A = ( A~ + A;) 1/
2

• Notice that the linear impulse vector and the 
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angular impulse vector are aligned. Notice also that there is a natural time scale 

for the problem, namely r = A4 
/ /

5 = .07122. At t = 0 one obtains numerically 

[(O) = 4.442801, A(O) = 3.332101, .E(O) = E1(0) = 2.882862, H(O) = 1.999613, and 

£(0) = £1(0) = 799.2296. 

The results of the computations are shown in Figure J.47 through Figure J.50 

for plots of the particle strength vectors and in Figure J.51 through Figure J.54 for 

the diagnostics. As seen in Figure J.47 and Figure J.51, the computation without 

remeshing and without relaxation of '\l•wo- performs poorly. This is mainly due to the 

fact the vortex particles become misaligned from the direction of the vortex filament 

they are supposed to discretize. This phenomenom happens slowly but surely, no 

matter how many particles are used. It is due to the fact that, when gradients of Vu 

are present along a vortex tube, the use of the local equation do./ dt = ( o. · V)u"' for 

the particle strength vector does not produce exactly the right amount of stretching 

and tilting of the strength vector. Of course, this problem does not happen when 

using vortex filaments because, in that case, the proper vortex stretching and tilting is 

ensured by the fact that adjacent points on a filament are connected for all times. The 

diagnostics show that the linear impulse starts degrading when w"' starts becoming a 

poor representation of a divergence free field, i.e., when E1 -=/- E. The angular impulse 

and helicity are also poorly conserved. This problem is also related to the non-zero 

divergence of Wo-· 

If the computation with remeshing but without relaxation of '\l·wo- is considered, 

Figure J.48 and Figure J.52, one obtains roughly the same results. This is to be 

expected since the replacement of one particle by two particles placed at both ends 

of the original one does not help reduce '\l,w"'' at least when the original particle is 

not aligned with the direction of the vortex tube. The advantage of using rerneshing 

is however a computational saving in the total number of particles since one does not 

need to start the computation with as many particles as in the case of no remeshing. 

The computation without remeshing but with the relaxation of '\J,w"', Fig

ure J .49 and Figure J .53, is more promising. The particles indeed remain aligned 

as little sections of a vortex tube, and the computation yields much better results. 

Notice the creation, at t '.:::::'. 4.50 of two new closed vortex filaments as a result of the 

interaction between the two original rings. It is believed that the outcome of this com

putation is qualitatively correct. As seen from the diagnostics, the relaxation process 

keeps E and E1 nearly equal for all times, thus showing that the particle vorticity 

field is indeed nearly divergence free. The energy however decreases during the course 

of the computation. The reason is that the relaxation operator, Equation {3.95), is 

dissipative whenever there are not enough particles to discretize a vortex tube, i.e., 
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whenever intense vortex stretching occurs that is not compensated by remeshing. 

This can easily be seen by inspecting the outcome of one relaxation when applied to 

a line of vortex particles of core size c, and interspacing h. When c, / h > I, the pro

jection operator has little effect(i.e., Wu is already a good approximation of w-': and 

each particle is like a discretization point on a vortex filament). When c, / h < I, the 

projection operator assigns a new strength to the particles that is smaller then the old 

one, i.e., lo:~ew(T)I < io:~1d(T)j. The relaxation operator should thus always be com

bined with remeshing. The angular impulse, A, and the helicity, 'H, are slightly better 

conserved than in the previous two computations, but the improvement is small. The 

reason for this poor improvement is partially due to the relaxation operator being too 

dissipative. 

Finally, the computation that combines both remeshing and relaxation of v'·wu, 

Figure J .50 and Figure J .54, is the most successful one, as expected. Again, the 

particles remain aligned as little sections of a vortex tube, and the computation leads 

to the creation of two new closed vortex filaments as a result of the interaction between 

the original rings. The outcome of this computation is likely to be the most accurate as 

can be infered from the diagnostics. The linear impulse is almost identically conserved 

up to t = 5.0 . The energy E is also almost identically conserved. E and E1 remain 

very close thus showing that Wu is indeed a good representation of a divergence free 

field. The angular impulse and the helicity are also better conserved than in all other 

computations. 

What about viscous computations? A viscous computation of the same problem 

was tried with nc = I, i.e., with 9 particles per cross section. The results appear to be 

no better than the above, the reason being that the convective time scale during which 

the violent interaction between the vortex tubes occurs is very short with respect to 

the viscous time scale. The coarse discretization is unable to capture the physics of 

the problem. A viscous computation could be done with many more vortex particles, 

but this effort requires that a 0( N log N) scheme be implemented. 

In conclusion, the use of remeshing combined with the relaxation of v'·wu seems 

to be a good way of solving the inconsistency problems of the method of vortex par

ticles. These improvements can be combined with the explicit treatment of viscosity 

to yield a method that is consistent, robust and accurate, provided of course that 

enough vortex particles are used. 
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Chapter 4 

Two-dimensional particles of vorticity gradient: 

an alternative to the method of contour dynamics 

The method of contour dynamics introduced by Zabusky, Hughes & Roberts (1979) 

has been widely used to investigate inviscid two-dimensional flows with piecewise 

constant vorticity (Zabusky 1981, Zabusky & Overmann 1983, Dritschel 1985, 1986, 

1988). In such flows, the velocity at any point in space only depends upon the location 

of the vortex boundaries and the jump of vorticity across them. The method is thus 

simple and attractive since it requires only the tracking of the boundaries of the vortex 

patches evolving under that velocity field. 

In this chapter, the method of contour dynamics is generalized to piecewise 

constant vorticity patches with a smooth vorticity gradient across the boundary. A 

particle method is also presented that is to the method of contour dynamics what the 

vortex particle method is to the method of vortex filaments. The evolution equation 

for the gradient of the vorticity in two-dimensional flows is derived in Section 4.1. 

The evolution equation for the curl of the vorticity is also given, and it is shown that 

the method of contour dynamics is actually a method of filaments of vorticity curl. In 

Section 4.2, The classical method of contour dynamics is reviewed in Section 4.2, and 

a regularized version of the method with a smooth vorticity gradient across vortex 

boundaries is derived. In Section 4.3, a method of particles of vorticity gradient is 

developed to solve for the evolution equation for the vorticity gradient of Section 4.1. 

Both cases of singular and regularized particles are considered, and a viscous method 

is also presented. A method of particles of vorticity curl is also considered to solve for 

the evolution equation for the vorticity curl of Section 4.1. In Section 4.4, the behavior 

of the method of contour dynamics and of the method of particles of vorticity gradient 

with respect to the conservation laws is discussed. (The evaluation of quadratic 

diagnostics such as energy (i.e., Hamiltonian) and enstrophy is presented in detail in 

Appendix I.) 

Finally, in Section 4.5, some numerical results obtained with the regularized 

method of particles of vorticity gradient are presented. Both inviscid and viscous 
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problems are considered: the diffusion of a circular vortex patch of uniform vorticity, 

and the interaction, inviscid and viscous, of two circular vortex patches of initially 

uniform vorticity of the same sign. 

4.1 An evolution equation for the vorticity gradient in two

dimensional flows 

The two-dimensional vorticity equation for an incompressible fl.ow is 

( 4.1) 

where u(x, t) is the divergence free velocity field and w is the vorticity field ( w = wez 
with w = av/ ax - au/ ay). If the gradient of Equation ( 4 .1) is taken, and use of 

the fact that the velocity is divergence free is made, one obtains (Leonard, private 

communication) 

(4.2) 

or in component form, 

(4.3) 

Another form of Equation ( 4.2) is given by 

where v'w I\ ez = v' /\(w ez) is the curl of the vorticity field. One thus has the 

remarkable property that, in inviscid two-dimensional flows, lines of the vorticity 

curl move as material lines. The evolution equation for the curl of the vorticity in 

two dimensions is thus identical to the evolution equation for the vorticity in three 

dimensions, Equation (2.4). 

In three dimensions, the method of vortex filaments can be used to solve for 

the inviscid version of Equation (2.4) by treating the vortex filament as a material 

line (see Chapter 2). The method of vortex particles can also be used to solve for any 

of the versions (3.14), (3.15) or (3.16) of the vorticity equation, with better results 

when using version (3.15). Moreover, the regularized method of vortex particles can 

also be used when viscous diffusion is present (see Chapter 3). 

In two dimensions, a filament method has been used to solve for the inviscid 

version of Equation ( 4.4) when v'w I\ ez is concentrated on closed filaments, i.e., when 



95 

w is piecewise constant. This is the classical method of contour dynamics. It will be 

shown that one can design a regularized version of the method of contour dynamics. 

A method of particles of v'w will also be introduced to solve for Equation ( 4.2). Both 

the singular and the regularized, inviscid or viscous, versions of the method will be 

developed. It will also be shown that one can use a method of particles of v'w I\ ez 
to solve for Equation ( 4 .4). 

In this chapter, both terms, "method of contour dynamics" and "method of 

filaments of vorticity curl", are used to refer to the same method. 

4.2 The method of contour dynamics or method of fila

ments of vorticity curl 

4.2.1 The classical method of contour dynamics 

In the classical method of contour dynamics, the vorticity is concentrated into p 

closed patches of area AP, bounded by a closed curve CP(t) and of uniform vorticity. 

The direction of the curve is taken positive counterclockwise. The method consists 

in convecting the curves cP(t)_ with the velocity induced by the vortex patches. Since 

the vorticity is constant inside each of these patches, the vorticity gradient is localized 

on the curves CP(t), more specifically, 

where .6.wP is the jump in w at xP(s, t) (i.e., .6.wP = W/eft-Wright), xP stands for xP(s, t), 

and 8(x) is the two-dimensional 8-function. The method of contour dynamics is thus 

a method of filaments of (v'w I\ ez), 
Since v'-u = 0 and w ez = v' /\u, the velocity is given by the solution of 

(4.6) 

Recalling that the Green's function for v'2 in a two-dimensional unbounded 

domain is given by (1/21r) log(lxl/a) where a is an arbitrary length scale, one obtains 
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Equation ( 4.8) is obtained from Equation ( 4, 7) through integration by parts. It is 

usually preferred in numerical computations because it is cheaper and numerically 

easier to handle than Equation ( 4. 7). 

It can be shown that the field V w I\ ez defined by Equation ( 4.5) is divergence 

free as it should be. This is so because the integration is done along closed filaments 

CP(t). The velocity field u is not obtained from taking the curl of a streamfunction, 

but is obtained from solving Equation ( 4.6). The fact that u is divergence free is also 

only due to the fact that the filaments CP(t) are closed curves. 

The evolution equation for the contour CP(t) is taken as 

(4.9) 

Notice that, since two adjacent points on a contour are, by definition, connected by 

the contour, the method automatically ensures the proper stretching of Vw I\ ez in 

accordance with Equation (4.4). The method of contour dynamics is thus very similar 

to the method of vortex filaments in three dimensions. 

With the method of contour dynamics, there is no need for any regularization 

of the distribution of Vw I\ ez to obtain a well-behaved velocity field for points on 

the contour. This fact is in opposition with the method of vortex filaments where 

one needs a regularization of the vorticity distribution along the filament in order 

to obtain a well-behaved velocity for points on the :filament (see Section 2.2.1 and 

Section 2.2.2). Indeed, recall that a singular vortex :filament has a logarithmically 

infinite local contribution to the self-induced velocity wherever its curvature is non

zero. Most authors have used the formulation ( 4.5) through ( 4.9) to perform numerical 

computations with the method of contour dynamics (Zabusky 1981, Dritschel 1985, 

1986). This however leads to problems such as excessive creation of contour length and 

subsequent need for contour surgery (Dritschel 1988). In Section 4.2.2, a regularized 

version of the method of contour dynamics is presented that should help solve some 

of the problems encountered with the classical method. 

4.2.2 A regularized version of the method of contour dynamics 

A regularized version of the method of contour dynamics, which could also be called 

method of regularized filaments of Vw I\ ez, can be obtained by writing 

( 4.10) 
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where xP stands for xP(s, t). Here, (u(x) is an approximation to the two-dimensional 

h'-function which is taken as radially symmetric, i.e., 

( 4.11) 

with the normalization 

( 4.12) 

The length scale a is a core size or cut-off length. By Equation (4.10), the vorticity 

now makes the transition smoothly from a constant value within the patch bounded by 

the curve CP( t) to another value outside of the patch, the width of the transition region 

being of 0( a). It can be shown that the field (V w )o- J\ e2 defined by Equation ( 4.10) 

is divergence free when a is a constant for each boundary. This is due to the fact 

that the boundaries are closed. 

The velocity is given by the solution of 

( 4.13) 

First, the function x(p) is defined such that 

2 1 d ( dx) ((p) = V x(p) = - - p- , 
p dp dp 

(4.14) 

and 

(lxl) Xu(x) = X -;; • (4.15) 

The function g(p) which will be needed extensively in what follows is also defined: 

g(p) = fop ((t)tdt, ( 4.16) 

and 

(lxl) 9u(x) = 9 -;; . (4.17) 

From the normalization condition (4.12), it follows that 21r g(p)-+ 1 asp-+ oo. Since 

((p) is 0(1) for small p, g(p) is O(p2) for small p. The following relations between 

g(p), x(p) and ((p) will also prove very useful. First, from the definition of g(p), 

g'(p) = ((p). 
p 

Second, from the definition of g(p) and x(p), 

f P f P d ( dx) g(p) = lo ((t)tdt = lo dt tdt dt = px'(p), 

(4.18) 

( 4.19) 
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x'(p) 

p 
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g(p) 
2 • 

p 
( 4.20) 

Finally, from Equation ( 4.18), 

1 d (g(p)) _ g'(p) _ 2 g(p) _ 1 (((p) _ 2 g(p)) 
p dp P2 p3 P4 P2 P2 

{4.21) 

From Equation (4.20), it follows that x(p) = O(p2
) for small p and that x(p) -1-

logp/(2;r) asp -1- oo. 

Going back to the velocity field which solves Equation ( 4.13), one obtains 

u,,.(x, t) - -G(x) * ( (v'w ),,.(x, t) I\ ez) 

-
2
~ j log ('x ~ x'I) ((v'w)cr(x', t) I\ ez) dx' 

- -x,,.(x) * (v'w(x, t) I\ ez) 

- L ~wP f x,,.(x - xP) f}xP ds (4.22) 
P lcP(t) 8s 

- L ~wP f 9cr(x - xP) (x - xP) ((x- xP). 8xP) ds. (4.23) 
P lcP(t) Ix - xPl 2 8s 

Equation ( 4.23) is obtained from Equation ( 4.22) through integration by parts. It 

should be preferred to Equation ( 4.22) in numerical computation because it is usually 

cheaper to evaluate numerically. A list of typical regularization functions is given in 

Table B.2. It is seen that the evaluation of x(p) is indeed more costly than the 

evaluation of g(p) because it involves the evaluation of a logarithm. 

Again, the velocity field u,,. is not obtained from taking the curl of a stream

function but is obtained from solving Equation ( 4.13). Consequently, there is no 

guarantee that u,,. is divergence free. It turns out that, because the boundaries CP(t) 
are closed curves, u,,. is divergence free when (1 is a constant for each boundary. 

Notice that, at large distances compared with (1, the velocity induced by a point 

on a regularized contour is the same as if the contour were singular since 2;r g(p) -1- 1 

as p-1- oo. 

Again, as in the classical method of contour dynamics, the evolution equation 

for the contour CP(t) is taken as 

a 
OtXP(s,t) = Uc,(XP(s,t),t). (4.24) 

Of course, other schemes can be used. For instance, if the filaments are convected 

with some average velocity and if the smoothing (,,.(x) is used as average operator, 

one obtains, following Leonard (1980), 

fj
fjxP(s,t)=((,,.(x)*u,,.(x,t))I . (4.25) 
i X=XP(a,t) 
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As was the case for the three-dimensional method of filaments of w, Sec

tion 2.2.2, the core size O' of the filaments of Vw I\ ez does not have to be a constant 

for all filaments and all times. Each filament can be assigned its own core size O'P 

which may depend on time O"P = <7P(t). For instance, one can use the model equation 

d 
- (<7P(t) £P(t)) = 0 
dt 

( 4.26) 

to ensure conservation of the area of vorticity gradient. With that choice, it is then 

wise to symmetrize the evolution equations by using O"pq = O'qp where O"pq is the core 

size used to compute the influence of filament q on filament p and conversely. Indeed, 

this choice leads to exact conservation of total circulation, linear impulse and angular 

impulse. 

Notice that the use of a core size that also depends on the material coordi

nate s, <7 = <7( s, t) is a poor choice. Indeed, with this choice, the situation is very 

similar to the situation encountered with the method of regularized particles of Vw, 

Section 4.3.3, and the fields (Vw)u /\ ez and Uu are not anymore divergence free. 

4.3 A particle method for the vorticity gradient 

4.3.1 Singular particles of vorticity gradient 

The inviscid version of Equation ( 4.2) is an hyperbolic equation for the vorticity 

gradient which can be solved using a particle method (see for instance Raviart 1985, 

1987). In such a method, one uses particles of vorticity gradient that define the field 

( 4.27) 
p p 

Notice that an isolated particle has no physical meaning. These particles must 

be understood as being a discretization of a contour of Vw I\ ez, i.e., a::P(t) /\ ez is a 

little section of a contour of Vw I\ ez. 
From Green's theorem, the condition of vanishing vorticity at infinity gives, 

0 = f w dl = j V w dx = L a::P ( t) , 1s-oo p 
( 4.28) 

a consistency condition to be satisfied for all times. This condition is equivalent to 

the constraint that, in contour dynamics, the boundaries CP(t) must be closed curves. 

The velocity is obtained by solving Equation ( 4.6) with the particle represen

tation of the vorticity gradient. This leads to 

u(x, t) = -G(x) * (Vw(x, t) I\ ez) 
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(4.29) 

( 4.30) 

Notice that Equation ( 4.29) is the exact solution of Equation ( 4.6) using the particles 

of vorticity gradient. Equation ( 4.30) is only a direct particle translation of Equa

tion ( 4.8) and is only "allowed" when the particles are a good representation of a 

contour of Vw !\ ez, 

A few remarks have to be made at this point: 

• The particle representation of Vw!\ez is not generally divergence free as it should 

be. The method is thus inconsistent in some sense because a basis which is not 

generally divergence free is used to represent a field that should be divergence 

free for all times. As time evolves, the particle representation of Vw !\ ez could 

become a very poor representation of a divergence free field. 

• One can reconstruct a divergence free field from the particles by writing 

VwN (x, t) !\ ez = ~ [(aP(t) !\ ez) 8(x - xP(t)) 

-V ((aP(t) !\ ez). V (
2
1
7r log ('x -:P(t)I)))] 

- ~[ (8(x - xP(t)) - 21rlx -lxP(t)12) (aP(t) !\ ez) 

+2 ((aP(f) J\ E!z) · (x - xP(f))) (x _ xP(f))] . 
21rlx - xP(t)J4 

(4.31) 

• The velocity field ( 4.29) induced by the particles field ( 4.27) is also not generally 

divergence free. This is so because it is not obtained from taking the curl of 

a streamfunction but is obtained from solving Equation ( 4.6) on the particles. 

(There is actually no explicit knowledge of the streamfunction in the present 

formulation!). More specifically, 

V-(u(x, t)) = -
2
~ ~ (aP(t) !\ ez). V (log ('x -:P(t)I)) 

--
1 " ((aP(t) /\ ez) · (x - xP(t))) . 
~ ( 4.32) 

21r P Ix - xP(t)l 2 

The divergence of the velocity is small when the particles are aligned as if aP !\ ez 

were sections of a contour of Vw !\ ez, Indeed, if Vw !\ ez is almost divergence 

free, then Equation ( 4.6) guarantees that u is also almost divergence free. 
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• If the curl of Equation ( 4.29) is taken, one obtains the vorticity field 

w(x, t) = 
2
~ ~ aP(t). V (log ('x -:P(t)I)) 

J_ L (aP(t). (x - xP(t))) 
21r P lx-xP(t)l 2 ' 

and if the curl of that vorticity field is taken, one obtains 

v'(w(x, t)) ,\ e, = 2~ ~ v' (a'(!) , v' (10g ex - :•( t)f))) ,\ e, 

2~ ~ [ fx - !,(t)i' ( a'(t) "e,) 

( 4.33) 

-2 (aP(t) · (x - xP(t))) ((x - xP(t)) A aP(t))l (.4.34) 
Ix - xP(t)l4 

This field is divergence free since it is the curl of something. It is however not 

equal to the field given by Equation ( 4.31 ). It is maintained that both fields are 

very much alike when the particles are a good discretization of Vw A ez. 

In a method of particles of vorticity gradient, the evolution equation for the 

particle position and strength vector are taken in accordance with Equation ( 4.2), 

uP(xP(t), t) , (4.35) 

- ( aP(t). vr) uP(xP(t), t) 

1 (xP(t) - xq(t)) ~ - L I () ( )l 2 ((o?(t) A aq(t)) · ez), 21r 9 xP t - xq t 
( 4.36) 

q~p 

where uP(x, t) stands for the velocity field without the contribution of the p parti

cle. The evolution equation ( 4.36) for the gradient of vorticity does not ensure that 

the consistency condition ( 4.28) is satisfied for all times. The method is thus not 

conservative. One might think that replacing the velocity field ( 4.29) by the almost 

equivalent velocity field ( 4.30) might make the method conservative. Unfortunately, 

it does not. 

4.3.2 Singular particles of vorticity curl 

A method of particles of Vw to solve for Equation ( 4.2) has been presented above. 

Because of the problems encountered with this method one might think of using a 
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method of particles of v'wAez and solve for Equation ( 4.4) instead, it might be hoped, 

with more success. In such a method, 

v'w(x, t) A ez = L ((v'w)P(t) A ez) SP 8(x - xP(t)) = L f3P(t) 8(x - xP(t)). (4.37) 
p p 

The consistency condition is now Lp f3P(t) = 0 for all times. With the same procedure 

as above, one obtains, for the velocity field induced by the particles, 

(4.38) 

( 4.39) 

Again, only Equation ( 4.38) is the solution of Equation ( 4.6) using the particle rep

resentation of v'w A ez, Equation (4.39) is only a direct translation of Equation (4.8) 

and should only be used as long as the particle representation of v'w A ez is accurate. 

The evolution equations for the particles position and strength vector are now 

taken in accordance with Equation ( 4.4) 

( 4.40) 

(4.41) 

where uP(x, t) stand for the velocity field without the contribution of the p particle. 

This method does not ensure that the consistency condition ( 4.28) is satisfied for all 

times. It is thus also not conservative. Replacing the velocity field ( 4.38) by the 

almost equivalent velocity field ( 4.39) does not make it conservative either. 

The method of particles of v'w A ez is thus neither better nor worse than the 

method of particles of v'w. Notice that the two methods are not equivalent. Indeed, 

Equations (4.2) and (4.4) are only equivalent when v'•u = 0. Consequently, the 

method of particles of v' w that solves for Equation ( 4.2) is not equivalent for all times 

to the method of particles of v' w A ez that solves for Equation ( 4.4 ). Computations 

that start off with the same discretization (i.e., f3P(0) = aP(0)Aez) might not preserve 

for all times the orthogonality between f3P ( t) and aP ( t). The orthogonality is only 

preserved as long as v' •u '.::::'. 0, i.e., as long as the particle discretization of v'w A ez 

remains almost divergence free. 
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4.3.3 Regularized particles of vorticity gradient 

The regularized version of the method of particles of vorticity gradient is now ex

amined. The necessary smoothing functions have already been introduced in Sec

tion 4.2.2. In such a method, one uses regularized particles of vorticity gradient that 

define the field 

(Vw)u(x, t) = (er(x) * Vw(x, t) = L aP(t) (er(X - xP(t)) . ( 4.42) 
p 

The consistency condition ( 4.28) remains. The velocity field is now obtained by 

solving Equation ( 4.13) using the particles. This leads to 

Uer(X, t) -G(x) * ((Vw)u(x, t) A ez) 

-xu(x) * (Vw(x, t) A ez) 

- L Xer(X - xP(t)) aP(t) A ez ( 4.43) 
p 

~ I: 9er(X - xP(t)) (x - xP(t)) ((x - xP(t)) · (aP(t) /\ ez)). (4.44) 
P Ix - xP(t)l 2 

Again, only Equation ( 4.43) is the solution of Equation ( 4.13) using the particles of 

vorticity gradient. Equation ( 4.44) is only a particle translation of Equation ( 4.23) 

and is only "allowed" when the particles are a good approximation of a contour of 

Vw A ez. 
The same remarks that were made in the case of singular particles are relevant 

here 

• The particle field (Vw )er A ez is not generally divergence free. 

• One can reconstruct a divergence free field from the particles by writing 

("Jw );;' (x, t) i\ e. = ~ [( a'( t) i\ e,) (,(x - x'(t)) 

- V ( ( aP ( t) I\ e z) . V ( Xer ( X - xP ( t)))) l 
'\"""[( ( P( )) 9er(X - xP(t))) ( P() A ) 7 (er X - X t - Ix - xP(t)j2 a t I\ ez 

+ (2 9er(X - xP(t)) - (er(X - xP(t))) ((aP(t) /\ ez). (x - xP(t))) (x - xP(t))] 
Ix - xP( t) 12 Ix - xP( t)l 2 

( 4.45) 

• The velocity field ( 4.43) induced by the particles ( 4.42) is also not generally 

divergence free. This is so because it is not obtained from taking the curl of 
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a streamfunction but is obtained from solving Equation ( 4.13) on the particles. 

More specifically 

V-(uu(x, t)) - L (aP(t) I\ ez). v(xu(x - xP(t))) 
p 

" 9u(x - xP(t)) (( P( ) • ) ( P( ))) (4.46) - ~ Ix - xP(t)12 Cl:'. t I\ ez . X - X t . 

Again, when (Vw)u I\ ez is almost divergence free, Equation (4.13) guarantees 

that Uu is also almost divergence free. 

• If the curl of Equation ( 4.43) is taken, one obtains the vorticity field 

p 

and if the curl of that vorticity field is taken, one obtains 

V(w,r(x,t))/\ez = I:v(aP(t)•V(xu(x-xP(t))))/\ez 
p 

- I:[g,r(X - xP(t)) (aP(t) I\ ez) 
P Ix - xP(t)12 

- (2 9u(x - xP(t)) - (u(x - xP(t))) (aP(t). (x - xP(t))) ((x - xP(t)) I\ aP(t))]. 
Ix - xP(t)1 2 Ix - xP(t)l2 

( 4.48) 

This field is divergence free since it is the curl of something. However, it is not 

equal to the field given by Equation (4.45). Again, it is maintained that both 

fields are very much alike when the particles are a good discretization of the 

divergence free field Vw I\ ez. 

The evolution equations for the particles position and strength vector are taken 

( 4.49) 

Again, Equation ( 4.50) does not ensure that the consistency condition ( 4.28) is sat

isfied for all times. The method is thus not conservative. 
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In the same way as for singular particles, one might want to use a method of 

particles of v'w I\ ez instead of a method of particles of v'w. The method presented 

in Section 4.3.1 can easily be translated into a regularized version but still remains 

non conservative. 

What about errors? The method presented here is strongly nonlinear because 

the velocity field depends on the particles. Consequently, a convergence analysis 

is likely to be as difficult as the convergence analysis for vortex particles in three 

dimensions. Moreover, it was shown that the method is not consistent for all times. 

Proceeding nevertheless with a convergence analysis for linear hyperbolic equations 

(Raviart 1985, 1987), one recalls that the error due to solving an hyperbolic equation 

with regularized particles is at best O ( O"r + ( h / (J' r). The exponent m is related to 

the number of derivatives that exist of the smoothing function ((p ). For most of the 

functions used in practice, m is large so that it is essential that the cores do overlap 

(i.e., o- / h > 1 ) for the second term in the error to vanish as a - 0. The exponent 

r is related to the moment properties of the smoothing function, that is ( (p) has to 

satisfy the integral constraint (4.12) together with 

fo00 

((p) pi+:, dp O, 2 :S s :Sr - 1 seven, (4.51) 

loo l((p) I PI+r dp < 00 . ( 4.52) 

In particular, it can be shown that r 2:'.: 2 as soon as J0= l((p)I p3 dp < oo. If, moreover, 

((p) is positive, then r = 2. 

For instance, the Gaussian smoothing (B.9) 

((p) = J_ e_P2/2 
21r 

corresponds tom= oo, r = 2. The low order algebraic smoothing (B.11) 

1 1 
((p) =; (p2 + 1)2 

( 4.53) 

(4.54) 

gives m = oo, r = 0 because Equation ( 4.52) is not satisfied. This function may thus 

be a poor choice because the first component of the error O ( o-r) doesn't vanish as 

O" - 0. The high order algebraic smoothing (B.13) 

2 1 
((p)=;(p2+1)3 (4.55) 

corresponds tom= oo, r = 2. This smoothing is thus as good the Gaussian smooth

ing. It is however much easier to use than the Gaussian smoothing. Indeed, the 

g(p) and x(p) functions associated with the high order algebraic smoothing are much 

easier to evaluate than the functions associated with the Gaussian smoothing. A list 

of smoothing functions ((p ), and their associated g(p) and x(p) functions, is given in 

Table B.2. 
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4.3.4 Representation of viscous effects by the redistribution of particle 

strengths 

Despite the weaknesses of the method of particles of vorticity gradient, there is one 

feature that such a method allows for and that cannot be achieved with a contour 

method: the possibility of taking into account viscous diffusion. This property is a big 

advantage of the particle method over the method of contour dynamics. Indeed, with 

the method of contour dynamics, contours remain contours for all times and cannot 

undergo contour reconnection unless a sophisticated process of contour surgery is 

employed (Dritschel 1988). 

In the following viscous method of particles of vorticity gradient, the stretching 

term in Equation ( 4.2) will be treated in the manner presented in Section 4.3.3. The 

treatment of the viscous term was already presented in the context of regularized 

vortex particles, Section 3.3. The analysis presented there is still valid in the present 

context, with the following changes due to the fact that a function in two dimensions is 

now considered. Here, the function ((p) has to satisfy the integral constraints (4.12), 

(4.51) and (4.52), together with 

l:,o l('(p)I p2+r dp = 0 • 

The function T/u ( x) is here defined as 

with 

1 (lxl) TJ(T(x) = - T/ -
a-4 O" 

r,(p) = - ('(p) . 
p 

( 4.56) 

(4.57) 

( 4.58) 

With the same steps as in Section 3.3, one obtains, for the viscous method of particles 

of vorticity gradient, 

( 4.59) 

- ( o;P(t) · y'T) Uu(xP(t), f) 

+ 2 v L (SP aq(t) - sq o:P(t)) T/u(xP(t) - xq(t)). ( 4.60) 
q 

Notice that the viscous term is conservative. 

Again, one can develop a viscous method of particles of Vw I\ ez instead of the 

present viscous method of particles of Vw. 
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4.4 The method of filaments of vorticity curl and the method 

of particles of vorticity gradient with respect to the con

servation laws 

In this section, the behavior of the method of filaments of vorticity curl (i.e., the 

method of contour dynamics) and of the method of particles of vorticity gradient 

with respect to the conservation laws is examined. The conservation laws for two

dimensional unbounded flows are reviewed in detail in Appendix A. The reader is 

referred to that appendix for a review of some important results. 

Since the conservation laws are used as performance diagnostics when doing 

numerical computations, they are here referred to as diagnostics. 

The linear diagnostics are first examined. With the singular filaments ( 4.5), 

one obtains, using integration by parts, 

n = J w dx = - ~ J X. V w dx = _! L .6.wP I xP. (ez I\ axP) ds 
2 P lcP(t) as 

! L ,6.wP I ez. (xP I\ 8xP) ds 
2 P lcP(t) as 

L .6.wP AP , ( 4. 61 ) 
p 

where AP is the area of the p vortex patch, a constant for all times since the total 

circulation n is conserved, 

J X ( X . ( V w I\ ez)) dx 

- L ,6.wP f xP (xP. aaxP) ds ' ( 4.62) 
P lcP(t) s 

! J X y (x aw + y aw) dx 
2 ay ax 

! L ,6.wP { xP yP (xP aaxP - yP aayP) ds . ( 4.63) 
2 P lcP(t) s s 

With the regularized filaments ( 4.10), the integrals are evaluated using a polar 

coordinate system centered at xP. The above expressions for n and I still hold. The 

expression for A becomes 

( 4.64) 

where 

C = 27l" lXJ ((p) p3 dp. ( 4.65) 
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With the high order algebraic smoothing (B.13), C = 1. With the low order algebraic 

smoothing (B.11), C does not converge so that A is not defined unless n = 0. 

The method of singular filaments of Vw/\ez (i.e., the classical method of contour 

dynamics) conserves n, I and A. With the method of regularized filaments of V w I\ 

ez, these invariants are also conserved provided that aP = aP( t) only and that the 

evolution equation is symmetrized as explained in Section 4.2.2. 

The method of particles of Vw is now examined. For singular particles, one 

obtains, for the linear diagnostics, 

( 4.66) 

( 4.67) 

( 4.68) 

For regularized particles, the integrals are done using a polar coordinate system 

centered at xP. The above expressions for n and I still hold. More specifically, 

(4.69) 

This expression is identical to Equation ( 4.67) if the consistency Lp aP = 0 is satis

fied. For the angular impulse, one obtains 

( 4.70) 

The inviscid method of particles of Vw does not conserve n, I and A. Actually, 

as seen in Section 4.3.1 and Section 4.3.3, the method does not even guarantee that 

the consistency condition Lp aP = 0 (i.e., f Vwdx = 0) is satisfied for all times. 

As also seen in these sections, the use of a method of particles of Vw I\ ez does 

not improve the situation. For the viscous method, the discretization of the integral 

approximation of the viscous term is conservative with respect to the consistency 

condition Lp aP = 0. Moreover, the integral operator is conservative with respect 

to the total vorticity Lp xP I\ aP, but the discretization of the integral operator is 

not. In fact, the situation is very similar to the situation encountered with the three

dimensional method of particles of w, Section 3.3. The viscous part of the method 

conserves Lp aP = 0 and almost conserves ( up to a discretization error of the integral 

operator) Lp xP I\ aP. 



109 

The evaluation of the quadratic diagnostics, Hamiltonian E (i.e., kinetic energy 

when n = 0) and enstrophy £ is much more complicated than the evaluation of the 

linear diagnostics and is presented in detail in Appendix I. That appendix contains 

a lot of interesting information, such as the derivation of two different formulas for 

the evaluation of the energy E of a system of filaments of v'w /\ ez. 
The method of singular filaments of v'w /\ ez conserves E and £. The con

servation of E and £ with the method of regularized filaments of v'w /\ ez was not 

investigated. The method of singular ( or regularized) particles of vorticity gradient 

was also not investigated, but there is numerical evidence that E ( E) and £ ( £) are 

not generally conserved. 

4.5 Numerical results 

In this section, some of the numerical results that were obtained with the inviscid 

and viscous versions of the method of particles of vorticity gradient are presented. 

The computations that were performed are not of great physical significance but they 

demonstrate the capabilities and weaknesses of this new method. Two problems are 

examined: the viscous diffusion of a circular vortex patch of uniform vorticity and the 

interaction, inviscid and viscous, of two circular vortex patches of initially uniform 

vorticity of the same sign. 

The computations are performed using the high order algebraic smoothing (B.13). 

As seen in Section 4.3.3, this smoothing ((p) has convergence properties that are sim

ilar to those of the Gaussian smoothing (B.9) (i.e., m = oo, r = 2), but is much easier 

and cheaper to use. Moreover, the r,(p) function which is used for the treatment of 

viscous diffusion is strictly positive. This property is a necessary condition for good 

convergence as seen in Section 3.3. Finally, as seen in Appendix I, this smoothing is 

the only one for which closed form expressions for the semi-regularized Hamiltonian 

.E and the semi-regularized enstrophy £ can be obtained. 

The time integration of the evolution equations for the particles position and 

strength vector is done using the low storage Runge-Kutta scheme of order 3 (WRK3) 

introduced by Williamson (1980). The interaction in between particles is done using 

the O(N2 ) algorithm. 

For both computations, n =/- 0 and I= 0. Moreover, because of symmetry, the 

consistency condition Lp aP = 0 is trivially satisfied for all times. Thus, the only 

nontrivial diagnostics are n, A, E and £. These diagnostics are computed using the 

formulas given in Section 4 .4 ( for the linear diagnostics) and in Appendix I ( for the 

quadratic diagnostics). 
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4.5.1 The short time diffusion of a circular vortex patch of uniform vor-

ticity 

This problem is very simple from a fluid mechanics standpoint but it provides the 

numerical evidence that the viscous method of particles of vorticity gradient indeed 

solves for Equation ( 4.2). The initial condition is as follows. The circle radius is 

R = 1.0 . The thickness of the region where v'w is taken to be non-zero is Llr = 
.150. This thickness is discretized using 5 layers of particles, each layer being of 

thickness Llr /5 = .030. The distance h between particles in the radial direction is 

thus h '.:::'. .030. For each layer, N'P = 200 particles are used along the circumference 

so that the typical distance between adjacent particles is also 21r Rf N 'P '.:::'. .030 . The 

total number of particles is N = 1000. The particle strength is initialized with 

a(t = 0) = 100.0/3 for the middle layer and a(t = 0) = 0 for the other 4 layers (2 on 

each side of the middle layer). This choice gives a vortex patch with uniform vorticity 

w0 = (100.0/3) x (Llr/5) = 1.0 and for which the transition of the vorticity from 1.0 

inside the circle to 0 outside is fairly steep. 

Notice that there is no vortex stretching stretching in this computation. The 

particles only have to circle around with the appropriate change in strength vector 

orientation and the appropriate exchange of strength vector magnitude due to viscous 

diffusion. Notice also that the computation has to be stopped when viscous diffusion 

has reached significantly the outer layers. A longer time computation would require 

more layers of particles. This time could not be achieved because the interaction 

between particles is done using the O(N2 ) algorithm. 

The time integration is done up to t = 12.5 with Llt = .05. This time corre

sponds to roughly one rotation of the vortex patch since uo(r = R) = w0R/2 = .50 . 

The viscosity is chosen so that viscous diffusion reaches the last layer of discretiza

tion at about that time. The estimate is based on the one-dimensional spreading of a 

Gaussian distribution for the vorticity gradient accross the boundary with (}' 2 = 2vt 

and shows that v = 5.0 10-5 is appropriate. The core size of the particles of v' w is 

taken as (J' = .08, which satisfies the overlaping constraint since h '.:::'. .03 . 

The results are shown in Figure J.57 and Figure J.58. Figure J.57 clearly shows 

the spreading of the vorticity gradient accross the boundary of the vortex patch. 

Figure J .58 provides quantitative information that can be compared with theoreti

cal results for conservation laws in two-dimensional unbounded flows (Appendix A). 

First, the total vorticity n is nearly conserved, as it should be, with !1(0) = 3.141593 

and !1(12.5) = 3.140923. Notice that the value at t = 0 corresponds exactly, as it 

should, to the theoretical value for the uniform vorticity patch with infinite vorticity 

gradient at the boundary, n = w0 1r R2
. In what follows, this reference state will be 
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referred to as the singular vortex patch. Notice also that the total vorticity begins to 

degrade very slightly at t = 5.0. As was the case with the viscous method of vortex 

particles, Chapter 3, Section 3.5, this degradation of total vorticity corresponds to 

a time when the outer layers are starting to "fill up". More layers would be needed 

for the particles of these layers to be able to diffuse as well (i.e., give some of their 

strength to another layer). 

The diagnostic related to the angular impulse A also behaves as it should. 

Indeed, A/ A( 0) almost follows the straight line predicted by theory, i.e., 

A ( vn ) -4 A(0) = 1 + -A(0) t = 1.0 + 1.974723 10 t . (4.71) 

In the present computation, one obtains A(0) = -.7853982- C <7
2 !1/2 = -.7954513. 

The first term corresponds exactly to the theoretical value for the singular vortex 

patch, namely A(0) = -w0 1r R4 /4. The second term is a correction term that comes 

from the fact that the vortex patch is already diffused a little bit a t = 0 . Numeri

cally, one obtains, with <7 = .08, A(o) ~1 (0) = 2.138 10-4 which is close to the exact 

theoretical value 1.975 10-4 in Equation ( 4. 71 ). Notice that the particle core size <7 

is not fully specified by the requirements of the convergence proofs. The convergence 

proofs only state that it must be bigger than a typical distance between particles, the 

so-called overlaping condition o- / h > l. The strategy that was adopted is to choose 

the numerical value of <7 so that A initially behaves as it should. There is numerical 

evidence that a choice which is good at t = 0 remains good later on. For instance, in 

this computation, one obtains A(12.5) = -.7971898 instead of the theoretical value 

.7974148. 

The quadratic diagnostics are now examined. The enstrophy for the singular 

vortex patch is £(0) = w5 1r R2 = 3.141593. The numerical values for the semi

regularized enstrophy are £(0) = 3.016029 and £(12.5) = 2.985759. The enstrophy 

decreases because of viscous diffusion. This decay cannot be compared to a theoretical 

value because the enstrophy does not decay at a rate proportional to the Hamiltonian 

E when n -:/- 0, i.e., when E is not the kinetic energy of the system (recall that the 

kinetic energy is not defined when n -:/- 0). 

The behavior of the Hamiltonian is now examined. ff the streamfunction for 

the singular vortex patch with uniform vorticity is recalled, 

w0 r
2 

w0 R
2 

[ ( r ) 1] 1/J = --- for r < R · lj,, = --- log - + -
4 ' 2 R 2 

for r > R, (4.72) 

one obtains, for the theoretical value of the Hamiltonian, E = ½ J 1/J w dx = -wJ 7r R4 / 16 = 

- .1963495. However, as explained in Appendix I, the Hamiltonian is only defined 
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up to a constant times the square of the total circulation when n =I- 0. One must 

thus expect to obtain numerically that E = -w51r R4 /16 - const (w0 1r R2 )2 where 

const is unknown. In the present computation, three quantities are evaluated: the 

semi-regularized particle Hamiltonian E = ½ f U 17 • u dx given by Equation (I.31), 

the singular particle Hamiltonian E = ½ f u · u dx given by Equation (1.16) ( with 

the choice of the arbitrary length scale a= G'), and the discretization, onto particles, 

of the Hamiltonian corresponding to singular contour dynamics Ecd = ½ f 'ljJ w dx, 

Equation (1.40) (also with a = G'). The numerical results are as follows 

• E and Ecd are equal with E(0) = Ecd(0) = -1.787353 and £(12.5) = Ecd(l2.5) = 
-1. 787526. Thereby providing the numerical confirmation that the velocity in

tegral E in which the contribution at oo has been discarded is indeed the correct 

expression for the Hamiltonian even when O =/- 0. Moreover, the fact that E and 

Ecd are also equal for all times shows that the particle discretization of v"w I\ ez 
remains a good discretization of a divergence free field. This is to be expected 

since there is no stretching in this problem. Finally, one has, for this problem, 

the numerical value for const = .1612023. 

• The semi-regularized Hamiltonian is .E(O) = -2.182423 and .E(12.5) = -2.182410 . 

• E, E and Ecd seem to be conserved, but this is only due to the fact that the 

time of the computation is short with respect to a global viscous time scale (i.e., 

11t/R2 << 1). The Hamiltonian is indeed not conserved for unbounded viscous 

flows with non-zero total circulation n. For instance, it is easy to show that, 

for the self-similar Gaussian vortex, E = -02 [const + (1/8-:r) log(411t/a2)], so 

that dE/dt = -02/(8-:rt). 

In conclusion, this simple computation shows that the viscous method of par

ticles of v"w is consistent with the equation it is supposed to solve, at least for some 

time. It also shows that the evaluation of the linear and quadratic diagnostics is 

correct. The method can thus, in principle, be used for the computation of physical 

problems where the vorticity gradient is only localized in some regions of the fl.ow. Of 

course, if it is desired to compute the long time diffusion of a vortex patch, then the 

method is not well suited because the vorticity gradient is then everywhere. Instead, 

one should then use the classical method of two-dimensional vortex particles, and 

add to the method the viscous integral operator that redistributes the circulations 

in between particles to account for viscous diffusion. This viscous method is easy to 

implement. 
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4.5.2 The short time interaction between two vortex patches of uniform 

and same sign vorticity 

In this section, the behavior of the method of particles of Vw is examined on the 

problem of the inviscid and viscous interactions between two initially identical cir

cular vortex patches of same sign vorticity. This problem is more complicated and 

physically more interesting than the problem investigated in Section 4.5.1. First of 

all, there is a lot of stretching of the patch boundaries to be expected when the two 

vortex patches strongly interact with each other. Moreover, the fusion process of the 

vortex patches resulting in the reconnection of lines of Vw /\ ez can only occur if 

viscosity is present. In fact, the situation is very similar to that encountered with 

the fusion of two identical vortex rings in three dimensions, Section 3.5. In that case, 

the fusion process resulting in the reconnection of vortex lines can also only occur if 

viscosity is present. 

The initial condition is as follows. Both vortex patches are identical and are 

separated by a spacings= 2.0 center to center. The radius of each patch is R = .75 . 

The thickness of the region where Vw is expected to be non-zero is Lir = .125. 

This thickness is discretized using 5 layers of particles, each layer being of thickness 

Lir / 5 = .025. The distance h between particles in the radial direction is thus h ~ .025 . 

For each layer, Ncp = 250 particles are used along the circumference so that the typical 

distance between adjacent particles is 271"' Rf Ncp ~ .019. Thus, there are more particles 

than are initially needed, but this is done because intense stretching is expected to 

occur during the course of the computation. The total number of particles is N = 
2500 . The particle strength is initialized with a(t = 0) = 100.0/2.5 for the middle 

layer and a(t = 0) = 0 for the other 4 layers (2 on each side of the middle layer). This 

choice gives a vortex patch with uniform vorticity w0 = (100.0/2.5) x (Lir/5) = 1.0. 

The viscosity is taken as 11 = 1.0 x 10-4 • The core size of the particles is 

adjusted so as obtain the proper slope for the rate of change of A at time t = 0 ( see 

below). It is taken as o- = .065, which also satisfies the overlaping constraint since 

h ~ .019 .... 025 . The time integration is done up to t = 12.5 with Lit = .05. 

The results of the inviscid and viscous computations are shown in Figure J.59, 

Figure J.60 and Figure J.61. Of course, the inviscid computation is done with only one 

layer of particles. Figure J .59 gives the general picture of the flow. Both inviscid and 

viscous computations are presented. Notice the intense stretching of lines of Vw I\ ez 
in the interaction region between the two vortex patches. Both computations have 

to be stopped because of that intense stretching. The remedy would be to add more 

particles wherever needed but this was not done in the present computations. Notice 

also that the situation as far as stretching is concerned is worse for the inviscid case 
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than for the viscous case. Viscosity helps. Indeed, the viscous interaction between 

particles of opposite strength vector results in the destruction of steep gradients of 

v'w by viscous diffusion, thus leading to the reconnection of lines of v'w I\ ez. If it 

were not for the problems encountered with the excessive stretching, the two patches 

would probably have merged in a fashion similar to the fusion of vortex rings in three 

dimensions. 

Figure J.60 and Figure J.61 provide the quantitative information! i.e., the di

agnostics. Before commenting on the results, the values of the diagnostics at t = 0 

are first examined. The total vorticity is n(O) = 3.534292 as it should be from the 

theory for the singular patches with n = 2 w0 1r R2
• The diagnostic related to the 

angular impulse A is A(0) = -2.264156 - C u2 n(0)/2 = -2.271622. The first term 

corresponds exactly to the theoretical value for the singular vortex patches, namely 

A( 0) = -( w0 1r R2 / 4) ( s2 + 2 R2
). The second term is a correction term that comes 

from the fact that the vortex patches are already diffused a little bit at t = 0 . Nu
merically, one also obtains, with the choice u = .065, A(o) ~~ (0) = 1.3540 x 10-4 which 

is close to the exact theoretical value -11 n/ A(O) = 1.5558 x 10-4 
• The enstrophy for 

the singular vortex patches is £(0) = 2 w5 1r R2 = 3.534292. The numerical value for 

the semi-regularized enstrophy is £(0) = 3.381290 . For the Hamiltonian, the value 

at t = 0 can be evaluated using the streamfunction for the singular vortex patch 

with uniform vorticity, Equation ( 4. 72). It is a matter of simple integration to obtain 

E = ½ J tp w dx = -(w5 1r R4 /2)[log(s/ R) + 3/4] = -.8602391. Again, as explained 

in Appendix I, the Hamiltonian is only defined up to a constant times the square of 

the total circulation when n f. 0. Thus one must expect to obtain numerically that 

E = -(w51rR4/2)[log(s/R) + 3/4] - const(2w0 1rR2 )2 where canst is unknown. In 

this computation, one obtains, with the choice of the arbitrary length scale a = a, 

E(0) = Ecd(0) = -2. 794289 and E(0) = -3.293054. The fact that E(0) = Ecd(0) is 

again a numerical confirmation that the velocity integral E in which the contribution 

at oo has been discarded is indeed the correct expression for the Hamiltonian even 

when n f. 0. Finally, for this problem, the numerical value for canst= .1548452. This 

value does not correspond to the value obtain in the previous problem, Section 4.5.1. 

The time evolution of the diagnostics is also interesting. The inviscid computa

tion seems to do slightly better up tot = 10.0 or so, because the diagnostics are better 

conserved. After t = 10.0, the viscous computation seems to perform better. Indeed, 

the presence of viscous diffusion helps reduce the effects due to the stretching of lines 

of v'w I\ ez by mutual destruction of particles of opposite orientation, and hence helps 

reconnect the vortex patches. For instance, the inviscid computation produces differ

ent values for E and Ecd whereas the viscous computation still produces almost the 
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same value. This is precisely related to the important stretching not compensated 

by viscous diffusion and is an indication that the particle field of Vw I\ ez is almost 

divergence free for the viscous computation and is significantly non divergence free 

for the inviscid computation. 

In conclusion, it was not possible, in the present computation, to complete the 

interaction of the two vortex patches. It is however thought that it is only a matter 

of discretization, and that a scheme that is able to handle more particles (i.e., a 

O(N log N) scheme) or a scheme that is able to add particles wherever the stretching 

is important should solve the problems encountered with the present computation. At 

this stage, the method is still experimental, and no implementation of such schemes 

was made. 

A little parenthesis on the evaluation of the diagnostics: If, in the problem 

considered above, the sign of one vortex patch is changed, then an entirely new 

problem emerges with O = 0, I =J- 0 and A= 0. Also, since O = 0, the kinetic energy 

is finite and is given by the Hamiltonian E. The time evolution of the two such 

vortex patches was not computed, but the diagnostics at t = 0 were examined. For 

the singular vortex patches, it is a matter of simple integration to show that I= / ex 
with J = w0 s1rR2 = 3.534292 and that E = (wJ 1rR4 /2)[log(s/R) + 1/4] = .6117342. 

These are precisely the values obtained with the numerical evaluation of l(O) and 

E(O) = Ecd(O). The numerical evaluation of the diagnostics is thus also correct for 

problems with O = 0. For the semi-regularized energy, one obtains E(O) = .6077137. 
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Chapter 5 

Summary and conclusions 

Many conclusions that are specific to a chapter are outlined in the result section of 

that chapter. Some general conclusions are however in order. 

• The inviscid method of three-dimensional vortex filaments was investigated, both 

theoretically and numerically. For multiple-filament computations, convergence 

was reviewed. For single-filament computations, the modeling of a physical vor

tex tube by a computational vortex filament was also investigated. In particular, 

a new regularization scheme was developed that reproduces the dispersion rela

tion of the rectilinear vortex tube of unperturbed core structure (i.e., Kelvin's 

lowest perturbation mode). 

• The method of three-dimensional vortex particles (i.e., vortex sticks or vortons) 

was investigated, both numerically and theoretically. Both singular and regular

ized particles were considered, and convergence of the regularized method was 

reviewed. The method has consistency problems because the particle vorticity 

field is not guaranteed to be divergence free for all times. Different evolution 

equations for the stretching of the strength vector were reviewed, and it was 

shown that one choice, the transpose scheme, leads, with the singular method, 

to a weak solution of the vorticity equation. This choice was also shown to per

form better on the conservation laws for both the singular and the regularized 

methods. 

• A viscous version of the method of regularized vortex particles was developed, 

using theoretical developements due to Sylvie Mas-Gallic. This method accounts 

for viscous diffusion by redistributing the strength vectors between particles. The 

method proved very successful in modeling strong vortex tube interactions where 

viscosity plays an important role such as the reconnection of vortex tubes of 

opposite sign vorticity by viscous diffusion. In particular, the fusion of two vortex 

rings was computed at a Reynolds number of 400, and quantitative information 

was obtained and compared with experimental data. 
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• A new three-dimensional regularization function was proposed. It is referred 

to as the high order algebraic smoothing. This smoothing is algebraic, easy to 

handle in numerical computations and has convergence properties that are as 

good as those of Gaussian smoothing. The associated functions for the evalua

tion of the streamfunction and the velocity are also easy to handle. Moreover, 

this smoothing is the only one known for which closed form expressions for the 

quadratic diagnostics ( energy, helicity and enstrophy) can be obtained. 

• The two-dimensional method of contour dynamics was reviewed, and it was 

shown that the method is actually a method of singular filaments of the vorticity 

curl. A regularized version of the method was developed. A particle version of 

the method was also presented. These particles are vector elements of vorticity 

gradient (particles that are vector elements of the vorticity curl can equally 

be considered). The particle method is to the method of contour dynamics 

what the method of vortex particles is to the method of vortex filaments in 

three dimensions. The particle method presents the same advantages ( explicit 

treatment of viscous diffusion) but suffers also the same consistency problems 

(the particle vorticity curl is not generally divergence free). Both singular and 

regularized particles were presented, and a viscous version of the method was 

also introduced. It was shown numerically that this method can account for 

the viscous reconnection of lines of vorticity curl (i.e., reconnection of patches of 

uniform vorticity of the same sign) in a manner similar to the reconnection of 

vortex lines in three dimensions. 

• Diagnostics proved very useful in assessing the accuracy of the numerical com

putations with respect to known conservation laws. Both linear and quadratic 

diagnostics were used extensively. 

• In three-dimensional inviscid flows, vortex tubes retain their identity (i.e., their 

circulation) and move as material volumes. The method of vortex filaments, 

which is based on these simple facts, should be preferred to the method of vor

tex particles when computing inviscid flows. Vortex filaments are simply more 

consistent than vortex particles because they insure that the vorticity field is 

divergence free for all times. Moreover, they are cheaper to use since they 

only amount to keeping track of computational points on a space curve. In 

two-dimensional inviscid flows, filaments of the vorticity curl also retain their 

identity (i.e., the jump of vorticity across them). The method of contour dy

namics, which also relies on these facts, should thus be preferred to the method 

of particles of vorticity gradient or the method of particles of vorticity curl. 
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• For viscous flows, filament methods cannot generally be used because filaments 

do not necessarily retain their identity. The viscous method of vortex particles 

can be used in three dimensions and the viscous method of particles of vorticity 

gradient ( or the viscous method of particles of vorticity curl) can be used in two 

dimensions. There is numerical evidence that the explicit treatment of viscous 

diffusion helps solve the consistency problems associated with these vector par

ticle methods by keeping the particle vector field almost divergence free for long 

times. 

• Addition of computational elements (i.e., remeshing) is necessary where stretch

ing is important. In filament methods, the remeshing can be achieved by adding 

computational points along the filament itself ( using the parametric representa

tion of the filament). In vector particle methods, the remeshing can be achieved 

by splitting a strength vector that is too long into two smaller ones. 

• A relaxation scheme that forces the particle representation of the vorticity field 

to be almost divergence free for all times, regardless of viscous diffusion, was 

developed and tested numerically. It was shown that this scheme performs suc

cessfully when it is combined with the remeshing scheme. This relaxation scheme 

can easily be applied to the two-dimensional method of particles of vorticity gra

dient (or particles of vorticity curl). 

• All methods investigated in this thesis are m urgent need of fast algorithms 

for the evaluation of the velocity field (from the vorticity in three dimensions 

and from the vorticity curl in two dimensions). In particular, it is believed 

that the combination of the viscous method of vortex particles and of fast al

gorithms would produce a very powerful tool for the investigation of complex 

three-dimensional flows. 
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Appendix A 

Conservation laws for two- and three-dimensional 

incompressible unbounded flows 

In what follows, the density is taken as unity. 

A.1 Three-dimensional unbounded flows 

In the present section, only three-dimensional unbounded flows with zero vorticity at 

infinity are considered. The total vorticity is therefore zero. 

In inviscid flows, there are three linear invariants associated with the conserva

tion of total vorticity, linear impulse and angular impulse 

n j wdx = 0, (A. l) 

I ju dx = i j x A w dx , (A.2) 

A j x A u dx = i j x /\ ( x /\ w) dx . (A.3) 

There are also two quadratic invariants associated with the conservation of kinetic 

energy and helicity 

E i ju · u dx = 1 j 1P • w dx , 

1{ j w • udx. 

E is also referred to as the generalized Hamiltonian. 

(A.4) 

(A.5) 

In viscous unbounded flows, the total vorticity n = 0, the linear impulse I and 

the angular impulse A are still conserved, but the kinetic energy E is not conserved. 

Indeed, taking the dot product of u with the momentum equation, and integrating 

over an unbounded volume, it is easy to show (Lamb 1932 and Batchelor 1967) that 

.!!:_ E = - 2 v j e · · e · · dx = - j <I> dx 
dt '1 

'
1 

' 
(A.6) 
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where eij = 1 (t + ~). The function ~ is called the dissipation function. From 

kinematics, it is easy to show (Lamb 1932) that 

~ = v w • w - v V·((u • V)u), 

so that one obtains, for unbounded flows, 

d 
-E = -v£ dt ' 

where 

£ = j w -wdx, 

(A.7) 

(A.8) 

(A.9) 

and is called the enstrophy. The rate of change of the kinetic energy is thus equal 

to (-v x enstrophy) and is always negative. Moffatt (1969) has shown that the 

helicity H measures the net linkage of vortex lines. Consequently, the helicity is 

not conserved in viscous flows because of the possibility of reconnection of vortex 

tubes. Notice that the enstrophy in not conserved in both inviscid or viscous three

dimensional flows because of the stretching of vortex lines. The rate of change of 

the enstrophy is obtained by taking the dot product of w with the vorticity equation 

(Batchelor 1967). This leads to 

a (WiWi) a (WiWi ) - -- +- --u· at 2 axj 2 J 

a aw; W;Wjeij + VW;-a -a 
Xj Xj 

[ 
a a (w;w;) aw; awi] 

~~~+v -- -- ---ax- ax• 2 ox· ax J J J J 

so that, integrating over an unbounded volume, one obtains, 

d j jaw-aw--£ = 2 w·w·e--dx-2v -'-' dx dt i J IJ ax . ax . . 
J J 

A.2 Two-dimensional unbounded flows 

(A.10) 

(A.11) 

In inviscid two-dimensional unbounded flows with vorticity, there are three linear 

invariants associated with the conservation of total circulation, linear impulse and 

angular impulse 

n j wdx, (A.12) 

I J X A ( wez) dx ' (A.13) 

A - ~ J X A ( X t\ ( we z)) dx -~ j lxl 2 wdx 2 . (A.14) 
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When the total circulation n = 0, then I and A are the linear and angular impulse 

of the system, i.e., I= J u dx and A = ez · J x /\ u dx. When O =f 0, then the linear 

impulse and the angular impulse are not defined because the velocity only decays like 

1/r as r - oo. However, Equation (A.13) for I and Equation (A.14) for A are still 

well-defined, and they are still invariants. 

In inviscid flows, there are also two quadratic invariants associated with the 

conservation of kinetic energy and enstrophy, ( the helicity is zero since w · u = 0) 

E - i j 1/Jwdx, (A.15) 

£ j wwdx. (A.16) 

E is usually referred to as the Hamiltonian. When the total circulation n = 0, the 

Hamiltonian E is indeed the kinetic energy of the system, i.e., E = ½Ju • u dx. 

When n =f 0, the total kinetic energy is not defined, but the Hamiltonian E is still 

well-defined. Notice the difference with three-dimensional inviscid flows for which the 

enstrophy £ is not conserved because of the stretching of vortex lines. 

In viscous two-dimensional unbounded flows with vorticity, n and I are still 

conserved. A is conserved only when n = 0. More specifically, it is easy to show 

(Dritschel 1985) that 

! (-1 j lxl 2 wdx) = -v j wdx- j(x • u)wdx. (A.17) 

The first term is constant since the total circulation is conserved. The second term is 

shown to vanish from kinematics ( using integration by parts). One is thus left with 

d 
-A(t) = -vO(t) = -vn 
dt 

(A.18) 

which gives, for all times, the surprisingly simple result that A increases linearly in 

time, i.e., 

A(t) ( 110 ) 
A(0) = l + -A(0) t. (A.19) 

This result is very useful since it can be used in viscous computations with n =f O as 

a check on the treatment of the viscous term. 

The enstrophy £ is not conserved in viscous flows. Moreover, when the Hamil

tonian E is the kinetic energy of the system (i.e., when n = 0), it decays at a rate 

which is proportional to the enstrophy, 

(A.20) 

This result is also very useful since it can be used in viscous computations with O = 0 

as a check on the treatment of the viscous term. 



122 

Appendix B 

The connection between regularized 

three-dimensional vortex filaments and 

regularized two-dimensional vortex particles 

The connection between regularized three dimensional vortex filaments and regular

ized two-dimensional vortex particles is examined. The problem of interest is to find 

the two-dimensional vorticity distribution that corresponds to the projection, into 

the plane, of a straight three-dimensional vortex filament perpendicular to the plane. 

The results of this appendix are used extensively throughout this thesis. 

In what follows, the subscript "3" is used for regularization functions of three

dimensional vortex filaments, and the subscript "2" is used for regularization functions 

of two-dimensional vortex particles. 

B .1 The general case 

For a regularized three-dimensional vortex filament, one has 

r / _!_ (
3 
(Ix -x'I) ax' ds', 

le o-3 a 8s' 

(~) ( lc 93 (1 ') ax' I 

u(1 x) = -r I 13 (x - X /\-ads ' c x - x' s' 
(B.l) 

where x' stands for x(s', t) and g3 (p) = fcf (3(t) t2 dt. If the filament is straight, 

then the velocity that it induces is circumferential and is obtained by integrating 

the velocity (B.1) along the filament. If the filament is aligned with the ez axis, 

u(1(x) = u(1(r) e8 , with 

(B.2) 
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where r = (x2 + y2 )½ is the distance to the point at which the filament crosses the 

x-y plane. Making the substitution t 2 = (r2 + z2)/o-2 in Equation (B.2) leads to 

( ) _ (£)? (~) 2100 
93(t) dt _ r 92 (;) 

Uu r - r - o- r/u t2 (t2 _ (r/o-)2)½ - r 
(B.3) 

A two-dimensional velocity smoothing function is thus obtained, 

2100 93(t) 92(P) = 2p ldt. 
p t2(t2 _ p2)2 

(B.4) 

For the vorticity distribution, one obtains, integrating the vorticity (B.l) along the 

filament, Wu(x) = Wu(r) ez, with 

rjoo -;(3 ((r2+z2)½) dz -oo (J" o-

r 2.100 t (3(t) dt = r ..!_ (2 (~) 
o-2 r/u (t2 - (r/o-)2)½ o-2 0-

(B.5) 

A two-dimensional vorticity distribution is thus obtained, 

. 100 t (3(t) ~2(P) = 2 l dt . 
p (t2-p2)2 

(B.6) 

The two-dimensional functions are related through the circulation condition 92 (p) = 
ft (2 ( t) t dt, where 21r92 (p) is the fraction of circulation within the dimensionless 

radius p. The relations that allow one to find the two-dimensional functions, ( 2(p) 

and g2(p), given the three-dimensional functions, (3 (p) and 93 (p), are thus defined. 

The following is a very useful formula that gives g2 (p) directly from (3 (p) (Leonard 

1985) 

92(p) 

(B.7) 

B.2 Some examples 

The three-dimensional Gaussian smoothing 

( ) 1 -p2 /2 
(3 p = (21r)½e , 
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(B.8) 

gives, using Equation (B.7), 

(B.9) 

thus showing that the projection of the three-dimensional Gaussian smoothing gives 

the two-dimensional Gaussian smoothing. 

The three-dimensional low order algebraic smoothing 

3 1 
- ~' 41r (p2 + 1) 2 

1 p3 

41r (p2 + l)i ' 
(B.10) 

gives, using Equation (B.4), 

1 2100 t 1 d -p l l t 
211" p (t2+1)2(t2-p2)2 

1 100 
du p2 

21r o (u2 + (p2 + 1))½ 
1 p2 

21r p2 + 1 ' 
1 d 1 1 
P dp92(p) =; (p2 + l)2 , (B.11) 

thus showing that the projection of the three-dimensional low order algebraic smooth

ing gives the two-dimensional low order algebraic smoothing. 

The three-dimensional high order algebraic smoothing 

(3(p) 
15 1 
8 7 ' 7r (p2 + 1)2 

g3(p) 
1 p3 (P2 + 1) 

(B.12) 
47r (p2 + 1 )½ ' 
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gives, using Equation (B.4) and [43], 

1 2100 t (t 2 + 1) 1 
92(P) = -p 1 ldt 

21r p (t 2 + 1)2 (t 2 - p2)2 

- 1 p2[roo u2 du+(p2+5) 1
00 

du l 
21r lo (u2+(p2+1))f 2 lo (u2+(p2+1))i 

1 2 [ 1 1 ( 2 5) 2 1 l 
21/ 3 (p2 + 1) + p + 2 3 (p2 + 1 )2 

1 p2(p2 + 2) 
- 21r (p2 + 1 )2 ' 

1 d 2 1 
(2(p) = pdpg2(p) =; (p2 + 1)3' (B.13) 

thus showing that the projection of the three-dimensional high order algebraic smooth

ing gives the two-dimensional high order algebraic smoothing. 

Finally, the three-dimensional constant smoothing 

(
3
(p) = { 4~ for p <_ 1 

0 otherwise , 

·( ) { -4
1 

p3 for p < 1 93 p = 1f 

4~ otherwise , 
(B.14) 

gives ( 2(p) = 0 and g2(p) = l/21r for p > 1. For p < 1, the use of Equation (B.7) 

leads to 

(B.15) 

In this case, the projection of the three-dimensional constant smoothing does not give 

the two-dimensional constant smoothing, i.e., the two-dimensional constant vorticity 

core. This is a surprising result which shows that one must be careful when making the 

connection between three-dimensional and two-dimensional regularization functions. 

There actually exists a three-dimensional smoothing that leads to the two

dimensional constant vorticity core and which was found by trial and error (indeed, 

finding g2(p) and ( 2(p) given g3(p) and (3 (p) is easy to do using the formulas of 

Section B.1, but the opposite is difficult !). This special three-dimensional smoothing 

is given by 

{ 

..1. 1 for p < 1 
(3(p) = 011'2 (J-p2)½ 

otherwise, 
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{ 

2;2 (arcsin p - p( l - p2 )½) for p < l 
g3(p) = _l 

otherwise. 
411" 

(B.16) 

Notice that this smoothing can be used without problems in the velocity integral (B.l) 

since g3 (p) is O(p3 ) for small p. Although the three-dimensional vorticity smooth

ing (3 (p) diverges as p -+ 1, the filament vorticity distribution is well-defined since 

one integrates along the filament as shown in Equation (B.l ).The projection of this 

three-dimensional smoothing is done using Equation (B. 7). It leads to ( 2 (p) = 0 and 

g2(P) = 1/21r for p > 1 and to 

(B.17) 

for p < 1. Thus the two-dimensional constant smoothing that corresponds to a 

constant vorticity core has been recovered. 

The regularization functions that were discussed in this appendix are summa

rized in Tables B.2 and B.1, together with other regularization functions and addi

tional information such as the function x(p) and the convergence properties (i.e., the 

exponents m and r). 
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x(P) ((p) = _v72x(p) g(p) = ft ((t) t2 dt m r 

=- <e
2 -r..' <ell' p2 

= - (e ~<ell" 
0 

1 1 .1... 1 I PJ 
00 0 ~ /o2+l)I72 4ir /o2+1)-!>72 4ir /02+1\372 

Low order algebraic; ((p) > 0, T/(P) = -('(p)/p > 0; no convergence since r = 0; 

yields low order 2-D algebraic when projected in 2-D. 
1 {e"+3/2) .!.§. 1 -1. e3 <e~+s~2) 00 2 411' (02+1)372 Bir (o2+1)r72 4ir /o2+1)5 2 

High order algebraic; ( (p), T/( p) > 0; yields high order 2-D algebraic. 

4~ ;erf (/12 ) 
1 -p2 /2 

(2ir)372 e 4~ ( erf ( fe) -
(~)1/2 pe_P2/2) 

00 2 

Gaussian; ((p), T/(P) > 0; yields 2-D Gaussian. 

((p) > 0, T/(P) 10. 

4! sech2(p3) 4~ tanh(p3) 00 2 

((p) > 0, T/(P) 10. 

4~ (;erf (fe) + 1 (5 .i-) -p
2 /2 

(2ir)3!2 2 - 2 e 4~ ( erf ( fe) - 00 4 

1 -p2/2) 
(2ir )1 ]2 e (¾)1/2 p (1 - 2r) e_P2/2) 

Super-Gaussian; ((p), 11(p) 'f 0. 

The functions below have, for p > 1, 
_1_ 0 -1. 
4irn 4ir 

and, for p < 1, 

p,~(3 - p2) 3 -1.p3 1 2 411' 4ir 
Constant; does not yield 2-D constant. 

1 (arcsine+ 1 1 ~ ( arcsinp- 2 ~ p ;J' (l-p2)lf2 -

( 1 _ p2)1/2) p(l _ p2)1/2) 

Special smoothing that yields 2-D constant. 

Table B.1: Three-dimensional regularization functions 
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x(P) ((p) = v2x(P) g(p) = ft ((t) t dt m r 
= (px'(p))' 

0 

4~ log(p2 + 1) 1_1_ ..1._L_ 
00 0 11" (02+1)2 211" o2+I 

Low order algebraic; ((p) > 0, TJ(p) = -('(p)/p > O; no convergence since r = 0. 

4~ (log(p2 + 1) + l:1) 
1_1_ ..1 e~<e~+2> 

00 2 11" 7o2+1)3 211" (o2 +1 )2 

High order algebraic; ((p ), TJ(p) > 0. 

4~ ( log ( f) + E 1 ( f) ) ...Le-P2/2 
2,r 2~(1 - e_P2/2) 00 2 

Gaussian; ((p), TJ(p) > 0. 

¾ sech2(p2) 2~ tanh(p2) 00 2 

((p) > 0, T/(P) 1 0. 

1..il::.e:l ..1 e"<e~+3e"H> 00 3 11" (02+1)• 211" (02+1 )3 

Super-algebraic; ((p ), TJ(p) 1 0. 

4~ (tog ( f) + E1 ( f) -
e-P2 /2) 

...L (2 - £:) e_P2/2 211" 2 ..1.(1-211" 

(1 - 2r) e-P
2
/2) 

00 4 

Super-Gaussian; ((p), TJ(p) 1 0 . 

...L .:!.iJ..el t:(1 - Jo(p)) 00 00 211" 0 

((p), Tf(p) 1 O; spectral like convergence since r = oo. 

The functions below have, for p > 1, 

2~ log p 0 1 
21r 

and, for p < 1, 

}11"(p2 - 1) l ...Lp2 1 2 11" 2,r 
Constant. 

2~ (log(l + (1 - p2)112)-

½{1 _ p2)3/2 _ (1 _ p2)1/2) 

2! ( 1 _ p2)1/2 2111"(1 _ (1 _ p2)3/2) 2 2 

Projection of 3-D constant smoothing. 

_l _e-l/(l-p2
) ..1.(1- 00 2 

1r E2(l) 2,r 

( 1 - p2) E:i ( ~) ) 
. E2(l) 

Only smoothing which is C00 and of compact support. 

Table B.2: Two-dimensional regularization functions 
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Appendix C 

Mathematical derivations needed in the 

development of a three-dimensional velocity 

smoothing that reproduces Kelvin's lowest mode 

dispersion relation. 

The principles that lead to a three-dimensional velocity smoothing that best repro

duces Kelvin's lowest mode dispersion relation are outlined in Section 2.4.3. 

First, the evaluation of the inverse Fourier transform of Q( l) given by Equa

tion (2.117) is examined. The parameter c2 is real and positive so that Q(l) is real 

for l real. In what follows, the definition of Q( l) is extended to the complex plane so 

as to be able to evaluate the inverse Fourier transform of Q( l) using integration in 

the complex plane [23]. Q(l) is first rescaled by writing 

where 

1 + /2 log /2 

u = T/ + iµ, T/, µ real and positive, 

u is the complex conjuguate of u , 

e = (1 + (1/4 - 1)/c2)/(2c2
), 

µ2 = (1 - (1/4 - 1)/c2)/(2c2
). 

(C.l) 

Notice that one needs c2 > 1 - 1/4 = .32722 fore and µ to be real. This inequality 

will be satisfied because the best fit to Kelvin's dispersion relation occurs at c2 = 1.43. 

With the above scaling (C.l), it is easy to show that Q(p) = 4 P(2p), where P(p) is 

the inverse Fourier transform of P( l). 
The inverse Fourier transform of P( l) is done by considering each term sepa

rately, i.e., 

A A A , 1 l2 log l2 

P(l) = P1(l) + P2tl) = c4([2 + u2)(/2 + u2) + c4(/2 + u2)(/2 + u2) ' (C.2) 

where the denominator of each term can be factored as 

(C.3) 
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First, the inverse Fourier transform of Pi ( l) is considered, 

1 1= eilp 

Pi(p) = 21rc4 -oo (l + iu)(l - iu)(l + iu)(l - iu) dl. (C.4) 

Since p > 0, the contour integral on the contour C = C1 + C2 as shown in Figure J .19 

is considered. The integral on the upper half circle C2 vanishes as R -+ oo by use of 

Jordan's Lemma. Making use of the Residue Theorem, one then obtains 

The evaluation of the inverse Fourier transform of P2 ( l) is more difficult. The 

contour C = C1 + C2 + C3 + C4 shown in Figure J .20 is used, and therefore, 

1 1= 12 log /2 eilp P2(P) = - ___ _;;_ ____ dz 
21rc4 -= (l + iu)(l - iu)(l + iu)(l - iu) 

1 [ r= [2 log /2 eilp l 
1rc4~ Jo (l+iu)(l-iu)(l+iu)(l-iu)dl 

(C.6) 

Notice the two branch cuts of the function log /2 respectively on the positive and 

negative real axis. The real part of the integral on C1 is the integral of interest. The 

integral on C2 is shown to vanish as R-+ oo by use of Jordan's Lemma. The integral 

on C4 is done using a small quarter circle of radius t and vanishes as t -+ 0. Finally, 

the integral on C3 gives, with the substitution l = it, 

(C.7) 

The first integral in Equation ( C. 7) is purely imaginary since it is equal to i times 

a real integral. It will thus not be of interest. Use of the Residue theorem for the 

contour integral on C gives 

··•di= - Res ---------- = --1 2i ( l2logl2ei1
P ) 1 (ulogp(-u2)e-pu) 

c c4 (l+iu)(l-iu)(l+iu)(l-iu) l=iu c4 (u2 -u 2) ' 

(C.8) 

where logP stands for the principal logarithm. Combining all the terms of interest, 

one obtains 

A(p) = ~ [ r= __ t_2e_-p_t -dt- ~ (-ul_og_,_P_(-_u2_)_e-_pu)] 
c4 Jo (t2-u2)(t2-u2) (u2-u2) 

(C.9) 
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Adding Pi(p) and Pi(p) to obtain P(p), and recalling that Q(p) = 4P(2p), one 

:finally obtains 

Q(p) = 

The function Q(p) must now be integrated according to Equation (2.114) in or

der to obtain q(p ), the three-dimensional velocity smoothing that reproduces Kelvin's 

lowest mode dispersion relation. Hence, 

The first and third integrals in Equation ( C.11) are easy to carry out, 

4
~

2 
( 1 - (1 + 2pu)e-2pu) , 

1
_ (u3 (1 + 2pu)e-2pu - u3 (1 + 2pu)e-2pil) 

4(uu)3 

(C.12) 

The second integral in Equation ( C.11) is more difficult and is done by interchanging 

the order of the t and y integral ( assuming it converges uniformly, an hypothesis 

confirmed a posteriori). One writes 

(C.13) 

The first integral in Equation (C.13) is done extending the integral from -oo to oo 

and using contour integration as in Equations ( C .4) and ( C .5). It leads to 

! [00 1 dt _ i1r ( u + u) 
2 lo (t 2 - u 2 )(t 2 - u2 ) - 4 (uu)(u 2 - u2 ) • 

(C.14) 
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The second integral in Equation (C.13) is done using a partial fraction decomposi

tion of the denominator and recalling the definition of the Exponential Integral of a 

complex argument 

E1 ( z) = :::_ dt , 1
00 -t 

z t 
Jarg zl < 1r • 

It leads to 

1100 e-2pt 
- -----dt 
2 o (t2 - u 2)(t 2 - u2 ) 

= 1 [.!. (- /oo e-2pt dt + loo e-2pt dt) 
4( u2 - u2 ) u lo t + u lo t - u 

+.!. ( /00 e-2pt dt - roo e-2pt dt) l 
u lo t + ii lo t - ii 

= 
4

(u2 ~ u2 ) [~ (-e2puE1(2pu) + e-2puE1 (-2pu)) 

+¾ ( e2puE1 (2pu) - e-2puE1 (-2pu))] 

= 
2

(u2 _ ~ 2 )(uu) ~ (u (e- 2puE1 (-2pu) - e2puE1(2pu))) , 

(C.15) 

(C.16) 

where use has been made of the symmetry relation E1 (.z) = E1(z). The third integral 

in Equation (C.13) is done in a similar way and leads to 

1
00 t e-2pt 

------dt 
o (t2 - u2 )(t2 - u2 ) 

=--- --dt+ --dt- --dt- --dt 
1 [loo e-2pt 1= e-2pt 100 e-2pt 100 e-2pt l 

2( u2 - u2 ) o t + u o t - u o t + u o t - u 

= 
2

(u
2 
~ u

2
) [e2puE1(2pu) + e-2puE1(-2pu) - e2puE1(2pu) - e- 2puE1(-2pu)] 

(C.17) 

Combining the integrals appropriately and making some algebraic simplifications, an 

expression for q(p) emerges: 

4 41rq(p) 
C 

p 

1 
(u3 (1 + 2pu)e- 2

pu - u3(1 + 2pu)e-2pu) 
2(u2 - u2 )(uu)3 

-~ c:~p~ ~~;~ (1 + 2pu)e-2PU) 

+ (u2 ~ u2 ) [2p~ (e2puE1(2pu) + e-2puE1(-2pu)) 

-(ulu) ~ (u (e2PUE1(2pu) - e-2puE1(-2pu))) l 
+ d. (C.18) 
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It can be shown that Equation (C.18) is purely real as it should be. The constant 

d is determined so that 41rq(p) -+ 1 as p -+ oo. A tedious asymptotic expansion of 

q(p), using [1] 

e-z ( 1 1 · 2 1 · 2 · 3 ) 
E1(z)~- 1--+----+··· , 

z z z 2 z3 largzl < 31r/2, (C.19) 

shows that d = 0. An also tedious Taylor series expansion of q(p), using [1] 

larg zl < 1r, (C.20) 

leads to 

(C.21) 

for small p, with 

A 

B = (C.22) 

Notice that q(p) is O(p) for small p, as opposed to classical velocity smoothings that 

are CJ(p3 ) for small p. This point is examined further in Section 2.4.3 

The numerical evaluation of the new q(p) function is challenging in itself. It is 

done using complex variables, with E1(z) computed using a Taylor series expansion 

for small z, Equation (C.20), and a continued fraction approximation for large z, 

with [1] 

E (!) - -1/ z _ao_z___,,,.--,-----
1 z - e 1 a1z ' 

+ a2z 
1 +-1-+---.. 

larg zl < 1r, (C.23) 

with a0 = 1, a2n = n and a2n+l = n + 1. The continued fraction is itself evaluated 

using the method of Pade Approximants [19]. 

Below is a listing of the Fortran program which evaluates the function q(p) for 

any value of the adjustable parameter c2• The values of A and Bare also evaluated 

using Equation (C.22). For c2 = 1.43, these values are A = .8620589 and B = 
-1.176992. 
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C ***~*********************************************************************** 
C 

C 

IMPLICIT COMPLEX*l6 (C,Z) 
IMPLICIT REAL*8 (A-B,D-H,O-Y) 
IMPLICIT INTEGER*4 (I-N) 

READ(S,*)SQC 
READ(S,*)YFIRST 
READ(S,*)YLAST 
READ(S,*)M 
READ(S,*)EPSil 
READ(5,*)EPSI2 
READ(S,*)SWITCH 

c SQC = c**2 coefficient, Yfirst = first value of y for which to compute q(y) 
c YLAST= last value of y for which to compute q(y). M -Total number of points 
c for which to compute q(y). EPSil=accuracy coefficient for the computation 
c of the exponential integral function of a complex argument z using a Taylor 
c series expansion. EPSI2= same but for the continued fraction approximation. 
c SWITCH= that value of abs(z) where we switch from the Taylor series 
c expansion to the continued fraction approximation. The continued fraction is 
c itself evaluated using the method of Pade Approxirnants. 
C 

c The input 1.43, 0., 20., 2001, l.e-13, l.e-13 will generate q(y) 
c from y =0. to y=20. by deltay=.01 with a lot of accuracy. 
C 

C 

C 

RANGE=YLAST-YFIRST 
DELTAY=RANGE/DFLOTJ(M-1) 
PI=3.141592653589793238462643 
GAM=.577215664901532860606512 
Dl=l. 
D2=2. 
D12=1./2. 
D14=1./4. 
ONUL=0. 
ETA=(Dl+((D14-GAM)/SQC))/(D2*SQC) 
ETA=DSQRT(ETA) 
EMU=(Dl-((D14-GAM)/SQC))/(D2*SQC) 
EMU=DSQRT(EMU) 

CU=DCMPLX(ETA,EMU) 
CUSTAR=DCONJG(CU) 
CUSQ=CU*CU 
CUSTSQ=CUSTAR*CUSTAR 
CUCUSTAR=CU*CUSTAR 
CUCUSTARS=CU+CUSTAR 
CUCUSTARM=CU-CUSTAR 
CUSQCUSTSQ•CUSQ-CUSTSQ 

c Computation of the term in y and y**3 in q(y) for small y's. 
C 

C 

Cll•(0.,1.)*CUSTAR 
Cll•Cll*Cll 
Cll•CDLOG(Cll)/(CUSTAR*CUSQCUSTSQ) 

A•ETA*PI 
CA•DCMPLX(A,ONUL) 
CA•(CA*(0.,l.)) /CUSQCUSTSQ 
CACOEF•CA/(D2*CUCUSTAR) 
CBCOEF•-CA 
PLOG•DREAL(Cll) 
CACOEF•CACOEF-(DCMPLX(PLOG)/D2) 
PP=DREAL(Cll*CUSTSQ) 
CBCOEF•CBCOEF+DCMPLX(PP) 
CACOEF•CACOEF+((CUSQ+CUCUSTAR+CUSTSQ)/(D2*D2*CUCUSTARS*CUCUSTAR* 
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CUCUSTAR*CUCUSTAR)) 
CBCOEF=CBCOEF-(Dl/(D2*CUCUSTARS*CUCUSTAR)) 
ACOEF=DREAL(CACOEF) 
ACOEF=(ACOEF*D2)/(SQC*SQC) 
BCOEF=DREAL(CBCOEF) 
BCOEF-(BCOEF*D2)/(SQC*SQC) 
WRITE(6,*)ACOEF,BCOEF 

c Acoef and Bcoef are the coefficients such that q(y)=~ Acoef*y +Bcoef*(y**3) 
c + ..• for small y. 
C 

C 

C 

C 

C 

C 

DO 10 I=l,M 
Y=YFIRST+DFLOTJ(I-l)*DELTAY 
IF(Y.EQ.0.)THEN 
Q=0. 
WRITE(6,*)Y,Q 
GOTO 20 
ENDIF 

Cl=D2*Y*CU 
C2=CEXPINTGl(Cl,EPSil,EPSI2,SWITCH) 
C3=CDEXP (Cl) 
C4=-Cl 
CS=CEXPINTGl(C4,EPSI1,EPSI2,SWITCH) 
C6=CDEXP (C4) 
C7=D2*Y*CUSTAR 
C8=CDEXP (-C7) 
C9=(C3*C2-C6*CS)*CUSTAR 
C10=C3*C2+C6*CS 
B9=DIMAG (C9) 
C9=DCMPLX(B9,0NUL) 
Bl0=Y*DIMAG(Cl0) 
Cl0=DCMPLX(B10,ONUL) 
CTERM1=(C9/(D2*CUCUSTAR))-C10 
CTERMl=CTERMl/CUSQCUSTSQ 
CTERMl=CTERMl*(0.,1.) 
CTERMl=-CTERMl 

C12=C8* (Dl+C7) 
CTERM2=Cl2*Cll 
BTERM2=DREAL(CTERM2) 
CTERM2=DCMPLX(BTERM2,ONUL) 
CTERM2=(-CTERM2)/D2 

CTERM3=Cl2*CU*CUSQ 
CTERM3=CTERM3-(CUSTAR*CUSTSQ*C6*(Dl+Cl)) 
CTERM3=CTERM3/(CUSQCUSTSQ*D2*D2*CUCUSTAR*CUCUSTAR*CUCUSTAR) 

CTERM=CTERM1+CTERM2+CTERM3 

Q=DREAL (CTERM) 
Q=(D2*Y*Q)/(SQC*SQC) 
WRITE(6,*)Y,Q 

20 CONTINUE 
10 CONTINUE 

STOP 
END 

C 

C ************************************************************************* 
C 

DOUBLE COMPLEX FUNCTION CEXPINTG1(Z,EPSI1,EPSI2,SWITCH) 
C 

IMPLICIT COMPLEX*16 (C,Z) 
IMPLICIT REAL*S (A-B,D-H,O-Y) 
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IMP~ICIT INTEGER*4 (I,N) 

GAM=.577215664901532860606512 
D2-2. 
Dl=l. 
ONUL-0. 

ABSZ=CDABS(Z) 
IF(ABSZ.LE.SWITCH)GOTO 10 

c The continued fraction approximation: 
C 

ZETA=(l.,0.)/Z 
C 

ZESTl= (1., 0.) 
C 

K=0 
200 K•K+l 

C 

ZEST2= (1., 0.) 
DO 30 I=l,K 
J=(K+l)-I 
FLTJ=DFLOTJ(J) 
JJ=JIDINT( (FLTJ+D1)/D2) 
AJ=DFLOTJ(JJ) 

ZEST2=(AJ*ZETA*ZEST2)+(1.,0.) 
ZEST2=(1.,0.)/ZEST2 

30 CONTINUE 
C 

C 

C 

TEST=CDABS((ZEST2-ZEST1)) 
ZESTl=ZEST2 
IF(TEST.GE.EPSI2)GOTO 200 

ZT=ZEST2*ZETA*CDEXP(-Z) 
GOTO 300 

c The Taylor series expansion: 
C 

10 CONTINUE 
SIGN=l. 
ZLOCAL= ( 1., 0.) 
ZSUMl= (0., 0.) 
DCOEFF=.01 
K=O 

100 K=K+l 

C 

SIGN=-SIGN 
FLTK=DFLOTJ(K) 
ZLOCAL=ZLOCAL*(Z/FLTKJ 
ZSUM2=ZSUMl+((SIGN*ZLOCAL)/FLTK) 
TEST=CDABS((ZSUM2-ZSUM1)/(ZSUM2+DCOEFF)) 
ZSUMl=ZSUM2 
IF(TEST.GE.EPSil)GOTO 100 
ZT--ZSUM2-DCMPLX(GAM,ONUL)-CDLOG(Z) 

300 CONTINUE 

C 

CEXPINTGl==ZT 
RETURN 
END 

C ************************************************************************* 
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Appendix D 

The numerical computation of an infinite periodic 

vortex filament 

A numerical procedure that was originally introduced by Moore (1972) for the com

putation of finite amplitude perturbations on infinite periodic vortex filaments is 

described. In the present context, the procedure is modified to account for higher 

accuracy when the core size a is not small compared to the wavelength ,\. The case 

of one vortex filament evolving under its own induced velocity is presented. The 

extension to multiple filaments is straightforward. 

Without loss of generality, a vortex filament with a periodicity vector aligned 

with the x axis, ,\ = ,\ex is considered. Then, if s is defined as a material coordi

nate ranging from -1 to 1 and covering 2p wavelengths of the filament as shown in 

Figure J.21, one obtains, with x(s' + m, t) = x(s', t) + pm,\ex, 

(.l!.=El) 
u(x(s, t), t) = -r j 00 

g (1 (x - x') /\ ax' ds' 
-oo Ix - x'l3 as' 

[ 

1 (~) ox' 
-r 1-1 ~x - qx'l3 (x - x') /\ 8s' ds' 

00 l ( Jx-(x'+2pm>.er)l) ox' l 
+ L 1 I g ( (1 ,\ A )13 (x - (x' + 2pm,\ex)) I\ !lds' 

m=-oo -1 X - X 1 + 2pm ex US
1 

(D.l) 

m;,!0 

where x - x' stands for x( s, t) - x( s', t). The first integral represents the contribution 

of 2p wavelengths. The second integral represents the contribution of the rest of the 

filament. pis chosen so that there is no need for a cutoff in the second integral (i.e., 

g(p) = 1 / 41r ) . This is done by requiring that 

2p,\ ~a. (D.2) 

If the wavelength of interest ,\ is much bigger than the core size a, then it is sufficient 

to take p = 1, i.e., to compute only two wavelengths with the smoothing g(p). This is 

precisely what Moore (1972) did when computing wavelengths much bigger than the 

core size. Here however, it is desired to be more general and to have the possibility 
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of computing wavelengths of the order of the core size. This is achieved by increasing 

the number 2p of wavelengths computed with the smoothing g(p ). Thus, 

Noticing that the denominator of the second integral is given by 

Ix - (x' + 2pm,\ex)l3 = 

(D.3) 

l 

[Ix - x'l 2 
- 2(2pm,.\)((x - x') ·ex)+ (2pm,.\)2] 2 

, (D.4) 

one obtains 

u(x(s, t), t) 

where 

R(w) 
00 1 
L l ' 
-co [w. w - 2(2pm)w. ex+ (2pm)2] 2 

m;,!0 

00 2pm 
S(w) = L-------

-00 [w. w - 2(2pm)w. ex+ (2pm)2]f 
m;,!0 

(D.5) 

(D.6) 

(D.7) 

These infinite series cannot be expressed in terms of elementary functions, but they 

can be evaluated numerically. Following Moore, a table of R and S is computed for 

a discrete set of pairs ( w • w, w · ex) and is stored before numerical time integration 

is started. Then, the value of R and S is computed using bilinear interpolation 

for the actual w arising in the computation. The properties R(-w) = R(w) and 

S{-w) = -S(w) allow Rand S to be stored only for positive w · ex. Moreover, since 

lw · exl ~ (w · w)½, R and S are only computed for O ~ lw · exl ~ (w · w)½. This 

allows for additional savings by storing Rii andSii in a single matrix • .\f(m+l)xm with 

~i Af(i + l,j) 

M(m + 1 - i, m + 1 - j), (D.8) 

for i = 1, ... m, j = l, ... m and i ~ j. The range of (w · w)½ for which Rand 

S are computed and stored is the range expected during numerical time integration 

(typically from Oto 2p). 
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Finally, it is important to notice that, although the range of integration lies over 

2p wavelengths (s' E [-1, l]), the dynamics of the filament only need to be computed 

for one wavelength ( s E [- 2~, 2
1
P]), as is shown in Figure J .21. 
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Appendix E 

The numerical computation of an infinite, 

non-periodic vortex filament 

A numerical procedure is described which is used to compute the velocity induced 

by a vortex filament ( eventually on itself) which consist of three portions: two semi

infinite colinear filament sections aligned with ex and one filament section of arbitrary 

shape that connects smoothly on the two semi-infinite ones ( see Figure J .22). If s is 

a material coordinate along the filament, one has 

00 (~) &x' 
u(x, t) = -r {

00 
~x _ <Tx'l3 (x - x') J\ Bs' ds' 

= -r - --- J\ -ds + - ------- J\ -ds [( 
1 ) 1-1 (x - x') ox' , ( 1 ) j 00 (x - x') &x' , 

41r -oo Ix - x'l3 8s' 41r 1 Ix - x'l3 8s' 

1 g (lx:x'I) 1 &x' '] 
+ L1 Ix - x'l3 (x - x) J\ 8s' ds ' (E.1) 

where x' stands for x(s', t), and it is assumed that the semi-infinite filament sections 

are far enough from x so that there is no need for a smoothing in the Biot-Savart 

integral (i.e., g(p) = 1/41r). The integral for s' between -1 and 1 is handled nu

merically in the usual way, using, for instance, parametric cubic splines to represent 

the filament section x( s', t) and forcing the splines to connect smoothly on the semi

infinite sections. The other integrals are evaluated analytically. For instance, the 

velocity contribution of a semi-infinite filament section aligned with ex and ranging 

from x' = -oo to x' = 0 gives, for points with x > 0, 

v(x) = ( r ) £ (x - x'ex) A d I - - -----J\e X 
41r -oo Ix - x'ex 13 

X 

- (I-) (x J\ ex) lo dx' ,l 

41r Loo ((x _ x')2 + (y2 + z2))2 

- (I-) (x J\ ex) 1
00 

dx' 
3 

41r lx (x"2+(y2+z2))2 
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For (y2 + z2 )/x2 ~ t:2, Equation (E.2) is used. For (y 2 + z2 )/x2 < t:2
, it is better to 

use a Taylor series expansion, 

( r ) 1 ( 3 ( y
2 

+ z
2

) ( 5 ( y
2 

+ z
2

) ) ) v(x)=- 41r (x/\ex)2x2 1-4 x2 1-6 x2 (l+···) 
(E.3) 

Using double accuracy, it was found that t: = 10-2 is a good choice for switching from 

Equation (E.2) to Equation (E.3). 

An expression similar to Equation (E.2) can be found for the velocity contri

bution of a semi-infinite filament section aligned with ex, but ranging from x' = 0 to 

x' = oo. 
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Appendix F 

The evolution equations for a set of vortex 

particles 

The evolution equations for the position and strength vector of a set of regularized 

vortex particles are 

(o:P(t) • V) uo-(xP(t), t), (classical scheme) 

( aP(t). VT) u17 (xP(t), t) , (transpose scheme) 

t (o:P(t). (v + vT)) Uo-(xP(t),t)' (mixed scheme) 

The classical scheme leads to 

d P -a. 
dt ' 

p 8ui p 8 [" 8 ( q) ql al -
8 

= al -
8 
~ lijk -

8 
Xo- X - X ak 

X/ X/ q Xj X=XP 

- L ljjk af a% (8
8 

8
8

. Xo-(X - xq)) . 
g X/ XJ X=XP 

(F.1) 

(F.2) 

(F.3) 

(F.4) 

D fi . - I I/ - ( )112 / . h 2.£.. - ..Li.. d 11· th t l~ - Iliel e mng p - X O' - XmXm O' Wlt ox; - 172 P, an reca mg a pdp - - P3 , 

one obtains 

8 a 
-a -8 Xo-(x) 

X1 Xj 

(F.5) 
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so that finally, for the classical scheme 

iaP = - L J_ [g(p) aP I\ aq + _l_.!!_ (g(p)) (aP. (xP - xq))((xP - xg) I\ aq)l , 
dt q a3 p3 a2 P dp P3 

(F .6) 

with p = jxP - xq I/ a . In a similar way, the transpose scheme gives 

(F .7) 

which leads to 

io.P = _ '°' J_ [-g(p) 0 P /\ o.q + _l .!!_ (g(p)) (a.P. ((xP - xq) I\ o.q))(xP - xq)l 
dt L;: o-3 p3 a2p dp p3 

(F.8) 

The combination of the above two schemes gives the mixed scheme 

In the above formulas, the term ; d~ ( ~) is evaluated by recalling that 

(F.10) 

The above equations are the ones used in numerical computations when using regu

larized vortex particles. Notice that the case of singular vortex particles is obtained 

by setting g(p) = 1 with ; f P ( ~) = ;f and by excluding the term q = p from the 

above sums. 

For completeness, the equations obtained with the high order algebraic smooth

ing function (B.12) and with the explicit treatment of the viscous diffusion as ex

plained in Section 3.3 are given below. Recalling that aP = wP vo/P, the evolution 

equations are 

d 
-Xp 
dt 

d 
-vo/P 
dt 

(F.11) 

0 ' (F.12) 
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1 [ (lxP - xql2 + 20-2) -I: _ 2 Cl'p /\ Cl'q 

41r q (lxP - xql2 + o-2)! 

(lxP xql2 + 7 o-2) 
+3 2 1 (aP · (xP - xq))((xP - xq) I\ aq) 

(lxP - xql2 + o-2)2 

+ 105v o-
4 

i ( vo/P aq - volq aP )] , ( classical scheme) 
(lxP - xql2 + a2)2 

d 
-(l'p 

dt 

1 [(lxP - xql2 + 1a2) = - L 2 ~ aP I\ aq 
41r q (lxP - xql2 + o-2)2 

(lxP - xql2 + 1a2) 
+3 2 

1 (aP · ((xP - xq) I\ aq))(xP - xq) 
(lxP - xql2 + a2)2 

+105v o-
4 

i (vo[P aq - volq aP)] , (transpose scheme) 
(lxP - xql2 + a2)2 

d 
-(l'P 

dt 

1 [3 (jxP - xql 2 + 1a2) ( -I: - 2 
1 (aP • (xP - xq))((xP - xq) I\ aq) 

41r q 2 (jxP _ xql2 + o-2)2 

+( aP • ((xP - xq) I\ aq))(xP - xq)) 

+105v o-
4 

1 (vo/P aq - volq aP)] . (mixed scheme) (F.13) 
(jxP - xql2 + a2)2 
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Appendix G 

The evaluation of quadratic diagnostics when 

using vortex filaments or vortex particles 

In this appendix, the evaluation of quadratic diagnostics such as kinetic energy, helic

ity and enstrophy is examined when the vorticity is represented with vortex filaments 

or with vortex particles. 

G.1 The singular case 

G.1.1 Singular vortex filaments 

Singular vortex filaments define the divergence free vorticity field w given by Equa

tion (2.10). The divergence free streamfunction 1/J is solution of '\121/) = -w and is 

given by Equation (2.11 ). The velocity field u is given by the curl of the streamfunc

tion, Equation (2.12), and is thus also divergence free. 

The kinetic energy is given by 

E = 1 ju · u dx = 1 j ("v I\ 1/)) · ( V /\ 1/J) dx . (G.l) 

Integration by parts leads to 

E 1 j 1/J · (V/\(V/\1/))) dx 

- 1 j 1/) · (-V2 t/J + V('\1·1/J)) dx 

- i J 1/J · w dx 

__!_ I: rprg r r i 
81r p,q Jo, t) lcq(t) lxP - xg I -·- dsds' (

fhcP &x_q) 
as as1 

' 
(G.2) 

since '\121/) = -w and '1·1/J = 0. Notice that the energy is infinite. 

The helicity is given by 

H j u-wdx 

-1 L fP rq / f l (xP - xg) · (axP I\ &x_q) ds ds' .(G.3) 
47r p,q lo(t) lcq(t) lxP - xql3 as as1 
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Due to the presence of the cross-product in the integrand, the helicity is finite. 

The enstrophy is not defined. Indeed, the evaluation of the expression 

£ = j w ·wdx (G.4) 

amounts to integrating the square of the 8-function. 

G.1.2 Singular vortex particles 

With singular vortex particles, the particle vorticity field w is given by Equation (3.2), 

and the divergence free Novikov vorticity field wN is given by Equation (3.10). The 

streamfunction 1/; is solution of '721/; = -w and is given by Equation (3.3). As 

mentioned in Section 3.1, 1/; is not divergence free. Its divergence is given by Equa

tion (3.8). The velocity field u is given by the curl of the streamfunction 1/;, Equa

tion (3.4), and is thus divergence free. 

The kinetic energy is given by Equation (G.l). Integration by parts leads to 

E - ½ j 1/; · ('1 /\('1 /\1/;)) dx = i j tp · (-'121/; + '1('1·1/;)) dx 

½ j 1/; · wdx 4 ~ / 1/; · '1('1·1/;)dx, (G.5) 

since '121/; = -w. Notice that, due to the non-zero divergence of the streamfunction 

1/;, the kinetic energy cannot be simply written as 

(G.6) 

where the q = p term has been removed to avoid an infinity in the evaluation of E1. 

Equation (G.6) is often mistakenly used to evaluate the kinetic energy of a system of 

vortex particles. The correct expression is given by Equation (G.l), or equivalently 

Equation (G.5). Aksman, Novikov and Orszag (1985) obtained the correct expression 

for the kinetic energy by considering the Fourier transform of the velocity field (3.4) 

and by integrating Equation (G.l) in Fourier space. They obtained 

(G.7) 

The meaning of Equation (G.7) will become clear in what follows. 

It will be shown that direct integration of Equation ( G .1) in the physical space 

instead of the Fourier space can be done, and that it leads to the same result as 

Equation (G.7). The advantage of integrating directly in the physical space is that the 

procedure can easily be extended to the evaluation of the energy of a set of regularized 
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vortex particles as will be shown in Section G.2.3. Going back to Equation ( G. l ), 

one obtains, using suffix notation 

E = 

where use of the symmetry relation a!, (ix:xPI) = --f;r Cx:xPI) has been made. 

Taking a local spherical coordinate system centered at xP, and defining x - xP = x', 
x - xq = x' + (xP - xq), dx = dx' = dr r dO r sin 0 d</> = -r2 dr dµ d<j) with µ = cos 0 

and z = lxP - xql, one obtains 

J 1 __ l_dx = /21r d</> foo dr 11 dµ r .l. 

Ix - xPI Ix - xql lo lo -1 (r2 + 2rzµ + z2)2 
(G.9) 

This integral does not converge. However, since only the derivatives of this integral 

with respect to z are of interest ( ~ J ... dx = #;,; ;z f ... dx), a converging factor 

that is independent of z can be added to the integral. The following convergent 

integral is thus considered: 

I = 21r /
00 

dr 11 

dµ ( r l - 1) 
lo -1 (r2 + 2rzµ + z2)2 

1
00 [(r2 + 2rzµ + z2)½ l 1 21r -----~ - µ dr 

0 Z 
-1 

21r loo Cr+ zl : Ir - zl - 2) dr 

21r Z fo00 

(It+ 11 - It - 11 - 2)dt 

- 21r z fo1 

(2t - 2)dt = -(21r)z. (G.10) 

Differentiating J gives 

o ( oz d ) 
a P ~ q -d ( -21r z) 

x1 ux1 z 

a (oz) 
-

2
1r ox~ OXj 

21r..!._ ((xf - xi)) 
OXP Z 

J 

21r (bj1 _ (x~ - x1)(xf - xi)) 
z z3 

(G.11) 
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so the kinetic energy is finally given by 

l P ( b11 (xf - xr)(x; - xJ)) 
E = 167r ~(<\1bkn - b1nbk1)aka~ JxP _ xql - JxP _ xqJ3 

p'flq 

1 1 ( ((xP - xq) • o:P) ((xP - xq) • aq)) - I:--- O'.p. O'.q + ------------
l61r p,q JxP - xql lxP - xql JxP - xqJ 

p-,,lq 

(G.12) 

The result of Aksman, Novikov and Orszag (1985) has thus been recovered using a 

completely different method. Notice that Equation (G.12) can be written as 

E = _1_ L 1 [2aP . aq 
16?r p,q JxP - xql 

p,,iq 

(
((xP-xq),aP)((xP-xq)·aq) P. q)] 

+ I I I I -a O . (G.l3) xP - xq xP - xq 

In this form, the correct expression for the kinetic energy can easily be compared with 

the wrong expression Equation (G.6). The first term in Equation (G.13) is equal to 

½ J 1/J • w dx. The second term is equal to ½ J 1/J • "v("v ·t/;) dx. This term is negligible 

as long as the vortex particles are aligned as little sections of vortex tubes (i.e., as 

long as the particle representation Equation (3.2) of a divergence free vorticity field is 

good). However, when the particles are not aligned as little sections of vortex tubes, 

then the two expressions (G.6) and (G.13) give different results. As a matter of fact, 

the difference between the two expressions can be used as a diagnostic to check when 

the particle representation of the vorticity field becomes a poor representation of a 

divergence field. This is a numerical tool of great interest because it provides a global 

indication of the consistency of numerical computations. 

Proceeding now with the evaluation of the helicity defined by 

'H = j wN •udx, 

with wN and u given by (3.10) and (3.4), one obtains 

1{, = 

(G.14) 
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The second term in (G.15) vanishes. Indeed, 

(G.16) 

since ti;k-8
8 

-8
8 = 0. One is thus left with the simple formula x, x, 

(G.17) 

Notice that the case q = p is a removable singularity since aP I\ aP = 0. 

Finally, the enstrophy is not defined. Indeed, the evaluation of the expression 

(G.18) 

leads to a singularity because it amounts to integrating the square of the 8-function. 

G. 2 The regularized case 

G.2.1 A note on quadratic diagnostics and regularized filament or particle 

methods 

Quadratic diagnostics are difficult to evaluate when considering regularized filaments 

or regularized particles. For instance, the kinetic energy is given by 

E - ~ J Uu · Uudx = ~ jcv /\tp(T) · (V /\1/.\r) dx 

~ j (V/\(1/J * (u)) · (V/\(1/J * (u)) dx, (G.19) 

where* stands for the convolution product. Integrals of the type (G.19) cannot, in 

general, be done in closed form. Instead, an approximation must be considered in 

which only one term in the quadratic integrand is regularized. One considers therefore 

~ 1 J l J E = 2 u · uudx = 2 (V/\1/J) · (V/\(1/J * (u)) dx. (G.20) 

When using vortex filaments, integrals of the form (G.20) can easily be done in closed 

form as will be seen in Section G.2.2. When using vortex particles, integrals of that 
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form can also be done in closed form, at least for some choices of the regularization 

function ((p ), as will be shown in Section G.2.3. 

E is of course not the energy of the system regularized with ((p ). Actually, 

E is the energy of a system regularized with a function ((p) which is such that 

((p) = ((p) * ((p ). This can easily be seen if one recalls the associativity property of 

the convolution product, and writes 

i!; ½ j (VI\ 1/7) · (VI\ ( 1/7 * ( ((T * ((T ) ) ) dx 

½ j (VI\ ( 1/7 * ((T)) · (VI\ ( 1/7 * ((T)) dx . (G.21) 

The above suggests the following method for computing the exact energy of a system 

of regularized filaments or particles. Given ((p), find ((p) such that ((p) = ((P)*((p). 
The energy is then given by 

(G.22) 

Unfortunately, finding ((p) from ((p) is not always possible. There is actually one 

case for which ((p) can easily be obtained from ((p). This is the case of the Gaussian 

smoothing (B.8) for which the use of the Fourier transform and the convolution 

theorem leads easily to ((p) = ((p/,/2). An exact expression can thus be obtained 

for the kinetic energy of a system of vortex filaments when the Gaussian smoothing 

is used. When vortex particles are used, the Gaussian smoothing is unfortunately a 

case for which Equation (G.22) cannot be integrated in closed form. 

In what follows, all quadratic diagnostics will be evaluated using the approx

imation in which only one term in the quadratic integrand is regularized. It will 
be understood that this procedure only yields approximate values for the quadratic 

diagnostics associated with the regularization function ((p ), and exact values for the 

diagnostics associated with the regularization function ((p ). 
This section is concluded with the following remark. The approximation in 

which only one term in the quadratic integrand is regularized gives a good approxi

mation to the exact value in the case of the kinetic energy, a fair approximation in the 

case of the helicity, and a poor approximation in the case of the enstrophy. This is 

related to the strength of the singularity in the integrand. The integral 1 Ju· U(T dx is 

a good approximation to ½ f u(T • u(T dx in the sense that, as the level of discretization 

increases (i.e., as the number of filaments or particles is increased) both integrals con

verge rapidly to the same value. Integrating J wN · u(T dx is only a fair approximation 

to f w': · u(T dx because the the two integrals converge more slowly to each other as 

the level of discretization is increased. Finally, integrating f wN • w': dx is a poor 
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approximation to J w'; • w'; dx because the convergence of the two integrals is very 

slow. 

G.2.2 Regularized vortex filaments 

Regularized vortex filaments define the divergence free vorticity field Wu given by 

Equation (2.19). The divergence free streamfunction 1Pu is solution of 'v21/Ju = -Wu 
and is given by Equation (2.23) with 'v2x(p) = -((p). The velocity field Uu is given 

by the curl of the streamfunction, Equation (2.31 ), and is thus also divergence free. 

The semi-regularized kinetic energy is given by 

E = ! ju · u dx = ! j .. i. · w dx 2 u 2 '1-'u 

1 fc 1 ( fJx.P • oxq) - L fP rq Xu(xP - xq) 
2 p,q CP(t) Cq(t) OS os' ds ds'. (G.23) 

This energy is finite since x(p) is O(p2) from small p. 

The semi-regularized helicity is given by 

ii = J Uu • w dx 

L fP rq f f 9u(xP - xq) (xP - xq) · (ax.P I\ &xq) ds ds' .(G.24) 
p,q JcP(t) Jcq(t) lxP - xql3 os os' 

The semi-regularized enstrophy is given by 

t = 

ds ds'. (G.25) 

G.2.3 Regularized vortex particles 

With regularized vortex particles, the particle vorticity field Wu is given by Equa

tion (3.30) and the divergence free Novikov vorticity field w'; is given by Equa

tion (3.39). The streamfunction 1/; u is solution of 'v21/; u = -Wu and is given by 

Equation (3.31) with 'v2 x(p) = -((p ). As mentioned in Section 3.2, tp u is not diver

gence free. Its divergence is given by Equation (3.38). The velocity field Uu is given 

by the curl of the streamfunction 1Pu, Equation (3.32), and is thus divergence free. 

As mentioned in Section G .2.1, the quadratic diagnostics cannot easily be inte

grated, even with the approximation in which only one term in the quadratic integral 

is regularized. There is however one choice of regularization function ((p) for which 

the integrals can be done in closed form: the new high order algebraic smooth

ing (B.12). This makes the use of this smoothing extremely appealing. Not only does 
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it have good convergence properties, but it also allows one to find closed form expres

sions for the quadratic diagnostics, a property not satisfied by any other smoothing 

known. 

The evaluation of the quadratic diagnostics when using the high order algebraic 

smoothing (B.12) is thus examined. The evaluation of the kinetic energy is first 

considered, Equation ( G.20) or its equivalent expression obtained through integration 

by parts 

E ~ j 1/J{T · (v't\(v't\1/J)) dx = 1 j 1/J{T • (-v'21/J + v'(v'·t/J)) dx 

~ j 1/J{T • w dx + ~ j 1/J{T • v'(v'·t/J) dx, (G.26) 

since v'21/J{T = -Wq, Again, due to the non-zero divergence of the streamfunction, 

the semi-regularized energy cannot be simply written as 

(G.27) 

Instead, Equation (G.20) must be integrated in closed form. Following the same 

procedure as in Section G.1.2, one obtains 

__ ~ (2-)2 . _ . P q_!__!_ (J (Ix_ xPl
2 + ~a-

2) 1 ) 
E - 2 L) S31Skn S3n8klakan £1 P £1 q 1 I I dx 

411" p,q uxi ux1 (Ix_ xPl2 + a-2)2 x - xq 

(G.28) 

The evaluation of the integral in Equation (G.28) is done as in Section G.1.2. It leads 

us to consider the following integral 

I = 

(G.29) 

with t r/z and a a-/ z. The integrals appearing in Equation ( G .29) can be 
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calculated in dosed form. Indeed, 

so that one obtains 

I = 2,r z (a - (I+ a2)½) = (2,r)z (;-(I+ (fff) 
21r a ( l - (l + 1) ½) , 

with p = z/a = jxP - xqj/a. Differentiating J gives 

(G.30) 

(G.31) 

, (G.32) 

Use of Equation (G.28) and Equation (G.32) finally leads to the following expression 

for the semi-regularized energy 

E = 

It is instructive to compare the correct energy expression (G.33) with the incorrect 

expression (G.27). The first term in Equation (G.33) is not equal to½ J 1Pu · wdx, as 

was the case with singular vortex particles. It is also interesting to note that there is a 

vortex particle self-energy (l/l61r)(a · a/a). The two expressions (G.33) and (G.27) 

give identical results as long as the vortex particles are aligned as little sections of 

vortex tubes. Also, the difference between the two expressions provides a way of 

checking the consistency of the numerical computation since the two expressions are 

different only when "v·w(j =/- 0. 

The success of the above derivation strongly depends on the nice integration 

properties of the high order algebraic smoothing (8.12), such as Equation (G.30). For 
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most other smoothings, the integrals that appear in expressions of the type (G.29) 

cannot be done in closed form. Another smoothing that gives a closed form energy 

expression is the low order algebraic smoothing (B.10), although the result is not as 

elegant as with the high order algebraic smoothing. Using the same procedure as 

above, the low order algebraic smoothing leads to 

E = _1_ L 1 [2! ((p2 + 1) ½ _ arcsinh p) aP. aq 
167r p,q lxP - xql p p 

+! ((p2 + l)½ + 2 1 J. _ 3arcsinhp) 
p (p2 + 1)2 p 

(
((xP - xq). aP) ((xP - xq). aq) - aP. aq)] (G 34) 

lxP - xq I lxP - xq I ' . 

with a particle self-energy of (1/167r)(4/3(a · a/a)). 
Proceeding with the evaluation of the helicity, the semi-regularized helicity is 

taken as 

1f = w · Uu dx . ~ J N 

With wN and Uu given by (3.10) and (3.32), one obtains 

1i = /(~aPb(x-xP)+v(aP•V(41rlxl-xP1))) 

· ( ~Vxu(x - xq) I\ aq) dx 

L aP · (Vxu(x - xq) I\ aq) 
p,q 

(G.35) 

(G.36) 

As was the case for singular vortex particles, Equation (G.16), it is easy to show that 

the second term in Equation (G.36) vanishes, so that the simple formula 

(G.37) 

is obtained. Equation ( G.37) is applicable to any smoothing ((p ), g(p ). Notice that 

the motivation for claiming that the q = p term in the enstrophy formula of singular 

particles (G.17) is a removable singularity is found here. Indeed, any smoothing, no 

matter how small a, leads to no contribution of the q = p term since aP /\ o:P = 0. 
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With the high order algebraic smoothing (B.12), one obtains 

1 (Ip_ ql 2 +1 2 ) il=-I: X X 20" ~ ((xP-x7)·(o:P/\o:q))' 
41r p,q (lxP - xql2 + o-2)2 

(G.38) 

and, with the low order algebraic smoothing (B.10), 

(G.39) 

Finally, the evaluation of the semi-regularized enstrophy 

(G.40) 

is examined. Due to the non-zero divergence of the particle vorticity field, the enstro

phy cannot simply be written as 

£1 = j w · wa- dx = L (o-(x" - xq)o:P • o:q 
p,q 

(G.41) 

Instead, Equation (G.40) must be integrated in closed form. This leads to 

t = 

(G.42) 

The integrals in Equation (G.42) are evaluated using the same procedure as for the 

kinetic energy evaluation and using also 



156 

(G.43) 

The first integral in Equation (G.43) leads one to consider 

11 = (21r) (~) r= dr r 1 j
1 

dµ ( r 1 - 1) 
81ro-3 lo (r2 + a-2)2 -1 (r2 + 2rzµ + z2)2 

(
15) a

4 fl t 
- 4 -; lo (t2 + a2)f (2t - 2)dt' (G.44) 

with t = r / z and a = <7 / z. The integral appearing in Equation ( G .44) can be done 

in closed form. Indeed, 

(G.45) 

so that finally 

/1 - .!_ (p2· (P2 + J) + ~ ( 1 -1)) 
- <7 (p2 + 1)½ 2 (p2 + 1)½ ' 

(G.46) 

where p = z/o- = lxP - xql/o-. The second integral in Equation (G.43) leads to con

sider the same integral I as in the energy evaluation, Equation (G.29). Differentiation 

of I and / 1 gives 

_i__i__i__i_ I - 2_ ( (P2 + J) 8 - ~ (P2 + 1) xP - xq xP - xq ) 
8xf8x{8xf8xf( )-<73 (p2+1)½ kl o-2(p2+1)f( k k)( I i) . 

(G.47) 

Now all the terms necessary to evaluate Equation (G.42) have been obtained. The 

final result is given by 

(G.48) 
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with a vortex particle self-enstrophy of (5/41r)(a • a/o-3
). Again, the succes of the 

above derivation strongly depends on the integration properties of the high order 

algebraic smoothing (8.12), such as Equations (G.30) and (G.45). No attempt was 

made to obtain the expression for the enstrophy when using the low order algebraic 

smoothing (8.10), but it is doubtful that the necessary integrals can be done in closed 

form. 

The derivation of the expressions for the semi-regularized energy E, helicity 

11. and enstrophy £ of a set of regularized vortex particles is now complete. These 

expressions are of great interest in numerical computations, especially the expression 

for the energy E. ·when performing numerical computations, extensive use is made 

of these quadratic diagnostics, together with the linear diagnostics. 
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Appendix H 

Three-dimensional vortex-dipoles 

In this appendix, the use of vortex-dipoles is examined theoretically. The same no

tation is used as for vortex particles, Sections 3.1 through 3.4. Consequently, many 

derivations that were presented in detail in these sections are not developed here. 

H.1 Singular vortex-dipoles 

Singular vortex-dipoles are reviewed in Saffman & Meiron (1986) and define the di

vergence free velocity field 

u(x, t) = ~ [-r'(t) 6(x - x'(t)) + v' (-r'(t) · v' ( 4,rlx ~ x•(t) I))] 
~[ (b{x - xP(t)) - 41rjx -lxP(t)J3) ,P(t) 

+3 ((x - xP(t)) · ,P(t)) (x - xP(t))] , {H.l) 
41rjx - xP(t)J 5 

and the corresponding divergence free vorticity field 

w(x,t)=Vt\U(x,t) - I:VA(,P(t)h(x-xP(t))) 
p 

- I: V(b(x-xP(t))) A1 P(t). (H.2) 
p 

The vector 1 P is the strength of the impulsive force necessary to generate such a dipole. 

The physical significance is that an isolated singular vortex-dipole is an infinitesimal 

vortex ring with an infinite self-induced velocity. 

Singular vortex-dipoles that are aligned along a curve are essentially sections 

of a cylindrical vortex sheet tube. The dipole strength I is then proportional to the 

circulation f per unit Lagrangian coordinate (not per unit length!) of the cylindrical 

vortex sheet and to d2, the square of the infinitesimal diameter of the cylindrical 

vortex sheet. On the other hand, 1 =ex Ju dx = f u dS l = M l, where M is the 

volume flow along the curve and / is the distance between adjacent dipoles. Therefore, 

1 cxfd2 cxMl, (H.3) 
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rd2 
J.\1 ex-/-. (H.4) 

When a straining field locally elongates a cylindrical vortex sheet tube, volume 

is conserved so that d2 l = constant. Since I is a material line that gets elongated 

according to dl/ dt = (I • v7) u, this implies that d2 decreases. Recalling that the 

circulation r per unit Lagrangian coordinate is constant, 1 decreases. The evolution 

equations for the vortex-dipole position and strength vector are thus taken as 

U ( Xp ( t) , f) , 

- ( 'i'P(t). v7T) u(xP(t), t) . 

(H.5) 

(H.6) 

Equation (H.6) is the equation that gives the correct decreases of the strength vector 

as will be seen in Section H.4. 

The fact that the self-induced velocity of a singular vortex-dipole is infinite 

makes these dipoles not very useful for numerical computations. The regularized 

version of these vortex-dipoles is more interesting because the self-induced velocity is 

finite. 

H.2 Regularized vortex-dipoles 

Regularized vortex-dipoles define the divergence free velocity field 

Uu(x, t) = E['i'P(t) (o-(X - xP(t)) + v( 'i'P(t). v(x<T(x - xP(t))))] 
p 

E[(cu(x - xP(t)) - go-(X - xP(t))) 'i'P(t) 
P Ix - xP(t)l 3 

+ (3 9o-(x - xP(t)) - (u(x - xP(t))) ((x - xP(t)). 'i'P(t)) (x - xP(t))] , 
Ix - xP(t)l3 Ix - xP(t)l2 

(H.7) 

and the corresponding divergence free vorticity field 

p 

= L v7 ( (o- ( x - xP ( t))) t\ 'i'P ( t) 
p 

- L T/u(x - xP(t)) (x - xP(t)) t\ 'i'P(t) . (H.8) 
p 

A regularized vortex-dipole is a fat vortex ring with the velocity field (H.7) and 

the vorticity field (H.8). Indeed, if a spherical coordinate system centered at xP, with 
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1 P aligned with 0 = 0 and p = r / a is considered, then 

(wu),., - ~1J(p) 1 rsin0, 
(J' 

(H.9) 

Uu - :
3 

[ (((p)- g~:)) i + (3 g~:) - ((p)) ,cosOer] (H.10) 

Figure J.55 illustrates the velocity and vorticity field of a regularized vortex-dipole 

when the low order algebraic smoothing (B.10) is used. A particularly interesting 

case is the case in which the Gaussian smoothing (B.8) is used because this case 

corresponds to the Stokes vortex ring. Indeed, Equations (H.9) and (H.10) give 

( ) 1 -p2 /2 . 0 
Wu 'P (21r )3/2a5 e 1' r sm ' 

1 [( 1 -p2/2 1 ( ( p ) (2)1/2 -p2/2)) 
Uu = a3 (21r )3/2 e - 41r p3 erf v'2 - ; p e i 

( 
3 ( f ( p ) ( 2) 

1
1

2 
-p212) 1 -p212) O , ( ) + 47!" p3 er /2 - ; p e - (21r )3/ 2 e I cos er , H.11 

which are the exact vorticity and velocity fields of the Stokes vortex ring as given 

by Cantwell (1986) (see also Kambe & Oshima 1975) where cr2 = 2 v t and , is the 

linear impulse of the ring. This ring is a self-similar solution of the heat equation in 

spherical coordinates, i.e., 

(H.12) 

Regularized vortex-dipoles (i.e., fat vortex rings) aligned along a curve are es

sentially sections of a fat cylindrical vortex sheet (i.e., a cylindrical vortex sheet of 

diameter d << a where er is the thickness of the sheet). Here, d is not infinitesi

mal, but the discussion on the evolution equation for the strength vector that was 

presented in Section H.l still applies. The evolution equations for the position and 

strength vector of a regularized vortex-dipole are thus taken as 

Uu ( xP ( t), t) , 

- (,P(t) · v'T) Uu(x(t), t). 

(H.13) 

(H.14) 

The behavior of a cylindrical vortex sheet tube is completely different from 

the behavior of a vortex tube. A straining field that locally elongates a vortex tube 

locally increases the value of a according to Equation (3.34 ). o: increases so that the 

circulation r ex o:/ l is conserved. Vorticity does not leak away from a vortex tube. 
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On the other hand, a straining field that locally elongates a cylindrical vortex 

sheet tube locally decreases the value of , . The volume flow along the tube thus 

locally decreases since Mex,/ l ("( decreases and/ increases!). The volume flow along 

the tube is not conserved. Fluid is drawn away from the tube at places where the 

tube gets stretched and is entrained toward the tube at places where the tube gets 

squeezed. A cylindrical vortex sheet tube is thus not a streamtube. 

The evolution equations (H.13) and (H.14) conserve linear impulse but do not 

conserve angular impulse. ( Total vorticity 11 = 0 and is thus trivially conserved). 

To investigate these invariants, one first defines the following functions 

(H.15) 

and the following notation 

(H.16) 

and similarly for hPq and ahP~/ ax;. Notice that J pq = rv, hPq = hqp, a fpq / axi = 
-a fqp / ax; and ahpq / axi = -ahqp / axi. Using suffix notation, one obtains, for the 

evolution equations, 

(H.17) 
q 

-Ti a!; [~ f,(x- x'hi + h,(x - x'){(x - x'). -y') (x, - xnL=x• 
~[ v q8Jpq ahvq( v ) ( p q) P 

- L,_ /Iii -a. +-a. Xm - x':n tin X1 - X1 ii 
q x, x, 

+hpq ,l (xf - xlhf + pq (x~ - x':nh:n ,r] 
- L (,P · ,q)- + ((xP - xq). ,P) ((xP - xq) · ,q)-[ 

aJpq ahpq 

q axi ax; 

+hpq ( ((xP - xq) • ,v) ,? + ((xP - xq) • ,q) ,f)] (H.18) 

This gives, for the rate of change of the linear impulse, 
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= 0' (H.19) 

thus showing that the linear impulse is conserved. 

For the angular impulse, one considers 

d d (1 ) 1 ( d ) 1 ( d ) -A=- -I:xP/\ 1 P =-I: -xP/\;P +-I: xP/\-;P 
dt dt 2 P 2 P dt 2 P dt 

(H.20) 

The first term on the rhs of Equation (H.20) is given by 

in general. The second term in Equation (H.20) also does not vanish in general, and 

the angular impulse is not conserved. 

One can also associate to each dipole its own core size O' = O'P. and make use 

of the model equation O'P
2 

/ = constant which ensures volume conservation. Unfortu

nately, this requires keeping track of the distance/ in between adjacent vortex-dipoles. 

With that choice, the linear inpulse is still conserved provided the evolution equations 

are symmetrized, i.e., O'pq = O'qp, where O'pq is the core size that is used to compute 

the influence of the dipole q on the dipole p and conversely. 

H.3 The vortex-dipole as the limit of four vortex particles 

It is interesting to notice that a three-dimensional vortex-dipole is the limit of four 

vortex particles of equal strength magnitude lnl and configured in a fashion that 

ressembles a vortex ring. This is very similar to two-dimensional vortex-dipoles that 

are the limit of two vortex blobs of same circulation r but opposite sign. 

Without loss of generality, the four vortex particles are taken to lie in the x - y 

plane with positions xP = Xe± ( dx /2) ex, xP = Xe± ( dy /2) ey as shown in Figure J .56. 

Each vortex particle has a vorticity field of the form 

(H.22) 

The limit of the vorticity field when dx = dy = d < < O' is now considered. In that 

limit, the second term in Equation (H.22) does not contribute to the global vorticity 
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field. The first term leads to 

Wu(x) = -0'. ey ((1 (x - (xc - (dx/2) ex))+ a ey (u (x - (xc + (dx/2) ex)) 

+aex((1 (x - (xc - (dy/2)ey)) - aey(u (x-(xc + (dy/2)e11 )) 

-(aey)dx :x((1(x-xc)+(aex)dy :y((1(x-xc) 

- v'((u(x-xc)) !\((ad)ez) 

(H.23) 

where,=, ez =(ad) ez is the strength of the vortex-dipole. Notice that ad ::x r d2 

where r is the circulation of the little vortex ring. This fact makes the connection 

with Equation (H.3). 

In the same way as above, it is easy to show that the limit of the Biot-Savart 

velocity field induced by the four vortex particles also leads to the velocity field of a 

regularized vortex-dipole 

(H.24) 

H.4 Two-dimensional vortex-dipoles 

The motivation for examining two dimensional vortex-dipoles is that, in this case, 

one can easily obtain the exact expression for the evolution equation of the strength 

vector. This evolution equation is used to suggest the proper evolution equation for 

the three-dimensional vortex-dipoles. 

In two dimensions, singular vortex-dipoles define the divergence free velocity 

field 

u(x, t) = ~ [,P(t) b(x - xP(t)) - v' (-t(t) · v' (
2
~ log(lx - xP(t)I)))] , (H.25) 

and the corresponding divergence free vorticity field 

w(x,t) = v'/\u(x,t) = L v'(8(x-xP(t))) !\ 1 P(t). (H.26) 
p 

To obtain the expression for the divergence free velocity field (H.25), use has been 

made of the fact that, in two dimensions, v'2 
( 2~ log lxl) = b(x). 

These singular dipoles are not very useful because their self-induced velocity 

is infinite. Each singular dipole is a pair of point vortices of same circulation r but 

opposite sign and that are an infinitesimal distance d apart. \Vhen singular dipoles 

are aligned along a curve, they essentially define a singular vortex-dipole sheet. This 
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sheet is made of two singular vortex sheets of equal but opposite sign circulation 

per unit Lagrangian coordinate (not per unit length!) and that are an infinitesimal 

distance d apart. 

Regularized vortex-dipoles define the divergence free velocity field 

Ucr(X, t) = L [,P(t) (cr(X - xP(t)) - v( ,P(t). v(xcr(X - xP(t))))] ' 
p 

(H.27) 

and the corresponding divergence free vorticity field 

Wcr(X, t) = V /\ucr(X, t) L V ( (cr ( X - xP ( t))) /\ --•? ( t) 
p 

- L TJcr(x - xP(t)) (x - xP(t)) I\ ,P(t) . (H.28) 
p 

Here, (cr(x) is an approximation to the two-dimensional b-function which is usually 

taken as radially symmetric, i.e., (cr(x) = ((lxl/a)/a2 with ((p) a smoothing function 

such that 271" Jo ((p)pdp = 1. TJ(p) = -('(p)/p and TJcr(x) = TJ(lxl/a)/a4
• The 

expression for the divergence free velocity field (H.27) has been obtained by defining 

x(p) such that V 2x(p) = ((p), and Xcr(x) = x(lxl/a). 

A list of the regularization functions that are most commonly used is given in 

Table B.2. 

It is easy to see that a regularized vortex-dipole is the limit of two vortex blobs 

of same circulation r but opposite sign as they get close to each other. Indeed, if a 

pair of vortex blobs at xP = xc ± dx/2 as shown in Figure J .56 is considered, then, 

in the limit ldxj << a, one obtains 

Wcr(x) - [(cr (x - (xc - dx/2)) - (cr (x - (xc + dx/2))] r ez 

- [dx · V ( (cr(x - xc))] fez 

- v((cr(X- xc)) /\ (I'(ez I\ dx)) 

- V((cr(X- Xe))/\ 1 

- -TJcr(X - Xe) (x - Xe) /\ 1 , (H.29) 

where , = r ez I\ dx is the strength vector of the dipole. It is also easy to show that 

the Biot-Savart velocity field induced by the pair of vortex blobs is given by 

(H.30) 

The velocity field (H.27) and the vorticity field (H.28) of a regularized vortex-dipole 

are thus recovered. Notice that d is now finite as opposed to the case of singular 

vortex-dipoles. The only restriction on d is that it is much smaller than a. 
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When regularized vortex-dipoles are aligned along a curve, they essentially de

fine a regularized vortex-dipole sheet. This sheet is made of two thick vortex sheets 

of equal but opposite sign circulation per unit Lagrangian coordinate r and that are 

apart a distance d < < <7, where u is the thickness of each vortex sheet. The dipole 

strength I is proportional to rd. Also, 1 ex Ml where M is the volume flow along 

the curve and l is the distance between adjacent dipoles. 

The evolution equation for a regularized vortex-dipole can be found by using 

the fact that a vortex-dipole is a pair of opposite signs vortex blobs that are close to 

each other. Then, recalling that r is a constant and that dx is a material line, one 

can write 

! 1 = f ! ( ez /1. dx) = fez /1. :t dx 

r ez I\ (dx · v')u 

ez I\((,/\ ez). v')u 

= - ( 1 · v'T) U , (H.31) 

where the last equality has been obtained by recalling that v'-u = 0 so that ~~ can be 

replaced by - ~~ and conversely. This equation is identical to the evolution equation 

for the vorticity gradient in two dimensions (see Chapter 4, Section 4.1). 

The evolution equations for the position and strength vector of a vortex-dipole 

are thus taken as 

Uu(xP(t), t) , 

- ( 1 P(t) · v'T) U17 (XP(t), t) . 

(H.32) 

(H.33) 

These evolution equations are of course also used when the vortex-dipoles are aligned 

so as to form a vortex-dipole sheet. Recently, Krasny (1988) has used a combination 

of a vortex sheet and a vortex-dipole sheet to investigate the time evolution of a 

periodic shear layer with a wake component 

Notice that a vortex-dipole sheet is not a streamtube. Indeed, a straining field 

that locally elongates a vortex-dipole sheet decreases the value of 1 . The volume flow 

along the tube thus locally decreases since Af ex 1 / l (, decreases and l increases!). 

The volume flow along the dipole sheet is thus not conserved. Fluid goes away from 

the sheet at places where the sheet gets stretched and is entrained toward the sheet 

at places where the sheet gets squeezed. 

It is a matter of simple algebra to show that the evolution equations (H.32) 

and (H.33) conserve the linear impulse I= ½ Lp 1 P but do not conserve the angular 

impulse A=½ Lp xP /1. 1 P. 
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If each dipole is assigned its own core size a = aP which is subjected to the 

area conservation equation aP l = constant, then the linear impulse is still conserved 

provided the evolution equations are symmetrized, i.e., aPq = aqp_ 
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Appendix I 

The evaluation of quadratic diagnostics when 

using filaments of vorticity curl or particles of 

vorticity gradient 

In this appendix, the evaluation of quadratic diagnostics such as the the Hamiltonian 

{i.e., the kinetic energy when n = 0) and the enstrophy is examined when the vorticity 

gradient is represented with filaments of 'Vw I\ ez or particles of 'Vw. 

1.1 The singular case 

1.1.1 Singular filaments of vorticity curl 

Singular filaments of v1 w I\ ez define the divergence free field, Equation ( 4.5). The 

divergence free velocity field is solution of v1 2u = - 'V w I\ ez and is given by Equa

tion {4.7). 
The evaluation of the Hamiltonian E is delicate. This is due to the fact that 

the integral ½ f 1/; w dx cannot be reduced to an integral that involves only velocity 

and vorticity gradient. Instead, one must solve for the streamfunction and evaluate 

the integral as is. Recalling that, in two-dimensional flows, the expression for the 

streamfunction is given by 

1/;(x) = _ __!_ j log (Ix -x'I) w(x')dx', 
21r a 

(I.1) 

one obtains 

E = -
4
~ j j log ex~ x'I) w(x) w(x') dxdx'. (I.2) 

Notice that, because of the arbitrariness in the choice of the length scale a when 

defining the streamfunction 1/;, it follows that E is only defined up to some constant 

times the square of the total circulation n. Consequently, E is unique only when it 

is the kinetic energy of the system, i.e., when n = 0. 
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With singular filaments of v'w !\ ez, one obtains 

E = _ _!_ L ~wP 1 (L ~wq 1 log (Ix - x'l) dx') dx 
471" p ,AP q ,Aq a 

- _ _!_ L ~wP ~wq f (1 log ( 1x - x'l) dx') dx. (I.3) 
471" p,q J ,AP ,Aq a 

It is necessary to turn the surface integrals in Equation (I.3) into contour integrals. 

It must thus be shown that the integrand can be written as the curl of some vector 

function so that use can be made of Stokes theorem. First, notice that 

where 

and that 

where 

1 F C:1) dx = 1 ez. v'/\ ( a c:1) (ez Ax)) dx 

= fc G c:1
) ez · (x !\ dx), (I.4) 

p G'(p) + 2 G(p) = F(p) , 

1 ez. v'!\ (xH (1:1
) (ez Ax)) dx 

fc x H c:I) ez · (x !\ dx) , 

p H'(p) + 3 H(p) = F(p) , 

(1.5) 

(1.6) 

(I. 7) 

and similarly for f.A y F(lxl/a) dx. Using these identities, it is easy to show that 

1 log c:1) dx = ½ 1 (10g c:1)- ½) ez · (x A dx) , (I.8) 

lxdx ~ fc x ez. (x !\ dx) , 
3 C 

(I.9) 

l x log C:') dx i 1 X (log c:1) -1) ez · (x A dx) . (I.10) 

With this knowledge, Equation (1.3) can be written as 

E = 
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(ez. ((xP - xq) I\ dxP))l I\ dxq 

- _l L ~wP ~wq r r (10g (lxP - xql) - ~) ((xP - xq). (ez I\ dxP)) 
2471" p~ k,k, a 6 

( ( xP - xq) · ( e z I\ dxq)) . ( I. 11 ) 

where dxP stands for oxP / os ds and dxq stands for &x_q / os' ds'. Using the observation 

that the area of the vortex patch Aq is precisely given by ½ ez · fc, xq I\ dxq, one can 

also write, instead of Equation (1.11 ), 

E = _!:._ L ~wP ~wq ez. r [1 dx log ( 1x - xql) (x - xq)l /\ dxq 
811" p,q Jc, ,A., a 

- -
1 L ~wP ~wq Aq 1 dx 

811" p,q ,AP 

_l L ~wP ~wq r r (10g ('xP - xql) - !) ((xP - xq). (ez I\ dxP)) 
2471" p,q Jc, JcP a 3 

- _!:_ n2 . 
871" 

((xP - xq). (ez I\ dxq)) 

(I.12) 

The expressions (1.11) and {I.12) are exact expressions for E when using singular 

contours of Vw I\ ez. It is believed that these expressions are new. 

The evaluation of the enstrophy £ = f w w dx is much easier than the evaluation 

of the Hamiltonian E because the integral can be turned into an integral involving 

only velocity and vorticity gradient. For singular filaments, one obtains 

(
OXP. 0Xq) 
OS os' 

ds ds'. 

(1.13) 

1.1.2 Singular particles of vorticity gradient 

With singular particles, the particle field v7 w is given by Equation ( 4.27) and is not 

divergence free. The divergence free field VwN is given by Equation ( 4.31 ). The 

velocity field is solution of v72u = -Vw I\ ez and is given by Equation ( 4.29). This 

velocity field is also not divergence free. 

The evaluation of the Hamiltonian E is difficult. First, as in contour dynamics, 

the integral ½ f 1/J w dx cannot be reduced to an integral that involves only velocity 

and vorticity gradient. Second, as opposed to contour dynamics, the streamfunction 
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is unknown and so are its integrals. (Only its derivatives such as the velocity are 

known!) Thus, the integral ½ J 1/Jw dx cannot be evaluated. One must consider, 

instead, the velocity integral ½ Ju· u dx which only converges when O = 0 ( in which 

case it is equivalent to½ J¢wdx). 

With singular particles, one has 

E = i ju -udx 

-
8
: 2 ~ (! log ex~ xPI) log ex~ xql) dx) 0 v. aq. (I.14) 

For each pair (p, q), the integral is performed using a local polar coordinate system 

centered at xP. Notice that the integral does not converge at oo (it diverges like 

f 00 t log2 t dt). However, when O = 0, the sum of all the (p, q) pairs integral converges 

since ½ Ju · u dx converges. The contribution at oo may thus be discarded. Defining 

x - xP = x', x - xq = x' + ( xP - xq), dx = dx' = dr r d0, z = lxP - xq I/ a and 

t = r / a, one obtains 

I= j log ex~ xPI) log ex~ xql) dx 

= ~
2 

fo00 

dt t log t fo
2

1r d0 log( t2 + 2tz cos 0 + z2
) 

= 21r a2 ( log z foz dt t log t + 1= dt t log2 t) 

=1ra
2 (logz [t2(1ogt-1/2)]:+ [t2(logt-1/2)2+t2]~) 

7r = 2 a
2 z2 (log z - 1) , (I.15) 

where the contribution at oo is not taken for the reasons explained above. Finally, 

E = _1 I: lxP - xql2 (log (lxP -xql)-1) aP. aq. 
l61r P~ a 

(I.16) 

Notice that the q = p term does not give any contribution even though singular 

particles have been considered. So far, there is no guarantee that Equation (1.16) is 

the appropriate integral for ½ J 'I/J w dx when O -/- 0. It turns out that it is as will be 

shown from numerical examples in Section 4.5. So, although this is somewhat of a 

mystery, it must be true that the process of neglecting the contribution from oo in 

the integral ½Ju• u dx is exactly what needs to be done in order to obtain the correct 

expression for ½ J 1jJ w dx when O -/- 0. 

Proceeding now with the evaluation of the enstrophy, and using integration by 

parts, one obtains 

(I.1 7) 
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Notice that, due to the non-zero divergence of the particle field 'vw !\ez, the enstrophy 

cannot simply be written as 

(I.18) 

where the q = p term has been removed in order to avoid a logarithmic infinity. 

Equation (I.18) is only valid when the particle discretization of 'vw !\ ez is a good 

representation of a divergence free field. If an expression that is valid for all times 

is required, Equation (I.17) must be integrated in closed form. To achieve this, the 

notation f3P = aP !\ ez is first defined. One then obtains 

(I.19) 

The integral in Equation (1.19) is written as 

(I.20) 

where use has been made of the symmetry relation a~; log (lx:xP!) = -fxr' log (lx:xP!). 
Recalling Equation (I.15) for the integral I appearing in Equation (I.20), one proceeds 

with 

( I.21) 
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All the elements necessary to evaluate the enstrophy have been derived. Recalling 

that f3P = o:P I\ ez, one finally obtains 

Notice the difference between this exact result and the approximation (I.18). Of 

course, the second term in the exact result is small when the particles discretization 

of v'L4,1 /\ ez is still a good representation of a divergence free field. It is useful to keep 

track of both expressions when doing numerical computations because their difference 

gives an indication of how consistent the computation is. 

I.2 The regularized case 

For regularized filaments or particles methods, it is necessary to smooth only one term 

in the integrand of a quadratic diagnostic in order to obtain a closed form expression 

for the integral. The approximation of a quadratic diagnostic by smoothing only one 

term in the integrand was discussed in the context of vortex particles, Section G.2.1, 

but applies equally well in the present context. The reader is referred to Section G.2.1 

for the justification of such a procedure. 

1.2.1 Regularized filaments of vorticity curl 

Regularized filaments of v'w I\ ez define the divergence free field (v'w)u /\ ez, Equa

tion (4.10). The divergence free velocity field is solution of v'2uu = -(v'w)u /\ ez and 

is given by Equation (4.22) with v'2x(p) = ((p). 

The evaluation of the diagnostics is done using the same procedure as for sin

gular filaments, Section I.LL 

The evaluation of the Hamiltonian is first considered. w is taken constant within 

each patch, but a regularized streamfunction is now considered. The semi-regularized 

Hamiltonian is thus defined as 

E } j 1/Juwdx 

-i j j Xu(x - x')w(x)w(x')dxdx' 
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Again, it is necessary to turn the surface integrals in Equation (I.23) into contour 

integrals. This cannot easily be done for an arbitrary smoothing function ((p ). There 

is however one smoothing for which this can be done in closed form: the high order 

algebraic smoothing (B.13) which has a corresponding x(p) function given by 

1 ( p2 ) x(p) = 41r log(p2 + 1) + P2 + 1 . (I.24) 

Using the relations (I.4) through (I.7), and defining p = lxl/o-, it can be shown that 

1 li ( (p-arctanp) 2) ~ x log(p2+1)dx=- x log(p2+1)+2 
3 

-- e2 ·(x/\dx), 
A 3 C p 3 

(I.26) 

so that Equation (1.23) becomes 

E = 
8
~ ~ ~wP ~wq ez · [q [LP dx i log ('x ~;

912 
+ 1) (x - xq)l /\ dxq 

= _1 "°""' ~wP ~wq f f (! log (lxP - xql2 + 1) + (lxP;xq! - arctan (lxP;xql)) - !) 
241r L..... Jcq JcP 2 o-2 ( !xP-xq!) 3 3 p,q (7 

( (xP - xq) · ( ez !\ dxP)) ( (xP - xq) · ( ez !\ dxq)) . (1.27) 

The evaluation of the semi-regularized enstrophy is now considered. Again, the 

integral for the enstrophy can be reduced to an integral involving only velocity and 

vorticity gradient and is thus easy to perform, namely, 

t - J Wr7 w dx = J u(7 . ('vw !\ ez) dx 

- L ~wP ~wq f f x(7(xP - xq) 
p,q JcP(t) Jcq(t) ( 

&x_P &x_q) ds ds' . 
8s 8s' 

(1.28) 

1.2.2 Regularized particles of vorticity gradient 

With regularized particles, the particle field ('vw ),,. is given by Equation ( 4.42) and 

is not divergence free. The divergence free field (V w )~ is given by Equation ( 4 .45). 

The velocity field is solution of 'v2u(7 = -('vw)(7 !\ ez and is given by Equation (4.43) 

with 'v2x(p) = ((p). This velocity field is also not divergence free. 
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The evaluation of the diagnostics is done using the same procedure as with 

singular particles, Section I.1.2 

For the Hamiltonian, the following semi-regularized velocity integral is exam

ined: 

E 

(1.29) 

The integral in parenthesis cannot be done in general. Only in the case of the high 

order algebraic smoothing (B.13) could a closed form expression for that integral be 

obtained. Indeed, if that smoothing is considered, 

I= 21r j Xu(x - xP) log ex~ xql) dx 

= a
2 

{'xi dtt (1og(t2 + 1) + -2t
2

) f
2

1r dO log(t2 + 2tzcos0 + z2) 
4 lo t + 1 lo 

= 1ra
2 

[logz 1oz dtt (log(t2 + 1) + t/; 
1

) 

+ 100 

dt t log t (log( t
2 + 1) + t2 : 1)] 

= % a 2 [log z [t2 log(t2 + 1)]: 

+ [t2 logt log(t2 + 1) - i(t2 + l)(log(t2 + 1) - 1)]~] 
7r = 4 a

2 (z2 + 1) (log(z2 + 1) - 1), (I.30) 

where the contribution at oo is again not taken. One thus finally obtains 

E = _1_ L (lxP - xql2 + a2) (log ( jxP _tql2 + 1) - 1) aP. aq . 
321r p,q a 

(1.31) 

Again, it turns out that Equation (I.31) is the appropriate expression for E even when 

n = 0. Numerical evidence of this fact is given in Section 4.5. 

The evaluation of the semi-regularized enstrophy is now considered, 

(I.32) 

Again, due to the non-zero divergence of the particle field (v'w)u A ez, the semi

regularized enstrophy cannot be simply written as 

Ecd = J Uu. (v'w /\ ez) dx = - L Xu(xP - xq) aP. aq . 
p,q 

(1.33) 
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where the q = p term does not make any contribution since x(p) = 0 (p2) for small 

p. Equation (I.33) is only an approximation to £ that is valid as long as the the 

particle discretization of (Vw )11 I\ ez is still a good representation of a divergence free 

field. The exact expression for £ is obtained by writing, with the same notation as 

for singular particles, 

t J U11 • (VwN I\ ez) dx 

- L X11(xP - xq) f3P · /3q 
p,q 

(I.34) 

The integral in Equation (1.34) is written as 

L f3f /3Z f 21r X11(x - xP) f:la _ f:la log ('x -xql) dx 
p,q uXJ UXk a 

(1.35) 

In general, the integral appearing in Equation (I.35) cannot be done in closed form. 

However, if the high order algebraic smoothing is considered, then the integral can 

be done and is given by I, Equation (I.30). Therefore, 

!:_ u2 ~ (- (xt - xk) z log(z2 + 1)) 
2 0Xp u 2 Z 

J 

_ (b· !i ( 2 +l)+ (xt-xl)(x~-xj)) 
7r Jk2ogz u2(z2+1) (1.36) 

Notice how compact the result is. This is due to the nice integration properties of 

the high order algebraic smoothing. All the elements necessary to obtain the exact 

semi-regularized enstrophy have been derived, and 

£ = _ __!._ L ! (10g (lxP - xql2 + 1) + lxP - xql2 ) aP. aq 
21r p,q 2 u2 lxP - xql2 + u2 

+__!._I:[! log (lxP _/ql2 + 1) aP. aq 
41r p,q 2 u 

(ez. ((xP - xq) I\ o:P))(ez. ((xP - xq) I\ aq))l 
+ I 12 2 . (I.37) xP - xq + u 

Again, the second term in this exact result is small as long as the divergence of 

the particle representation of (Vw )11 I\ ez is small. In numerical computations, it is 

interesting to keep track of both expressions, Equation (I.33) and Equation (1.37), 

because their difference is an indication of how consistent the computation is. 
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I.3 Some important remarks 

A few remarks concerning the above evaluation of the Hamiltonian E ( or E): 

• The evaluation of E with singular particles of Vw does not rely on the fact that 

particles are used instead of contours. Consequently, another exact expression 

for the Hamiltonian when using singular filaments of Vw I\ ez (i.e., contour 

dynamics) was found, and which is totally equivalent to Equation (I. 11 ), namely 

E = _1 I: ~WP ~wq r r lxP - xql2 (10g (lxP - xql) -1) dxP. dxq. 
l61r p,q lcq lcP a 

(I.38) 

Notice how different the two expressions are. It is remarkable that Equation (1.38) 

which involves only dot products of elements of contours ( dxP • dxq) is equivalent 

to Equation (1.11) which involves dot products of relative positions and elements 

of contours (((xP - xq) • dxP)((xP - xq) • dxq)). 

• The evaluation of E with regularized particles of Vw does not rely on the fact 

that particles are used instead of contours. Consequently, an expression for E 
was also found for regularized filaments of Vw I\ ez, namely 

jj; = 

This expression is equivalent to Equation (1.27) since, in general, ½ J '!pc, w dx = 
½ f Uc,· u dx. 

• The converse of the above is not true. The evaluation of E with singular filaments 

of Vw I\ ez relies on the fact that contours are used instead of particles. In other 

words, Equation (1.16) and the discretization onto particles of Equation (1.11 ), 

using a = ez I\ (w dx), 

Ecd '.'.:::::'. -
1
- L (log (lxP - xql) - ~) ((xP - xq) · aP) ((xP - xq) · aq), (1.40) 

241r p,q a 6 

are not equivalent. Equation (1.40) is not equal to E when a particle representa

tion of V w is understood. Of course, the two expressions are identical as long as 

the particles are aligned as if a I\ ez were a discretization of a contour of V w I\ ez. 
In numerical computations with particles of Vw, it is interesting to keep track of 

both quantities because their difference is an indication of how well the particle 

method is doing. 
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• The same remark applies to Equation (I.31) and the discretization onto particles 

of Equation (I.27), Ecd· 
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3 

(long 

chain-dot), sech2 (p3) (long dash), Super-Gaussian (medium dash), constant (dot). 

- 0.4 -··········· 
~ -c:; 0.2 

N!l~ 0 

II - -0.2 ~ 

~ 
0 

-0.4 

... 

. . ·:.:;~::,,;ti ji;.:;;; ;-;::.:. ;: ; ~.'-:-::,::. ~ :_ii~{/~i i '-
, . .;.rs "'•-.-

0 5 6 

Figure J.2-. Roots of the dispersion relation for angular mode m +1 (dot) and 

m = -1 (solid) for rectilinear vortex with uniform vorticity core. Circles indicate 
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Robinson & Saffman 1984). 
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smoothing with /3 = e114 (dot). For comparison, low order algebraic smoothing g(p) 

with /3 e-3
/
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( dash). 
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Figure J.6: Numerical decoupling of the new velocity smoothing q(p ): q(p )/ p (solid), 

qt(p)/p for different values of c (chain-dot). For comparison, low order algebraic 

smoothing g(p)/p with /3 = e-3
/
4 (dash). 
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Figure J. 7: Dispersion relation for a rectilinear vortex. Exact result of Kelvin (1880) 

(solid) and numerical results with new velocity smoothing q(p) (diamond). Exact 

result for low order algebraic smoothing g(p) and /3 = e-3
/

4 
( dash) and numerical 

results (square). 
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Figure J.12: The Hasimoto soliton for different values of the torsion parameter: (a) 

T = 2.0, (b) T 1.0, (c) T = .50 (from Hasimoto 1972). 
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g(p) with /3 = e-3
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4 (left), new smoothing q(p) (right). 
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Figure J.16: Perspective view of the collision of opposite but otherwise identical 

solitary waves on a filament evolving under the full Biot-Savart velocity. (f = 1.0, 

T = .50, aK = .10, new velocity smoothing q(p)). 
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Figure J.56: ( a) Two-dimensional regularized vortex-dipole as the limit of two 

two-dimensional regularized vortex particles. (b) Three-dimensional regularized vor

tex-dipole as the limit of four three-dimensional regularized vortex particles. 
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particles of vorticity gradient: n, A, £, E (solid), E ( dash) and Ecd ( chain dash). 
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Figure J.61: Diagnostics for the short time viscous interaction between two vortex 

patches of uniform and same sign vorticity computed with the method of regularized 

particles of vorticity gradient: n, A,£, E (solid), E (dash) and Ecd (chain dash). 




