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AESTRACT

Frevious experimental work has demonstrated that
the use of an atomic beam apparatus in the measurement
of absolute f-values 1s a valuable method from which
reliable experimental results can be obtained. Changes
and 1mprovements were made in the apparatus, increasing
its sensitivity and reliability; these modifications ars
described.

A discussion of the validity of certaln assumptions
in the atomic beam theory 1s presented. A discussion 1is
also presented of checks made on the reliability of the
experliarental measurements.

Absolute f-value measurements were made on the stronger
resonance lines of Cr I, Ga I, In I, T1 I, Pd I, and Sn I.
The results of these measurements are presented and com-
pared with those of other investlgators.

Suggestions are made for imrrovements 1n the atomic
beam apparatus. These lmprovementsa would 1ﬁcrease the
number of elements wiose absolute f-values could be

measured by this method.
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I. INTRODUCTION

The determination of transition probabilities, or
f-values, for atomic electrons has been of interest to
physicists even before the development of modern quantum
theory.

Tune theoretical computation of these transition prob-
abilities 1s seversly limited by its dependency upon
accurate wave functions for the initial and final electronic
states. Accurate wave functions for atoms with more than
oneé electron are very difficult to determine.

A number of techniques have been employed in the

(1’2). Emission f-values

measurement of absolute f-values
obtained from arcs are unreliable because of the lack of
precise knowledge of the temperature and emitting atom
density within the arc plasma. Self-reversal of the emis-
slon lines constitutes an additlional source of error.
Physiclste at the National Bureau of Standards (3) have
investigated 25,000 lines 1in the arc spectra of seventy
elements. Absolute and relative f-values obtained by
other methods were used for calibration.

The measurement of the lifetime of an exclted elec-
tronic state 1s a valuable experimental method for deter-
mining absolute f-values 1f the relative f-values of zall
the possible transitions from the excited state are known.
Recent experiments conducted in Germany have utilized this

method (4'5).
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The determination of f-vulues by the analysis of
spectrzl lines formed in absorption has certailn advantages
over the use of emission 1lines: the concition of atoms
in the absorbing g=zs 1s relatively simple to describe
theoretically as well as to control experimentally.
Frofessor R. B. King and nhlis co-workers have determined,
through use of the King furnace, relative f-values for
most of tihe elements between titznium and nickel on the
periodic table. Absorption lines were formed when ligsht
from a continuous source was scnt through monatomic vapour
of the slement belng studied (6'7).

If the vapour pressure of the element 1s known as a
function of temperature, and if the absorbing vapour is in
thermal equilibrium, it is then possible to mezsure absolute
f-vailues. Quartz cells have been used to confine metzl
vapours in such a state of equilibrium(s). This technigue
has been unreliuble, however, since much of the vapour
pressure data were in ercor by at lezst fifty precent (9'10).

The relative f-vilues for lines of an element can
te determined by measuring the anomalous dispersion of its
varour in the immediate vicinity of ezch absorption line.
This method has been widely used in the Soviet Union
(11'12’13). If the vapour 1s maintzined in a state of
thermal equilibrium, the relative f-values can be converted
to an absolute scale by using vapour pressure data.

The atomic team methnod was first introduced by Xop-

4.1
fermann and Wessel (14, 5). The followling experimentalists
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have done much work on lmproving the techniques and in

verifying the reliabllity of the method: M. H. Davis (16)

P. M. Routly, and G. D. Bell (17), under the supervision
of Professor King. Theilr work has resulted in the pub-
lication of absolute f-values for Cu I, Fe I, Mn I, and
b I (18, 19,20).

The experiment described in this thesis used an atomic
beam apparatus. A small, chemlcally pure sample of the
metal beling studied was placed 1n a crucible with which

it would not react chemically. The metal was heated to

a temperature at which its vapour pressure was approx-
imately .02 Torr. A smzll precentage of the atoms in the
crucible effused from an orifice in the slide, forming an
atomic beam. The beam was fan-shaped because of knife
edges wonlich defined 1ts opening angzle. The ztomic beam
entered a vacuum chamber in which the pressure was between
3x10~% and 5x10-7 Torr.

Quartz windows on either side of the vacuum chamber
allowed light, from a high pressure mercury discharge
lamp, to pass through the atomic beam in a form approx-
imating a flat horizontal sheet. The absorption line thus
formed was scanned with a high resolution, high gain,
photomultiplier scanner placed in the camera holder of a
22 foot Rowland mounting spectrograph. The output of the
scanner after flltering, amplification, and zero shifting

was traced on a strip chart recorder. The equivalent width

(or total absorption of the line) was then obtained by
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measuring the area under the line profile traced upon the
strip chart.

While the absorption line was bging scanned, a second
strip chart recorder was continuously mcrking the rate
at which atoms in the atomic beam were deposited onto a
microbalance pan. That part of the atomic beam which
impinged upon the microbalance pan was determined by a
circular aperture directly above the opening in the crucibls.
The temperature at the inslde of the crucible was measured
with an optical pyrometer. From a knowledge of the geom-
etry, the temperature inside the cruclble, and the rate
at which the atomlic beam derosited onto the microbalance
pan, it was possible to compute the actual density of
absorbing atoms integrated along the path of the 1li;ht
beam. After determining the above quantities, the f-value
of the 1line being studied could then be calculated by
relating the equivalent wicdth to the concentratlion of
absorbing atoms.

The work of G. D. Bell (17) showed that the assump-
tions involved in determining atoulc beam densities from
beam geometry, cruclble temperature, and derosit rate on
the microbalance pan were Justified; on the other hLand,
this work indicated a need for a more sensitive and ac-
curate determinztion of both equivalent widths and derosit
rates. A considerable amount of time was spent, therefors,
in close collaboration with G. M. Lawrence (21) in making

the desired improvements.
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A brief dilscussion of the newly developed apparatus
will follow. Results are given for 25 accessible res-
onance lines of Cr I, Sn I, Pd I, Ga I, In I, and T1 I;
comparisons are then made with the work of other invest-
lgators. However, a resuné will first be presented out-
lining the theory necessuzry to define the quantities used

in the experimental analysis.
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II. OUTLINE OF THEORY

The general theory for the formation of absorption
lines in a monatomlc gas 18 well understood. Useful refer-

(22). Davis (16) has

ences are Unsdld (1) and Aller
developed the modifications necessary for the analysis of
lines formed in absorption from an atomic beam.

The equivalent wildth of a line 1s a useful parameter

in describing its strength:
— I.-I

W, —_f____k_g)..
L,

I, 18 the continuum intenslity in the absence of absorption,
and I, is the 1lntensity as a functlon of wavelength in the
presence of absorption. As defined here, the equivalent
width 1s the squivalent amount of the continuum, in wave
length units, which 1s totally absorbecd in the formation
of the line.

Line formation theory stutes, for the case of pure
doppler broadening (AX,,/AA,“I, where 4)\, is the natural
width of the line and 4),1s the doﬁpler width), that
\—M—G = H(K' NFL) (1)

s AXp
where f 18 the f-value for the line, N 1s the density of

absorbing atoms in the light path, L 1s the optical path
length, and K 1s a constant for a glven line. This relation
is known as the curve of growth and can be obtained explic-

itly in terms of an infinite serlies. When \g/h)’<.'f, the
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first term in the serles makes the major contribution;
the relation then becomes linear.

In déveloping the theory for the atomic beam the fol-
lowing assumptions are made:

l. The pressure in the vacuum system 1s low enough
so that less than one percent of the atoms in the beam
will collide with residual gas molecules in travelling
the three inch distance between the crucible orifice and
the microbalance pan.

2. The atoms of metal vapour reach thermal equili-
brium inside the crucible. The presence of the hole in
the crucible does not significantly effect this equilibrium
condition; in other words, the mean free path of atoms in
the crucible 1s large compared to the size of the orifics.

3. The crucible orifice 1s small snough to be con-
sidered a point source when viewed from a distance of 1.5
inches or more.

4, The changes in welght of the microbalance pan
are due only to the deposit of atoms from the atomic beam.
All incident atoms stick to the pan.

Davis (16) obtained the following expression as the
explicit form which equation 1 takes in the atomic beam

cased

n#)
VE = Cn(—l) *o

mzivgn.‘rn (2)

A=)

U 4
In this expression, A>t, 18 an effective doppler width
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appropriate to the velocity distribution in the atomic
beam, and C is proportional to NfL/YT of the atomic beam.

The quantities 1n equatlion 2 are defined as follows:

'4

AX, = 130 ), {%—_’__Ln‘/ : (3)

),18 the wavelength of the line 1n units of 10™2 cm, T
is the cruclble temperature in degrees Kelvin, M 1s the
mass of the element in atomic mass units, and Y 1s the
half angle of the atomic beam. If the quantities in
equation 3 are expressed 1n these units, then AXD willl be
in milliangstroms.

Continuing with a definition of the quantities in

equation 2,

' &
Cc = %, (4)
]
where Q = 8.33x10'3-'%%'p§%1 3 (5)

Z is the distance, in inches, above the crucible orifice
at which the light beam passes through the atomic beam;

b 1s the vertical distance from the crucible orifice to
the clircular aperturse, defining that part of the atomic
beam which strikes the microbalance pan; and § 1s the
radius of this cilrcular aperturs. G’is the rate at which
atoms capable of absorbing a photon of the wavelength of
the spectral line deposit on the microbalance pan. Gfis
measured in micrograms per second and is related to G, the

observed deposit rate, by a Boltzman factor describing the
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distribution of atoms over the low lyling energy levels of

1
the atom. Accordingly, G = (E.F.)G where

g & AT
e @ (6)
.fq.e{%-

4

B.F. =

The quantity g4 18 2J41 for the lower state of the tran-
siltlion, and E4 1s 1ts energy. The sum extends over all
low lying states which have an appreclable population at
the temperature of the crucible.

A complication arises when the line under investi-
gatlion has hyperfine structure components separated by
more than .5 mA° (23). If the separation of the components
is smaller than the effective doppler width of the line,
the blending of the components 1is quite complicated, and
the equivalent width should be kept small (\J;/AA;,-C."I) 80

that the line 18 on the linear part of the curve of growth

W,
(T§~;=V77 - (7)

When the splitting of the hyperfine structure comronents

where

is greater than or equal to the seffective doppler width of
the line, but unresolved by the spectrograph, the compon-

ents are blended and each component follows a separsate

We)a - H (C‘-) .

2%,

Values of C4 have relatlive magnltudes glven by the theor-

curve of growth:

etical relative intensities of the hyperfine structure
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components. These theoretical relative intensities can
be obtained from the tables of White and Eliason (24)

1f the nuclear spin and J values for the upper and lower
terms are knovn.

In practice,\kAXJt'for the unresolved line, the
relative values of the C4, and tabulated values for the
curve of growth function for a single component are known
and the theoretical curve of growth for the unresolved
line, relating Ub&idnr to Ctotals 18 desired. A series
of ctotal values covering the range of experimental inter-
est were selected. Each Ctotal was then expressed as a
sum of Cy, Cp 4.9 =.§:Ci, where the C, have the correct
relative values for the line being studied. For each Ci'

We:
o = P

The composite curve of growth was a graph of Ctotai against
/
\Jt/A XD)T-M where

a U“-/“” was obtained:

y_f’ — 2 \A/é;. R
4 Total ¢« 4X

Using the quantities defined above, the absolute
=
f-value for the line was then obtalned from the equation:

£ = 8L . (8)
(16)
A finzal relation, derived by Davis , for the

impulse force received by the microbalance pan upon open-

ing the shutter 1s very useful in analyzing the meaning of
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the tracings from the automatically balancing microbalance:
F = t,G. F 18 the lmpulse force in micrograms and tr is
the time necessary to cdeposit a mass with welght equal to
F. The recovery (t,) can be computed from the following

equation:

t_=17.5Y1/M .

!
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III. EXPERIMENTAL ANALYSIS AND TECHNICUES

The experimental methods used to measure absolute
f-values willl be described in some dstall in the following
eight sections. Aspects of the experimental apparatus
which ere not fully described have already been dlscussed

(16) .na Be11 (17),

in detall by Davis

Figure I shows a schematic drawing of part of the
apparatus. A crucible (1) is shown properly positioned
in a furnace tube (2). The furnace tube is slipped snugly
into high current electrodes, which are water cooled.

The power source is capable of providing an input power

of over 2 kw. at currents of several hundred amps. The
knife edges (3) define the angular spread ¥ of the atomic
beam. The aperture (4) admits a portion of the atomic
beam to the microbalance pan. A shutter (5) shields the
microbalance pan, and (7) indicates the calibrating hook
on wnich the standard welght for calibrating the balance
is placed.

A schematic drawing of the automatic balancing mechan-
ism 1s centered around (8) in figure I. The balance coil
18 suspended by taut .00l in. tungsten wires in the field
of a permanent magnet. The balance arm from which the pan
is suspended 18 rigidly attached to the balance coll. A
small focusing light bulb directs light toward two photo-
cells. A flag attached to the balance arm blocks some of

this light. The automatic balancing circuit adjusts thse
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current through the balance coll until the output signals
from the two photocells arse equal.

The temperature of the cruclible orifice 1s measured
with an optical pyrometer by viewing through the window (9).
A rotatzble quertz disc underneath the window rrotects it
frem fogging by the atonic beam.

The high pressure mercury discharge light source is
located at (10). The light from the lamp is imaged at
the center of the atomic beam (1ll) and then re-imaged on

the entrance slit of the spectrograph (12).
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A. Discussion of the Validity of the Atomic Beam Assumptions

The geometrical distributlion of the atomic beam was
checked by Bell (17) and found to agree, to within experi-
mental error, wilth that predicted by assuming effusive
flow from a point sourcs.

The velocity distribution of the atoms in the atomic
beam can be calculated from the temperature of the vapour
inside the cruclible using kinetic theory for effusive flow,
provided the mean free path of the atoms inside the crucible
is long compared to the dimensions of the orifice. To
determine the validity of the assumption of effusive flow,
mezan free paths (X) were computed for the temperatures
used in vapourizing chromium. Vapour pressures for chromium
were taken from the tables given by Stull and Sinke (25).

The extreme values are reported here:

T = 1963 ©K T = 1700 °K
A= 0.8 mu. A= 26 mm.
G = 1.2/Agm/sec G = .045/ugm/aec

The dlameter of the crucible orifice was about 1 mm. The
mean free paths of all the other elements studled, except
tin and indium,fell within the range glven above.

For tin and indlum, lines from exclted states with
f-values less than .05 were studled. The beam densities
which were necessary to produce measurable absorption lines
led to mean free paths of less than .3 mm. inside the

cruclbles, when standard graphite crucibles with .04 in.
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diameter orifices were used. To check on the effect of
these short mean free paths on the measured f-values
specizl cruclbles with orifices .1l in. 1n dilameter were
used in repeating the measurements on two f-values of tin
and two f-values of incium. The repeated f-values agreed
with those obtained using standard crucibles to less tuan
5% The mean free paths inside the speclal crucibles were
always greater than 3 mm.

fhus, the restrictions lmposed by the assumption of
effusive flow do not seem to have been violated in tue

experimental work reported in thls tnesis.
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B. Optical System

A high pressure mercury discharge lamp was used as a
light source. It had a high intensity output and lifetime
of about 50 hours, while operating with an input power of
l.1 kw., &8 long as a steady flow of cooling water was main-
tained to carry off the hezt generated. DEoth the capillary,
which contalined the mercury, =nd the outer water Jjacket of
the lamp were made of quartz to allow transmission of light
with wavelength shorter than 3000 A°, During operation of
the lamp, the pressure inside the capillary rose to several
hundred atmospheres. The mercury emission lines were, there-
fore, extremely pressure broadened. The lamp output was a
useful source from 2650 A° to at least 7000 A°. Below 2650
A° the self absorption of the mercury 2536 A° 11n; drasti-
cally reduced the light output. Near the mercury emission
lines the continuum intensity varied at least a factor of ten.

The mercury lamp was placed in a horizontal position,
and a quartz lens with 15 cm. focal lengtn was used to oring
the line image of the capillary to focus in the center of
the atomic beam. A 30 cm. focal length quartz lens then
focused this i1lmage on the entrance slit of the spectrograph.
This simple optical system was deslgned by G. M. Lawrence
to admit a maximum amount of light to the spectrograph by
filling both the length and breadth of the entrance slit.
Both lenses were mounted on precision lens mounts, which al-

lowed fine adjustments of the optical alignment to be mads.
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Light was admitted into the vacuum system through
optical gquartz windows sezled to the maln vacuum chamber
by means of O-rings.

The large Rowland mounting spectrograph, located in
Bridge Laboratory, was used for this experiment. The 21
foot rrating used in the theslis work of bLoth Bell and Davils
had been replaced becz2use of the large amount of scattered
light it produccd. The grating used for the work reported
in this thesis had a radlus of curvature of 60650 mm., 600
rulings per mm., and a ruled area 5 cm. by 12 cm. All work
was doneé in second order, where the dispersion was 1l.252
A° fom.

The following simple test was made for the presence of
scattered light by the new grating. The chromium M\3578
line was sczanned six times, using the second order of the
spectrogzraph, with a Corning glass filter blocking out all
licht of wavelength longer than 3900 Ap. The filter was re-
moved, and the line was scanned six more times. This was
possible because the EMI 9526B photomultiplier was insensi-
tive to the first order light of 7150 A°, and the mercury
dischorge lamp emits virtually no third order light of wave-
length 2580 A®. The crucible texperature was constant dur-
ing these scanse. The resulting f-values, calculated for
the chromium A3578 line, did not differ significently from
each other, thus indicating that the presence of scattered

light was not a problem at 3578 a°.
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A Corning glass filter, "Red Purple Corex-A", was
used to separate orders of the spectrograph in the wave-
length region between 2700 A° ana 3650 A°. TFor the wave-
length region 3050 A° to 5000 A®, a Corning glass "Furnace

Door Blue" filter was used.
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C. Vacuum System

The vacuum system was originally designed to attain
a pressure low enough thot less than 1% of the atoms in
the atomic beam would suffer collisions with the residual
gas8 1n tne system. The distance between the crucible
orifice and the microbalance pan was 7 cm. Using kinetic
theory, the followlng expression has been derived for the
fraction,« , of atoms in the atomic opeam suffering col-
lisions in traveling a distance Z (in cm.) at a residual

5 Torr): o= ZP/6.5 . For Z = 7 cm.,

gas pressure F (in 10~
this expression becomes « = 1.,1F . Thus, at pressures

below 10~° Torr, less than 1% of the atoms in the atomic
beam will collide with residual gas atoms in traveling

from the crucible to the microbalance pan.

Cbservation of tne i1nstantaneous weignt of the micro-
balance pan under conditlions of atomic beam deposition
indicated t.at gettering, adsorption, and liberation of
gas by the pan could very adversely effect the accuracy of
the deposit rate determinations. The conical aluminum
foil pans used througrout this work had a total surface
area of approximzately 20 cma. Deposit raies observed during
the measurement process ranged from .02 to 2 micrograms
per second. The followlng expression was obtained from
kinetic theory for R, the rate of mass lncidence in micro-

grams per cm2 per second, as a function of pressure for

a residual gas of pure nitrogen, at 30 °C: R = .016P,
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where F 1s expressed in 1o'° Torr. For the pans used in
this experiment the expression becomes R = .,32P . At a
residual gas pressure of 10-9 Torr, the mass incidence
rate becomes .0003 wmgm/sec., which 1s about 1% of the low-
est observed atomic beam deposit rates. At the gas pres-

sure of 10"6

Torr, commonly obtained during actual atomic
beam deposition, R was therefore about .B/agm/sec.

The composition of the residual gas in the vacuum
system at 10~ Torr probably differed quite drastically
from that of air. Nitrogen and cracked pump oll fragments
such as methane and carbon monoxide were the main compon-
ents. The chemical reactions that could occur betwveen
these resldual gas comronents and fresh, chemically active,
deposits on the microbalance surface are quite complicated.
The metals studled in this thesls are not very active
chemically and there was no evldence of such reactions.

The nature of the experimental work being done with
the vacuum system recuired that it be readlly demountable
to allow for frequent refilling of the crucible and measure-
ment of the gquantities determining the atomic beam geometry.

ME o Boukly el Bering

The system designed by Davis
seals and many ports to provide easy access to the insidse
of the system. The pumping system consisted of a 4 in.
Kinney fractionating oll diffusion pump backed by a two
stage 5 cu. ft./min. Kinney mechanical pump. This pumping

6

system should attain a minimum pressure of 2x10  Torr.
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To ilmprove the ultimate vacuum attainable, a large liquid
nitrogen cold trap with 2 lifetime of about 4 hours was
placed in the baffle velve above the throat of the dif-
fusion pump. This locztion was chcsen to reducs \.s much
as possible the back-strezming of diffusion pump oil into
the vacuum system. The ultimate pressure of the system
with the cold trap was about 10~7 Torr.

Viton, a fluorine-carbon compound with elastic prop-
erties, makes O-rings which are superior to those made of
buna rubber because of viton's lower vapour pressure and
abllity to withstand temperatures of 100 °C. The vacuum
system had 30 buna rubber O-rings seals, which vere re-
placed with ssals made of viton.

The vacuum pressure gauge installed by Bell was a
CVC Phllllps gauge capzble of measuring pressure accurately

down to 10'6

Torr. A Veeco non-burnout lonlzatlion gauge
with a linear output and a senslitivity of loojuamps per
10™2 Torr at 10 mA grid current was added to the system,

6 Torr.

providing accurzate pressure reading below 10~
wWith the viton O-rings, the lowest pressure attained
in the main vacuum chamber was 2x10~7 Torr. An attempt
was made to drive off absorbed gas and thereby speed
punp-down time by heating the outside walls of the vacuum
chamber to 90 °C. This was soon abandoned because the
heat caused the viton O-rings to take on a permanent set

and the ultimate pressure was not lowered. The pump-down

time, without heating of the walls of the vacuum chamber,



was about 24 hours.

The ultimate attainzble pressure of the pumping
system was checliied by rutting the Veeco Gauge directly
on the input port leading to the diffusion pump and
punping on the closed rort. The pressure thus measured
was not significantly lovwer than that attalned while
purping on the entire vacuum chamber. Therefore, it
was concluded that the pump itself was the limiting factor
and not out-gassing of the chamber or leaks through the
O-rings.

The pressure while the furnace was operating was
usually a factor of ten above the minimum attainable
pressure when the furnace was cold. This was especially
true with pallacium, which required cruclble temperatures
of about 1850 °C and, therefore, furnace tube temperatures
of over 2000 °C. The rise in pressure while the furnace
wes hot was attributed to out-gassing of the inside of the
system because of exposure to heut and radiation from the
furnace. In principle, this out-gassing should stop 1if
the furnace were malntained at elevated tempseratures for
a reriod of hours; however, such a long out-gassing period
vould exhaust the surply of metal in the crucible. It was
found that maintzining the furnace for several hLours at a
temperature just below that at which the element in the
crucible attained an appreclable vapour pressure helped
to reduce tne pressure at the higher temperature used to

produce the atomic beam.
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D. Crucibles a2nd Furnace Tubes

Graphite, because of its excellent thermal shock
resistance, was used for varourlzing any element with
which i1t dld not react caemiczlly. The grarhite crucibles
used for this work were machined from pure spectroscopic
graphite rods. They were 1.3 in. long, had an outer
dianeter of .352 in., and a wall thickness of .0l8 in.
Snugly fitting caps were macnined for the open ends, and
holes with .045 in. dlzmeters were drilled in the sides
in order to z2llow formation of the atoale beam. The
crucibles were nade with little "ears" to holid them away
from the furnace tubes, and to thus preéevent an excess
arount of cwurrent from rassing through the cruecible,

Grapi:lte furnace tubes were used with the graphtite
crucibles. These were 3>.5 in. long, with an outer diameter
of .453 in., and a w21l thickness of .033 in. A hole .150
in. in diameter was cérilled in their sides. This nole was
made Just lerge enough so that 1t would not interfere with
the atomxic beam. It w:=s felt that having the hole as smzall
as possible was desirzble 1n order to reduece the coolling of
the area of the cruclible necr the hole, and to thus reducse
the amount of metal vapour condensing there. Deposition
of zetal around the orifice caused varilations in the
observed deposit rates.

Unfortunately, elerents in the immediate vicinity of

iron on the periodic table form carbides upon melting in
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graphite containers. Bell $37) found that stabilized
zirconlum oxide had the necessary chemical insrtness to
contain molten metals in the 1iron group. Zirconia, however,
does not have the excellent thermal shock resistance of
graphite; and after being used once to produce an atomic
beam, a2 crucible would be too cracked for reuse.

The zirconla crucibles used for this work were obtain-
6éd from the Leco Company in St. Joseph, Michigan. Thess
were 1 in. 1n length and were closed at one end. The
outer dlameter was .375 in. and the wall thickness was
.094 in. The Leco Compuny did not supply plugs for the
open ends, so a technique was devised to produce them.
Stabllized zirconlium oxide was mixed with polystyrens
cerent diluted with benzene to form a thick paste. The
paste was then packed into molds, which were drilled out
of .250 in. brass sheet. After allowing the benzene to
eévaporate, the full mold was heated with & cool acetylene
torch so that the polystyrene would burn out. Using a
hotter torch, the whole mold was heated until the brass
melted z2nd rolled free of tae zirconila plug. Filnally,
the plug was sintered by heating 1t to white heat with the
hottest part of the acetylene flame. This technique pro-
duced impervious plugs, which closed the open ends of the
crucibles very effectively.

The holes from which the atomic beam was formed were
ground in the sides of the zirconia crucibles with a soft

wheel.
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At first, grapiite tubes were used with the zirconia
crucibles, but it was found that large amounts of gas
eévolved upon rezching furnace temperatures in excess of
1800 °C. This was attributed to a rezction between the
zirconla and the graphite, which liberated oxygen. Next,
furnace tubes rolled out of .003 in. molybdenum were tried,
but it was found that they developed hot spots and burned
out at temperatures above zbout 1700 °C. It was finally
found that .005 in. tantalum made very satisfactory tubes,
which neither burned out nor evolved gas. The tantalum
tubes were 4 in. in length with .310 in. diameter holes
punched in the sldes for the passage of the atomlic beam.
The larger holes in the side of the tuntalum tubes were
necessary to allow clearance for the atomic beam. Unfor-
tunately, this meant that the area around the crucible
opening was differentially cooled because of radiation
losses, thus causing some deposition of metal around the
orifice. A chemlcal reaction between the zirconlia cruc-
ibles and the tantalum heutlng tubes was observed, which
produced a weakening of the tantalum at points of contact.
This was eliminzted by wrapping the bottom half of the
crucible with a patch of tantalum .005 in. thick, in
order to prevent any direct contact between the crucible
and the furnace tube.

A set of concentric racdiation shields, spot welded
out of .005 in. tantalum, reduced the input power require-

ments necessary to reach temperatures above 1600 °C. The
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radiation shields wers 1isolated from each other znd the
furnzce tube, both thermally and electrically, by means
of annular spzcers cut from guartz tubing of the appropriate
size. It was found that the triple radiation shield cut
the 1lnput power necessary to reach temperatures above
1600 ©°C in the crucible by at least a factor of two.

A test run was made with an empty zirconia crucible
in a tantalum furnace tube in order to determine the high-
est attalilnable crucible temperature. At about 2200 OC¢ the
zirconia melted and reacted with the furnace tube causing

it to burn out.
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E. The Microbalznce

The automatically balancing microbalance used in this

(21) and R. C.

experiment was designc. Ly G. M. Lawrence
Ashenfelter. The sensiiivity of the balance was about .4
/@m., and 1t had a2 dynamic range of 5 mgm. The balance
was callbrated by weighling a standard 1 mgm. rider 1n
vacuo. This calibration was assumed to hold for much
smaller changes in weight because the autom=tic balancing
mechanism always brought the balance to rest in the same
position. For the sexperlmental work reported in this
thesls, derosit rates on the balance pan were in the range
from .03 to l.S/Mgm./sec. The aperture which allowed the
atomic beam to deposit on the microbalance pan was .576
in. in diameter. For elements wilith f-values below .05,
where high beam densities were needed, 2 plug with a .376
in. hole in its center was placed over the larger aperture.
Flgure II shows two tracings of actual microtalance
strip chart recordings. With the shutter under the mlcro-
balzance closed, the balance reads a constant weight. Upon
openling the shutter an upward lmpulse, dué to the aorrival
of the atonmic bsam, makes the pan seem lighter. Deposition
of mass 1s marked by a steady lncrease in the welght of
the pan. The recorder tracing should be nearly a stralght
line for a constant deposit rate. Runs where the derosit

rate was clearly not constznt were rejected. Three obvious

causes of variation in deposit rate were: fluctuating
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cruclble temperature, formation or disappearance of deposits
about the cruclble orifice, and exhaustion of the material
insicée the crucible.

Figure II b shows a deposit rate of about .OB/Agm./sec.
The non-linearity of the trecing is due to the low deposit
rate, which is at the louer limit of the useful range of
the balance. The nolse level in the balance is shown by
the irregularity in the troecing in Figure 1II b when thse
shutter was closed. Figure II a shows how the recovery
time, tyn = 17.5Y§7@F, can be rezd off the output chart as
a horizontal distance between points on the time scale
when the microbalance records equal weights.

Pans for the balance were made from .00025 in. thick
aluninum foil. A quarter sector of a 1.6 in. radius disc
cut from the foll was shaped around a coniczal form and
spot welded into a conical pan. GConical pzns were used
because a lerge fraction of the atoms which bounced off
the pan surface on the first encounter would have to hit
the pan at least once more before escaping. Therefors,
the fruction of atoms finally sticking to the conical pen
would be much higher than the fractlon sticking after a
8ingle encounter.

As much as loo/ugm. of gas were observed to leuve a
ran vhen 1t was first exposed to radiation from the furnace.
A small six volt tungsten light bulb was placed near the
balance pan to heat it and drive off this absorbed gas.

It was often found that even when pans were heated they
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abscrbed some gus, though at a much slower rate than un-
heated pans. The rate of gas absorption was found to be
highest right after a fresh luyer of metal atoms hzd been
deposited on the pan. zwted pans apperently accumulated a
thin surface layer of gas atoms on top of the fresh deposit.
when the shutter was opened again this small amount of
absorbed gas, generally less than 2/agm., was driven off
by exposure to the furnace in less than ten seconds.
Part IV section A contains a discussion of gas absorrtion
observed on fresh chromium derosits.

The rapid evolution of gas made it difficult to
obtain an accurate ilmpulse force measurement when the
shutter was opened. It was found that the impulse force
measurement, obtalned when the shutter was closed, was
more rellable because of the absence of this effect.

The motion of the residual gas in the vacuum chamber
towerd the input port of the diffusion pump produced a

5 Torr. The pan

noticable wind at pressures above 10~
would appear to get heavier when the shutter, éirectly
beneath 1t, was opened.

When the reglion around the furnace was evolving gas
because of a sudden increase in furnace temperature, an
upward wind was often observed. This wind made the micro-
balance pan appear lighter uron opening of the shutter.

Chemical gettering of the deposit on the microbalance

pan was not observed for any of the elements on which ab-

solute f-value measurcments were made. Gettering would
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appear &s an increzse in pan weight with the shutter
closed, which could not be reversed by heating of the pan.

When the supply of metal in the crucible was running
out, the deposit rate at constant cruclble temperature was
observed to fall off gradually. A formula to correct the
observed deposit rate for the effect of decreasing impulse
will now be derived.

Let W, be the weight of the pan before the shutter is
opened. At the time t; the shutter 1s opened and mass 1is
allowed to deposit on the pan until a time to when the
shutter is closed. The following equations can be written
for the apparent weight of the pan at the two times tl and
to: Wy = Wy - Fp and Wy = Wy - Fp +f:'5('r)4'r. The observed

deposit rate, G is then (Wp-Wy)/(ty-t2). Using the

obs?
impulse measurements this expression ¢an be corrected to
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F. The Photomultlrlier Detector

Be11 (17)

states that the photographnic process 1is
useful for the study of absorption lines with equivalent
widths greater tnan 2 mA®. Work was undertalken to design
e photomultiplisesr detector which could be used for lines
es small as .4 mA° in equivalent width.

The grating used for this work was mounted in a 21
ft. 10 in. Rowland spectrograph and had a ruled area 12
cm. by 5 cm. with 600 rulings per mm. Using a narrow line
emission source, the entrance slit of the spectrograph
vas closed until maximum sherpness of the image was ob-
tained, and further narrowing of the slit merely decreased
the output light intensity. This entrance slit width, at
wi.ich maximum resolution was obtained, was found to be
30 microns. The dispersion of the spectrograph was 1.25
on/micron in the second order. The magnification at
3000 A° of the image of the entrance slit was 1.06. Thus
monockromatic light at 3000 A° should appear to have a
spread of at least 50 mA® at the image plane of the grating.
In practice, when doppler broadened absorption lines with
full widths at half maximum of 8 mA® were imaced by the
spectrograph, they were spread over a reglon of at least
100 mA°.

This smearing of the doppler profiles of the absorp-
tion lines by the spectrograph meant that the ch:=nge in

continuum intensity because of the presence of an absorption
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line of .4 mA®° equivalent width would be less than 1%,
even at the center of the line. If this 1% change in con-
tinuum intensity were detected by a photomultiplier whose
output, when dlsployed on a meter or chart recorder, was
ad Justed to read continuum intensity as full scale, it
would be impossible to measure the 1% change to an accuracy
of 5%. With a continuum whose intensity was constant to
.01%, this provlem could be solved by subtracting = con-
stant reference voltege from the continuum signal and dis-
playing the difference voltzpre as full scale on a chart
recorder. Using a difference signal equal to 5% of the
continuum signal, the changes in continuum because of a
1% absorption line could then be measured to an accuracy
of 5%. Unfortunately, the high pressure mercury discharge
lanp used as a continuum source for tinls experiment was
not stable as a function of time. Rapid variation in
continuum intensity, of at least 1%, were very common.
Also, the lamp outprut intensity decreased slowly &s a
function of time because of deposition of coollng water
salts on the quartz water jJacket.

Therefore, it was cdecided to use the intensity of
a portion of the continuum 64° way from the absorption
line as a reference signal with which to perform the sub-
tractlion described above. Noise due to fluctucstions in
lemp intensity would be common to the two signels and thus
nearly eliminated when they were subtracted. Detalls of

the deslign of the photomultiplier detector are given in
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G. M. Lawrence's thesis (21). A subtraction which allowed
10%Z of the continuum signul to be displayed full sczle on
a strip choart recorder was used for most the work reported
here.

One technique of equivalent width mensurement which
was consldered employed a stutionary slit, wide enough to
cover the whole wavelsngth interval into which the spsctro-
crarh spread an absorption l1ine. A shutter in the vacuum
chamber, Jjust above the crucible orifice, was used to block
the atomlec teum. leasurement of the difference in light
intensity, coxzing through the wide slit, with the atomic
bezm shutter open and closed zllowed calculation of the
eculvalent width of the 1line, provided the width of the
slit was known.

Difficulties in positioning the slit accurately and
lack of knowledge of the exact width of the spectral region
over which the absorption line was sprezd by the srectro-
groph meant that 2 minimum slit width of 160 mA® was neces-
sary. However, the changze in signal from this wide slit
would be only .25% because of the presence of 2 line of

equivalent width .4 ma®. The noise limitations in the

prhotomultiplier detector were such;that even using the sub-
traction technique, this small change 1n signal could not be
measured to the desired accuracy of 10%.

The technicue which was adopted involved the use of
a narrow exit slit with a width of 15 microns. This slit

was moved at a constant velocity back and forth across the



-

=36=

absorprtion line. Detalils of the design of the constant
velocity driving mechanism are given by G. M. Lawrence (21).
The use of this narrow exit slit resulted in at least a
factor of two increase in the variztion of the continuum
signal at the peak of & line 25 compared with the variztion
when a wide slit was used. The scanning speed used was
.0025 in./min. (79.5 mA°/min. in second order). Various
checks made on the constancy of this speed indicated that
it was always within less that 5% of the nominal value.

Because the two slits of the photomultiplier wers
separated by only 6 A®, it was possible to study absorption
lines which were on the wings of the pressure broadened
mercury enission lines where the continuum intensity was
varylng rapldly as a function of wavelength. In this case
the photomultiplier has a2 definite adventage over photo-
graphlc plates because accurate calibration of plates is
very difficult if the continuur is varying rapidly.

Equivalent widths were obtained from the output
tracings of the photomultiplier by drawing in a baose line
representing the continuum signal in the absence of absorp-
tion and then measuring the area under the line profile
thus determined. With the constant velocity scanner method,
equivalent widths as smull as .4 mA° were measured with a
standard deviation of azbout 15%.

Figure 111 shows an actual tracing of the indium I

resonance line X4101.76. The hyperfine structure components,
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which are separated by about 50 mAP, are pertially resolved.
Figure IV shows two tracings of an zbsorption line

too weak to enable its equivalent width to be measured

accurately. T:zis 1line 15 so small that 1ts profile is

easily altered by the background noise 1n the detector.
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FIGURE

Hyperfine Structure for the

A410lI.76 Line of Indium I

Finitial Final Splitting Relative Intensity
5 4 o~ 56.5 mA 33
5 5 Aot 7.6 mA 29
4 S Ne*55 mA° 33
4 4 Xo= 9.3 mA® 12
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FIGURE IV

Photomultiplier Scanner
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G. Tempercture Measurements

Crucible temperatures for all elements except thallium
were measured by looking into the orifice of the crucible
with an optical pyrometer. Corrections were made for the
absorption of radiation by the windows throuzh which the
orifice was viewed. These corrections are discussed in
detail in Bell's thesis (17).

The platinum to platinum 10Z rhodium thermocouple
used to measure temperatures for thallium was checked against
the optical pyrometer at temperatures between 900 and 1150
e, They were found to agree to within about 10 %¢ through-
out tnis temperature rangé. As will be shown in the next
section, the experimentally determined f-vzlues depended
only on the sguare root of the absolute temperature for
lines arilsing from the ground state. An error of 10 °x
will therefore not appreciably effect the calcul:=ted f-
value except for lines from levels more than .2 ev. above

the ground state.
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H. Discussion of Errors

All experimental results, reported in the followling
tables, have been .:s3ted with thelr standard deviatlions
from the meean. The stand rd deviatlons range from a low
of about 5% to a high of 13%. If the errors were purely
random, the stand:rd deviations could each be divided by
the factor VE:E, wvhere n would be the total number of
determinations mede of the f-vazlue in question, to get
an estimate of the error in the mean. BEecause of undeter-
mined systematic errors, hovwever, this procedure would be
of little valus.

The following formula was used 1n calculation of f-
values from experimentally determined quantities: f = QCT/Gi
For we/AX;<.4, thet is, on the linear part of the curve of
growth, this becomes:

WGQVT;.

f = constant {
Sin ¥ & RE

Estimates of the systematic errors in the above quanti-

ties will now be given.
Wgt The electronic circuilts involved 1in translating

photomultiplier current into a tracing on the chart recorder

were accurate to 1%. The calibration of the planimeter

used to measure areas under line profiles was accurate to

.3%. The speed with which the line was scanned was perhaps

the major source of error. Attempts to measure it accu-

rately failed because of lack of a velocity transducer
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which could measure a specd of .0025 in./min. with an
accuracy of 1%. A reasonable estimute of the scanning
speed error would be 47 for a given setting of the scan-
ner. This systematic crror would probebly have varied
for different positions of the drive screw and spectro-
meter camera.

G: The elsctronics of the automatic microbalence
and the strip chart recorder were accurate to at least 17%.
The vacuum calibration of the balance, using standard .1%
1 mgm. riders, was accurate to .5%. Errors in determining
the deposit rates from the output tracings were all random.

T: A conservative estimute of the error in temper-
ature would be 20 ©K. At 1000 °K this would be an error
of 1% in the square root of T.

Q: The light beem was typilcally 1.6 in. above the
cruclible orifice. Errors in measuring the geometrical
guantities in Q were small. Errors in Q were thus less
than .5%.

SinY¥: Y was kept as large as possible to muke the
effective doppler wldth of the atomlic beam as large as
posslble. The distances to be measured in determining
¥ were less then .5 in. Lack of knowledge of the exact
location of the effective crucible orifice effected the
accuracy of the determination of sin¥. Errors introduced
by sin¥ were less than 1%.

B.F.: For lines from levels more than .2 ev. above

the ground stute, en error of 20 Ok could produce an error
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of about 3% in the determination of the population of the
exclited state.

The effect of the light beam being a thin sheet in-
stead of a pencll of rays was examined theoretically.
With the light beam passing 1.6 in. above the crucible
orifice the error from this source would not be more than
.3% for a total light beam width of .25 in.

The effect of an apprecicble amount of scattered
light would be to shift the experimental curve of growth
and, therefore, make 1t impossible to fit with a single
parameter. The curve of growth shown in figure V indicates
a very good fit with one parameter, This, in turn, indi-
cates the presence of negiigable scattered light.

The comparison of mezsured impulse forces with trose
calculated from the atomic beam theory showed agrecment
to within about 1%. The systematic errors, beczuse of
the comblined effects of atoms bouncing off the pan and
deviations in the velocity distributlion of the atomic beam
caused by collisions at ihe crucible orifice, are esti-
mated to be not more than 2%.

If all the systematic sources of error combined in
the worst possible way, the above estim:stes lead to a
maximum systematic error of 13% for 'lines arising from
levels within .15 ev. of the ground state, and about 16%

for lines arising from higher excited stztes,
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IV. EXPERIMENTAL RESULTS

In the following six sectlons the experimental results
of the work on 25 1lir of six elements will be presented.
The particular featur. of each element which are relevant
to the measurenent of its absolute f-values with the
atomic beam apparatus sre discussed.

Tables I through VI contain the lmportant experimental
quantities which entered into the calculation of absolute
f-values. The wavelength of the transition and the mean
of the measured f-values are given for ecch line. The
uncertainty listed 1s ths standsrd deviation of the experi-
mental sample. The first column in each table gives the
crucible temperature in %K, and the second column gives
the calculated Boltzmenn fzctor for that temperzturs.

The data were taken by keeping the crucible at a constant
temperature and sc:nning back and forth across the line,
reading the deposit rate sach time the sczanner passed over
the line. The third column gives the minimum and maximum
Boltzmann factor corrected deposit rates observed at the
single cruclible temperature. In the fourth column the min-
imum and maximum equivalent wildths are tabulated. The fifth
column lists the atomlc beam doprpler width calculated at the
temperature given in the first column. The sixth column
gives Q in the appropriate units to allow celculation of

the f-value using equation 8. The seventh column indicates
the number of scans made, and the final one contains the

mean f-value obtained for that serlies of scans.
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A, Chromium I

The astrophysical importance of chromium has motivated
a considerable amount of past work in this laboratory on
the absolute f-wvalues of the slx strong absorption lines
from the ground state. It was felt that further work on
chromium was necessary becuuse of the disagreements and
inconsistencies in the results of previous investigations.

Chromium presented no difficult experimental rroblems,
No hyperfine structure of the ground state has been observed
(23). The ground term of chromium, a7S3, is single, and
there are no other low lying terms; therefore, 100% of
the atoms are in the ground state at temperatures reached
during this experiment.

Chromium has an unusually high vapour pressure while
still in the solid state. In fact, all the runs made on
chromium were made below the melting temperzture. Since
it was observed that elements with a tendency to sublime
will sputter 1f heated in the powder form, only lumps of
99.5% pure chromium were used. Zirconia crucibles were
used on all chromium runs and appeared to undergo no chém-
ical rezction with the hot chromium. Chromium vapour
tended to condense on the cooler parts of the zirconia
crucibles, which unfortunately were around the orifics.
This deposition produced a tunnel leading from the interior
of the cruclible to the orifice. For the highest deposit

rates, where the pressure of chromium vapour inside the
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crucible rose to above .2 Torr, this tunnel may have ef-
fected the veloclity distribution of the outgoing beam.
Most of the work done on chromium was cwrried out at low
atomic bezm densities to keep the mean free path of the
atoms in the crucible long, compared to the orifice dimen-
slons.

Figure V 1s the curve of growth obtained for the
chromium line A\3579. The dots represent experimental
values of we/hx; plotted on a log-log sczle against exper-
imental values of dyQT (Gfis equal to G for chromium).
G'/QT 1s proportional to MNL/YT for the atomic beam.

The curve of growth for the ztomic beam glves a rela-
tionship between we/aiﬁ and C; but by equation 4, C = fdyQT.
An important test of the theoretical curve of growth rela-
tion, we/Ai, = H(C), can thus be made by comparing
log(H'l(we/Ax;)) with 1og(d?QT) over a wide range of
we/hi;. It 1s necessary to attain values of We/dx; great-
er than 1,so that the curve of growth relatlion will be
nonlinear. If 105(1{-1('::6/4)10)) and log(G/QT) &iffer by
only a constant over this wide range it can be concluded
that the thsesory agrees with the experimental results.

The theoretical curve in flgure V was obtalned by
plotting log(we/Aip) against log(C/f). The f-value chosen
was the mean of the experimental values. It is clear that
a horizontal shift of -log(f) was all that was needed to

fit the experimental points with the theoretical curve of

growth.
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Figure VI 1s a graph of impulse forces ugainst deposit
rztes tszsken from the data used to plot the curve of growth
shown in figure V. These data are of particular interest
becauss the deposit rates vary over nearly a factor of 40.
The dots are experimental points. Each cluster of points
corresponds to a fixed cruclble temperature. These temper-
atures are indicated on the graph. The solid curve is a
graph of the relation F = 17.5YE7£1G which was calculated by
assuning that the atomlic Leam was forued by effusive flow
and that all the atoms Iimpinging on the pan stlck. It is
interesting that the experimental points for the very
highest temperature lle along tne theoretlical curve even
though the mean fres pathis of the chromium atoms in the
crucible were about the size of the orifice (see part III
section A). The agreement between theory and experiment
shown in figure VI was tzken &8 an indic:-tion that less
than 1% of the chromium atoms were bouncing free of the pan.

The microbalance tracings made during the series of
scans of the line A3579 showed definite evidence of cas
absorption during the first tio minutes after the shutter
was closed. This was particularly evident when the micro-
balance output was on the most sensitive scale, displaying
0 to 25 ugm. full scale on the chart recorder. The gas
absorption rates observed were rougnly .Ol/;gm./sec.

From table I it can be seen tanat the averaze f-valus
for A3579 obtained at the lowest crucible temperature is

about 5% lower than the grand averagé. At this lowest
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temperature the deposit rate was rouchly .OBlugm./sec.,
which is only 3 times the gas absorption rate observed
after the shutter was closed. Tuis implies that tne rate
of gus absorption occurring during the actual deposlition of
chromium was not more than .COQ/ygm./sec., because a higher
rate would have increased the observed deposit rate znd
would heve tnereby caused the calculated f-value to be more
than 5% too low.

Comparison of impulse forces received by the balance
pan wvhen the shutter was opened with those received when
the shutter was closed indicited that roughly the same
amount of gas was being driven off the pan upon &xposure
to the 2tomic beam as was cbsorbed in the period after
the shutter was closed. These observations support the
hypotiesis tnal a thin film of gas welghling a few/ygm.
forms on the fresiily deposited metal only after the stream
of nigh temperature atoms and radiation from the furnace
stops, and that this gas is driven off again once the

atomlic beam deposition is resuumed.
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Table I. Chromium I Data

‘
B B Caim tammer By e $E 7
Az 3578.69
1714 1.0 . 04-.05 1.7-2.2 5.75 .039 6 «293
1744 1.0 .06-.07 2.4-2.7 5.80 .039 6 « 301
1733 1.0 .05-.06 2.4-2.6 5.78 .039 S .318
1789 1.0  .14-.15 5.4-5.8  5.87  .039 6 316
1859 1.0  .30-.34 8.9-9.5  5.98  .039 3 .293
1899 1.0 57-.61 13.-14. 6.04 .039 2 .298
1963 1.0 1.1-1.2 16.-17. 6.15 .C39 2 . 257
1685 1.0 .03-.04 l.2-1.5 5.70 .039 8 .288
£ = .297%.026
A= 3595.49
L7935 1.0 «10-.11 3¢2-3.8 5.89 .0388 6 - 247
1738 1.0 «04-.06  1.4-1.5 5.80 .0388 4 .228
f = .2359%.017
Az 3605.33 |
1842 1.0 .14-.15 3.43-3.7 6.00 .03E7 8 .188
1745 1.0 .05-.06 1.1-1.3  5.84 .0387 8  .164
1882 1.0 «31-.33 6.6-7.1 6.06 .0387 4 191

f=.179%.017
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Table I. (Cont.)
T %% B.F. G rance Wg range A)«’ﬁ Q # of
: pem/sec mA© mA x10%7 scans T
Sz 405435
1631 1.0 .26-.30 3.5-4.0  T7.32 .0324 4  ,0726
1740 1.0 .09-.10 1.2-1.5  T7.04 .0324 4 .0682
1916 1.0 .30-.30 3.1-5.1  T.48 .0324 10 .0886
1808 1.0 W T 2]l =+25 T«l3 .0320 6 . 0805
1844 1.0 e21-.26 3.2-3.8 7.20 .0330 5  .0807
1504 1.0 ) 5.9=6.5 T.32 «0330 4 . 0861
1996 1.0  1.0-1.2 11.-13. 7.50  .0330 4 .0783
1827 1.0 .09-.14 1.6-2.4 T7.15 .0319 8 .0818
1879 1.0 .22-.26  3.5-4.4 7.25  .0319 4  .0791
f = .0805 *.0071
A= 4274 .80
1811 1.0 .16-.20 2.0-2.4  7.05 .0324 6 .0575
1846 1.0 BB BJT3.8 118 L0324 4  .0611
1863 1.0 e19-422 2.5-2.8 7.20 .0321 & .0636
£ = .0619 % .0030
A= 4289.72
1842 1.0 .19-.23 1.6-2.2  7.16 .0327 6  .0463
1920 1.0 ¢35 62 5.1=3.4 T.31 0327 17 «O4TT
1841 1.0 .08-.14 o T6=1 o & T13 .0322 5 L0478
1928 1:0 45-.55 3.8=4.3 7«30 .0322 > 0447
f = .0470%F .0029
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B. Gsallium I

Gallium forms e useful ztomic beam from a graphits
crucible at temperatures above 1140 °C. Examination of
impulse forces detectsed by the microbalance upon closing
the shutter indicated thot at least 994 of the gallium
atoms were silcking to the conical pan.

The only low lying terr in the gallium Grotrian
diagran is 4524p 2P°, The J = 3/2 level 1s .1024 ev.
above the J = 1/2 level. At the temperatures used for this
experiment both levels were about equally populated.

Gallium is composed of two isotopes, A = Tl (40%)
and A = &9 (60%). Both isotopses have a nuclear spin of
3/2. O©Of the five iines studied, only two A2674 and X2943.6,
wers measured with equivalent widths large enough that
HGAAXD was greater than .4. The other three lines wers
zept on the linear part of the curve of growth for all
scans.

For )2874, each isotope has two hyperfine structure

conponents, and the patterns for the two 1sotopes zre sep-

L&)}

arated from each other by about 1 mAC (23). The effective
doppler width for the atomic beam was about 4.2 mA®. Thus,
the lisotopic components were blended in a complicated way.
The nuclear magnetic dipole interaction produced two com-
pronents for each isotope which were not blended because

of doppler broadening. The intensity ratio of the com-

ponents for a single isotope was 5 : 3. For all scans
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of XE874, WBAA{D was kept below .8, and C was split 5:3
to give the curve of growth for the composlite line. For
these moderately weak lines ezch of the two hyperfine
components werc neorly on the linsar part of the curve of
growth, and it ﬁas felt that 1little error would result
from neglecting the isotoric splitting.

For X2943.6, each isotope has 4 hyperfine structure
components, and the patterns of the two lsotopes are sepa-
reted by about .3 mA®. Since the single isotope splitting
was less than the atomic beam doppler width, the various
comronents were blended together. As a first approximation
to an exact treatment of the splitting, C was divided into
two equal parts in computing the curve of growth for the
blended lins.

Because of the blending of the comronents of X29ﬁ3.6,
it would have been best to hive scanned only weak lines
on the linsar part of the curve of growth. This was not
done bec:=use the proximity in wavelength of )2943-6 and
€944 .18 mede it possitle to scan the two lines consec-
utively at a single crucible temperature. As the f-value
of N2944.18 is smaller thaon the f-value for X2943.6 by a
factor of nine, the equivalent width for')e943.6 had to be
larger than 3.5 mA® so that the equivalent width for A\2944.18

would be large enough to measure with reasonable accuracy.



Table Il. Gallium I Data
T °KX B.F. & range Wy range A),p Q # of T
mcm/sec mA° mAS  xi0t*  gcans

N= 2874.24
1503 .524  .07-.08 2.6=3.2 4.29 .283 6 <237
1490 «527 «05-.06 1.9-2.3 4,27 «283 6 o221
1440 .533 .02-.03 .91-1.1 4.20 .283 6 .238
1547 .519 .09-.12 2.9-3.7 4,35  .268 6 .203
1484 .528 «05-.05 1.7-1.9 4,26 . 268 3 214
1406  .538  .02-.02  .54-.58 4,15  .268 7 o217
1498 .526  .06-.07 2.1-2.4 4.30 .283 4 .248

' f = .225%.019
2944 .,175

1605  .490  .24-.30 .85-1.3 4,55  .276 5 .0229
1545  .482  .11-.17  .37-.49 4,46 268 .0206

f = .0218 ¥ .0026

A= 2043.6
1605 490 «21-.25 6.4-T7.5 4.55 « 276 4 103
1545 482 . 11-.17  3.2-4.5 4.46  .268 5 .188

£ = .186+.019
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Table II. (Cont.)

/
T °K B.F. G rance W. ronge Al Q # of r
_#ugm[sec ®nA° __mA©° xJ;Q"4 scans
)\: 4032.98
15563 . 544 «06-.08 1.0-13 5.63 oy 5 9 .0757

1383 .541 .07-.10 1.1-1.6 5.67 337 12 .0739

1407 .538 .13-.15 1.8-2.1 5.72  +337 9  .0659

1385 .541 .09-.09 1.2-1.6 5.68  .337 10 .0735

1398 539 .11-.14 1.4-1.9 5.70 « 337 6 . 0648
f= .07192.0072

A= 4172.06
1408 462  .10-.11 1.7-2.1 5.93 .326 8  .0762
1358  .454  .O4-.05 .T4-1.1 5.82 .326 8  .0801
1389 459 .08-.09 1.3-1.5 5.89 .326 9  .0736
£f=.o764%.0117
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C. Indium L

Indium forms an atomlc beam at temperatures above
960 ©C,vhich is dense enough to allow observation of the
strong lines from the ground term. Indium was vapourized
from a graphite crucible.

The microbalance tracings made during the deposition
of indium were quite linear and showed no signs of gettering
or serious gas absorption on the conical pan. Comparisons
of experimental impulse forces with those calculated from
the observed deposit rates indiceted that less than 1% of
the indium atoms were bouncing free of the pan. Several
deposit tracings were taken with a flat pan. Examination
of the impulse forces showed that they were about 10%
lerger than calculated, which indicated that some of the
atoms were bouncing off the flat pan. This observation
supported the theory that the conical pans had a high col=-
lectlon efficiency because the atoms had to bounce off
the pan surface several times before actually escaping.

The ground term of indium is 58°5p 2P°. The J = 3/2
level lies .274 ev. above the ground level J = 1/2. Thers
are no other low lying terms. At the temperatures attained
in the crucible, approximately 15% of the indium atoms
were in the J = 3/2 state. The population of the J = 3/2
state was a rather strong function of temperature, changing
by 8% in 50 ©cC.

Indium has a nuclear spin of 9/2 and therefore consider-
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able hyperfine splitting is observed for the lines whose
f-values were measured. Because of the large nuclear

spin the theoretical intensity ratios were calculzted from
the general formulae given by Kuhn (26), of the five lines
studied only two, M10l1 and )\3039, were observed with
large enough equivalent wlidths to be on the non-linear

part of the curve of growth. For both lines, the component
separations were greater than the atomic bsam doppler
widths (23). Figure III shows an actual tracing of the
M101 1ine. For A410l1 the relative strengths of the G,
were .33 : .22 5 .33 : .12. For the line A3039, they

were .55 : .45.
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Zfable IIIl. Indium I Data
T °k B.F. G' range Wg range A4 ,8 Q # of
Aen/sec mA° mA x10*" gcans o

)\: 3039.4
1311 .850 .07-.08 2.7-3.2 3.12  .268 6 <306
1261 .861 .03-.03 1.3-1.5 3.06 .268 6 .287
1301 .852 .07-.07 2.2-2.7 3.12 .268 3 . 256
1357 843 «12-,13 3.9-4.4 J+15 . 268 5 .261
1276 .857 .O4-.05 1.6-1.8 3.08  .268 4 .256
1349  .841  .11-.14 5.1-5.5 3.15 .268 5 +312
1384  .833 .23-.24 6.8-7.8 3.20 .268 2 .284
1346 .842 .09-.12 3.3-4.6 31 . 289 10 <267
1416 «825 «3l-e36 8.6-10. 3.40 . 289 7 . 268
1455 .816 .57-.60 12.-13. 3.44  .289 4 .267
1294  .853 .04-.05 1.6-2.1 3.25  .289 5 <274
1255 .863 .02-.03 .95-1.2 3.20 .289 5 .282

£ = .277%.023

A= 3256.09
1328 .,156 .04-.04  .97=-1l.1 3.54  .418 3 22D
1346 164 .06-.06 1.5-1.7 3.56 418 o « 236
1249 137 .02-.02 1.1-1.5 337 «182 4 «237
1220 .130 .01-.01  .74-.81 3.33 182 4 .232

f= .23 %£.020
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Table III. (Cont.)

/ /
T °%X B.F. G range W, range 4\ Q # of
MEm/sec °na0 o\ x10%* scans £
A= 3258.56
1413 .180 ¢1l9=.23 A4 - ,65 3.65 «418 12 . 0266
1341 «157 o 2 2=41T «73=-1.0 3.49 .182 8 «0253
1321 0153 -10".10 u53-066 3.47 0182 2 .0224

f = .0258%.0032

A= 4101.76

1297  .849  .13-.16 2.2-3.5  4.40 .333 2 130
1279  .853 .09-.12 1.9-2.4  4.37 .333 6 .124
1351 .835 .40-.51 5.6-8.6  4.,49  .333 8 .115
1555 842 e1l8-.22 4.0-4.5 4 .46 333 6 125

£= .120%.011

A= 4511.71
1366  .169  .09-.09 1.9-2.1  5.01 .302 6 .108
1336  .161  .05-.07 1.3-1.7  4.95 .302 6 .114

£ = .111% .009
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Tin forms an atomic bsam of sufficlent density so that

ts absorpilon lines muay be observed at temperatures above
1450 9C. Tin can be vapourized in graphite crucibles.
The mlcrobalance traclings made during the deposition of
tin were very linear and steady, and they indicated no
getiering or absorption of gas. Comparison of theoretical
and experimentzl impulse forces showed that less than 1%
of the tin atoms were bouncing free of the pan.

Tin has ten 1lsotopes, threc of wiilch have non-zero
nuclsar spin end thus appreciable hyperfine splittiing of
low lying terms. These three isotopes comprise only 16%
of naturally occurring tin. For five of the six tin lines
studied, the equivalent widths were kept small enough that
the lines were on the linear part of the curve of growth.
For the strongest line, )2863.32, for which some large
equilvalent widths were observed, C was split in the ratlio
08 5 L05 & L1k,

ATI of the iires in bhe multiplet 5pe P - 5p2 “po
vwere measured. This was possible because the energy

rlitting of the lower term, 5p2 3P, was small enough that
gven the J = 2 level was porulated with about 15% of the
atoms at the temperatures attained in the crucible. The

J =1 level was .21 ev. and the J = 2 level .425 ev.

avove the ground state.
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Table IV. Iip I Data
T Ok B.F. Glra.nge Wg range A)’a Q i# of - 5
_Agn/a8c mA° _mA° x10t* scans

A= 2863.32
1751  .488  .11-.12 1.6-1.9  3.49  .490 5 257
1780 .48l  .16-.17 2.1-2.4  3.52 490 6 .220
1814 474 .19-.22 2.0-2.5  3.56  .490 6 .173
1866 456  .29-.29 3.1-3.5  3.60  .490 6 .188
1972 437  .68-.85 ©0.2-6.7  3.70  .490 6 174
1724 495  .05-.06  .50-.90  3.47  .490 8 .187
1818  .471  .27-.35 3.0-3.9  3.55 .490 10 .185
1846 466 e33=-.35 3.6=3.8 3.59 482 .183
1786 486  .19-.20 2.2-2.6  3.53 .482 7 .194

f= .192% .021

A= 3034.12
1839 374  .29-.32 1.4-1.6  3.79  .455 6 .0685

£ = .0685% .0040

A= 2706.51
1914 379 2.6-3.3  .50-.64  3.45  .509 6 .084

£ = .084%.009
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Table IV. (Cont.)
/
T °K B.F. G range Wy range AA Q # of *
Apn/sec ®na° 8 of* asecans
= 3009.14
1899 « 378 .80-.84 1.6-1.8 3.82 459 4 .0279
1836 «3T4 D0 o 5 oS1l=l.2 e TH 459 5 «0320
1691 « 360 «33=.38 2:.0=2.2 3.54 «1935 4 «0353
1658 « 356 e19-.21 1sl1-1:5 3.50 «193 4 « 0355
¥ = .0326 £,0041
1750
1869 +163 .18-.20 .97-.98 4,00 435 2 .0622
1949 by 7 d .16-.35 +80=1,7 4,08 435 4 . 0650
1712 .140 014-‘.15 107-108 3076 -183 4 .0624
1656 i i «06-.07 . 72-,88 3.069 s18% 4 .0610
f = .0621 *.0032
A= 2839.99
1823 0156 011-.11 088-091 3.52 0486 3 -121
1881 .166 «l2-.27 i S G 3.58 486 9 18

f = .119%.007



Thallium forms an atomic beam at temperatures below
those measurable by thke optical pyromster. A platinum-
platinum 10/% rhodium thermocouple was used to make all
tenmperaturs measurencnts. The thermocouple Jjunction was
cemented into one end of the graphite cruclible with alundum
ceiment, wnlich served to protect the Jjunctlon from the
molten thallium. The cold Jjunction was at room temperaturs,
and the voliuge difference was rcad on a Wolff potentiometer.

At crucible temperstures of 1000 °K,essentially all

D 4

of tae trallium atoms were in the Op 2Pl/2 ground state

o’

(¢}

=

ause ung next lowest stats, 2P3/2, lies neorly 1 ev.

3

(6]

o8
e bt

5

ve tihe ground state,.

Two lines were studiled, A3775.72 and A27©T.87, both
of wiiecn nuve hyperfine structure componentse separated by
more tran tne doppler width of a single component. The
line A3775-7

203 (20%) eand three from the isotope 205 (70%

s

has six components, three from the isotore
) (23)

no

For
a single isotope, the tiree componentis have the relative
intensitlies 2 ¢ 1 ¢ 1. These combined with the isotopic
abundances gives the following splitting for C .35 : .175 :
.175 : .15 : .O75 : .075. The line A2767.87 has four
hyrerfine structure componsnts, two Ifrom ezch lisotops.

For a single isotope the two components have the intensity
ratio 3 ¢ 1l; thus C was split .525 : .175 : 225 : .075.

Tne total C for the observed absorptlion line made up of



unresolved components was then obtained by the method
described in part 1II.

The large standard deviation of the experimental
values for the f-value of the line X2767.87 was mainly a
result of the very small doppler width of 1.85 mA®, With
this small doppler width, all the lines scanned were on
the non-linear part of the curve of growth, where scatter
in Wg values produces greater scatter in the calculated
f-values.

The microbalance tracings made during the deposition
of thallium were quite linear, indicating that the deposit
rates were reasonably constant. No evidence of gas absorp-
tion was seen.

A graph, like that shown in figure VI, for thallium
showed that a third of the impulse forces were about 5%
too large. The rest fell nicely along the theoretical curvs.
It was decided that, averaged over 2ll the data, at least
98% of the thallium atoms were sticking to the pan. This
effect may have introduced, at most, a 2% error in the

calculated f-values.
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Table V. Thallium I Data

‘
T °k  B.F. ji,ff;‘%i Wemi%nge ;:i’ _xlfo*"" fcg.rfls £
A= 3775.72
97T 1.0 «31-.35 4.8-5.5 2.59 . 362 6 .125
957 ‘ JAlesds 19808 256 362 .128
977 r .27-.33 4.0-5.3  2.59 .362 10 .127
f = .127%.008
A= 2767.87
956 1.0 17-.19 2.8-3.4  1.87 .495 .292
904 1.0  J48-.66 .99-1.4  1.83  .495 8 .315
917 1.0 e55-.7L 1.3-1.5  1.84 .495 6  .307

£ = .3042%.038
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F. Palladium I

Palladium formed an atomlc beam from a graphite crucible
at temperatures above 1740 ©°C. The high temperatures of
the furnace caused a considerable amount of outgassing
of the inside of the vacuum chamber. Beczuse of this out-

6 Torr

gassing the pressure in the chamber was about 7x10™
while most of the palladium data was taken.

The evolution of gas from the region of the hot fur-
nace, possibly from the graphite furnace tubse itself,
generated a wind coming up from the furnace toward the
mlcrobalance pan. This wind increased the measured impulse
force upon both opening and closing the atomic beam shutter.
At the lowest temperature used, the rate of gas evolutlion
decreased and impulse force measurements were obtalined
vwhich agreed to within 2% with those calculated from the
measured deposit rates.

The microbalance pan was observed to absorb several
micrograms of gas while the shutter was closed. As in the
casé of chromium, this gas was driven off within ten sec-
onds after the atomlc beam shutter was opened.

Although the impulse force check at the lowest temp-
erature indicated that less than 2% of the atoms were fail-
ing to stick to the balance pan, it was felt that the
difficulties with wind and gas absorption made the pos-

sible error in the measured deposit rates for palladium

as high as 5%.
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As the lowest term in the palladium Grotrian dia-
gram is 4a© 180, and there are no other low lying terms,
all atoms were in the ground state at atomic beam temper-
atures.

No hyperfine splitting of the ground state of pal-
ladium has been observed (23). The line A2763 was the
only one studied because the other strong lines from the

ground state have wavelengths shorter than 2500 A%,
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Table VI. Palladium I Data

’
o / "
T Kk B.F. G range W, r & A). Q # of £
,Ag;n/aec eml!xgn8 mA© x10%*  scans
)= 2763.08
2105 l.o .42‘-40 .68—-90 3.42 0503 3 00386

2071 1.0 e25=,T72 1l.3=.53 3.51 <503 10 . 0366
2163 1.0 .56-.88 1.1-1.8 3.67 «503 17 .0359

f = .03612.032
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V. DISCUSSION

A. Absolute f-Values

Table VII summarizes the 25 absolute f-values measured
in this experiment along with some of the more reliable
work by other investigators. The first column lists the
six elements studied. The second column contains the wave-
lengths of the 25 lines and the third column gives the
multiplet. The fourth column, under the heading f(AB),
lists the results of this experiment obtalined using an
atomic beam apparatus. These f-values may be expected
to deviate from the true values by a factor ranging from
l.1 to 1.15 depending on the number of scans made and the
degree of error introduced by the Boltzmann factor.

The fifth column, headed f(NBS), gives the results
obtained by Corliss and Bozman (3) derived from arc emis-
sion specta. They quote an expected error of about 85%
for their absolute f-values. Some of the diffliculties
in measuring absolute f-values from arc emission spectra
have been discussed 1in part I.

The sixth column, headed f(hook), lists absolute
f-values obtalned by measuring the anomalous dlspersion of
the atomic vapour near the absorption line (11’12’13).

The change 1n index of refraction in the vicinity of ab-
sorption lines is measured by splitting a besam of light into
two parts and letting one pass through the vapour and the

other pass through a glass compensating plate so adinateAd
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that the phese coherence of the two beams 1s maintalined.
The relative phase of the two beams varies as a function
of wavelength near each absorption line because the index
of refraction of the vapour 1s varying. If the two beams
are recombined and sent through a spectrograprh, the output
of the spectrograph will show alternate dark and bright
fringes because of the varylng phase difference of the two
beams. On either side of an absorption line these fringes
have a characteristic hooked appearance. A dsetalled
analysis shows that the square of the separation of the
hooks is proportional to NfL for that linse. The vapour
column is maintained at thermal equilibrium in a long
closed quartz tubs. The density of vapour in the column
is obtalined from vapour pressure data, and thus an absolute
f-value can be calculated. Since the essential quantity
involved 1n determining NfL is the distance between hooks
on a photographlec plate, which can be measured with an
accuracy of better than 5%, the major source of error in
obtaining f is the vapour pressure data.

The lifetime method, employed to measure the absolute
f-values for gallium and thallium (5), involved the use of
a light bsam which was modulated at a megacycle frequency.
The atomic vapour being studied would absordb light from
the sinusoidally modulated incomling beam at the frequencies
of its absorption lines. This light was then re-emitted.
For a specific transition, the re-emitted light had a shift

in phase relative to that of the incoming besam, which was a
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slmple function of the lifetime of the exclited state. By
eélectronically detecting the shift in phase between tne in-
coming and re-emitted light, this lifetime can be measured.
Deutroder (5) states that these lifetime measurements were
made with an error of 1ess tnan j%. The advantage of this
method lies in its independence of the actual density of
absorbing atoms. because the lifetime of the exclted state
1s measured, znd not the transition probabillity for a given
line, an absolute f-value can be computed directly only if
there 1s a slngle downward transition out of the excited
stute. If there are more than one z2llowed transitions then
their relative f-values must pe known before the lifetime
can be usec to give absolute f-values.

The f-values octained for gallium and thallium by
Demtroder are .isted in the seventh column. The lifetime
easurement in Loth cases was made on an eéxclted state
51/2‘ For both slements there are allowed transitions from
tris stute to two lower levels, 2P1/2 and 2P3/2.

For gallium Demtroder calculazted the relative tran-
sition probabllities into these two states by using the
relative intensities rredicted by L-S courling. These
predictions do not agree with the relative f-values obtainsed
by the hook metrod or by the atomic beam method. Column
eignt gives corrected f-values for the two galllium lines,
M:033 and AAl?E, cazlculated using Demtroder's value for the
lifetinme of the upper state and the relative f-values of the

two l1ines obtained bv Ostrovskii and Fenkin (13).
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In the case of thallium, relztive transition prob-
abllities obtained from the work of Vonwller in 1930 (27)
were used by Demtrocder to calculate absolute f-values from
the measured lifetime. The relztive f-values which wers

s obtained for the two thalliux lines, A3776 and X5350,
(28)

ct
[

do not agree very closely with those obtalned by Kvater
using the nook method. A corrected f-value for the X3776
line was calculated from Kvater's relative f-values and the
lifetime of the upper state. This f-value appears in the
eizhth colunn.

The f-values for chromium l1listed 1n the seventh column
were ottained by Estabrook (10). NfL was obteined by
measuring the equlivalent width of absorption lines. The
absorbing vapour was confined at thermel equilibrium in a
sealed quertz cell and its temperature accurately measured.
The varour pressure datz of Speiser, Johnston, and Black-
burn (29) wzs used to obtain absolute f-values.

It 1s of interest to note that the absolute f-values
reported by Ostrovskii (12) (s1ixtn column) are larger by
about a fector of two than those reported by Estabrook
for the chromium a7S - 2z TF0 multirlet. Since they both
usec tlie varour pressaure data of Speiser et al. the reason
for the discrepancy must lie elsewhere. In fact, a log
plot of their reported vzlues of NfT against 1/T clearly
shows the factor of two difference. Spelser et al. report
a slope of about 20,000 for their vepour pressure curve

(1oa(PB) acrainst 1/T). The slove measured from the srarch



- Tl

of log(NfT) against 1/T for the data of Estabrook 1is about
14,000, and for the data of Ostrovskil it is about 8,000.
Since the results of zstabrook agree with the atomic beam
values, this mzy indic:ute that there 1s some error in the
Nf date obtained with ths hook method.

The f-valuec listed 1n the elghth column are reported
by Allen (39s31,32) pyg method was similar to that of
Corliss and Bozman in that he used an emlssion arc source.
Fublished relutive gf-values were used to obtain the arec
tenperature. Allen gives a factor of two as his probable
erro;. The f-values listed here are from Allen's
latest paper (19€0) and heve been changed somewhat from
the valuses glven 1in the 1957 paper.

The atomic beam absolute f-valuss reported here for
trhe six chromlum lines were used to calibrate the relative
f-value scals in the work of Hill (33). The factor 63:1.0"4
will reduce Hill's relative values to an absolute scale.

In their article on the zbundances of elements in the

(34)

solar atmosphere, Goldberg et al. use absolute f-values
in all of their eabundance calculations., For the chromium
abundance they derive the folloving formula for the abundance
of chromium relative to that of hydrogen: log(Ngn/Ny) + 12

= 1.6 - log(Fp) where F,, 1s the factor which is needed

to reduce Hill's relztive f-values to an absolute scale.

Using the reduction factor given above, the followlng result

1s obtained: log(Ngn/Ng) + 12 = 4.82.
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Goldberg et al. use the f-value of .22 for the indium

N:511 1ine to obtain the abundance of indium in the solar
atmosphere. If the atomic beam value of .11 1s used instead,
the abundance becomes: log(NIn/NH) 4+ 12 = 1.45,

In the case of gallium, Goldberg et al. list the line
X9172 as the only one that can be used in abundance deter-
mination. They use an f-value of .19 obtalned from the
work of Allen (30) to derive a value for log(NGa/NH) + 12
of 2.36. If the atomic beam value of .076 1s used, the
calculated relative abundance of gallium becomes log(Ng,/Ny)
+ 12 = 2,76,

For tin, the seventh column lists three f-values
obtained by N.. Moise by using an absorption cell technique
(35). Vapour pressure data was used to calculate f after
NfL was determined from the equivalent widths of lines

formed in absorption.
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Teble VII. Absolute f-Values
EL; )\ Multirlet f(A3) f£(x33) f(hook) Other Expt.
(3) Results
Cr 4254 alS5-2 728 o1 orr 5™ Load? Losd™
4275 3 3 .062  .059 .11  .O67
4290 3 2 .C47  .037 .082  .O47
o ()
3579 a'S5-y 'Ey e 50 =23 49 . 084
3565 o= > .24 20 «39
3605 5= z .18 .14 .28
Ga 2874 4p2Pl/2-4d2D3/2 23 a3 L3209
2944 3/2- 3/2 .022 .06 .038
2943 5/2= 5/2 .16 .38 .29
4033 45 Py /p-5878;p .72 120 .129 068" o84
4172 3/2-  1/2 .076 .133 .135 .085 .C88
In 303 5p2P1/2-562D5/2 26 .50 .50t
3256 3/2- 5/3 <24 .50 .51
3259 3/ 3/2 .026 A2 L0709
4102 5p2P) /p-6878) 5y +120 .24 .20
4511 3/2- 1/2 .111 s I .22
L 3776 6p2Pl/2-7 5251/2 127 .11 .125(’9) .128@) .122
2768  6p°R /2 -6d2D3 sa 430 .24 .272
ra 2763 4a'° s -4a%5p7E .036  .om



T e

Table VII. (Cont.)
El. A Multiplet f(AB) f(NBS) f(hook) Other Expt.
(3) Results
1s)
Sn 2863  5p° 31’0-63 o 192 .65 332"
3009 y . 1 .033 .18 L042
3034 0 .069 .20
2706 j 2 .084 37
: s
3175 2- 1 .063 .098 .065("3 )
2840 - 2 .119 .50
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B. Relative f-Values

Table VIII gives relatlive f-values within multiplets.
The first, second, and third columns list the element,
wavelength, and multiplet of the transition. The fourth
column gilves the theoretical relative f-values for lines
within a multiplet. To obtaln these,the relative line
strengths given by White and Ellason.(24) were divided by
g\ (g is 2J41 for the lower state) and then normalized to
a s8cale on which the strongest line in the multiplet had a
relative f-value of unity. These relative f-values should
be quite accurate for multiplets for which L-S coupling
holds, and the spread of wavelengths 1s not more than 150
AP

The fifth column lists the relative f-values from tais
experiment. Since most sources of systematic error would
be constant within a multiplet, the relative f-values
should be accurate to about 6%.

fglative values from the work of Corliss and Bozman
are given in the sixth column. The authors quote an
expected error of 30%.

Results obtalned using the hook metiod are given in
the seventh column. For the reasons given in the previous
section, expected errors are less than 5% for relative f-
values obtained with the hook method.

The last column glves the values obtained by EHill (33)

for chromium. A King furnace was used to produce a stable
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vapour column of sufficient density to 2llow observation
of many of the absorption lines of chromium. As the two
multiplets listed here are both spread less than 40 A°,
an entire multiplet could be photographed on a single
plate. Thus, Hill's errors within a multliplet should be
less than 10%.

If the relative strengths of the two chromium mult-
iplets are computed from the date in table VII, the fol-

lowing ratios are found.

a73-z7P° Atomic Beam Hook Hill NBS
als-y (p° .263 .292 .295 .303

This disagreement of the atomic beam results with those
reported ﬁy the other workers was recognized, and scans
of the six chromium lines were repeated. The relative

strengths of the two multiplets found from the repeated
work differed by less than 4% from the original values.



Table VIII.

ol

Relative f-Vzalues within Multiplets

El. )\ Multiplet £(Th) £(aB) £(NBS) f(hook) f(4bs)
(2 (3) (33)
Cr 4254 a753_z7£2 1.0 1.0 1.0 1.0% 1.0
4275 5= > 10 e 'l .76 « T3 .78
4260 B 2 .56 .58 .48 «55 <57
Cr 357 al 7
JD:S (=% 53-y PZ’ loo 1-0 l-O loo l.o
3593 J=- .78 +81 <87 .80 .78
3()05 3- 2 -56 060 -61 -57 -60
In 4101 5P°F; p-58%51,5 1.0 1.0 .71 1.0¢?)
4511 3 /0 1/2 .91 92 1.0 1.08
_ ; =] 2
in jC‘39 513 P1/2-5d D3/2 140 1.0 1.0 1.0
3256 3/2= 5/2 .84 w85 1.0 1.01
3256 3/2- 3/2 .093 .09 .16
Ga 4033 4p2P1/2-45251/2 i) 1s0 150 1.0 U3)
4172 3/2- 1/2 .97 1.06 .90 1.05
Ga 2874  4p%Pyp-4d®D3/p 1.0 1.0 1.0 1.0
2043 3/2~ 5/2 .88 83 L1.08 .91
2944 3/2- 3/2 .098 .097 .16 = .12



o

Table VIII. (Cont.)

El. A Multiplet féﬂmjl) f(AB) f(({\I?J)BS) f(hook) f(Abs)
i

Sn 2863 5p° “Py-6s 2P 1.0 1.0 1.0
2840 2= 2 .16 .62 .77

3009 1- 3 24 .18 .28
3175 2- 1 38 .33 .16
3034 1- 0 .31 .36 W31
2706 1- 2 .26 44 57
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C. Limitations of the Apparatus

and Suggested Improvements

The atomic beam method of measuring absolute f-values
appears to be a relilable one. The method can, in principls,
be applied to any element which forms a monatomic gas.

The experimental technigues discussed in this thesis
have the following limitations:

1) The high pressure mercury light source does not
provide a usable continuum below 2650 A°,

2) The EMI, type 9526b, rhotomultiplier that was used
for this work 1is not sensitive to wavelengths longer than
5500 A°.

3) The present vacuum system attains a pressure of
about 10-0 Torr while the furnace is hot. Elements which
are known to getter, such as titanium and barium, would
not deposit as pure metals at these pressures.

4) The photomultiplier scanner is not accurate for
lines with equivalent widths less than .4 mA°.

5) Deposit rates less than .O3,agm./asc. are impossible
to measure accurately because of the basic nolse level in
the microbalancse.

6) Zirconia crucibles can not be used at temperatures
above 2150 “C.

7) The assumption that the atomic beam effuses from
the hole in the crucible with a mean free path larger than

the size of the orifice means that the vapour pressure of
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the metal atoms within the crucible should be kept below
.1 Torr.

8) Absorption lines which arise from electronic levels
populated with less tnan 5% of the atoms are generzlly too
weak to produce equivalent widths greater than .4 mA°,

9) The thin walled graphite furnace tubes used for
this experiment develop hot spots and burn out at temper-
atures above 2500 ©C.

Some of these experimental limitations could be easily
overcome; others would require major revisions of the
equipment. Posslblilities for improvement of the apparatus
wlll be presented in the same respective order as the
above stated limitations:

1) Light sources vwith sizable outputs below 2650 A°
are probably avallable commerclilally. A high pressure
hydrogen erc would be the first type of source to try.

2) Photomultipliers sensitive to wavelengths longer
then 550C A° are available commercially.

3) Modern vacuum techniques allow the attainment of
pressures well below 109 Torr. 1t would, however, be a
large task to redesign the atomic beam furnace for use at
such pressures because of the need to get cooling water,
light, and electricity into the system and also to have
it readlly demountabls.

4) The possibilities for improving the sensitivity
of the present photomultiplier scanner have been explored

rather thoroughly with no success. Perhaps the method now
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being developed by Eell (37), in which the atomic beam 1is
chopped in the vacuum chamber and a phase locked detector
looks at the AC component in the transmitted light, is
capable of greater sensitivity.

Bauch and Lomb has avallable a grating for the 21 ft.
10 in. spectrograph, which has 1200 rulings per mm. and about
16 cm. of rulings. This grating would allow an increase
in resolution of about a factor of three above the present
grating. Used 1n connection wilth the exlstlng scanner,
this grating should allow lines as small as .15 mA® in
equivalent width, to be measured with roughly 10% accuracy.

The stationary wide s8lit method discussed on page 35
might prove to be more accurate than the existing scunner
method 1f used in connection wlth the 1lncreased resolution
avallable with the Bauch znd Lomb grating. Errors dus to
non-constancy of the scanning speed could thus be eliminated.

5) A factor of at lezst two in effective microbalance
sensitivity can be gelned merely be 1increasing the slze of
the hole which allows the atomic beam to deposit on the
balsnce pan. Pans large enougn to cover a hole .8 in. in
diameter should not overload the microbalance.

6) Magnesia, beryllia, and tantalum carbide crucibles
can be heated to higher temperatures than stabllized zir-
conla and have about the same degree of chemlcal inactivity.
These crucibles could be heated 1n tantalum furnace tubes,
which should be able to reach 2500 °C without burning out.
Another possibility would be to use sintered tungsten
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crucibles, constructed in such a way as to avoild shorting
out the furnace current.

7) A multiple reflection mirror system, with the
mirrors mounted inside the vacuum chamber, would allow
lines with f-values below .0l to be studied, without
resorting to unduly high beam densities. The only drawback
would be the loss in light lntensity.

8) Further work on very weak lines arising from
lowly populated electronic levels could be done, once the
range of measureable equivalent widths was extended to .15
mA°,

9) Heating by induction or by electron bombardment
would probably be superior to the present furnace for

attaining temperatures above 2500 ©C.
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D. BSuggestions for Further Research

A brief discussion will follow of the possibilities
for using the atomic beam method to measure the f-values
for resonance lines of elements other than those on which
some work has already been done.

Scandium, yttrium and the rare eartns should form
atomic beams at temperatures around 2000 °¢. They all form
carbides so 1t would probably be necessary to use zirconla
crucibles. The most serious problem in the stpdy of these
elements would be thelr chemical activity. At 10“6 Torr
the amount of gettering which would occur on the micro-
balance pan might make accurate determination of atomic
beam densities impossible.

Titanium, which is a well known getter, is probably
impossible to study without golng to residual vacuum
pressures below 10‘8 Torr.

Vanadium has been found to form an atomlc beam from
a zirconia crucible at about 2000 ©C. If adequate beam
densities for observation of its resonance lines can e
obtained before the zirconla melts, vanadium should be
measurable with the present apparatus.

The strong resonance lines of zinc and cadmium could
be studled if a good continuum source for wavelengths
below 2500 A° were obtained. It would be necessary to
méasure crucible temperatures with a thermocouple.

Silicon has all its strong resonance lines below
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2550 A°. Silicon 1s known to form various polyatomic
vapour species (38) which would make the determination of
the fraction of the atoms in the monatomic state very
difficult.

Germanium also forms polyatomic vapours (38). It
has one resonance line, )2651, which might be studled with
the present light source. Graphlte crucibles might be
useable for vapourlzing germanium.

Aluminum is particularly difficult to contaln in the
liquid state. It was found to react with zirconia, graphite,
and quartz crucibles. An atomic beam of aluminum was
produced from a recrystalized alumina crucible, but exam-
ination of the impulse forces indicated that the atomic
beam was not pure aluminum but contained a sizable fraction
of heavier molecules such as AlO or Al,O. There is some
hope that tantalum carblde or sintered tungsten crucibles
willl solve this difficulty. If an atomlc beam of aluminum
could be produced i1t should present no other serious
experimental difficulties.

Calcium and magnesium are of considerable interest
both theoretically and astrophysically. However the chem-
ical activity of tnese elements might make accurate atomic

beam density measurements at residual gas pressures of

10'6 Torr impossibls.
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