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I'm not aware of too many things 

I know what I know if you know what I mean 

Choke me in the shallow water 

before I get too deep 

What I am is what I am 

are you what you are or what? 

Don't let me get too deep 

- What I am, Edie Brickell and the 

New Bohemians 

Keep your tips up! 

- Mammoth Mountain 
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ABSTRACT 

Salt-induced precipitation is a biological separation technique that exposes 

proteins to unnatural environments. Macromolecular-scale issues of activity, 

structure, and aggregation have been addressed as a function of governing pa­

rameters. 

The effects of salt type and concentration on protein solubility and recover­

able activity were studied using a-chymotrypsin ( aCT) as a model protein and 

five salts spanning the lyotropic series. Unaccounted for salt-protein interactions 

and changes in protein physical properties were the likely source of discrepen­

cies between the experimental and theoretical solubility behavior. Active protein 

recovery was a function of salt type, but not concentration. A salting-out per­

formance parameter was identified; an optimum salt may exist for a particular 

protein. 

aCT precipitates from the solubility-activity study were examined for per­

turbations in secondary structure via Raman spectroscopy and in active site ter­

tiary structure via electron paramagnetic resonance spectroscopy. N aBr, KBr, 

and KSCN-induced precipitates had increased ,8-sheet and decreased a-helix 

contents; these changes were correlated with active protein yields. Spectra of 

spin-labelled precipitates indicated that the active site remains intact. Molecular 

modelling was used to estimate changes in the dipole moment and hydrophobic 

surface area for the altered precipitates. A general mechanism for the precipi­

tation of globular proteins was proposed. 

The generality of secondary structure changes was explored for twelve differ­

ent proteins via Raman spectroscopy. KSCN-induced precipitates exhibited in­

creased ,8-sheet and decreased a-helix contents; structural changes for Na2S04-

induced precipitates were less significant. The ,8-sheet increase may occur at the 
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expense of a-helix segments. ,8-sheet increases were correlated with the fraction 

of charged residues and the surface area of the native protein. a-helix decreases 

were correlated with the dipole moment and helical content of the native protein. 

The effects of temperature, protein concentration, salt type, and salt con­

centration on aCT aggregation kinetics were studied. Stopped-flow turbidimetry 

indicated that temperature and salt concentration effects are exerted through 

changes in protein solubility. Protein concentration effects are well-described 

by Smoluchowski's collision equation. The aggregation of partially inhibited 

aCT demonstrated poisoning behavior. Solute particle radius distributions de­

termined by dynamic laser light scattering indicated that aggregation depenns 

on the supersaturation. A detailed population balance model, accounting for 

specific and nonspecific quaternary interactions, was developed. 
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1.1 Background 

Salt-induced precipitation is the oldest and perhaps most widely used pro­

tein purification procedure in the separations repertoire of the bioprocess in­

dustry. The reduction of protein solubility in aqueous solutions accompanying 

the addition of neutral salts was first described in the late ninteenth century 

by Hofmeister [1,2]. Yet despite the relative maturity of this process, the salt 

and protein properties governing solubility remain obscure; the nature and ex­

tent of salt-protein interactions in solution are not well understood. Moreover, 

the dearth of predictive ability for precipitation performance is an impediment 

to the design and operation of separation facilities. To address this issue, fun­

damental aspects of protein behavior in high salt environments and physical 

properties of protein precipitates have been explored in this work as a function 

of relevant process parameters. The role of precipitation in bioprocesses varies 

and is reflected in the means used to generate and recover protein precipitates; 

thus, a discussion of the general organization of bioprocesses and the mechanics 

of precipitation operations germane to the present work follows. 

1.2 Bioprocess Separation Operations 

The importance of bioprocesses is well established. In 1985, the total world 

market for the products of biotechnology was approximately two billion dollars; 

estimates of the future market are fifteen and fifty-six dollars for 1990 and 2000, 

respectively, assuming a 6% annual inflation rate [3]. Products, typically pro­

teins, are targeted for health care, plant agriculture, energy, and environmental 

applications [4] and are produced on a wide range of scales [5]. 

The final cost of a (bio )chemical product is often determined by the effi­

ciency of the separation processes used in its manufacture. This is underscored 
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by the inverse relationship found to exist between the initial product concentra­

tion in the process stream and its market price; the graphical representation of 

this relationship has been termed the "Sherwood plot." For products valued at 

10 $ kg- 1 or less, separations costs become the dominant factor [6]. In addition, 

up to 70% of the total capital equipment costs of a bioprocess may be related 

to separations. Since many conventional separation processes are inappropriate 

for biological materials, scaled-up bench analytical processes, with suboptimal 

efficiencies, are often used [5]. 

A bioprocess can be divided into two major phases: upstream processing, 

consisting of fermentation and homogenization (for intracellular products); and 

downstream processing, consisting of separation operations. Upstream process­

ing, for both intracellular and extracellular products, has a significant impact 

on the downstream processing requirements. Important fermentation variables 

include the time required to grow the cells, pigment production by the cells, and 

the ionic strength and composition of the culture media, particularly if complex 

media are employed [6]. For recombinant proteins, the level of expression is 

important [7]. 

Crude extracts resulting from upstream processing of intracellular prod­

ucts are typically dilute aqueous solutions; the desired protein is usually a small 

fraction of the the total protein present and may be contaminated with nucleic 

acids, lipids, and carbohydrates [8]. Extracellular products may have far fewer 

contaminants, but may be significantly more dilute than intracellular products. 

At this stage, and in all subsequent operations, prudent handling is required. 

Proteins are often sensitive to extremes of pH, ionic strength, shear, tempera­

ture, and reagent concentrations. If processing conditions deviate greatly from 

those of the protein's native environment, substantial yield losses in the form of 
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irreversible denaturation may occur. 

Although the organization of downstream processing operations depends 

heavily on the initial composition of the process stream and the nature of the 

desired protein [9], it is possible to identify four generic operations common to 

most separation trains [10]: particulate removal, primary isolation, purification, 

and final product isolation. In the first stage, cellular debris and unbroken cells 

are removed and product purity may range from 0.1 to 2.0% . During primary 

isolation, non-protein contaminants are removed and purity may reach 1.0 to 

10% . The performance of primary operations is critical as they determine the 

nature and extent of subsequent processing steps. Purification involves the elim­

ination of non-product proteins with resulting purities of 50 to 80% ; this step 

may be particularly difficult if contaminant proteins with properties similar to 

the desired product are present. The final product isolation stage is composed 

of concentration and polishing operations. At this point, product purity is dic­

tated by the end-use, ranging in increasing stringency from industrial enzymes, 

to food proteins, to injectables. 

Precipitation is largely employed as a primary isolation procedure [10,11]. 

It may also be used at the polishing stage as a concentration operation; a net 

concentration can be achieved by resuspending precipitate with a solvent vol­

ume smaller than that of the initial solution. The potential for simultaneous 

purification and concentration, ease of operation, and relative stability of many 

precipitate suspensions, allowing the possibility of a holding step, motivate the 

use of precipitations. Other commonly used primary isolation operations include 

two-phase liquid-liquid extractions, sorption, and ultrafiltration [10]. 
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1.3 Formation and Recovery of Protein Precipitates 

Protein precipitation may be induced by the addition of a number of differ­

ent reagents acting by different mechanisms [10,13]: high concentrations of neu­

tral salts compete with protein for water of solvation [14]; acid or base addition 

to adjust the solution pH to the protein isoelectric point reduces electrostatic 

repulsions between proteins [15]; organic solvents reduce electrostatic repulsions 

by lowering the solution dielectric constant [16]; nonionic polymers, such as 

polyethylene glycol, compete with protein for water of solvation via an excluded 

volume effect [17]; polyelectrolytes interact nonspecifically with charged residues 

in proteins, serving as flocculating agents [18]; polyvalent metal cations may as­

sociate with negatively charged amino acid side chains and/or coordinate to 

exposed imidazole and thiol groups [19]; and bifunctional ligands may specifi­

cally cross-link proteins with multiple cofactor /inhibitor binding sites, much like 

antigen-antibody interactions, in affinity precipitations [20]. 

Criteria for the selection of a particular precipitant include the protein 

structural stability, ease of reagent handling, reagent costs and efficiency, frac­

tionation ability, and the product end-use. The general relationship between 

reagent concentration and protein solubility may be expressed in power law 

form [13] 

lnS = lnS0 + KR, (1) 

where S and S0 are the protein solubilities at reagent concentration R and in 

the absence of reagent, respectively, and K is an effectiveness parameter often 

depending on environmental conditions. S0 may also have a dependence on the 

geometry of the process equipment. Note that precipitation depends on the ab­

solute concentration of protein; if the protein concentration is less than S, then 
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no precipitation will occur at reagent concentration R. Combinations of differ­

ent techniques are often used; salting-out operations are typically performed at 

the isoelectric pH. The empirical nature of equation (1) precludes the a priori 

determination precipitation conditions for different reagents. 

Salt-induced precipitation offers advantages relative to other means of gen­

erating precipitates as salts are relatively inexpensive, are safe to handle, have 

some fractionation ability, and tend to minimize non-specific interactions be­

tween different proteins [13]. Important process parameters affecting salting-out 

include pH, temperature, protein concentration, and salt type [21]. Also, the 

rate of salt addition and the mixing conditions affect both protein solubility and 

precipitate morphology [8]. Inefficient mixing increases the potential for dena­

turation through locally high salt concentrations [13]. Rapid reagent addition 

results in smaller precipitate particle sizes [22]. 

Precipitates may be recovered via filtration, sedimentation or floatation, 

and centrifugation [13]. Centrifugation is the method of choice as filtration 

operations are plagued by fouling problems and sedimentation or floatation op­

erations may require long times to attain equilibrium. The ease and efficiency 

of solid-liquid separation depends on the particle size, the relative densities of 

the precipitate and the solvent, and the solvent viscosity [8]. Higher salt concen­

trations, while increasing the fraction of protein precipitated at a given protein 

concentration, typically increase the solution viscosity and density, making re­

covery operations more difficult. 

1.4 Thesis Scope 

The intent of this work is to examine the microscale implications of the pro­

cess parameters controlling salt-induced precipitation. A large body of literature 
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exists on mesoscale phenomena, concerning primarily hydrodynamic effects (see 

[18] and references in Chapter 5), and is complimentary to the approach taken in 

the present work. Microscale connotes processes occurring on a molecular scale 

and mesoscale refers to equipment scale phenomena [3]. An understanding of 

both regimes is crucial to the rational design and operation of precipitation pro­

cesses. To this end, this work consists of a concerted study of protein structure, 

function, and aggregation kinetics in salt-induced precipitation. 

Chapter 2 describes a study of the relationship between protein solubility 

and the yield of active protein on redissolution of precipitate; this relationship 

was examined as a function of salt type for a series of salts that span the range 

of salting-out potentials. o:-chymotrypsin ( o:CT) was used as a model globular 

protein. Experimental data was used to assess the predictive ability of the cur­

rent equilibrium theory for protein salting-out. The putative trade-off between 

the amount of salt used to induce precipitation and the specific activity of re­

dissolved precipitate was explored. Finally, a parameter describing the active 

protein yield per unit of salt was defined and the relative performance of the 

salts used was assessed on that basis. 

The effects of precipitation on protein structure are explored in Chapter 

3. Again, o:CT was used as the model protein. The solubility measurements 

from Chapter 2 guided the selection of precipitation conditions. The effects 

of the type and amount of salt on elements of secondary and tertiary struc­

ture were analyzed via spectroscopic techniques. Secondary structure estimates 

were obtained by an examination of amide I band Raman spectra. Tertiary 

structure effects on spin-labelled o:CT precipitates were probed by conventional 

and saturation transfer electron paramagnetic resonance. Molecular modelling 

was used in an attempt to incorporate spectral observations into a structure 
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for o:CT precipitates. Computed changes in protein physical properties for the 

model precipitate were used to explain the discrepancies between experimental 

and predicted solubility behavior found in Chapter 2. A generalized mechanism 

describing the conformational and phase changes associated with precipitation 

was also suggested. 

Secondary structure perturbations in a variety of different protein precipi­

tates are discussed in Chapter 4. A number of different proteins representing a 

range of native structures were precipitated by a chaotropic salt and a structure 

preserving salt. Secondary structure content was probed by the Raman spec­

troscopy technique described in Chapter 3. The generality of the results found 

for o:CT were explored and extended. Structural pertubations were compared 

with elements of primary, secondary, and tertiary structure to determine the 

protein properties responsible for salting-out behavior. 

Chapter 5 comprises an experimental and theoretical description of the ag­

gregation kinetics in protein precipitation. Stopped-flow-turbidimetry was used 

to follow the rate of aggregation of o:CT as a function of the salt type and con­

centration, protein concentration, and temperature. The kinetic effects of these 

parameters were compared on the basis of the initial protein supersaturation 

ratios. Particle size distributions for o:CT solutions and supernatants were es­

timated via dynamic laser light scattering. A kinetic model was formulated in 

terms of a detailed population balance; conformational changes and both non­

specific and specific interactions were considered. This approach may serve as a 

paradigm for the investigation of other protein aggregative phenomena. 

Chapter 6 is a recapitulation of the salient results of Chapters 2 through 5. 

The successes and limitations of the present work provide the basis for recom­

mendations for further study included in Chapter 6. The appendixes provide 
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supporting information and source code listings for the more involved data ac­

quisition, analysis, and modelling aspects of the work. 
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2.1 Abstract 

Inorganic salt-induced precipitation is a commonly employed protein 

separation/concentration technique that is potentially denaturing. The effects 

of precipitating environments on recoverable activity were investigated using 

o:-chymotrypsin as a model protein. The following salts, in order of increas­

ing denaturation potential and decreasing molal surface tension increment, were 

studied: Na2 SO4 , NaCl, NaBr, KBr and KSCN. These salts span the lyotropic 

series. Solubility measurements gave salting-out constants that disagree with 

current salting-out theory. Salt-protein interactions and concomitant protein 

structurai perturbations are the iikeiy source of the discrepancies. Activity and 

active fraction measurements indicated that the fraction of precipitate that is ac­

tive upon dissolution is a function of the salt molal surface tension increment, but 

not the salt concentration. The specific activity of soluble precipitate remained 

essentially constant regardless of salt concentration or type. A salting-out per­

formance parameter was defined and calculations indicated that an optimum 

salt may exist for a particular protein. The recovered active fraction was not 

affected by varying the amount of salt added and, correspondingly, the amount 

of protein precipitated. 



-15 -

2.2 Introduction 

Inorganic salt-induced precipitation is a commonly employed protein 

separation/ concentration technique that is potentially denaturing. The salt­

ing out process has widespread application as a primary isolation procedure 

in product recovery trains;1 representative operations include the recovery of 

recombinant proteins such as insulin, human growth hormone and interferon,2 

the separation of plasma proteins3 and the purification of polyclonal and mono­

clonal antibodies.4 As a primary isolation procedure, salt-induced precipitation 

occupies a key position in the determination of the nature and cost of further 

downstream processing. 

Since the economic viability of bioprocesses depends on the recovery of bio­

logically active products, it is important to investigate the relationships between 

process yield and protein activity. Past studies have not addressed the issue of 

activity loss in precipitating environments. 

In this work, the relationships between protein solubility in salt solutions 

and recoverable activity from protein precipitates were investigated. The salt 

type and concentration were varied as process parameters. Solubility data was 

used to assess the adequacy of current salting-out theory applied to a confor­

mationally labile protein. Optimization criteria were explored with activity and 

solubility information . 

The model system consisted of a single protein in various buffered salt so­

lutions. The serine protease a-chymotrypsin ( aCT) was selected as the model 

protein due to the facility with which the activity and active fraction may be 

assayed. Also, the native, three-dimensional structure is well known, and the 

active site may be specifically spin-labelled. These additional properties were ex­

ploited in structural studies performed concurrently on precipitate samples and 
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reported elsewhere.5 The salts used in this work include Na2 SO4 , NaCl, NaBr, 

KBr and KSCN. These salts span the lyotropic series; Na2 SO4 is considered 

a structure-stabilizing salt and KSCN is considered a chaotropic agent. These 

particular salts were chosen for study because they span a wide range of molal 

surface tension increments,6 they have no apparent specific interactions with 

aCT, and the aCT solubilities resulting from solutions spanning the solubility 

limits of these salts lie in a workable range ( < 10 mg/mL). 

2.3 Theoretical Background 

2. 3.1 Thermodynamics of Precipitate Formation 

Melander and Horvath6 developed an expression for the solubility of pro­

teins in ionic media based on an adaptation of the solvophobic theory of 

Sinanoglu and coworkers.7•8 The solvophobic theory relates the energetics of 

a nonpolar solute to the surface tension of the solvent. The presence of an elec­

trolyte raises the surface tension of the solvent. The ability of a salt to increase 

the surface tension is quantified by the molal surface tension increment, a. The 

a value is used to correlate the particular salt used with its effect on protein 

solubility in the theory presented by Melander and Horvath. 

In order to identify the major assumptions and arguments underlying the 

Melander-Horvath theory, a brief summary of results is given next. This provides 

a useful context for the analysis and interpretation of experimental data obtained 

in this study. The molal Gibbs free energy of protein, G2 , in a dilute ideal 

solution may be expressed as9 

(1) 

where c2 is the protein concentration in grams per kilogram solvent. a; is the 

Gibbs free energy of the protein at unit concentration, the standard state. The 
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notation of Timasheff and coworkers10 is used throughout; component 1 is the 

principle solvent (water), 2 is the protein and 3 is the salt. If G2 is considered 

relative to a hypothetical protein gas phase at state G~, equation (1) may be 

recast as 

(2) 

where AG2 = G2 - G~ and AG~ = G~ - G~. AG~ may be interpreted as 

the molal Gibbs free energy required to transfer protein from the gas phase into 

solution at the standard state. For a saturated protein solution in equilibrium 

with protein precipitate, equation (2) may be rearranged in terms of the protein 

solubility, S, in grams per kilogram solvent 

(3) 

AGp is the molal Gibbs free energy of the precipitate phase relative to the 

hypothetical gas phase. AG~ may be expanded as6 

(4) 

The AG~av, AG~8 and AG~dw terms represent the contributions of cavity for­

mation to accomodate the protein in the solvent, of electrostatic interactions 

between the protein and the electrolyte, and of the van der Waals interactions 

respectively to the phase transfer energy AG0
• The quantity ln(RT / PV) is the 

change in solvent free volume. 11 If only the salt concentration varies and in the 

absence of specific salt-protein interactions and conformational changes, then 

only AGcav and AGes need be evaluated; the remaining terms are essentially 

constant.6 

The molal free energy of cavity formation is given by6 • 11 

(5) 
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where <I> is the surface area of a protein molecule that is dehydrated upon pre­

cipitation (thought to be the hydrophobic surface area), V and "I are the molar 

volume and surface tension of the solvent, respectively, and ,,.,e adjusts the macro­

scopic surface tension to molecular dimensions and high curvature. The molal 

surface tension increment, a, enters through a linear expansion of the surface 

tension in terms of the salt molality, m3 , 

(6) 

where "/ 0 is the surface tension of pure water in contact with air. A more rigorous 

approach might replace "/ 0 with the somewhat smaller interfacial tension between 

water and a suitable model hydrocarbon. 

The electrostatic interaction term is treated by a combination of Debye­

Hiickel theory applicable at low ionic strengths and Kirkwood theory valid at 

high ionic strengths. 12 In the Debye-Hiickel theory, the protein is considered 

to be a uniformly charged, spherical macro-ion. The Kirkwood model used 

treats the protein as a neutral dipole, a prolate ellipsoid with equal and opposite 

charges at the foci. The electrostatic free energy is given by 

(7) 

where 

(8) 

The first term of (7) represents the Debye-Hiickel theory contribution; Z is 

the net charge of the protein, E is the charge on a proton, D is the dielectric 

constant of the solvent, b is the radius of the protein, a is the distance of closest 

approach between the centers of the protein and the salt ions, and r., is the 

reciprocal electrical double layer thickness. r., depends on the square root of the 
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ionic strength. However, at high ionic strengths, Ka~ 1 and the Debye-Hiickel 

term approaches a constant value {3. The second term of (7) is the contribution 

from Kirkwood theory; ~ is the Faraday constant, g(.;\ 0 ) is a function of the 

eccentricity of the protein 13 and µ is the protein dipole moment. The large 

dipole moments characteristic of proteins14 indicate that higher order moments 

of the protein charge distribution may also make a significant contribution to 

the energetics of the electrostatic interaction; these effects are not accounted 

for in the present development. The conversion factor from molality to ionic 

strength is given by €. Equation (5) expresses € in terms of the stoichiometry 

of the salt component ions Vi and the charge on the ions Zi. 

If all terms of (5) and (7) invariant with respect to salt concentration are 

lumped into a constant designated ln S0 , and, recalling that at high salt con­

centrations, the Debye-Hiickel interaction term is given by a constant {3, (3) 

through (8) may be combined to obtain 

This expression gives the protein solubility as a function of the type of salt, 

reflected in the parameter u, and the salt concentration, m. Further consolida­

tion is possible if the protein-dependent cavity terms and Kirkwood electrostatic 

terms are replaced by n and A, respectively, giving6 

lnS = lnS0 + {3- Oum3 + Am3. (10) 

Note that n is linearly dependent on the protein hydrophobic surface area, <I>, 

and that A is proportional to the protein dipole moment,µ. 
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2.3.2 Empirical Salting-out Equation 

Cohn 13 found that the solubility of proteins in aqueous salt solutions was 

well represented by 

(11) 

where /3' is a pH- and temperature-dependent constant and K~, the salting-out 

constant, depends only on the particular protein and salt used. Recent work 

has shown /3' to be sensitive to the contacting conditions employed. 15 

In view of (10), the constants in the empirical expression are given by 

K~ = Ou-A (12) 

and 

/31 = ln S0 + /3. (13) 

Hence, the present theory suggests a form for systematizing the data and a 

means of estimating the ability of a salt to precipitate a given protein. 

2.4 Materials and Methods 

2.4.1 Materials and Experimental Conditions 

The a-chymotrypsin (EC 3.4.21.1, three times crystallized from four times 

crystallized bovine pancreatic chymotrypsinogen, salt free), benzoy 1-L-tyrosine 

ethyl ester (BTEE), 4-methylumbelliferyl-p-trimethyl ammonium cinnamate 

chloride (MUTMAC) and 4-methylumbelliferone were purchased from Sigma. 

All salts and buffer solution components were analytical reagent grade. Wa­

ter deionized by passage through two Research IonXchanger Model 2 columns 

supplied by Illinois Water Treatment Co. was used throughout. 

All procedures were carried out at 25±2°C in 50 mM glycine buffer adjusted 

to pH 3.00 with HCl. aCT stock solutions were 10 mg/mL unless otherwise 



- 21-

noted. At pH 3, aCT is most stable16 and the autolysis rate is negligible. 17 

Aliquots of a. 10 mg/mL aCT solution were assayed for activity and active 

fraction; over a period of 120 hours no significant changes were noted indicating 

that autolysis is not a factor. Also, aCT solubility in all electrolyte solutions 

used was lower at pH 3.00 than at 7.00, 7.80 or 9.10. At pH 3 the aCT solubilities 

were similar to those in unbuffered solution; the pH of a 10 mg/mL aCT solution 

is about 2.96. 

2.,1..2 Preparation of Samples for Solubility Analysis 

Each salt was added to 5 mL portions of buffered aCT stock solution in 15 

mL centrifuge tubes. A range of salt concentrations was used in increments of 

1, 5 or 10% of salt saturation. The salt was added while vortexing the solution 

to reduce local concentration gradients. Tubes were then vortexed continuously 

for 15 minutes; the lowest speed was used to prevent foaming. The samples 

were aged by standing 90 minutes. Reproducible results required standardized 

contacting conditions. Precipitate-containing tubes were spun in a Beckman 

model T J-6 table-top centrifuge at 2700 rpm for 70 minutes. Generally 105 

G·min was sufficient to obtain a clear liquid phase;18 no measurable differences 

resulted from longer spins. After spinning, 1-2 mL of the clear liquid phase 

(location of the precipitate at the bottom or top of the tube depended on the 

relative densities of the precipitate and solution phases) was withdrawn. The 

solution was passed through a glass wool plug to remove any precipitate that 

may have been disturbed by sampling and prepared for solubility analysis. 

2.,1..3 Solubility Assay 

Protein concentrations were determined by a Coomassie Blue G-250 dye 

binding assay obtained from Bio-Rad Laboratories. The use of this assay as op-
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posed to measuring the UV absorbance at 280 nm (A280) was based on the lat­

ter's sensitivity to structural perturbations. 19•20 The dye binds to NHt groups 

of the protein,21 resulting in an increase in absorbance at 595 nm proportional 

to the amount of dye bound. With the exception of the N-terminal amino group 

of Ile 16, all of the amino (Lys), guanidinium (Arg) and N-terminal amino groups 

of aCT are located on the surface of the protein. 22 The accessibility of these 

groups to the dye is not expected to change significantly in the event of protein 

unfolding. A series of aCT solutions of known concentration (10-0.05 mg/mL) 

was assayed to construct a calibration curve to extend the useful range of the 

assay. A595 measurements were made on Shimadzu UV-260 and UV-160 spec-

trophotometers. 

Before assays were performed, samples were serially diluted with buffer up 

to 100-fold and allowed to equilibrate on standing for 15 minutes. It was found 

that the effects of residual salt in precipitate and/or protein aggregation on the 

assay could be diluted out.23 High salt concentrations disrupt the binding of 

the dye. Multimerization reduces the total protein surface area and leads to an 

underestimation of actual protein concentration; the presence of small amounts 

of salt is known to drive the dimerization of aCTat acid pH's.24 (NH4 )2S04 , 

perhaps the most commonly used salt for precipitations, 18 was not included in 

this work as it interfered with the Bio-Rad assay to a somewhat greater extent 

than the other salts studied. (NH4 )2S04 has a molal surface tension increment 

that lies within the range spanned by the other salts studied and its omission 

should not affect the generality of the conclusions drawn. 

2.4.4 Preparation of Precipitate for Activity Analysis 

Using the aCT solubility data, a set of fractional precipitates was produced 
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for activity assays. Precipitate samples from a series of salt cuts of the same 

starting solution were analyzed to determine the effects of increasing salt con­

centrations on recoverable activity. The protocol for sample preparation was 

similar to that above, except that the clear solution from one cut was then used 

as the starting solution for the next cut. A series of up to five cuts were taken 

of the stock protein solution depending on the salt solubility and salting-out 

constant. The cuts are defined in terms of the cumulative percent of the protein 

precipitated from the stock solution. Equivalent salt cuts were taken for each of 

the salts used. Table 1 describes the protein solubility ranges for these cuts. 

After the removal of the clear liquid phase, the precipitate was resuspended 

in the glycine buffer. The precipitate pellet or cake was dispersed with a stirring 

rod and then vortexed for 15 minutes. The samples were allowed to stand 15 

minutes and were then centrifuged at 2700 rpm for 15 minutes to sediment any 

undissolved precipitate. Redissolved aCT is called "soluble aCT precipitate" in 

the following. 

2.4.s Activity Assay 

The activity of soluble aCT precipitate was determined via the method of 

Hummel. 25 The technique consists of following the BTEE hydrolytic rate by 

monitoring the change in A2sa with time. One unit of chymotryptic activity is 

equivalent to one micromole of BTEE substrate hydrolyzed per minute at pH 

7.8 and 25°C. The measurement gives the activity per gram protein. 

2.,1.6 Active Fraction Assay 

Active fraction measurements of soluble precipitates were made using the 

suicide substrate MUTMAC with the technique of Gabel. 26 The formation of 

hydrolysis product, 4-methylumbelliferone, was monitored in a Shimadzu RF-
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540 spectrofl.uorimeter coupled to a DR-3 controller. The sample cuvettes were 

illuminated at 356 nm and the emission was recorded at 451 nm.27 Thorough 

mixing of the cuvette contents was requisite for a reproducible signal. The fluo­

rescence intensity was calibrated with 4-methylumbelliferone solutions of known 

concentration; the 4-methylumbelliferone was recrystallized from hot ethanol­

water solution before use as a standard. Measurements were performed at pH 

7.9 at 25°C. This assay gives the fraction of the total soluble enzyme that is 

active. The specific activity is obtained by dividing the activity by the active 

fraction and is expressed in units of activity per gram active protein. 

2.5 Results and Discussion 

2.5.1 Theoretical Predictions 

Equations (9) and (12) may be used to predict the variation of the salting­

out constant Ks with the salt used via the molal surface tension increment. Pro­

tein properties enter through the hydrophobic surface area cp in the hydrophobic 

term n and the dipole moment µ in the electrostatic term A. 

For water at 25°C, the hydrophobic term becomes6 

n = o.00243cp + 0.0292 (14) 

where cp is in A 2 per molecule. Calculations performed by Melander and 

Horvath6 indicated that an inverse relationship exists between the frequency of 

charged groups in the amino acid sequence of a protein, CH F, and the relative 

surface hydrophobicity, RS H. RS H is the non polar surface area of the pro­

tein that is dehydrated upon precipitation normalized by its molecular weight. 

Values of RS H for myoglobin, ovalbumin, hemoglobin and albumin were cal­

culated from salting-out constants. 6 The CH F of aCT was used to determine 
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RSH and in turn 4>; the ratio of charged amino adds to the total number of 

residues gives CHF = 0.12 for aCT. 16 A plot of RSH versus CHF using the 

data from Melander and Horvath6 with the estimated value of CH F for aCT 

is given in Figure 1. An estimate of 0.060 A2 per molecule/dal is indicated for 

RSH. Using a molecular weight of 24.5 kdal, 4> ~ 1460 A2 per molecule. This 

gives n = 3.6 cm/ dyne. 

Miller et al. 28 computed the solvent accessible surface area of aCT from 

the crystal structure of Tsukada and Blow. 29 For a probe radius of 1.4 A, the 

van der Waals radius of water, the solvent accessible surface area was estimated 

to be 10.440 A 2 oer molecule. This calculation includes half a I aver of solvent . ., ... - - - -- - - - -- - - - -- - - -., -- - - - - - . --- -

in addition to the protein molecular volume. The surface area was subdivided 

into contributions from nonpolar, polar and charged surface residues. For aCT, 

the nonpolar portion was about 59%, giving a nonpolar surface area of about 

6160 A 2 • This value is over four times greater than the surface area estimated 

above. 

The electrostatic term is 

A = o.0017lµl (15) 

for water at 25°C, assuming that aCTis a prolate ellipsoid with characteristic 

dimensions of 51 x 40 x 40 A.30 The dipole moment µ is in Debye and e is 
given by ( 8) ; A has dimensions of m - 1 . 

The dipole moment of aCT was calculated from atomic coordinates. A 

number of high resolution crystal structures have been reported for aCT. 22•29•31 

The coordinates from the study of Blevins and Tulinsky31 were chosen for cal­

culations as the crystals were formed at pH 3.5. In addition, at 1.67 A, the 

study represents the highest resolution structure of aCT to date. The actual 
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coordinates were obtained from the Brookhaven Protein Data Bank. 32 aCT 

crystallizes in the P21 space group with two dimers per unit cell. The dimer is 

the asymmetric unit. Although the individual molecules of the dimer were found 

to be nearly superimposable, the dipole moment calculations were performed on 

each molecule separately and then averaged. 

The database contains coordinates relative to a cartesian system of axes. 

The center of mass was determined relative to the origin of this system using 

.i = I: ffliTi/ I: mi (16) 
i i 

where rni is the mass of the ith atom. and R and Ti represent the vectors from 

the origin to the center of mass and ith atom respectively. Since hydrogen atoms 

are too light to scatter at detectable levels their masses have been added to the 

nearest heavy atom. 33 There was no electron density for the last four residues 

of the A chain except for the N atom of Val9 (9N); the masses of these residues 

was summed and placed at the 9N coordinates. 

The dipole moment was calculated relative to the center of mass 14 

(17) 
i 

where qi is the formal charge assigned to the ith atom. Since aCT carries a net 

positive charge at pH 3, the computed dipole moment depends on the choice of 

origin; the center of mass was chosen as this approximates the point about which 

the molecule reorients itself in solution. The values of qi were assigned using 

typical values for the pKa of charged groups in proteins30 and the Henderson­

Hasselbalch equation at pH 3. Charged groups interacting over a distance of 5 

A or less24 were considered to carry full charge at pH 3. The localization of the 

charges relative to the heavy atom(s) involved was assigned as in Barlow and 
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Thornton. 14 The charge on the carboxyl group at the C-terminus of the A chain 

(Leu13) was arbitrarily placed at the 9N coordinates. 

Using the transformation matrix provided in the database, the vector fi was 

converted from the cartesian coordinate system to crystallographic coordinates. 

The magnitude of the dipole moment µ was found using the unit cell parame­

ters of the monoclinic axis system. The average calculated value of the dipole 

moment for the molecules of the dimer was 223 ± 1 Debye. The center of mass 

of o:CT was estimated to be within 0.8 A of the C' atom of Gly197. 

Having obtained the dipole moment, the electrostatic interaction becomes 

A= 0.381';. (18) 

The value of A depends on the stoichiometry of the electrolyte through the 

conversion factor €; € = 1 for 1-1 salts and € = 3 for 2-1 salts. 

Combining the value for n and (18) gives the relationship between the salt 

used and the resulting Ks value for o:CT 

Ks = 3.6u - 0.381€. (19) 

This is a family of lines in which salts with higher molal surface tension incre­

ments are predicted to be more efficient in their salting-out action. Also, salts 

with higher ionic valences and/ or stoichiometries should be less effective on a 

molal basis than 1-1 electrolytes with similar surface tension increments. Figure 

2 gives a plot of (19) for 1-1 (solid line) and 2-1 (dashed line) salts. 

2.5.2 Solubility Determinations 

Plots of the natural logarithm of protein concentration as a function of 

salt molality ideally consist of two linear segments. The segment at low salt 
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concentrations should be horizontal at the logarithm of the initial protein con­

centration, C. No protein will precipitate until enough salt is added to reduce 

its solubility to its initial concentration. The salt concentration at which protein 

solubility equals the initial concentration is referred to below as m*. The second 

segment, starting at m*, will have a slope equal to Ks as indicated in equation 

(11). 

Figures 9 a-e give the natural logarithm of the aCTconcentration of the 

clear solution phases as a function of the salt molality for KSCN, KBr, NaBr, 

NaCl and Na2S04. A series of dilutions of each sample was analyzed as described 

above. The salting-out portion of each curve was fit with a line by least squares. 

K';PP ( d) and /3' ( d) represent the calculated slopes and intercepts respectively of 

these lines for each dilution d. For each salt, the slopes of the apparent salting­

out constants decrease and approach a constant value as interfering effects are 

diluted out. Errant points occur where precipitate density is in the neighbor­

hood of the salt solution density, making separation by centrifugation difficult, 

and where the protein concentration is reduced to detectable limits. Based on 

observation and salt solution densities, precipitate densities ranged from 1.19 to 

1.33 g/cm3 • This range brackets typical protein precipitate densities. 18 

To arrive at the true salting-out constant for each salt, an empirical relation 

was fit to the K';PP(d) values and extrapolated to infinite dilution. The following 

decaying exponential function of dilution 

(20) 

was found to fit the serial dilution data well. Here d is the dilution factor ( d 

represents the ratio of the total diluted volume to the original sample volume) 

and a and b are fitted constants. The data were fitted via a weighted nonlinear 
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least squares procedure;34 weights were assigned using the reciprocal variances of 

the K:PP( d) values fitted to the solubility data. A representative fit of equation 

(20) to the data for NaBr is given in Figure 4. 

Fitted values for the constants a and b for all of the salts considered are given 

m Table 2. The 100-fold dilution salting-out constant K:PP(lOO) was typically 

within a few percent of the extrapolated infinite dilution value Kil. This indicates 

that equation (20) does not introduce any artifacts into the values determined 

for Kil. The standard deviation of the Kil values was estimated from the variance 

of the exponential fit. 

The critical salt concentration at each dilution m*aPP(d) wa.c; r.alr11l::it.Pn 

from the corresponding K';PP, {3'app and C values 

(21) 

As m*aPP(d) should be independent of dilution, an average value was determined. 

Using m* and Kil, the intercept {3' was computed. Table 2 gives a compilation 

of Kil, {3' and m* values with corresponding standard deviations of the mean for 

each of the salts. 

2.5.9 Comparison of Empirically and Theoretically Derived Salting-Out 

Constants 

The Kil values determined above are plotted as a function of the surface 

tension increment along with the theoretical relationship in Figure 2. With the 

exception of KSCN, the theory overestimates the salting-out constants. Also, 

there is an apparent discrepancy in the functional dependence of Kil on a. This 

is not surprising since the theory is constrained to conformationally inert pro­

teins. A concurrent structural study indicated that the conformation of aCT in 

precipitate is perturbed to different extents by the salts used. 5 
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The hydrophobic and electrostatic interaction terms O and A are based on 

physical properties of the protein that are inherently conformation dependent. 

0 is linearly dependent on q>; the salt-protein interaction may regulate the ac­

tual extent of the protein surface area that is dehydrated on precipitation. The 

predicted dehydrated surface area is only a fraction of the total hydrophobic 

surface area. A study of the thermal denaturation of lysozyme in solutions of 

different tetraalkylammonium bromide salts found that the amount of hydropho­

bic surface area exposed varied with the salt used.35 Similarly, the electrostatic 

interaction contribution A is proportional to the protein dipole moment µ. The 

dipole moment of a protein is largely determined by its characteristic dimension 

as opposed to the distribution of charged groups on its surface. 14 The linear 

dimensions of a protein are conformation-dependent; size changes accompany­

ing denaturation have been used as a means of fractionating proteins by gel 

permeation chromatography. 36 

The linearity of the solubility data at high salt concentrations in Figure 2 

implies that the salt concentration dependence of the theory is correct. This 

was corroborated by the structural studies. Precipitate conformational pertur­

bations depended only on the particular salt used, not the salt concentration.5 

Protein physical properties are not changing significantly with salt concentra­

tion. 

Assuming that hydrophobic interactions dominate the salting-out process, 

it is possible to explain deviations from ideal behavior by changes in q> result­

ing from conformational perturbations. The dehydrated hydrophobic surface 

area depends on the square of the linear dimension while the dipole moment is 

proportional to linear dimension; structural changes may alter q; to a greater 

extent than µ. Further support for this assumption is lent by the success of the 
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present theory in explaining salt effects on protein retention factors in hydropho­

bic interaction chromatography (HIC).6 •37•38 Also, the coefficients in equations 

(14) and (15) weight the hydrophobic surface area contribution to the salting­

out constant over an order of magnitude more heavily than that of the dipole 

moment. 

Table 3 gives a list of the dehydrated hydrophobic surface areas required of 

aCTto account for deviations from the theory. These <I> values were computed 

using the experimental Kil values with equations (12), (14) and (15). The value 

required of KSCN precipitates is on the order of the total hydrophobic surface 

area.28 Since the theory overestimates the salting-out constants for the remain-

ing salts, the corresponding <I> values calculated are fractions of the predicted 

dehydrated hydrophobic surface area. It is unlikely, in view of the structural 

studies,5 that the salts used vary the dehydrated surface area over an order of 

magnitude as shown in Table 3. Protein conformational perturbations may only 

account for a portion of the deviations from the predicted salting-out abilities. 

Salt-protein interaction effects may also be invoked to explain the discrep­

ancies. Extensive studies of the interactions of salts with proteins have been 

conducted by Timasheff and coworkers. 10,39,4o Interactions have been expressed 

in terms of a "preferential interaction parameter", 6, which is a thermodynamic 

quantity. 6 is defined by10 

(22) 

where mi represents the molality of component i. The observed interaction can 

be broken down into contributions from salt binding to the protein and salt 

exclusion from the protein-solvent interf ace39 

(23) 
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where the two quantities on the right have opposite signs. 

The change in chemical potential of the protein with the addition of salt 

depends on the preferential interaction parameter via 

(24) 

The last term on the right represents the co-solvent interaction term and can be 

written in terms of the salt activity, a3 , 

(25) 

The salt activity is in turn a function of the mean ionic activity coefficient 'Y± 

41 

(26) 

From equations (3) through (8), the derivative of the protein chemical potential 

with respect to the salt concentration at equilibrium is 

(27) 

smce 

(28) 

The first term in the brackets in (27) is the calculated salting out coefficient, 

K~al, and the last term is the experimental salting-out constant, K!xp. Combin­

ing equations (24) through (28) with the definitions above gives an expression 

for the preferential interaction parameter 

Values of Es were calculated from the experimental and theoretical salting-out 

constants and salt activity data. 41 For valid comparisons between the salts, c3 
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was computed at salt concentrations resulting in equivalent protein solubilites; 

i;3 was calculated at m* and at salt concentrations corresponding to the cuts 

listed in Table 1. Figure 5 gives a plot of 6 versus salt cut for each salt. 

Negative values indicate that aCTis preferentially hydrated vis-a-vis equation 

(23) and that experimental Ks values are lower than predicted. This is the 

case for all the salts used in this study with the exception of KSCN. KSCN has 

positive i;3 values representing salt binding to the protein. The magnitude of the 

interaction generally increases with increasing salt concentration. Qualitatively 

similar behavior has been seen in the interaction of Na2S04 , NaCl and KSCN 

at different concentrations and pH's with bovine serum albumin.40 However, the 

6 values are sensitive to salt type, concentration, pH and the particular protein 

used. 

These results suggest that structural changes or bulk solution properties 

alone cannot account for the solubility of a conformationally sensitive protein 

in electrolyte solutions. The deviations from the theoretically predicted behav­

ior are probably the result of salt-specific salt-protein interactions that mediate 

conformational change. The deviations can be accounted for by changes in phys­

ical properties such as 4> and µ, but these changes cannot in turn be attributed 

to any intrinsic bulk property of the salt. Similarly, in the absence of predic­

tive ability for the salt interaction parameter, 6 as formulated in equation (29) 

functions as a correction factor. 

2.5.,I Precipitate Activity Determinations 

The empirically determined values of Ks and m* were used to calculate the 

salt concentrations required to precipitate given fractions of the starting protein 

solution for activity analysis. The fraction of protein precipitated at a particular 
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salt concentration F(m3 ) is given by 

(30) 

The number of cuts taken for a particular salt was determined by the above 

relation and the salt saturation concentration. 

The aCT precipitates produced in this study were composed of soluble and 

insoluble aggregate fractions. Insoluble precipitates were protein aggregates that 

could not be redissolved in the glycine buffer. These precipitates were considered 

inactive. However, the insoluble portions were readily solubilized by chaotropic 

agents such as 6 M urea and 8 M guanidine hydrochioride. The active fraction 

assays performed on the soluble precipitates indicated that they were composed 

of both active and inactive protein. 

The results of the activity and active fraction assays performed on precip­

itates from each salt cut with Na2 SO4 , NaCl, NaBr, KBr and KSCN are given 

in Figures 6 a-e. Note that these values are on a soluble precipitate basis; for 

example, the active fraction is expressed as the fraction of the soluble portion of 

the precipitate that was active. The activity and active fraction were generally 

lower than the native protein values. The salient feature of these plots is the 

specific activity. The specific activity is a measure of the activity on an active 

enzyme basis and is found by dividing the activity by the active fraction. For 

each salt, the specific activity remains essentially constant at the value of the 

native enzyme. The scatter is likely due to increasing concentrations of resid­

ual salt in the precipitates at the higher salt cuts; the enzymatic activity of 

aCTis affected by the presence of salts and may even exceed that of the native 

enzyme. 42 This suggests that any precipitate that is able to recover catalytic 

activity regains full original activity, regardless of the type or amount of salt 
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used. 

A control study was performed to see if the redissolution-renaturation pro­

cess was evolving with time. Assays of soluble precipitate concentration, activity 

and active fraction showed no significant changes over a 24 hour period following 

redissolution. 

If the insoluble precipitate fraction is lumped with the inactive soluble por­

tion, the active fraction can be computed on a total precipitate basis. For a given 

salt, the active fraction !act is virtually independent of the salt cut. Figure 7 

gives the average active fraction for each salt as a function of the correspond­

ing salt molal surface tension increment. The active fraction data fall in two 

groups roughly corresponding with the lyotropic series; the lower surface tension 

increment salts gave lower active fractions. 

2.5.5 Optimization Strategy 

In this work, two process variables were studied, salt type and concentra­

tion. The activity data indicate that recovered specific activity is independent 

of both variables. There appears to be no optimum cut for a given salt; this 

would be determined solely on the basis of process purity and concentration 

requirements and subsequent desalting operations. 

A trade-off may exist between the amount of protein precipitated and the 

amount of trapped salt. The void volume of precipitate aggregates is filled with 

salt-containing mother liquor. Models are available for the relationship between 

the number of molecules in a floe and the corresponding void volume. 43•44 How­

ever, the absence of information concerning how the number of molecules in an 

aggregate are related to the salt concentration prohibits the determination of 

the optimum, if it exists. 



- 36-

The fraction of precipitate that can be recovered in active form is a function 

of the salt type only. Therefore, it may be possible to optimize the type of salt 

used to give the best performance in terms of salting-out efficiency, K 8 and yield 

of active protein, !act• 

The product of the salting-out constant and the average active fraction is 

used as the performance indicator, giving the expected recovery of active protein 

for a given increment of salt. Figure 8 gives a plot of K 8 fact as a function 

of the salt surface tension increment at 25°C. The data is roughly parabolic 

with a minimum in the vicinity of NaBr. Both Na2S04 and KSCN are good 

performers; yet they lie at opposite ends of the lyotropic series. Na2 SO 4 is 

relatively innocuous, long considered a protein structure-stabilizing salt. 45146 

KSCN is an aggressive chaotropic agent.40,45 This surprising result might be 

attributed to competing kinetic events and/or equilibria. Salts induce both 

structural changes and aggregation. The unexpected performance of KSCN 

may result from an aggregation rate that is faster than the rate of structural 

change. Presumably, once protein molecules are ensconced in an aggregate, they 

are immune to further salt-imposed structural change. 

This hypothesis was tested by performing a limited investigation at a re­

duced temperature. The solubility of aCT in the same salt solutions at 15°C 

was measured at a few points where protein was precipitated at significant lev­

els to arrive at K 8
15 values. Precipitate was collected, redissolved at 15°C and 

the soluble portion active fraction J!:t was assayed and expressed on a total 

soluble and insoluble precipitate basis. The K}5 J!:t products are plotted on 

Figure 7 for comparison. The large shift in the behavior of this performance 

indicator with temperature suggests that kinetic and/or equilibrium phenomena 

indeed play an important role in the precipitation process. In addition, it is in-
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teresting to note that the performance at 15°C is generally poorer than that at 

25°C. This has important implications as most industrial and analytical protein 

precipitations are performed at reduced temperatures. 

2 .6 Conclusions 

The study of protein solubility and the recoverable activity of precipitates 

in salt solutions has provided insight into the salting-out process. The current 

salting-out theory6 cannot predict the performance of a given salt for a confor­

mationally labile protein such as aCT. Account must be taken of the interaction 

of the salt with the protein and its concomitant effects on the physical prop­

erties of the protein. Bulk electrolyte solution properties alone appear to have 

a small role if any in determining the nature and extent of salt-protein inter­

actions. Arakawa and Timasheff40•47 have determined values for a preferential 

interaction parameter that is specific for a given salt and protein, but as yet 

there is no explanation of what particular salt and protein properties control 

the nature and magnitude of the interaction. 

Recovered activity data implies that the critical factor in precipitations is 

the nature of the salt used, not the amount used. The fraction that recovered 

activity was essentially invariant to the salt cut taken for a given salt. Pro­

tein denaturation in precipitation is an all-or-nothing phenomenon; enzymatic 

activity was either fully recovered or lost completely. There may be a struc­

tural threshold beyond which the protein cannot properly refold on dissolution. 

Alternatively, the portion of protein precipitate that is soluble and is able to 

recover activity may depend on the physical packing of the aggregate. 

It may be possible to optimize a precipitation with respect to the type 

of salt used. In a concentration procedure this may be straightforward; the 
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construction of a plot similar to Figure 8 would guide the choice of salt. However, 

in separations, differing interactions with other proteins present would likely 

complicate the selection. 

A significant remaining question is the extent to which o:CT can be con­

sidered a model protein. The structural studies performed on o:CT precipitates 

gave results that mimic those seen in studies of other protein aggregates;5 this 

lends support to the use of o:CT as a model protein. It is unlikely that o:CT rep­

resents a pathological case. However, the extent of salt-protein interaction and 

its implications for structural perturbation and recoverable activity are surely 

protein dependent. 

The salting-out process is still not completely understood. Melander and 

Horvath6 have added considerable insight into the particular protein properties 

involved, namely the dehydrated hydrophobic surf ace area and the dipole mo­

ment. Questions remain concerning the mechanism by which a salt influences 

the physical properties of a protein. Seen in a larger context, this work indicates 

that varying degrees of salt-protein interaction may favor the choice of one salt 

over another in a precipitation. As the nature of these interactions is revealed, 

it may be possible to optimize a precipitation step and move from recipe-based 

process designs to a rational design basis. 
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2.8 Nomenclature 

a 

b 

Cz 

C 

d 

D 

fact 

/
15 
act 

F(m3) 

G2 
-e 
Gz 

t::..Gi 

t::..G? 
i 

distance of closest ion approach to protein, A 

protein radius, A 

protein concentration, g/kg solvent 

intial protein concentration, mg/mL 

dilution factor 

solvent dielectric constant 

active fraction of precipitate at 25°C 

active fraction of precipitate at 15° C 

fraction of protein precipitated at sait concentration m 3 

Faraday constant 

chemical potential of component i 

chemical potential of protein in solution at standard state 

chemical potential of hypothetical protein gas phase 

chemical potential of i th protein phase relative to gas phase 

i th interaction contriubution to the molal Gibbs free energy 

of transferring protein from gas phase into solution 

K 3 salting-out constant, molality- 1 

K:1111 (d) apparent salting-out constant at dilution d, molality- 1 

mi mass of ith atom, molality of component i 

J.IA Avogadro's number 

P pressure 

Qi charge on ith atom 

Ti vector from origin to ith atom 

R gas constant 

R vector from origin to center of mass 
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s protein solubility, g/kg solvent 

T temperature 

V solvent molar volume 

Z net charge on protein 

Zi charge on ith salt component ion 

Greek symbols 

(3 Debye-Hiickel interaction at high ionic strengths 

(3' intercept of empirical salting-out equation 

1 solvent surface tension, dyne·cm - 1 

1 ° pure water surface tension, dyne·cm- 1 

,± salt mean ionic activity coefficient 

e protonic charge 

K reciprocal electrical double layer thickness, A - 1 

Ke surface tension correction factor 

A0 reciprocal ellipsoidal eccentricity 

A electrostatic contribution to salting-out constant, molality- 1 

µ magnitude of protein dipole moment, Debye 

fl, protein dipole moment vector, Debye 

vi stoichiometric coefficient of salt component ion of type i 

e conversion factor from molality to ionic strength 

6 salt interaction parameter 

a salt molal surface tension increment, dyne·g·cm- 1 -mol- 1 

~ protein hydrophobic surface area, A 2 per molecule 

n hydrophobic contribution to salting-out constant, cm·dyne- 1 
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2.10 Tables 

Table 1 Salt cut o:CTsolubility ranges 

salt cut o:CT solubility percent o:CT 

change precipitated 

(mg/mL) 

1 10 - 8 20 

2 8 ----+ 6 40 

3 6 - 4 60 

4 4 ----+ 2 80 

5a 2 - 0.5 95 

a The last cut taken depends on salt saturation, m* and Ka values. 

Table 2 Salting-out equation fitted valuesa 

salt nb a b Ka m* (3' u X 103 

(m-1) (m) ( d~n•i:; ) 
cm·mol 

KSCN 6 12.2 0.021 6.83±0.92 0.05±0.03 2.64±0.23 0.45 

KBr 6 1.35 0.155 0.67±0.01 2.35±0.24 3.89±0.16 1.31 

NaBr 6 1.09 0.221 1.05±0.06 2.20±0.12 4.61±0.18 1.32 

NaCl 4 0.79 0.345 0.82±.00 3.95±0.07 5.52±0.06 1.64 

Na2SO4 4 2.78 0.053 3.43±0.08 1.48±0.03 7.38±0.16 2.73 

a Salting-out equation parameters are reported with corresponding standard 

deviation of the mean 

b The number of data points used to fit parameters a and b from equation 

(20) is given by n. 
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Table 3 Dehydrated hydrophobic surface areas computed from experimental 

salting-out constants3 

salt cp 

(A 2 per molecule) 

KSCN 6580 

KBr 319 

NaBr 434 

NaCl 288 

Na2S04 677 

a These cp values correspond to the protein surface area that would have to 

be dehydrated for the theoretical Kil value, from equations (14), (18) and 

(19), to match the experimental value. The value of cp computed from the 

correlation in Figure 1 is 1460 A 2 per molecule. 
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2.11 Figures 

Figure 1 Protein relative surface hydrophobicity RSH as a function of 

the frequency of charged groups CH F. Data for myoglobin, 

ovalbumin, hemoglobin and albumin were taken from Melander 

and Horvath.6 The dashed horizontal line represents the RSH 

estimated for o:CTusing CHF = 0.12. 

Figure 2 Comparison of experimental data with the theoretical predic­

tion of the relationship between the salting-out constant and 

the salt molal surface tension increment. Symbols: + KSCN, 

D KBr, 0 NaBr, 6. NaCl and x Na2SO4 • The solid line is the 

theoretical prediction for 1-1 salts, the dashed is for 2-1 salts. 

Error bars on the experimental values represent the standard 

deviation of the mean. 

Figures 3 a-e o:CTsolubility curves for KSCN, KBr, NaBr, NaCl and Na2SO4 

solutions given in diagrams a through e respectively. The 

solubility curves are plotted as the natural logarithm of the 

o:CTconcentration in grams per kilogram solvent versus the 

salt molality. The 100-fold dilution data were obtained from 

the Bio-Rad micro assay procedure; the others used the stan­

dard assay. Dilution factors are given by: 6. x 1, □ x 2, x x 5, 

+ x 10, O x 20, ■ x 100. The lines represent least square fits 

to high salt concentration data. 

Figure 4 Weighted least squares fitting of NaBr serial dilution salting­

out constants to determine the actual salting-out constant. Ap­

parent salting-out constants are plotted versus the correspond-
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ing dilution factor. The solid line represents the fit of equation 

(20) to the data and the dashed line is the fitted salting-out 

constant. Error bars represent the standard deviation of the 

mean. 

Figure 5 Calculated salt interaction parameters versus salt cut. Sym­

bols: + KSCN, D KBr, Q NaBr, 6 NaCl and x Na2S04 • 

Figures 6 a-e o:CTactivity, active fraction and specific activity as a function 

of salt cut for KSCN, KBr, NaBr, NaCl and Na2S04 solutions 

respectively. Note that all data is on a soluble precipitate basis 

and is expressed in terms of the fraction of the native value. 

For native o:CT, the activity was 47.3 ± 0.9 units, the active 

fraction was 0.351 ± 0.007 and the specific activity was 135 ± 

4 units per gram active protein; limits represent the standard 

deviation of the mean. Symbols: 6 activity, D active fraction 

and O specific activity. 

Figure 7 Fraction of precipitate that recovered activity on redissolution 

as a function of the salt type. Salt type is expressed in terms of 

the corresponding molal surface tension increment. Symbols: 

+ KSCN, D KBr, Q NaBr, 6 NaCl and x Na2S04 • Error 

bars represent the standard deviation of the mean. 

Figure 8 Salting-out performance parameter as a function of the type 

of salt. The type of salt is quantified in terms of the corre­

sponding molal surface tension increment. The performance 

parameter is the product of the salting-out constant and the 

active fraction and is a measure of the efficiency of a salt in 
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precipitating protein that is able to recover activity. Symbols: 

■ 25°C and O 15°C. The salts, in order of increasing u values, 

are KSCN, KBr, NaBr, NaCl and Na2S04 • Error bars denote 

the standard deviation of the mean. The solid line is a least 

squares parabolic fit for the 25°C data; the dotted is at 15°C. 
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Figure 1 Protein relative surface hydrophobicity versus frequency of 

charged groups 

0 

N 
• 

0 

-----------------
0 

0 
0 0 0 
C.O ~ N 

(MV'J/ z;V £0 l x) HS~ 

Li 
=:I 
(_ 



- 52 -

Figure 2 Salting-out constant as a function of salt type 
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Figure 3 aCT solubility curves 
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Figure 4 Representative serial dilution data 
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Figure 5 Salt interaction parameters versus salt cut 
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Figure 6 o:CT precipitate activity, active fraction and specific activity 

versus salt cut 
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Figure 8 Salting-out performance parameter as a function of salt type 
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Figure 1 Active protein recovery as a function of salt type 
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Chapter 3 

Structure-Function Relationships in the 

Inorganic Salt-Induced Precipitation of 

Chymotrypsin 

The material contained in this chapter has been accepted 

for publication in Biochimica et Biophysica Acta 
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3.1 Abstract 

a-Chymotrypsin ( aCT) was used as a model protein to study the effects 

of salt-induced precipitation on protein conformation. Process parameters in­

vestigated included the type and amount of salt used to induce precipitation. 

The salts studied included Na2S0 4 , NaCl, NaBr, KBr and KSCN. Precipitate 

secondary structure content was examined via laser Raman spectroscopy. Con­

ventional and saturation transfer electron paramagnetic resonance spectroscopy 

were employed to probe the tertiary structure of the active site in spin-labelled 

aCT precipitates. As the molal surface tension increment of the inducing salt in­

creased, the ,B-sheet content increased and the a-helix content decreased. There 

was no significant variation in secondary structure with the amount of salt used. 

The fraction of precipitate that recovered activity on redissolution was correlated 

with the change in secondary structure content. Spin-labelled precipitate spectra 

indicated that the active site remains unaltered during precipitation. Molecu­

lar modelling was employed to investigate how physical properties of aCT were 

affected by these types of conformational change. Estimated physical property 

changes could not account entirely for observed deviations from current equilib­

rium theory for salt-induced precipitation. The spectroscopic observations were 

also combined with activity/ solubility results to propose a mechanism for the 

salt-induced precipitation of globular proteins. 
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3.2 Introduction 

Protein precipitation induced by the addition of inorganic salts is a biolog­

ical separation/ concentration process that exposes proteins to unnatural envi­

ronments. This may cause alterations in native, active molecular structure [1] 

with concomitant losses in biological activity [2]. Processing costs in terms of 

diminished activity of the desired protein, can be significant. 

In this work, the nature and extent of protein conformational changes ac­

companying the salting-out process have been examined. The effects of pre­

cipitation on elements of secondary and tertiary protein structure were studied 

as functions of the type and amount of salt used. Correlations were developed 

between the observed structural perturbations and the findings of a solubility­

activity investigation reported elsewhere [2]. A general mechanism for the salt­

induced precipitation of globular proteins has also been proposed. 

The model system consisted of a single protein, a-chymotrypsin ( aCT). 

The selection of aCT was motivated by the availability of high resolution crystal 

structure data [3-5], the ability to selectively spin-label the enzyme active site [6], 

and the facility with which the concentration, activity and active fraction may be 

assayed [2]. The salts employed include Na2SO4 , NaCl, NaBr, KBr and KSCN. 

These salts span the lyotropic series, representing a range of structure-stabilizing 

and chaotropic properties [7]. (NH4)2SO 4 , a commonly used precipitant, was 

not included in this study due to interference with the protein concentration 

assay [2]; since the lyotropic series is based on the nature of the anion, the 

effects of (NH4 )2SO4 should be well-represented by the Na2SO 4 data. 

Laser Raman spectroscopy was used to estimate the secondary structure 

content [8,9] of aCT precipitate samples. Amide I band spectra were analyzed 

in terms of spectral data from proteins with known secondary structure [10,11]. 
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The relative number of residues belonging to various elements of secondary struc­

ture was assigned via a constrained superposition of protein reference spectra; 

the bulk average fraction of ordered and disordered a-helix, antiparallel and 

parallel ,8-sheet, reverse turn and random coil was fit for each sample. 

Conventional and saturation transfer electron paramagnetic resonance spec­

troscopies (EPR, ST-EPR) were used in conjunction with spin-labelled o:CT 

(SL-o:CT) precipitates to probe tertiary structure perturbations at the active 

site [12,13]. The techniques are sensitive (on different time scales) to the ro­

tational mobility of the spin label. The spin label mobility is quantified by 

the rotational correlation time Tc and is indicative of the "openness" or extent 

of unfolding of the labelled region. The conventional technique is sensitive to 

fast motions 10-11 :S Tc ~ 10-1 s [12]; ST-EPR responds to slower motions, 

10-7 :S Tc :S 10-3 S [14,15]. 

Secondary and tertiary structure information were combined in efforts to 

model the conformation of o:CT in precipitate phases. The physical properties 

of a plausible structure were calculated and compared to those for the native 

enzyme. 

3.3 Materials 

a-chymotrypsin (EC 3.4.21.1, three times crystallized from four times crys­

tallized a-chymotrypsinogen, salt free), lysozyme (EC 3.2.1.17, three times crys­

tallized, dialyzed and lyophilized from chicken egg white), trypsin (EC 3.4.21.4, 

dialyzed, lyophilized from bovine pancreas, salt free), elastase (EC 3.4.21.36, 

purified by affinity chromatography, lyophilized), 4-methylumbelliferone, and 

4-methylumbelliferyl-p-trimethylammonium cinnamate chloride (MUTMAC) 

were purchased from Sigma. The organic free radicals 1-oxyl-2,2,6,6-tetramethyl-
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4-piperidinol (TEMPO-4-OH) and 1-oxyl-2,2,6,6-tetramethyl-4-piperidinyl 

ethoxyphosphorofluoridate (TEMPO-4-EPF) were obtained from Aldrich. 

Centricon-10 centrifugal microconcentrators with a molecular weight cutoff of 

10,000 were purchased from Amicon. Sephadex G-25 was a product of Pharma­

cia Fine Chemicals. Protein concentrations were determined using a Coomassie 

Blue G-250 dye binding assay from Bio-Rad. Na2SO4, NaCl, NaBr, KBr and 

KSCN, and all buffer solution components were analytical reagent grade. Wa­

ter deionized by passage through two Research IonXchanger Model 2 columns 

supplied by Illinois Water Treatment Co. was used throughout. 

3.4 Methods 

9.,1..1 Preparation of Precipitate Samples 

A series of fractional precipitates was produced for spectroscopic analysis 

using aCT-salt solution solubility data from [2]. Precipitate from a set of salt 

cuts of the same starting solution were analyzed to investigate the effects of 

increasing salt concentrations on protein structure. The details of the sample 

preparation are described elsewhere [2]. Four or five cuts were taken depending 

on the salt used; the decrease in aCT solubility corresponding to each salt cut 

is given in Table 1. All precipitates were produced from 10 mg/mL aCT stock 

solutions in 50 mM glycine buffer, adjusted to pH 3.00 with aq. HCl, at 25±2°C. 

Soluble and insoluble precipitate fractions were produced as in [2] with ad­

ditional manipulation noted here. Precipitate pellets were lyophilized following 

centrifugation. aCT was spin-labelled before precipitation for EPR and ST-EPR 

analysis. Samples were packed into Kimax melting point tubes for spectroscopic 

work. 
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3.,1..2 Functional Characterization of Precipitate 

Precipitate samples prepared and examined in this work are referred to by a 

classification scheme developed in [2]. Whole aCT precipitate samples were di­

vided into soluble and insoluble fractions by resuspending the precipitate in the 

glycine buffer. Precipitate which did not dissolve was also considered inactive. 

Further catagorization of soluble precipitate was possible on the basis of activity 

and active fraction assays. Activity was assessed by monitoring the hydrolytic 

rate of a chromophoric substrate [16]. The active fraction assay employed the 

fluorogenic suicide substrate MUTMAC [17] and allowed the classification of sol­

uble precipitate into active and inactive portions. The "total active precipitate 

fraction" refers to the soluble, active precipitate expressed as a function of the 

whole precipitate. 

3.,1..3 Raman Spectroscopy 

All spectra were taken with a SPEX 14018 double monochromator with 

a 2400 line/mm grating and a Hamamatsu multi-alkali, cooled photomultiplier 

tube. The excitation source was a Spectra-Physics 170 argon ion laser. A 

custom interference filter placed ahead of the sample stage was used to remove 

the plasma lines. The photomultiplier was coupled to a SPEX DPC-2 digital 

photon counter and electrometer. Data retrieval and storage was facilitated by 

a SPEX SCAMP computer. A thermostatted sample stage was designed and 

machined for the spectrometer; samples were maintained at 10 °C to dissipate 

heat generated by the impinging laser beam [10]. 

Typical operating conditions were as follows: the number of counts full 

scale was 105 , the integration time was 0.2 s, the frequency range scanned was 

1500-1800 cm- 1 (amide I band) and the frequency increment was 1 cm- 1. The 
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entrance and exit slits were set at 540 µm and the stray light slits were set at 

1080 µm for a resolution of 6 cm- 1 at 20,492 cm- 1 . The 488 nm line of the Ar 

laser was used at a power of 0.5 W. Between 25 and 200 scans were collected 

and co-added for each sample to obtain sufficient signal-to-noise (S/N) levels. 

All spectra were collected in the backscattering mode. 

Precipitate samples were exposed to the laser beam for a maximum of 5 

hours. The first 20 to 60 minutes of exposure were used to quench sample 

fluorescence [18]. Samples were visually inspected for beam damage. In addition, 

late scans were compared with early scans to ensure that spectral features were 

not evoiving in the iaser beam. S/N ratios averaged about 150 for the controi 

spectra and 40 for precipitate spectra after smoothing. 

A representative Raman spectrum for a solid sample of native aCT is given 

in Figure 1. The spectrum consists of five peaks in the 1500-1800 cm- 1 region. 

Four fairly sharp peaks between 1500 and 1630 cm- 1 arise from the aromatic 

vibrational modes of tryptophan, tyrosine and phenylalanine side-chains. The 

largest feature is the amide I band centered at 1670 cm- 1 . These five peaks 

lie on a broad, intense fluorescence background signal. Spectra were examined 

for glycine artifacts as precipitate samples were lyophilized from glycine buffer 

mother liquor. Glycine has a sharp peak at 1670 cm- 1 and another at 1570 

cm- 1 . No peak at 1570 cm- 1 was evident in sample spectra; the glycine contri­

bution to the amide I band was considered negligible. 

A Raman Spectral Analysis Package (RSAP) was written in IBM Profes­

sional FORTRAN to carry out data analysis on an IBM PC/XT. RSAP consists 

of a smoothing routine, a subtraction and normalization program, and a struc­

ture fitting routine. The algorithms described by Williams [11] motivated the 

creation of RSAP. This package may be obtained from the authors. In order to 
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validate the use of Williams' spectral database [11] in this study and to high­

light differences between the analytical methods used here and in Williams [11], 

a brief summary of RSAP is given next. 

Each spectrum was 5-point smoothed via the algorithm of Savitsky and 

Golay [19]. The sloping baseline, fluorescence and aromatic peaks were fit si­

multaneously and subtracted from the smoothed spectra. The aromatic side 

chain bands between 1500 and 1630 cm- 1 were fit with Gaussian-Lorentzian 

product functions. The fluorescence band was approximated by a Gaussian 

with a bandwidth of 140.1 cm- 1 and a center frequency of 1616 cm- 1 [11]. In 

RSAP, the function fit to the experimental spectra, Sca1(v), was 

4 

Sca1(v) =av+ /3 + L Aig}1-R) .C.f + A191 (1) 
i=l 

where 

(2) 

and 

.C.. _ 2Bi 
' - 1rB; + 41r(v - voi) 2 • 

{3) 

The first two terms of (1) represent the sloping baseline with slope a and 

intercept /3. The summation term represents the aromatic peak contributions 

with the Gaussian and Lorentzian lineshape functions of unit area gi and .C.i 

defined in equations (2) and (3), respectively. In {2) and (3), Bi is the bandwidth 

at half height, Voi is the center frequency and Ai is the amplitude of the i th 

peak. The Lorentzian-Gaussian ratio R was fixed at 0.7143, giving the fitted 

peaks approximately 70% Lorentzian character [20]. The last term of equation 

(1) represents the Gaussian fluorescence peak. 
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The values of a, /3, Voi, Bi and Ai were fit simultaneously to experimental 

spectra, Sexp(v), at 1 cm- 1 intervals using a least squares objective function,<P 

(4) 
V 

<P was minimized using a modified nonlinear Marquardt algorithm [21]. The 

summation over v in equation ( 4) is from 1500 to 1630 and 1720 to 1800 cm - l, 

excluding the amide I band. A representative fit of the individual elements of 

equation (1) along with Sca1(v) to an experimental spectrum is given in Figure 

1. 

Subtracted spectra were normalized by the sum of the observed intensities 

between 1615 cm- 1 and 1710 cm- 1 at 5 cm- 1 intervals [11]. Noise levels were 

estimated by the standard deviation of the spectral intensities between 1730 and 

1760 cm- 1 also at 5 cm- 1 intervals [11]. S/N ratios of the smoothed, subtracted 

spectra were calculated as 2.5 times the ratio of the amide I peak amplitude to 

three times the noise standard deviation; these values were useful in assessing 

the sensitivity of the structure fits to spectral noise. 

Normalized spectra from proteins with known secondary structure contents 

were used to estimate sample structure contents from the subtracted, normalized 

amide I band. An experimental spectrum b, a vector consisting of intensity data 

from 1630 to 1700 cm- 1 at 5 cm- 1 intervals, can be deconvoluted in terms of 

contributions from reference spectra 

Ax~ b (5) 

where A is the matrix of reference spectra (15 frequencies x 13 proteins) and x 

is a superposition vector [11]. The sample secondary structure fractions f may 

then be calculated by 

Fx=f (6) 
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where F is the matrix of reference protein structure content (6 structure types 

x 13 proteins) [11]. Structure content was assigned in RSAP by combining 

equations (5) and (6) as 

subject to IJfll1 = 1.0 and f 2:: 0. (7) 

F+ indicates the pseudoinverse of F. The constraints bound the space of phys­

ically meaningful solutions; the structure fractions must be non-negative and 

must sum to unity. The constrained system (7) was solved using the LDP least 

distance programming procedure developed by Lawson and Hanson [22]. LDP 

allows both constraints to be incorporated into the problem solution. :Matricies 

A and F were taken from reference data in Williams [11]. 

Because of the sensitivity of system (7) to shifts in spectral frequencies, 

care was taken to ensure proper monochromator alignment. During each spec­

trometer start-up, the monochromator was calibrated by running a spectrum 

of lysozyme and adjusting the frequency of the most intense aromatic band to 

1553 cm- 1 as per the lysozyme calibration spectrum given by Williams [11]. 

One caveat accompanying the use of system (7) to assign f is that the matrix 

AF+ represents an averaging of individual protein spectral contributions to a 

particular structure type. AF+ is essentially a matrix of spectra representing 

pure classes of secondary structure. However, this approach was preferred to the 

singular value decomposition method proposed by Williams [11]. The singular 

value decomposition technique requires user intervention in the selection of the 

best solution from a set of candidate solutions; this method was avoided so that 

any trends in structure fit results would not be subject to bias. 

s.4.4 EPR and ST-EPR Spectroscopy 

o:CT was spin-labelled with TEMP0-4-EPF, pictured in Figure 2. The 
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procedure of Morrisett and Broomfield [23] was used, substituting acetonitrile 

for benzene [24]. The extent of labelling was determined via active fraction 

assays using the MUTMAC suicide substrate [2]. Typically, more than 97% of 

the active enzyme was labelled. 

The separation of free spin label from the labelled enzyme was performed 

in two steps. The first consisted of a 4-fold concentration/purification of SL­

o:CT using Centricon-10 centrifugal microconcentrators. The labelling reaction 

mixture was transferred to the concentrators and spun at 5 °Cat 6500 rpm for 1 

hour (300,000 x g·min); a JA-20 rotor in a Beckman TJ-25 centrifuge was used. 

The concentrators were then inverted and spun at 3000 rpm for approximately 

3 min (3000 x g•min) to collect the retentate. Retentate was pooled and passed 

through a column of Sephadex G-25 (3 cm2 x 45 cm) in the second step. Column 

pre-equilibration and elution was performed at 5 °C using 50 mM glycine buffer, 

pH 3.00. 5 mL fractions were collected and assayed for protein content using 

the Bio-Rad dye binding assay. 

SL-o:CT precipitate samples were prepared at 25 ± 2 ° C and lyophilized as 

above. Only the first cut (see Table 1) was taken with each salt. Capillary tubes 

containing SL-o:CT precipitate were placed in Wilmad 704 PQ sample tubes for 

conventional EPR work or used directly for ST-EPR analysis. 

All conventional spectra were taken at the X band using a Varian E-Line 

Century Series EPR spectrometer interfaced to a COMPAQ PC microcomputer. 

A field set of 3395 G with a scan range of 100 G was used. The modulation 

amplitude was 4 G at a frequency of 100 kHz. Microwave power at 9.512 GHz 

did not exceed 1.0 mW. Spectra were recorded using an 8 minute scan time with 

a 0.128 s time constant. All EPR work was performed at room temperature. 

Spin label motion affects the lineshapes of EPR spectra. The rotational 
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mobility of the spin label is a function of the available free volume; if the active 

site unfolds, the spin label's motion will be less hindered, resulting in faster 

motion and smaller rotational correlation times. In the fast motion regime, Tc 

may be analytically related to spectral features. From the development of Stone 

et al. [25], Tc in seconds is given by 

Tc= 6.52 X 10- 10dHo [ ~ + /"f;-2] (8) 

where b,,,.Ho is the width in Gauss of the central hyperfine component and lm1 

is the peak to peak amplitude of the hyperfine resonance corresponding to the 

nitrogen nuclear spin quantum state m 1 . The constant in equation (8) was 

computed from typical nitroxyl radical hyperfine splitting and g tensor values 

[26]. Equation (8) is strictly valid for Tc< 5 ns [27]. 

Saturation-transfer electron paramagnetic resonance spectra were taken 

with an IBM ER200D spectrometer with a TE102 cavity. Spectra were recorded 

at the X band with a modulation amplitude of 5 G. The microwave power was 

63 mW. The second-harmonic absorption out-of-phase signal was observed us­

ing a modulation frequency of 50 kHz and phase-sensitive detection at 100 kHz, 

90°out-of-phase. All ST-EPR spectra were taken at room temperature. 

3.5 Results 

The salts used in this study represent a range of salting-out abilities [2]. 

Melander and Horvath [28] have used the salt molal surface tension increment, 

a, to correlate a particular salt with its salting-out efficiency. The a-values 

follow the order KSCN < KBr ~ NaBr < NaCl < Na2SO4 and are listed in 

Table 2; a is used here as the variable representing salt type. Salts with greater 

denaturing potential have smaller a-values. 
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Many aCT precipitate samples were composed of soluble and insoluble frac­

tions. Precipitate solubility behavior was assessed by attempting redissolution 

in glycine buffer. Salts with smaller surface tension increments gave precipitates 

with more insoluble material [2]. Both original whole precipitate and separated, 

insoluble precipitate samples were analyzed via Raman spectroscopy. 

3.5.1 Secondary Structure Estimation 

A series of control spectra were analyzed using RSAP to determine the suit­

ability of the spectrometer scanning conditions and the validity of the structure 

fits. RSAP estimates the relative amounts of ordered and disordered a-helix, 

parallel and antiparallel ,B-sheet, reverse turn and random coil from Raman 

spectra. 

The control for the algorithm employed to solve system (7) consisted of 

equating the column of A corresponding to the lysozyme reference spectrum 

[11] to the experimental spectrum b. The resulting structure assignments were 

within one structure percent of the lysozyme reference values contained in F; 

small deviations may be attributed to round-off error and the incorporation of 

the constraints. This demonstrates that RSAP calculations are not introducing 

artifacts into the structure estimates. 

Figure 3 gives original and subtracted amide I band spectra for solid samples 

of native lysozyme, elastase and trypsin. The spectrum for native aCT is given in 

Figure 1. The RSAP structure assignments for these proteins and the structure 

estimates from x-ray crystal structure data are presented in Table 3. 

X-ray structure assignments for elastase and trypsin were made from the 

analyses by Levitt and Greer [29] and the corresponding crystallographic work 

[3,30,31]. The assignments for lysozyme were taken from the reference protein 
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matrix A in Williams [11]. Residues forming the classic 3.613 helix were assigned 

as ordered helix. Disordered helix encompassed 3.0 1o and au helical segments 

along with two residues from each terminus of 3.613 segments. In addition, 

helical residues identified by either Levitt and Greer [29] or in the original x-ray 

work, but not both, were assigned as disordered helix. ,B-sheet classifications 

were made according to chain direction and Levitt and Greer's H-bond and 

combined H-bond, ca-ca methods [29]. The x-ray structures were used to 

estimate reverse turn content. The remaining structure fraction was classified 

as random coil. 

The fit to the experimentai iysozyme spectrum was passable (see Table 

3). The only significant discrepancies were in the underestimation of ordered 

a-helix content and the overestimation of antiparallel ,B-sheet content. These 

discrepancies are reflected in the total helix (HT) and total sheet (ST) estimates. 

The absence of parallel sheet structure is accurately reproduced. The variation 

of the experimental fit from the reference determination is likely due to lower 

spectral S/N ratios than in Williams' work [11]; sample exposure to the laser 

beam was minimized to prevent damage, hence, fewer scans were taken. 

Spectra of trypsin, elastase and aCT were also analyzed (see Table 3). Note 

that none of these proteins is in the reference set. These proteins are structurally 

homologous and were examined to determine how well RSAP performed with 

proteins with this particular distribution of secondary structure. Although there 

is a consistent overestimation of ,B-sheet content and a smaller underestimation 

of helix content, the fits are reasonable. 

The results from the analysis of lysozyme, aCT, elastase and trypsin give 

some degree of uncertainty in the absolute assignment of secondary structure 

content. However, Raman spectroscopy has been shown to be sensitive to confor-
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mational perturbations induced in proteins by salts [32] and the RSAP analysis 

is suitable for assessing relative changes in bulk average secondary structure 

content. 

Two additional control RSAP estimates were run. A lyophilized sample 

of native o:CT was analyzed to determine if the sample work-up perturbed the 

structure. The structure fit compares favorably with that of native o:CT (see 

Table 3). Lyophilization does not appear to affect the secondary structure con­

tent of o:CT. Finally, the spectrum of o:CT was shifted up and down by one 

wavenumber and analyzed. The RSAP results are given in Table 3. The aver-

age change in structure assignment for a 1 cm- 1 shift was one structure percent. 

The antiparallel ,B-sheet content proved to be the most sensitive structure class. 

Raman spectra of first cut whole o:CT precipitate induced by Na2 SO4 , 

NaCl, NaBr, KBr and KSCN are shown in Figure 4. The more denaturing 

salts produced subtle changes in the amide I band. Proceeding down the ly­

otropic series from N½SO4 to KSCN, the amide I band shifts about 5 cm- 1 to 

higher frequency and the bandwidth decreases by approximately 13 cm- 1 . As 

conditions become increasingly chaotropic, the distribution among classes of sec­

ondary structure narrows, favoring more ordered structures. These effects were 

more pronounced in spectra of insoluble KSCN-induced precipitate samples. 

The secondary structure content of a number of o:CT precipitate samples 

for each salt was assigned via RSAP. The results of these structure fits are ex­

pressed in Table 4. Precipitate samples from the salt cuts listed in Table 1 were 

analyzed for KSCN, KBr and NaCl. There was no salt concentration depen­

dence. Precipitate structural perturbations were independent of the amount of 

salt used. Based on this observation, only first cut samples of NaBr and N½SO4 

precipitates were analyzed to economize spectrometer time. 
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The precipitate structure fits exhibited a significant dependence on the type 

of salt for salts with molal surface tension increments below a threshold between 

Na Cl and N aBr. Helix content was diminished and may be completely lost 

in some samples as more denaturing salts were used. Total ,8-sheet content 

increased with decreasing a-values. Again, these effects were more pronounced 

in insoluble KSCN-induced precipitate samples. Figure 5 gives a plot of the total 

helix and total sheet contents as a function of the molal surf ace tension increment 

of the salt. Where more than one salt cut sample for a given salt was analyzed, 

an average value is plotted with error bars representing the standard deviation 

of the mean; for singie sampies, error bars were estimated. The totai heiix and 

sheet contents were used as they were shown to have the best agreement between 

the Raman and x-ray diffraction estimates [11] and the standard deviations of 

the entire class contents were smaller. Only the changes from the native fitted 

values for the NaBr, KBr and KSCN precipitates are significant. Also there is no 

significant difference between the values estimated for the soluble precipitates 

induced by these three salts. The KSCN whole precipitates had an average 

absolute increase in ,8-sheet content of about 10 structure percent; insoluble 

KSCN precipitates averaged a 15 structure percent increase. 

The Euclidean norm of the residual vector, RNORM, is given by [11] 

(9) 

where f is the solution vector of system (7). RNORM gives an estimate of how 

well the structure fit describes the experimental spectrum and is reported for 

each fit in Tables 2 and 3. For the precipitate spectra, RNORM averaged 0.040 

giving a root mean square fitting error of about 0.016 structure percent for each 

structure type. The RNORM values were negatively correlated with the spectral 
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S/N ratio. 

A few of the structure estimates are beyond the range of contents found 

in the reference protein set for individual elements (see Table 2); this occurs 

because the superposition vector x is implicitly unconstrained in system (7). 

Results of this type represent an extrapolation of reference data rather than 

an interpolation. The extrapolation arises in a few fits where the fraction of 

antiparallel ,8-sheet contents exceeds 0.65. 

Secondary structure perturbations are correlated with changes in the active 

fraction on a whole precipitate basis. Active fraction data were taken from 

Figure 7 of [2]. Figure 6 gives a plot of the active fraction as a function of t}1e 

,8-sheet content; quantities have been normalized by the corresponding native 

protein values. The active fraction of aCT incubated at pH 3.00 and assayed at 

its activity maximum at pH 7.9 is approximately 35% [2,33]. Precipitates with 

the greatest ,8-sheet levels had the lowest total active fractions. 

9.5.2 Active Site Tertiary Structure 

EPR spectra of TEMPO-4-OH and SL-aCT in solution are shown in Fig­

ure 7. In order to eliminate apparent spectral shifts due to variations in the 

microwave frequency from experiment to experiment, spectra are presented in 

terms of g-values 

g = 714.46v/B (10) 

where vis the microwave frequency in GHz and Bis the magnetic field strength 

in Gauss [34]. Rotational correlation times were computed via equation (8). re's 

were approximately 23 ps and 2.2 ns for solutions of free spin label and SL-aCT 

respectively. The re for SL-aCT is similar to that reported by Clark and Bailey 

[12]. The spectrum of TEMPO-4-OH is representative of the class of nitroxyl 
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radicals to which TEMP0-4-EPF belongs and indicates that SL-o:CT samples 

are not contaminated with residual free spin label from the labelling reaction. 

Since the Raman analysis gave evidence that structural perturbations were 

not a function of the amount of salt used to precipitate o:CT, only first cut 

SL-o:CT precipitates were examined with EPR. The irreversible inhibition of 

o:CT with the spin label did not appreciably affect the solubility behavior of the 

protein; SL-o:CT solubilities were well-represented by correlations obtained for 

o:CT [2]. 

Solid SL-o:CT precipitate samples produced rigid limit (re > 0.1 µs) EPR 

spectra. Figure 8 gives representative EPR spectra of iyophiiized SL-o:CT and 

Na2 S04 and KSCN-induced SL-o:CT precipitates. The spectra are virtually 

identical. Spin label motion is restricted to similar extents even though sec­

ondary structure content is altered. Strongly hindered spectra imply that the 

active site does not unfold during precipitation. EPR spectra are sensitive to un­

folding; spectra of SL-o:CT immobilized on CNBr-activated Sepharose 4B beads 

sharpened upon addition of a denaturant (n-propanol) [24] as did spectra of 

SL-o:CT treated with urea [6]. If the active site had unfolded on precipitation, 

spin label rotation would be less hindered, and the decreased correlation times 

would have resulted in sharper resonances. 

An examination of the separation of m1 = -1 and m1 = + 1 hyperfine 

resonances eliminated the possibility that the spin label is immobilized in dif­

ferent environments at the active site. The position of the outer hyperfine reso­

nances is indicative of the polarity of the spin label environment. Assuming the 

anisotropic hyperfine splitting tensor is axially symmetric, the separation of the 

extrema is quantified by 2A11 (see Figure 8). The average value of 2A11, com­

puted from first cut SL-o:CT precipitate spectra for all five salts studied and the 



- 77-

lyophilized SL-aCT spectrum, was 68.5 ± 0.4 G (mean ± S.D.). Precipitation 

does not appear to bring about any changes in the polarity of the active site 

environment. 

To probe for active site perturbations at slower time scales, the same first 

cut SL-aCT precipitate samples were analyzed via ST-EPR spectroscopy. ST­

EPR spectra of Na2 SO4 and KSCN induced precipitate samples are presented in 

Figure 9 along with a spectrum of lyophilized SL-aCT. The precipitate spectra 

for all the salts used were similar to that of the native, labelled enzyme. If 

the spin label was sampling altered active site environments in the precipitate 

samples, the resulting variation in spin-lattice relaxation times would affect the 

lineshape of the ST-EPR spectra [35,36]. 

The ST-EPR spectra are indicative of strongly hindered spin label motion. 

Analysis of spectral features with reference graphs from maleimide spin-labelled 

hemoglobin are consistent with re values in the millisecond regime [36]. If there 

are any perturbations of active site structure on precipitation, they are not 

resolvable in the slow motion limit of ST-EPR spectroscopy. 

9.5.9 Molecular Modelling 

The secondary and tertiary structure content information was combined 

in an effort to propose a plausible structure for aCT precipitate phases. The 

KSCN whole precipitates were selected for modelling work as they had the most 

perturbed conformations. The BIOGRAF molecular modelling system was used 

[37]. An analysis of the physical properties of the altered conformation may aid 

the understanding of the protein-associated parameters that are important in 

the precipitation process. 

Since aCT has 241 amino acids, and in view of the average structure frac-
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tions assigned to the KSCN whole precipitates (see Table 4, line 26) and the 

native protein (see Table 3, line 9), 22 residues assume the ,8-sheet conformation 

while 17 residues of helix are lost on the average relative to the native structure. 

Rounding errors gave fractions of secondary structure that sum to 1.02 for na­

tive o:CT; given the necessarily speculative nature of this modelling approach, 

only 5 residues of undefined structure were presumed lost in order to close the 

structure balance. The modelling procedure consisted of building these altered 

structure elements into the native protein using BIO GRAF. The resulting struc­

ture is proposed as a paradigm for the bulk average protein conformation found 

in whole precipitate. The crystal structure of Blevins and Tulinsky [5] was 

used as the starting point; the coordinates were obtained from the Brookhaven 

Protein Data Bank [38]. 

Strands of ,8-sheet were inserted into the protein structure at the expense 

of regions of undefined structure. The locations of additional ,8-sheet strands 

were selected using the following criteria: the target segment must have an ex­

tended structure initially, existing ,8-sheet and reversed turn elements remain 

undisturbed, the active site must retain its native conformation and the target 

segment must have ,8-sheet-forming potential based on the heuristics of Chou 

and Fasman [39]. The selected segments include Cys1-Pros, Valus-Ser12s and 

Asp128-Gly133, all of which are random coil in the native structure; the chy­

motrypsinogen A numbering system has been retained. A total of 22 residues 

were chosen. The amide bond dihedral angles cp and 'IV of these segments were 

set to -139° and +135° repectively [40]. 

The C-terminal helix, Ala2ss-Asn245 , was converted to random coil. The 

dihedral angles cp and 'IV of the helix were arbitrarily bounded and initial angles 

were assigned to each residue using random numbers between O and 1 to inter-
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polate between the bounds [41]. The bounds were set using the Ramachandran 

diagram of aCT in the neighborhood of the allowed values for right-handed 

a-helix [3]; the limits were -120° :=:; ~ :=:; -30° and -70° :=:; w :=:; -25°. 

In the altered structure, there was no conversion of a-helix directly to {3-

sheet. Random coil segments were consumed to form {3-sheets and produced by 

the disruption of the C-terminal helix. The helix and sheet forming potentials of 

the primary structure [39] of the C-terminal helix imply amphomorphic charac­

ter [42]. However, since {3-sheets are greatly extended structures when compared 

to helices with the same number of residues, transforming the C-terminal he­

lix to a ,8-sheet results in a radically aitered structure. This option was iess 

favorable energetically in the minimizations described below. This does not pre­

clude the unexplored possibility that a portion of the C-terminal helix acquires 

{3-sheet character. The internal helix extending from Asn161 to lle116 was not 

considered because of the topological requirements of this transition. 

The modified structure was constructed in two steps. The first consisted 

of excising the target segment and altering the dihedral angles as determined 

above. The altered segment was then docked and new amide bonds were made. 

For the {3-sheet segments, the extended structure necessitated the formation of 

non-planar, lengthened amide bonds. The altered structure was subjected to a 

constrained energy optimization to arrive at more reasonable amide bonds at 

the ends of the altered segments and to remove any unfavorable side chain inter­

actions introduced in the second step. The optimization was initiated with 100 

steps of energy minimization. The resulting structure was allowed to transcend 

local energy minima by running straight dynamics at 300 K for 10.0 ps with time 

steps of 0.002 ps. The optimization was concluded with another 100 steps of 

energy minimization to regularize any bonds that may have been lengthened in 
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the dynamics run. All the optimization procedures employed the Dreiding force 

field [37] and held the pre-existing strands of ,8-sheet and residues at the active 

site fixed in space. The torsional angles 4> and W of the altered segments were 

constrained so that the optimization procedure would not corrupt the desired 

conformation. Dihedral angle torsions corresponding to the new ,8-sheet seg­

ments were assigned a force constant of 100 kcal/mol and those relating to the 

randomized C-terminal segment were assigned a force constant of 10 kcal/mol; 

the default value of the force constants for the remaining dihedral angle torsions 

was 20 kcal/mol. Thus the new ,8-segments were ridgidly constrained while the 

ne,v random coil residues were allowed a somewhat greater freedom to relax 

from the initial assignments. 

The a-carbon backbone of the native protein structure is given in Figure 

10. Residues belonging to anti-parallel ,8-sheet, a-helix and active site structures 

have been highlighted. The ,8-sheet segments form two ,8-barrel structures with 

approximately orthogonal axes of revolution. A similar rendering of the altered, 

optimized aCT molecule is given in Figure 11. It is noteworthy that the three 

,8-strands constructed based on the heuristics summarized above are located in 

a cluster on the surface opposite the active site. 

Protein physical properties thought relevent to the salting-out process in­

clude the hydrophobic surface area and the dipole moment [28]. These properties 

were computed for the modified molecule and compared to those found for the 

native enzyme. The hydrophobic surface area was computed with BIOGRAF 

using a probe radius of 1.4 A (the van der Waals radius of water). The dipole 

moment was calculated as in [2]. The results are compiled in Table 5. The hy­

dophobic surface area of the modified structure was 26% larger than that of the 

native protein; the dipole moment decreased by 22%. Using the Melander and 
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Horvath [28] approach, the modified structure gives a salting-out constant that 

is about 33% greater than that predicted for the native protein. However, this 

new value is still less than the experimentally determined salting-out constant. 

3.6 Discussion 

The structure of salt-induced aCT precipitates is dictated by the particular 

salt employed. The salt cut, or the salt concentration used to produce a given 

amount of protein precipitate, does not appear to impact the conformation of 

aCT precipitates. Precipitate secondary structure assignments were invariant 

to the salt cut. This corroborates results obtained in solubility-activity studies; 

the fraction of aCT precipitate that recovered activity upon redissolution was 

essentially independent of the amount of salt used for a given salt [2]. 

aCT has been shown to be a salt-dependent equilibrium mixture of active 

and inactive conformers in solution [43-45]. Cuppet et al. [44] found increased 

a-helix content in aCT as KCl concentrations increased from 0.0 to 0.5 M. 

However, Raman spectra of aCT precipitates exhibited no coherent trends as 

a function of salt cut for a given salt. Precipitates induced by KSCN, KBr 

and NaBr, the more denaturing salts, had reduced helix contents. The protein 

conformational perturbations associated with precipitation may dominate those 

observed in dilute salt solution. 

The secondary structure fits indicate that aCT precipitation involves the 

formation of additional ,B-sheet structures. These results are similar to those 

obtained from Raman, infrared and circular dichroism spectroscopic studies of 

other protein aggregates. Lysozyme gels formed in methanol and ethanol were 

found to have increased ,8-sheet contents and decreased a-helix contents [46]. 

This increase in ,B-sheet structure in lysozyme was attributed to intermolecu-
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lar rather than intramolecular strand interactions. Thermally induced globular 

protein gels of aCT, bovine serum albumin, insulin, glucagon and ,B-lactoglobin 

were also found to have increased sheet and decreased helix contents [47]. The 

agreement of these observations with those reported here lends credibility to 

the use of aCT as a representative globular protein. The formation of ,B-sheet 

strands may be a fundamental phenomenon in self-associating protein systems. 

It is possible that the augmented ,B-sheet content in aCT precipitates is due 

to intermolecular strand associations [46,47]. Some of the fitted structures had 

increased parallel rather than antiparallel ,B-sheet contents; this may depend on 

the orientation of the individual protein molecules in the quaternary structure of 

the precipitate. Alternatively, the similarity of the structural reference spectra 

for pure antiparallel and pure parallel ,B-sheet in the matrix AF+ (see equation 

7) [10] may render the distinction between the two structures somewhat artifi­

cial [48]. For the reference set used in this work (13 proteins from Table 5 of 

[11], excluding avidin, fd phage and the helical form of poly-L-lysine), the con­

dition number of AF+ was approximately 22.2 and the smallest singular value 

was about 0.0303. Thus, AF+ is relatively well-conditioned and computations 

should be numerically stable. However, there exists some degree of degeneracy 

between the columns of AF+ representing antiparallel and parallel ,B-sheet; the 

dot product of the corresponding normalized column vectors is about 0.911. The 

distinction between the two structure types may be further trivialized by the 

lower S/N ratios associated with some of the precipitate spectra. 

The total ,B-sheet content appears to be invariant to salt cut for a given 

salt type. Insoluble KSCN-induced precipitate samples had the highest ,B-sheet 

contents. The extent of these structures determines the solubility of the precip­

itate. Chaotropic agents such as 6 M guanidine·HCl or 8 M urea are needed to 
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disrupt these precipitates [2]. The intermolecular H-bonds formed by interacting 

,8-sheet _strands stabilize protein-protein interactions in precipitate aggregates. 

Since recovered activities remained essentially constant at the native pro­

tein values [2], protein in the precipitate phase may be inactivated sterically 

by physical association with the aggregate. The correlation of secondary struc­

ture content with the inactive precipitate fraction suggests that salts may have 

two distinct modes of interaction. Salts may be either chaotropic or structure­

stabilizing. 

o:CT precipitation does not result in a gross unfolding event at the active 

site. EPR and ST-EPR spectra of protein precipitates induced by Na2 SO4 , 

NaCl, NaBr, KBr and KSCN were nearly identical; the active site spin label 

was hindered rotationally in environments of similar polarity in all precipitate 

samples. At acidic pHs, o:CT dimerizes in the presence of salts [49-51]. Dimer­

ization may be the first step in the aggregation process [52]. The active site 

region forms the interface between the molecules of dimeric o:CT in crystals 

formed from the native enzyme at low pH [4,5]. Since dimerization only occurs 

for the active form [43], the active site may be protected from conformational 

change. This may account for the generally complete recovery of original activity 

observed in the soluble precipitate fractions [2]. 

Physical properties calculated for a hypothetical precipitate phase monomer 

may be used to characterize the nature of the discrepancy between the theoretical 

and experimental performace of salts in a salting-out process. Using the values 

of the hydrophobic surface area and the dipole moment calculated for the native 

and altered o:CT structures, salting-out constants for KSCN were computed and 

compared with the experimental value [2] (see Table 5). Although the changes 

in the physical properties gave a salting-out constant closer to the experimental 
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value, the magnitudes were not large enough to account for the discrepancy. 

The arbitrary structural changes introduced into the native structure may not 

reflect the actual extent of the perturbations and/or an additional salt-protein 

interaction has not been accounted for in the theory [2]. 

A general mechanism for the salt-induced precipitation and precipitate re­

dissolution behavior of globular proteins is proposed in Figure 12; the mechanism 

is based on the spectral data and solubility-activity data [2] collected for o:CT. 

The relative magnitudes of the associated rate and equilibrium constants for 

different conditions are also given. J./ refers to the native solution conformation 

of the protein. R.D and J [) represent a iumping of distinguishabie reversibiy 

and irreversibly denatured solution conformations, respectively. A subscript p 

indicates the corresponding precipitate phase. Horizontal reactions represent 

conformational changes and are a function of the salt type or u only. If o:CT 

is representative of globular proteins, ,8-sheet content increases with a concomi­

tant decrease in o:-helix content proceeding from left to right. Vertical reactions 

involve phase changes accompanying aggregation and redissolution and depend 

on the protein supersaturation. The supersaturation is determined by the salt 

type, salt cut and protein concentration. This mechanism is similar to that 

proposed for the alcohol-induced precipitation of catalase [53]. 

As indicated in Figure 12, the rate and equilibrium constants are inherently 

dependent on the type and strength of the electrolyte solution; this dependence 

eliminates the apparent net flux to the insoluble, irreversibly denatured precip­

itate phase J D~nsol. Under precipitating conditions, the redissolution rates are 

negligible resulting in large phase equilibrium constants (Km)· Further, owing 

to the size and presumed heterogeneous nature of the precipitate particles, only 

a fraction of the precipitate remains in communication with the bulk solution. 
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The phase equilibria are valid only at the particle-solution interface. Irreversible 

denaturation is significant only when chaotropic salts are employed. During re­

dissolution, the phase equilibria shift to favor solubilization and the driving force 

for denaturation is removed. 

Solubility and activity measurements on aCT precipitates indicated that 

a portion of the soluble precipitate was not able to recover activity and that 

for the more denaturing salts, insoluble precipitates were formed [2]. In KSCN­

induced precipitates, for example, soluble and insoluble, irreversibly denatured 

protein coexisted with soluble protein that recovered full activity. Spectral data 

indicated that conformational change accompanies precipitation. How far pro-

tein proceeds horizontally in the scheme depicted in Figure 12 depends on the 

interaction of the particular salt with the protein. The aggregation rate may be 

conformation-dependent; the conformation may affect the number of possible 

intermolecular interaction sites. If the ,8-sheet interactions are involved in stabi­

lizing aggregates, the extent of sheet formation will affect the aggregation rate. 

The coexistence of many different states of protein in precipitate implies that 

the rate of conformational change may be comparable to that of aggregation. 
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3.9 Tables 

Table 1 Salt Cuts and o:CT Solubility Rangesa 

salt cut o:CT solubility percent o:CT 

change precipitated 

(mg/mL) 

1 10 - 8 20 

2 8 - 6 40 

3 6 - 4 60 

4 4 - 2 80 
5b 2 - 0.5 95 

a The salt cuts taken were the same as in [2]. 
b The last cut taken depends on salt saturation and salting-out constant 

values. 

Table 2. Salt Molal Surface Tension Incrementsa 

Salt u 

(x103 dyn • g/cm · mol) 

KSCN 0.45 

KBr 1.31 

NaBr 1.32 

NaCl 1.64 

Na2S04 2.73 

a Obtained from Melander and Horvath [28]. 
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Table 3. RSAP Control Analyses 

Samplea Analysisb Types of secondary structurec 

mm 

max 

LZM 

ELS 

TPN 

aCT 

lyo aCT 
+lcm-1 

-1cm- 1 

RSAP 

RSAP 

RSAP 

RSAP 
x-rayf 

RSAP 
x-rayg 

RSAPh 

x-rayi 

RSAPh 

RSAPh 

RSAP 

0 2 0 0 8 7 2 0 16 

62 29 65 24 22 17 85 65 34 

8 23 38 0 21 10 31 38 31 0.038 

24 22 19 0 22 13 46 19 35 

0 10 57 0 

6 9 46 0 

0 11 58 0 

4 9 55 0 

0 

2 

0 

0 

0 

13 58 0 

12 50 0 

15 56 0 

13 60 0 

14 55 0 

28 5 10 57 33 0.030 

26 13 15 46 39 

20 11 11 58 31 0.037 

24 8 13 55 32 

15 16 13 58 31 0.040 

17 19 14 50 36 

17 14 15 56 31 0.034 

12 17 13 60 29 0.045 

16 15 14 55 31 0.037 

a Sample abbreviations: min/max, bounds of structure space spanned by 

reference protein set; LZM, lysozyme; ELS, elastase; TPN, trypsin; lyo 

aCT , lyophilized aCT; + 1 cm- 1 and -1 cm- 1 , shifted aCT spectra. 

b X-ray analysis refers to structure assignments based on the crystal structure 

and the method of Levitt and Greer [29]. 

c Structure types: H0 , ordered helix; Hd, disordered helix; Sa, antiparallel 

,8-sheet; Sp, parallel ,8-sheet; T, reverse turn; R, random coil; HT, total 

helix; ST, total sheet; U, undefined structure (U = T + R); all expressed as 

a percent of total structure. 

d RN ORM is the Euclidean norm of the residual vector as defined in equation 

(9). 
e Structure assignment from Williams [11]. 

f Crystal structure from Sawyer et al. [30]. 

g Crystal structure from Kreiger et al. [31]. 

h Rounding error gives sum of fractions exceeding 100% . 

Crystal structure from Birktoft and Blow [3]. 
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Table 4. RSAP Analysis of a:CT Precipitate Samples3 

Sample Cut Types of secondary structurec RNORM 

Ho Hd Sa Sp T R HT ST u 
Na2S04 1 0 10 58 0 22 10 10 58 32 0.033 
NaCl 1 0 9 61 0 20 10 9 61 30 0.039 

2 0 10 59 0 19 12 10 59 31 0.034 
3b 0 16 56 0 17 14 16 56 31 0.033 
4b 0 16 58 0 18 12 16 58 30 0.039 
avg 0 13 59 0 19 12 13 59 31 

±4 ±2 ±1 ±2 ±4 ±2 ±1 
NaBr 1 0 8 65 0 10 17 8 65 27 0.052 
NaBr 4 0 5 56 10 19 10 5 66 29 0.036 
(ins) 5 0 10 56 7 18 9 10 63 27 0.036 

avg 0 8 56 9 19 10 8 65 28 
±4 ±0 ±2 ±1 ±1 ±4 ±2 ±1 

KBr 1 0 4 68 0 17 11 4 68 28 0.056 
2 0 0 48 22 17 13 0 69 31 0.084 
3 0 9 64 0 12 15 9 64 27 0.048 
4 3 4 66 0 13 14 7 66 27 0.044 
avg 1 4 62 6 15 13 5 67 28 

±2 ±4 ±9 ±11 ±3 ±2 ±4 ±2 ±2 
KBr 1 0 6 60 6 18 10 6 66 28 0.034 
(ins) 2 0 6 61 4 18 11 6 65 29 0.042 

3 0 6 70 0 15 9 6 70 24 0.040 
4 0 0 70 4 14 12 0 74 26 0.042 
avg 0 5 65 4 16 11 5 69 27 

±3 ±6 ±3 ±2 ±1 ±3 ±4 ±2 
KSCN 1 0 10 60 5 15 10 10 65 25 0.033 

2 0 4 60 9 22 5 4 69 27 0.028 
3 0 6 60 6 20 8 6 66 28 0.031 
4 0 5 61 7 19 8 5 68 27 0.033 
5 0 5 55 11 21 8 5 66 29 0.037 
avg 0 6 59 8 19 8 6 67 27 

±2 ±2 ±2 ±3 ±2 ±2 ±2 ±2 
KSCN 1 0 0 74 1 18 7 0 75 25 0.034 
(ins) 2 0 3 54 22 17 4 3 76 21 0.035 

3 0 3 71 0 16 10 3 71 26 0.039 
4b 0 5 72 0 14 11 5 72 22 0.036 
5 0 8 60 10 14 8 8 70 22 0.033 
avg 0 4 66 7 16 8 4 73 24 

±3 ±9 ±7 ±2 ±3 ±3 ±3 ±2 

a Abbreviations are as defined in Table 3. 
b Rounding error gives sum of structure fractions exceeding 100% . 
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Table 5. Calculated Physical Properties for Native and Altered aCT Structures 

Structure 

native 
modifiedd 

hydrophobic 
surf ace area a 

(A2) 

2470 

3100 

a Calculated via BIOGRAF [37]. 

b Computed as in [2]. 

Dipole 
momentb 

(Debye) 

223 

174 

c The experimental value is 6.83 m- 1 [2]. 

Salting-out 
constant 0 

(m-1) 

2.33 

3.11 

d The model for KSCN whole precipitate was used as the modified structure. 
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3.10 Figures 

Figure 1 Raman amide I band spectrum of native o:CT. The solid line is the 

original spectrum. The dotted lines represent the individual fitted 

peaks for subtraction and the sum of the fitted peaks described in 

equation ( 1). 

Figure 2 Chemical structure of 1-oxyl-2,2,6,6-tetramethyl-4-piperidinyl 

ethoxyphosphorofluoridate (TEMP0-4-EPF) shown attached to 

the hydroxyl moeity of Serrns at the o:CT active site. 

Figure 3 Solid phase Raman amide I band control spectra; (a) lysozyme, (b) 

trypsin and (c) elastase. Both the raw (solid line) and subtracted 

(dotted line) spectra are shown. 

Figure 4 Subtracted Raman amide I band spectra of first cut o:CT precip­

itate samples. 

Figure 5 The total a-helix (HT) and total ,8-sheet (ST) structure content 

fractions of solid o:CT precipitate samples as a function of the 

molal surface tension increment of the inducing salt (see Table 4). 

Open and filled symbols represent whole precipitate samples and 

the corresponding insoluble portions respectively. Dashed lines 

give the native protein structure fits (see Table 3). The salts in 

order of increasing a-values are: KSCN, KBr, NaBr, NaCl and 

Na2 S04 • Error bars represent ± S.D. of the mean; error bars for 

NaBr and Na2 S04 whole precipitates were estimated to be± 0.03 

structure % . 
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Figure 6 Correlation of whole precipitate active fraction with the change in 

total ,B-sheet content for the salts used. Quantities are normalized 

by native aCT values. The active fraction of native aCT after 

incubation at pH 3.00 was 0.35± 0.02 [2]. Symbols: *, KSCN; ■, 

KBr; e, NaBr; ♦, NaCl; .&, Na2S04 • Error bars denote ± S.D. 

of the mean. 

Figure 7 Conventional EPR spectra of free TEMP0-4-0H (top) and SL­

aCT (bottom) in solution. Each spectrum represents a scan of 

100 G. 

Figure 8 Conventional EPR spectra of SL-aCT, and KSCN and Na2 S04 

induced SL-aCT precipitate. All samples were solid phase. 2A11 

denotes the separation of the outer hyperfine resonances. Each 

spectrum represents a scan of 100 G. 

Figure 9 ST-EPR spectra of SL-aCT, and KSCN and Na2 S04 induced SL­

aCT precipitate. Spectra were manually digitized and appear 

smoother than the original data. Each spectrum represents a scan 

of 100 G. 

Figure 10 ca backbone of native aCT. Dashed lines represent segments of 

ordered secondary structure, i.e. a-helix and ,B-sheet. Reverse 

turns and unordered segments are shown as dotted lines. The N 

and C termini are labelled as is every tenth residue. Note that two 

orthogonal ,B-barrels each composed of five strands of antiparallel 

,B-sheet form the dominant ordered structural motif. In this view, 
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the axis of the /3-barrel on the left half of the diagram runs from top 

to bottom and that of the ,8-barrel on the right is perpendicular 

to the plane of the page. Also visible are the two helical segments; 

the C-terminal helix is located at the bottom of the figure and an 

internal helical segment from Asn167 to Ile176 [5] is shown on the 

lower left side. The active site is located at the back side of the 

diagram. 

Figure 11 ca backbone of modified o:CT. The solid lines represent segments 

of tl1e backbone that have been altered to rrtlmic the secondary 

structure content of the KSCN-induced whole precipitate. The 

labels and dashed and dotted lines correspond to those in Figure 

10. Three strands of ,8-sheet have been added and the C-terminal 

helix has been disrupted. Note that this orientation is rotated a 

few degrees towards the top of the page with respect to Figure 10. 

Figure 12 Proposed precipitation mechanism. J./, RD and ID represent na­

tive, reversibly denatured and irreversibly denatured solution con­

formations respectively. A subscript p denotes the corresponding 

precipitate phase. The relative magnitudes of the associated rate 

and equilibrium constants as a function of the solution conditions 

are also given. 
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Figure 1 Raman amide I band spectrum of native aCT 
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Figure 2 Chemical structure of active site spin label 
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Figure 3 Raman amide I band spectra of control proteins 
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Figure 4 Subtracted Raman amide I band spectra of precipitate samples 
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Figure 5 a-helix and ,8-sheet contents of precipitate samples as a function 

of salt type 
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Figure 6 Correlation of whole precipitate active fraction with change in /3-

sheet 
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Figure 1 EPR spectra of free spin label and spin-labelled aCT 
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Figure 8 EPR spectra of spin-labelled aCT precipitates 
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Figure 9 ST-EPR spectra of spin-labelled o:CT precipitates 
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Figure 10 ca backbone of native aCT 
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Figure 11 ca backbone of model KSCN-induced a:CT precipitate 
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Figure 12 Proposed precipitation mechanism 
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Chapter 4 

Secondary Structure Perturbations In 

Salt-Induced Protein Precipitates 

The material contained in this chapter has been prepared 

for submission to the Journal of Biological Chemistry 
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4.1 Abstract 

The secondary structure implications of precipitation induced by a 

chaotropic salt, KSCN, and a structure stabilizing salt, Na2S04 , were studied 

for twelve different proteins. a-helix and ,B-sheet content of precipitate and na­

tive structures were estimated from the analysis of amide I band Raman spectra. 

A statistical analysis of the estimated perturbations in the secondary structure 

contents indicated that the most significant event is the formation of ,B-sheet 

structures with a concomitant loss of a-helix on precipitation with KSCN. The 

effects of elements of primary, secondary, and tertiary structure existing in the 

native protein on the conformational changes for each protein were also ana­

lyzed. In the native protein, primary structure was quantified by the fractions 

of hydrophobic and charged amino acids, secondary structure by x-ray estimates 

of a-helix and ,B-sheet contents, and tertiary structure by the dipole moment 

and solvent-accessible surface area. For the KSCN precipitates, native protein 

attributes affecting ,B-sheet content in the corresponding precipitates included 

the fraction of charged amino acids in the primary sequence and the surface 

area. Changes in a-helix content in the precipitates were influenced by the ini­

tial helical content and the dipole moment of the native proteins. The enhanced 

,B-sheet contents of precipitates found in this work parallel protein structural 

changes occurring in other aggregative phenomena. 
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4.2 Introduction 

Salt-induced protein precipitation is a widely used primary isolation tech­

nique in the bioprocess industry. However, high salt environments are poten­

tially denaturing and may diminish active protein yields. Perturbations in pro­

tein structure occuring during precipitation may also be representative of those 

accompanying aggregative phenomena in general; yet, it is not certain whether 

these perturbations are the cause or the effect of self-association events. In order 

to design precipitation operations for active protein recovery rationally, an un-

derstanding of the structural consequences, at the molecular level, of variatiorJ.S 

in process parameters is crucial. 

In this work, the structural implications of precipitation have been investi­

gated for a variety of proteins to determine if correlations exist with elements 

of native protein structure. A set of twelve proteins including a-chymotrypsin, 

trypsin, alcohol dehydrogenase, subtilisin, superoxide dismutase, immunoglobu­

lin G, hexokinase, adenylate kinase, lysozyme, concanavalin A, ribonuclease A, 

and cytochrome C were studied. This set of proteins contains members of the 

serine protease, dehydrogenase, kinase, and immunoglobulin homologous struc­

ture groups. Conformational changes induced by precipitation were analyzed for 

correlations with elements of primary, secondary, and tertiary structure. The 

relative importance of the different levels of organization on protein behavior 

during precipitations was assessed on this basis. The salts used include Na2 S04 , 

a structure preserving salt, and KSCN, a chaotropic salt. 

Previous work with a-chymotrypsin indicated that as the inducing salt be­

comes more denaturing, the ,B-sheet contents of the associated precipitates in­

creased relative to the native contents [1]. Other investigators have reported 

,B-sheet augmentation in a number of different aggregating protein and peptide 
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systems [2-12]. The generality of this phenomena is explored in this study. 

Secondary structure content was estimated from amide I band Raman spec­

tra. The fractions of ordered and disordered a-helix, parallel and antiparallel 

,8-sheet, ,8-reverse turn, and random coil structures were assigned via an analysis 

routine [1] based on the algorithms and reference data of Williams [13]. Esti­

mates of the secondary structure contents of precipitates were considered relative 

to the estimated values for the corresponding lyophilized protein samples. 

4.3 Materials and Methods 

,1.9.1 Materials 

The proteins used in this study were obtained from Sigma. Table 1 lists 

the proteins, grouped according to common structural motifs, with the corre­

sponding Enzyme Commision number (where appropriate), acronym, source and 

nature of preparation. All the proteins, except ribonuclease A and cytochrome 

C, were obtained as lyophilized prepartions. Ribonuclease A and cytochrome C 

were lyophilized from 10 mg mL- 1 solutions before use. Na2SO 4 , KSCN, and all 

buffer solution components were analytical reagent grade. Distilled, deionized 

water processed by a Corning Mega-Pure system was used throughout. 

,I. 3.2 Preparation of Precipitate Samples 

Precipitates were generated at 25°C from 10 mg mL - 1 protein stock so­

lutions in 50 mM glycine buffer adjusted to pH 3.00 with aq. HCl. Sufficient 

salt was added to 1 mL portions of stock solution to bring concentrations to 

2.0 m and 1.8 m for KSCN and Na2SO4 , respectively. Details of the precip­

itate work-up protocol are described elsewhere [14]. Supernatant was with­

drawn and discarded following centrifugation and the precipitate pellets were 
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lyophilized. Ribonuclease A was not precipitated by KSCN under these condi­

tions; the KSCN-ribonuclease A solution was lyophilized. The lyophilized pellets 

were broken up and packed into Kimax melting point tubes for spectroscopic 

analysis. 

4. 9. 9 Raman Spectroscopy 

Spectroscopic work was performed in a similar fashion to Przybycien and 

Bailey [1]. All spectra were obtained with a SPEX 1401 double monochromator 

with an 1800 line/mm grating and a Products For Rea.search cooled photomulti­

plier tube. A Coherent Innova 90 Ar+ iaser served as the excitation source. Data 

acquisition and control was performed with a SPEX DM3000R AT-compatible 

microcomputer running the DM3000 software package. 

Precipitate spectra were collected in the backscattering mode; samples were 

maintained at 10°C via a thermostatted sample stage. The amide I band was 

scanned from 1500 to 1800 cm- 1 at intervals of 1 cm- 1 • The integration time 

was 2 s / cm - l. Entrance and exit slits were set at 450 µ,m and the stray light 

slit at 900 µ,m for a resolution of 6 cm- 1 at 20492 cm - 1 • The 488 nm line 

of the Ar+ laser was used with powers ranging from 25 to 100 mW at the 

sample. Reasonable signal-to-noise, S /N, ratios were obtained within 3 to 20 

scans. Obtaining signals for some of the samples was extremely difficult; since 

spectra are collected via surface scattering, the precipitate morphology is an 

important factor in determining signal intensity. Samples spent a maximum of 

four hours in the beam and were visually inspected for damage after use. 

The spectral data were analyzed with the Raman Spectral Analysis Package 

(RSAP) desribed elsewhere [1]; RSAP implements the smoothing, subtraction, 

normalization, and structure estimation algorithms described by Williams [13]. 
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RSAP provides estimates of the ordered and disordered a-helix, parallel and 

antiparallel ,B-sheet, /3-reverse turn, and random coil contents via a constrained 

superposition of reference data from proteins with known structures. There was 

no evidence of glycine peaks in the protein spectra. 

4.4 Results 

The RSAP secondary structure estimates of KSCN and Na2 S04-induced 

precipitates and the corresponding native proteins are given in Table 2. It 

was not possible to obtain a Raman signal for Na2 S04 precipitates of every 

sample. In view of recent work concerning the spectral similarities of parallel and 

antiparallel ,B-sheet[15,16], the assignment of the six individual structure types 

may be somewhat artificial. The ordered and disordered a-helix, parallel and 

antiparallel ,B-sheet, and the ,B-reverse turn and random coil estimates have been 

combined into total helical, HT, total sheet, ST, and undefined, U, fractions, 

respectively. The x-ray structure assignments were taken from Williams [13j 

and Levitt and Greer [17] and are listed in Table 2. The total structure class 

fractions for the native proteins agree more closely with the x-ray assignments 

than the individual structure estimates and are used for comparative purposes 

below. The RNORM values in Table 2 values represent the Euclidean norm 

of the residual fitted structure vectors and give an indication of the ability of 

the reference protein set to describe the experimental structure [13,14]. Some 

spectra were of marginal quality, as reflected in the low S /N ratios; these spectra 

typically had extremely high fluorescence background levels and in most cases 

corresponded with precipitate samples. 

Although the native protein ST values tend to overestimate the /3-sheet con­

tents determined from the x-ray structures, almost all of the precipitate samples 
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had larger ST values. o:-helix contents in the native proteins were generally un­

derestimated and corresponding precipitate HT estimates were typically smaller. 

It may be inferred that {J-sheet formation consumes segments of a-helix. The re­

lationship between precipitation-induced conformational perturbations and the 

initial structure content of the protein is not clear; changes in proteins with 

similar secondary structures such as o:-chymotrypsin and trypsin, subtilisin and 

alcohol dehydrogenase, and superoxide dismutase and immunoglobulin G were 

generally in the same direction, but of different magnitudes (see Table 4). 

A series of statistical analyses were performed on the RSAP estimates to 

determine the significance of the results in the face of variations in spectral qual-

ity and fitting ability. The estimated conformational changes on precipitation 

were also compared with elements of primary, secondary, and tertiary structure 

existing in the native state in an effort to determine what protein properties con­

trol salting-out behavior. These analyses rely on parametric significance tests 

for small samples based on Student's t-distribution [18]. 

To assess whether or not the structure fits were correlated with spectral 

quality or the structure space spanned by the reference protein set, the hypoth­

esis that the HT and ST values for all the samples were uncorrelated with the 

S/N and RNORM values, 'Jl0 (pxy = 0), where PXY is the correlation coefficient 

of the populations X and Y, was tested. The results of the test are given in 

Table 3. The subdiagonal entries in the matrix are the computed sample corre­

lation coefficients, rxy, between the row and column variables, X and Y, with 

the number of samples, n, noted in parentheses below. rxy is computed via [18] 

(1) 

where xi and Yi are the individual variable values and x and fj are the sample 
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means of the variable values. For PXY = 0, the statistic t 0 , given by [18] 

rxy c--;:; 
t 0 = . I 2 y n - 2, 

V 1- Txy 
{2) 

has the Student's t-distribution with n-2 degrees of freedom. The superdiagonal 

entries in Table 3 are the corresponding probabilities, P(ltl > t 0 ), of committing 

an error of the first kind by rejecting the assumption )10 that the variables are 

uncorrelated; these values are conservative estimates from tabulated values of 

P(ltl ~ t) for the Student's t-distribution [18]. 

)10 cannot be rejected for the total helix fits HT and the spectral S/N ratio 

or the total sheet fits ST and the S /N ratio. The spectral quality does not 

appear to affect the outcome of the RSAP analysis; although the acceptance 

of )10 does not necessarily imply that )/0 is correct, the small values of the 

corresponding sample correlation coefficients lend considerable support to this 

assumption. At the 1% significance level, )10 can be rejected for the variation 

of both structure fits with RNORM and with each other, implying that these 

quantities are correlated. The structure estimates are somewhat limited by the 

span of the reference set. HT and ST are strongly inversely correlated, samples 

with large ST estimates tend to have small HT estimates. 

The next logical step is to determine if the stucture fits are adequate. The 

significance of the deviations of the fitted structure values for the lyophilized 

samples from the x-ray values was estimated by testing the hypotheses )l0 (D = 

0) where fJ is the mean deviation. At the 5% significance level, ')/0 can be 

rejected for both the a-helix and the ,B-sheet fits. Thus, there is a significant de­

viation between the RSAP estimates and the x-ray values. This is not surprising 

recalling the correlation found between the structure estimates and RNORM. 

To validate the RSAP results, the consistency of this fitting error was examined; 
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the hypothesis Jf 0( di = D) where di is the deviation of an individual lyophilized 

sample structure estimate from the x-ray value was tested. )/0 cannot be rejected 

at the 60% significance level for HT and at greater than the 80% level for ST, 

implying that the deviation is consistant. Assuming ){0 , the structural changes 

estimated for precipitate samples are meaningful when considered relative to the 

native sample estimates; the relatively constant fitting deviation is eliminated 

via subtraction. 

We have argued that the spectral quality does not introduce artifacts in 

the RSAP estimates and that considering precipitate structure relative to the 

lyophilized stucture eliminates the systematic errors in the RSAP analysis. The 

estimated structural perturbations imposed by precipitation with Na2SO4 and 

KSCN were analyzed to determine if these changes were statistically meaning­

ful; since ribonuclease A was not precipitated by KSCN, it was eliminated from 

consideration. The hypothesis Jf0 (D' = 0) was tested where D' is the average 

deviation between HT or ST for precipitates and the corresponding lyophilized 

samples. At the 1 % significance level, Jf O could be rejected for both the {3-

sheet increases and the a-helix decreases found with the KSCN precipitates. 

The structural changes found for the Na2SO4 precipitates are of questionable 

significance; )/0 cannot be rejected at the 80% significance level. This is com­

mensurate with the characterization of KSCN as a chaotropic salt and N a2SO4 

as a structure preserving salt. 

Given that the protein conformational changes induced by KSCN are sig­

nificant and those by Na2SO4 are uncertain, an analysis of the changes as a 

function of the physical properties of the particular proteins was performed. 

Primary structure effects have been quantified by the fraction of hydrophobic 

residues, fhyd, and the fraction of charged residues, fchgi fhyd has been used 
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with some success in the correlation of the relative hydrophobicity of proteins 

[19] and /chg has been found to be inversely related to the hydophobic surface 

area of proteins [20]. The secondary structure contents determined by x-ray 

crystallography, STx and HTx, have been used to estimate native structure con­

tributions to high salt behavior. Melander and Horvath [20] have identified the 

protein dipole moment, µ, and the hydrophobic surface area, ~, as the protein 

physical properties relevant to salting-out; these properties are determined by 

the tertiary structure of the protein. Estimates ofµ [21] and of the solvent ac­

cessible surface area, A.,, [22,23] for the protein set have been used to quantify 

the role of tertiary structure; Miller and coworkers [22] have found that ~ is a 

nearly constant fraction of A., for a set of 37 different proteins. The values for 

t!t,.ST and ll,.HT, where 

(3) 

and 

(4) 

for preciptates from both salts are presented with a compilation of /hyd, !chg, 

STx, HTx, µ, and A., in Table 4. 

To determine if relationships exist between the structural changes and the 

structural properties listed above, the hypothesis Jl0 (pxy = 0) was tested for 

each of the possible parameter pairs. The sample correlation coefficient, rxy, 

defined in equation (1) was computed along with the probability P(ltl ~ to) and 

is presented in Table 5. For the KSCN precipitates (excluding ribonuclease A), 

ll,.HT is found to be negatively correlated with t!t,.ST, HTx, and µ; Jl0 can be 

rejected at the 10% confidence level. At the same level, t!t,.ST is correlated with 

/chg and A.,. The strong negative correlation between the change in ,B-sheet 
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content and the change in a-helix content supports the earlier conjecture that 

,8-sheet -formation occurs at the expense of existing a-helix structures during 

precipitation by a chaotrope. The ,8-sheet structures formed are thought to be 

of an intermolecular nature [4,5]. The negative correlation between change in 

a-helix content and intial a-helix content suggests that helices are not equally 

susceptible to disruption. The relationship between !1HT and µ may be at­

tributed to the fact that helices may have significant dipole moments [24]. The 

strong dependence of the ,8-sheet increase on the charged group frequency is 

somewhat surprising. A possible explanation for this may be the inverse re­

lationship found between the charged group frequency and the hydrophobic 

surface area [20]; if aggregation in precipitation events requires the interaction 

of hydrophobic patches, then those proteins with smaller hydrophobic surface 

areas, and consequently, greater charged group frequencies, will be obliged to 

undergo more extensive changes to fulfill the surface area needs. In Table 5, 

there is a slight negative correlation between /chg and A.,. 

At the 10% significance level, )/0 may be rejected for the change in a­

helix content with 11ST and HTx for the Na2S04 precipitates; recall that the 

significance of the changes for these samples is not clear and that the number 

of samples is smaller. The correlation between !1HT and 11ST for Na2S04 -

induced precipitates is weaker than that for KSCN. The relationship between 

!1HT and HTx is the opposite of that found for the KSCN precipitates. 

With the exception of the correlation between the change in a-helix and 

the initial helical content, the correlations of the structure changes with the 

structural properties considered here differ only in magnitude for KSCN and 

Na2S04 • Other than the inverse relationship between the changes in helix and 

sheet contents, the most significant correlation found was that between the in-
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crease in ,B-sheet contents for KSCN-induced precipitates and the charged group 

frequency. It is interesting to note that )10 may be rejected at the 1 % signifi­

cance level for µ and A..,, and that µ and !chg do not appear to be related. This 

is consistent with the findings of Barlow and Thornton [22]; the distribution of 

charged groups on the protein's surface makes a larger contribution to the dipole 

moment than the actual number of charges. 

4.5 Discussion 

The conformational perturbations imposed by precipitation are significant 

for KSCN. Extrapolating from the correlation analysis, hydrophobic forces dom­

inate changes in ,B-sheet while electrostatic forces are operative in changes in 

a-helix. This assertion is based on the positive correlation found between the 

fraction of charged amino acids and the change in ,B-sheet content and the in­

verse relationship between charged group frequency and hydrophobic surface 

area [20]. This analysis complements the results of investigations of proteins 

and peptides in other aggregative processes. 

Studies of the thermal denaturation of ovalbumin found an increase in both 

the exposed hydrophobic residues and the ,B-sheet content [25]. The aggregation 

of peptides, corresponding to sequences of hydrophobic amino acids found in nat­

urally occuring proteins, in polar solvents is accompanied by ,B-sheet formation 

[8]; further, if alanines in the peptides were replaced with a-aminoisobutyric 

acid, which disrupts ,B-sheets and promotes a-helix formation, the solubility in­

creased. Shimada and Matsushita [26] used fhyd to distinguish between gelation­

type and coagulation-type proteins. 

The only relationship found between structural change and initial secondary 

structure content was that between D..HT and HTx· In studies of thermally-
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induced aggregation, Hegg [27] determined that gel-forming potential was unre­

lated to the protein native secondary structure content. The generally low level 

of correlation between the structural changes and the elements of structure in 

the native proteins may be the result of inappropriate choices for the important 

protein physical properties considered and/or the concerted action of a number 

of properties. 

Conformational perturbations observed in this work, in particular the for­

mation of ,B-sheet structures, are consistent with those found in the aggregation 

of other proteins. Fuhrhop and coworkers [9) found that mixtures of helical 

poly-L-lysine and poly-D-lysine spontaneously form precipitates with the ,B-sheet 

structure. A number of other workers have found ,8-sheet increases accompany­

ing thermally-induced aggregation [4-6] and solvent-induced aggregation [2,3,7). 

Koenig's group has proposed mechanisms for thermal denaturation and inter­

molecular ,8-sheet formation [4,5]. 

This work has also demonstrated that o:-helix structures may be sacrificed 

to form ,8-sheet structures. Many of the amino acids identified as good o:-helix 

formers in the secondary structure prediction algorithm of Chou and Fasman 

[28] also appear high in the ranking of ,B-sheet formers. Environments of high 

ionic strength may disrupt charged-group interactions stabilizing helical confor­

mations to an extent that sheet conformations become energetically favorable. 

Since helicies may be amphipathic [29], correlations with the fraction of hy­

drophobic or charged amino acids in the protein may be diminished. 

The body of work concerning the structural changes associated with pro­

tein aggregation prompts the question, 'Why ,B-sheet?'. In strongly denaturing 

environments such as high concentrations of chaotropic salts, high temperature, 

or low dielectric constant solvents, why is the formation of an ordered struc-
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ture favored and why is ,B-sheet the structure of choice? The answer may lie 

in the study of subunit interactions in oligomeric proteins and in the hydration 

properties of secondary structures. 

Many quaternary protein structures involve regions of ,B-sheet at the sub­

unit contact sites [30]. Concanavalin A [31] and liver alcohol dehydrogenase 

[32] subunits interact through hydrogen bonding of adjacent antiparallel ,B-sheet 

strands. Similar interactions are seen at specific aggregation sites of monomeric 

proteins such as ,B-lactoglobulin (12]. ,B-sheets have relatively large surface areas 

and present opportunities for ordered hydrogen bonding. 

Salvation effects may also play an important role. The structure of a­

chymotrypsin is related to the extent of hydration [33]. Barlow and Poole [34] 

found that the strength of water binding to the backbone carbonyl moieties was 

correlated with the type of secondary structure present; the binding strength 

for ,B-sheet structures was lower than that for a-helix due to differences in the 

geometry of the water-carbonyl group interactions. Monte Carlo simulations of 

the structure of water surrounding periodic polypeptides in the ,B-sheet confor­

mation with and without ions indicated that ions weakened water-water and 

water-amino acid interactions; water molecules became polarized towards the 

ions and away from each other and the amino acids [35]. The effects of salts 

on the structure of water and differences in the hydration of different secondary 

structures may account for the preferential formation of ,B-sheet structure in 

protein precipitates. 
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Table 2 Precipitate secondary structure estimates 

Structure fractions expressed as percent of total structure content. 

Symbols used: H 0 , ordered a-helix; Hd, disordered a-helix; Sa, antiparallel /3-
sheet; Sp, parallel /3-sheet; T, /3-reverse turn; R, random coil;HT, total a-helix 

content (HT= H 0 +Hd); ST, total /3-sheet content (ST= Sa+Sp); U, undefined 

structure (U = R+ T); RN ORM, Euclidean norm of residual structure fit vector; 

and S/N, signal-to-noise ratio of amide I band. 

protein sample Ho Hd Sa Sp T R HT ST u S/N RNORM 

CHA x-ray 2 12 50 0 17 19 14 50 36 
lyoa 0 13 58 0 15 16 13 58 31 150 4.0 
Na2S04Ja 0 10 58 0 22 11 10 58 32 40 3.3 
KSCNJa 0 6 59 8 19 8 6 67 27 40 3.2 

TPN x-ray 4 9 55 0 24 8 13 55 32 
lyoa 0 11 58 0 20 11 11 58 31 175 3.7 
KSCNJ 0 13 60 1 10 16 13 61 26 32 4.9 

SUB x-ray 20 10 7 30. 22 11 30 37 33 
lyoa 0 13 58 0 15 16 13 58 31 150 4.0 
Na2S04Ja 0 10 58 0 22 11 10 58 32 40 3.3 
KSCNJa 0 6 59 8 19 8 6 67 27 40 3.2 

ADH x-ray 18 12 30 8 19 12 29 37 34 
lyob 5 12 53 0 18 13 18 53 30 55 3.5 
Na2S04J 0 14 43 16 14 14 14 48 28 37 3.9 
KSCNJb 0 5 76 0 6 15 5 76 20 59 5.6 

SOD x-ray 0 0 52 0 35 13 0 52 48 
lyob 0 13 61 0 5 18 13 61 23 44 6.3 

Na2S04J 0 0 34 41 15 10 0 76 24 6 9.4 

KSCNJ 0 7 77 0 0 16 7 77 16 20 7.3 

IGG x-ray 1 2 62 3 19 13 3 65 32 
Iyo 0 6 71 0 13 10 6 71 23 59 3.2 

Na2S04J 0 8 53 12 16 14 8 65 27 31 2.9 

KSCNJ 0 10 66 1 10 13 10 67 23 53 4.6 
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Table 2 (cont'd) 

protein sample Ho Hd Sa Sv T R HT ST u S/N RNORM 

HEK x-ray 29 6 11 6 25 23 35 17 48 
lyob 0 16 35 18 22 10 16 53 32 6 7.9 
KSCNl 0 17 58 9 3 13 17 67 16 14 5.3 

ADK x-ray 40 22 0 19 15 5 62 19 19 
lyo 4 15 49 0 23 9 19 49 32 23 3.8 
KSCNlb 0 0 71 5 14 10 0 75 25 38 4.7 

LYZ x-ray 24 22 19 0 22 12 46 19 35 
lyoa 8 23 38 0 21 10 31 38 31 150 3.8 

Na2S04l 18 27 33 0 15 6 46 32 22 10 4.2 

KSCNl 17 23 39 0 0 21 40 39 21 19 4.9 

CNA x-ray 0 2 65 0 22 10 2 65 33 
lyo 0 3 76 2 14 6 3 78 19 39 2.8 

KSCNl 0 0 100 0 0 0 0 100 0 3 14.5 

RNS x-ray 11 12 46 0 21 10 23 46 31 
lyo 0 13 58 0 16 13 13 58 29 150 3.8 
KSCNlc 3 22 40 0 0 35 24 40 35 9 8.5 

CYT x-ray 32 16 0 10 18 24 48 10 42 
lyo 78 0 0 0 6 16 78 0 22 9 46.1 

a RSAP results taken from Przybycien and Bailey [14] 
b Rounding error gives sum of structure contents exceeding 100% 
c Sample prepared by lyophilization from KSCN solution 
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Table 3 Correlation between secondary structure estimates and spectral 

noise 

The statistical significance of the hypothesis that structure esti­

mates obtained from amide I band spectra via the RSAP analysis are uncorre­

lated with the quality of the individual spectra, Jl0 (pxy = 0), is given below 

in matrix form. The subdiagonal entries are the sample correlation coefficients 

rxy as defined in equation (1) with the sample size in parentheses below. Su­

perdiagonal elements are the significance of 'J.10 from tables of the Student's 

t-distribution, P(ltl > t 0 ). The symbols used are: HT, the total a-helix RSAP 

estimate; ST, the total .fl-sheet RSAP estimate; S/N, the spectral signal-to-noise 

ratio; and RNORM, the Euclidean norm of the residual fitted structure vector. 

HT ST S/N RNORM 

HT ~ 0.001 < 0.8 < 0.001 

ST -0.92 < 0.8 < 0.01 

(28) 

S/N -0.08 -0.05 < 0.2 

(28) (28) 

RNORM -0.70 -0.50 -0.28 

(28) (28) (28) 
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Table 4 Precipitate structure changes and physical properties of native 

proteins 

The secondary structure changes in the total a-helix and total /3-
sheet contents of the protein precipitates studied are listed with quantities that 
represent primary, secondary, and tertiary structure properties in the native 

proteins. The symbols used are: !:,.HT and !:,.ST, the relative change in a-helix 

and /3-sheet content for precipitates induced by KSCN (x = K) or Na2SO4 

(x = N), respectively; /byd, the hydrophobic amino acid fraction; !chg, the 
charged amino acid fraction; HTx and STx, the total a-helix and /3-sheet contents 
assigned via the x-ray structure; µ, dipole moment; A.,, solvent accessible surface 
area. 

protein° 

CHA 

TPN 

SUB 
ADH 
SOD 

IGG 

HEK 

ADK 

LYZ 

CNA 

RNS 

CYT 

-7 

2 
-7 
-13 

-6 

4 

1 

-19 

-2 

-3 

11 

9 

3 

14 

23 

16 

-4 

14 

26 

4 

22 
-18 

-3 

-4 

-13 

2 

15 

0 

5 

15 

-6 

-6 

39 

34 

44 

44 

34 

36 

36 

34 

34 

38 

30 

31 

a Acronyms defined in Table 1. 

12 

13 

12 

23 

28 

14 

14 

33 

22 
27 

23 

35 

14 

13 

30 

29 

0 

3 

3 

62 

49 

2 

23 

48 

50 

55 

37 

37 

52 

65 

65 

19 

19 

65 

46 

10 

223 10,440 

356 9,930 

508 10,390 

823 13,610 

245 6,760 

37,800 

18,200 

8,500 

111 6,620 

187 8,300 

481 6,790 

310 5,570 

b Computed from sequences given in Levitt and Greer [17], with the 

exception of HEK [36] and ADK [37] 

c Given in Barlow and Thornton [21] 

d Given in Miller et al. [22,23]; TPN and IGG computed from A., = 
5.3M~·76 [22]; SOD and HEK computed from A.,= 6.3M~·73 [23] 
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Table 5 Correlation between estimated secondary structure changes and 

elements of primary, secondary, and tertiary structure 

Statistical significance of the hypothesis that the salt-induced 

changes in protein secondary structure on precipitation are uncorrelated with 
the primary, secondary, and tertiary structure of the corresponding native con­

formation, Jl0 (pxy = 0). The format of the matrix is the same as in Table 3 

and the symbols used are the same as in Table 4. RNS was not included in the 

calculations concerning KSCN precipitates. RNS and CYT were included in the 

computation of the correlation terms relating the structural properties of native 

proteins. 

AH1 AS1 AH'!j. AS'!j. /hyd /chg HTs STs µ A, 

AHf: < 0.01 < 0.4 < 0.4 < 0.8 < 0.4 < 0.1 < 0.4 < 0.1 < 0.2 

ASK T -0.79 <0.4 < 0.2 < 0.4 < 0.05 <0.4 < 0.4 <0.4 < 0.1 

(10) 
AH!J 0.55 -0.57 < 0.1 < 0.8 < 0.8 < 0.1 < 0.4 < 0.8 > 0.8 

(5) (5) 

AS!J -0.58 0.76 -0.87 > 0.8 < 0.2 < 0.6 < 0.8 < 0.8 < 0.6 

(5) (5) (5) 

/byd -0.14 0.29 -0.27 0.12 < 0.6 < 0.8 > 0.8 < 0.2 < 0.6 

(10) (10) (5) (5) 

fchc -0.29 0.62 -0.29 0.69 -0.24 < 0.2 <0.05 > 0.8 <0.4 

(10) {10) (5) (5) {12) 

HTs -0.53 0.31 0.75 -0.44 -0.12 0.45 < 0.001 < 0.8 < 0.4 

{10) {10) (5) (5) {12) {12) 

STs 0.40 -0.30 -0.59 0.17 0.07 -0.59 -0.92 > 0.8 < 0.4 

{10) {10) (5) (5) {12) (12) (12) 

µ -0.68 0.48 -0.33 0.26 0.48 -0.09 0.12 -0.05 < 0.02 

{7) (7) (4) (4) (9} (9) (9) (9) 

A, 0.47, -0.56 0.09 -0.47 0.24 -0.26 -0.33 0.34 0.67 

(10) (10) (5) (5) (12) (12) (12) (12) (12) 
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Chapter 5 

Aggregation Kinetics in Salt-Induced 

Protein Precipitation 

The material contained in this chapter has been prepared 

for submission to the AIChE Journal 



-138 -

5.1 Abstract 

The kinetics of protein aggregation in salt-induced precipitation processes 

were studied as a function of salt type, salt concentration, temperature and 

protein concentration. a-chymotrypsin ( aCT) was used as a model protein. 

Stopped-fl.ow turbidimetry was used to monitor the progress of precipitations. 

Analysis of the linear portions of the turbidity trajectories indicate that temper­

ature and salt concentration effects are related to protein solubility; the protein 

concentration dependence is well-described by the Smoluchowski collision equa­

tion. The aggregation kinetics of partially inhibited aCT exhibit poisoning 

behavior, underscoring the importance of dimerization and monomer addition. 

Solute particle radius distributions determined via dynamic laser light scat­

tering for low salt and supernatant aCT solutions demonstrate indicated that 

significant aggregation does not occur in the absence of supersaturation. A de­

tailed population balance model was proposed that accounted for specific and 

non-specific interactions and monomer addition. The model is expected to find 

general application to protein aggregation phenomena, in particular, for proteins 

that have specific quaternary interactions. 
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5.2 Introduction 

Inorganic salt-induced precipitation is often used as a primary isolation pro­

cedure in bioprocess recovery operations (Bailey and Ollis, 1986). The forma­

tion of protein precipitates involves the facilitation or enhancement of protein­

protein interactions, via physical or chemical means, resulting in aggregation; 

the kinetics of protein self-association are intimately linked with environmental 

conditions. An understanding of the nature and extent of the effects of fun­

damental process parameters on the intrinsic precipitation kinetics may have 

implications for the development of design and operation guidelines. In addi­

tion, precipitation may be a useful paradigm for protein aggregation occurring 

in other systems such as the gelation of food proteins (Hegg, 1982), the self­

association of pharmaceuticals during compounding operations (Massey et al., 

1988), and the formation of inclusion bodies (Kane and Hartley, 1988; Gardiner 

et al., 1987). 

In this work, we investigated environmental factors affecting perikinetic 

aggregation induced by salt addition. Perikinetic aggregation describes protein­

protein interactions driven by the removal of hydration and/or electrostatic bar­

riers; the macroscopic or orthokinetic regime is characterized by the domination 

of hydrodynamic forces (Bell et al., 1983). a-chymotrypsin (aCT), a serine pro­

tease, was used as a model globular protein. Process parameters studied include 

protein concentration, temperature, and the type and amount of inducing salt. 

The salts used span the lyotropic series representing a range of salting-out and 

chaotropic potentials. Na2S04 , NaCl, NaBr, KBr and KSCN were among the 

salts used. 

The kinetics of the precipitation process were followed by stopped-flow tur­

bidimetry. This technique gives the weight-average molecular weight of the 
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solution as a function of time. Dynamic laser light scattering (DLLS) was used 

to estimate the initial particle size distributions and determine the aggregative 

state of protein in supernatant samples. A general kinetic scheme incorporating 

aspects of protein chemistry peculiar to aCT, including the structural effects 

of precipitation (Przybycien and Bailey, 1989), was developed to model the 

stopped-flow data. The model consists of simultaneous salt-mediated conforma­

tional change and dimerization followed by the indefinite association of altered 

dimers augmented by monomer addition. A detailed population balance, based 

on Smoluchowski aggregation theory, was formulated in terms of the moments 

of the particle size distribution (Ziff, 1984). Relevant model rate constants were 

estimated as a function of the process conditions. 

This work is similar ih spirit to studies of the association of caseins in the 

batch coagulation of milk. Dalgleish and co-workers have investigated the ki­

netics of CaC12 and chymosin-induced aggregation of caseins extensively using 

light scattering techniques (Dalgleish et al., 1981; Dalgleish, 1980; Parker and 

Dalgleish, 1977). Carlson et al. (1987) have further developed kinetic expres­

sions for the coagulation of milk. The aggregation kinetics have been adequately 

described by the hydrolysis of micellar casein via Michaelis-Menten kinetics and 

subsequent Smoluchowski aggregation of the proteolyzed micelles. 

The microscopic view taken here and in the milk coagulation investigations 

are complementary to the studies of orthokinetic aggregation in contiuous-flow 

stirred-tank reactors (CSTR) and plug-flow reactors (PFR) by other investiga­

tors. Dunnil and Hoare have characterized particle size distributions and devel­

oped kinetic expressions for protein precipitations in process equipment; alcohol 

dehydrogenase and fumarase were precipitated from a clarified yeast extract in 

a CSTR using ammonium sulfate (Foster et al., 1976) and soya protein precip-



- 141-

itated by a variety of reagents in a PFR ( Chan et al., 1986). Shear effects on 

the kinetics of polyacrylic acid-induced precipitation of lysozyme from egg white 

have been investigated by Fisher and Glatz (1988 a,b). The flow fields in these 

studies are characterized by high average shear rates (>100 s- 1 ) and Reynolds 

numbers (>500). Consequently, the precipitation kinetics are dominated by 

shear-induced collisions resulting in both particle aggregation and breakup. 

Turbidity data was analyzed as a function of the initial supersaturation ratio 

via Smoluchowski 's equation to gain insight into the parameters controlling o:CT 

aggregation kinetics. The protein concentration dependence was well described 

by the collision equation. Temperature and salt concentration had essentially 

identical effects on the association constant; both of these parameters affect 

the supersaturation level via the absolute protein solubility. Experiments with 

dimerization-incompetent protein indicated that dimerization is a fundamental 

step in the aggregation of o:CT and also that the rate of monomer addition to 

aggregating dimers is significant. o:CT did not aggregate until a condition of 

supersaturation was created. Light scattering measurements of low salt con­

centration protein solutions and supernatant samples consisted essentially of 

monomers and dimers. 

The kinetic model incorporates the structural perturbations associated with 

aggregation, treats particles created by the specific interaction ( dimerization) as 

the primary aggregable species, and includes monomer addition to the aggregate. 

Rate constants were fit to the turbidity data; the fits were scattered due to the 

numerical realities of the solution techniques used, but the estimates fell within 

reasonable ranges and the gross features of the raw data were well-represented. 

A simulation of the inhibited o:CT aggregation kinetics using rate constants 

fitted from control runs had the same qualitative behavior as the experimental 
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data, lending support to the veracity of the proposed model. The model may 

find application to aggregating protein systems that have specific quaternary 

interactions in addition to nonspecific interactions such as insulin (Jeffrey et al., 

1976) and t,-lactoglobulin (Casal et al. 1988). 

5.3 Materials and Methods 

5. 9.1 Materials 

The o:-chymotrypsin (EC 3.4.21.1, three times crystallized from four times 

crystalized bovine pancreatic chymotrypsinogen, salt free) and 4-methylumbel­

liferyl-p-trimethyl ammonium cinnamate chloride (MUTMAC) were purchased 

from Sigma. L-1-tosylamido-2-phenylethyl chloromethyl ketone (TPCK) was 

obtained from Boehringer Mannheim. All salts and buffer solution components 

were analytical reagent grade. Distilled, deionized water processed by a Corning 

Mega-Pure system was used throughout. All aCT and salt solutions were made 

up in 50 mM glycine buffer adjusted to pH 3.00 with HCl (Przybycien and 

Bailey, 1989a) unless otherwise noted. 

5.9.2 Inhibition of aCT with TPCK 

Inhibited aCT was prepared by alkylating histidine 57 with TPCK. TPCK 

inhibition renders aCT incapable of dimerization (Horbett and Teller, 1973; 

Neet and Brydon, 1970). The procedure of Schoellmann and Shaw (1963) was 

used with the following modifications. The starting enzyme solution was pre­

pared in 100 mM phosphate buffer adjusted to pH 7.2 with NaOH. A 15-fold 

molar excess of TPCK was dissolved in acetonitrile before addition to the aCT 

solution; TPCK is sparingly soluble in aqueous media and its addition to the 

aCT solution resulted in noticeable turbidity. Active fraction assays using the 

MUTMAC suicide substrate (Przybycien and Bailey, 1989a) were employed to 
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assess the extent of inhibition. After 7.5 hours, the active fraction of the en­

zyme was reduced to 19.4 ± 0.5% from its initial value of 78.3 ± 1.1 % ; the 

confidence limits represent the standard deviation of the mean of triplicate as­

says. Unreacted TPCK was removed from the enzyme solution via centrifugal 

ultrafiltration followed by gel permeation chromatography as in Przybycien and 

Bailey (1989b). Water was used as the eluent. Fractions were assayed for pro­

tein content with the Bio-Rad dye binding assay. aCT-containing fractions were 

pooled and lyophilized. This mixture of inhibited and unreacted aCT is referred 

to below as TPCK-aCT" 

5.3.3 Stopped-flow turbidimetry 

The kinetics of the salt-induced aggregation process were monitored by 

stopped-flow turbidimetry. In classical or Rayleigh light scattering, the ab­

sorbance, A.\, of a solution of macromolecules is given by 

(1) 

where K(A) is a wavelength-dependent optical constant; M 1 is the monomeric 

solute molecular weight; C0 is the total concentration of the macromolecule in 

mg mL - 1 and Mw is the weight-average molecular weight of the solute ( Cantor 

and Schimmel, 1980). Equation (1) is valid for dilute solutions where multiple 

scattering events are insignificant, and species that are small with respect to 

the wavelength of the incident light. This relationship holds for larger solutes 

as well, provided that the distribution is not significantly polydisperse ( Carlson 

et al., 1987). The constant K(A) was determined by measuring the absorbances 

of a series of aCT solutions ranging from 2.5 to 100 mg mL - l in glycine buffer; 

the absorbance at 488 nm, A488 , was used to facilitate comparisons with dy­

namic light scattering experiments. aCT in solution is an equilibrium mixture 
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of monomers and dimers, and as such, Mw in equation (1) is a function of 

the total protein concentration and the dimerization equilibrium constant, Kn, 

giving 

(2) 

Gilleland and Bender (1976) reported a value of 4.97 x 103 M- 1 for Kn at pH 

3.89. Using this value, a nonlinear least squares fit of A488 data as a function 

of C0 to equation (2) gave K(>.) = 2.56 ± 0.09 x 10-5 mL g- 1 ; the confidence 

interval represents an estimate of the standard deviation of the mean. 

The stopped-flow system consisted of an Aminco-Morrow device customized 

for use with a Shimadzu UV-260 spectrophotometer. The major components of 

the fluid delivery system were a pair of pneumatically actuated drive syringes, 

a mixing tee, a Wilmad WG-41MH micro fl.ow cuvette and a receiving syringe 

with an adjustable mechanical stop. The fl.ow-cell had a volume of 0.21 mL, 

a 10 mm path length, and a metal outer jacket. Both the drive syringes were 

mounted in a thermostatted aluminum block using a recirculating water bath 

for temperature control. The flow-cell was placed in a Shimadzu CPS-260 ther­

moelectric holder/cell positioner. Samples were placed in a water bath at the 

temperature to be studied prior to use in the flow device. Absorbance was moni­

tored at 488 nm with a resolution of 1 nm. The receiving syringe stop was set to 

allow approximately three fl.ow-cell volumes to flow. Between runs, the cell was 

flushed to A488 = 0.0 with 0.1 M HCl and water. Data aquisition and control 

was facilitated by an IBM PC/XT interfaced with the spectrometer. The fastest 

data sampling rate available with our apparatus was 13.33 Hz. 

The mixing efficiency of the stopped-flow device was tested by monitoring 

a pH indicator reaction. The protonation/ deprotonation reactions of indicator 

solutions are essentially diffusion-limited. The corresponding color changes pro-
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vide a facile means for assessing the duration of mixing transients with UV-vis 

detection. A standard bromocresol green indicator solution (Weast, 1980) was 

used; on acidification, the solution changes from blue to yellow. The rate of dis­

sappearance of the intense absorption band at 613 nm was followed after mixing 

with 0.1 M HCl in the device. Complete mixing (A613 = 0.0) occurred within 1 

s after actuating the drive syringes. 

For aCT aggregation experiments, the relationship between A488 and Mw 

expressed in equation (1) is expected to hold up to A488 = 1.26. Formisano 

et al. (1978) conducted experiments concerning the self-association of glucagon 

and were successful using data up to A310 = 0.8; the cutoff value for this work 

was scaled-up by the wavelength. In the modelling work discussed below, only 

data between the end of the mixing transient and the time at which A488 = 1.26 

were considered. 

5. 3.,4 Solubility Determinations 

To estimate kinetic parameters associated with precipitation, the protein 

solubility for a given salt type, salt concentration and temperature must be 

known. Measurements were performed in triplicate using the procedure of Przy­

bycien and Bailey (1989a) with the following modifications. aCT and salt so­

lutions in the glycine buffer were mixed using the stopped-flow device with a 

15 mL centrifuge tube as the receiving vessel; the solubility of proteins in salt 

solutions is linked to the contacting conditions employed (Foster et al., 1976). 

Determinations were made at 25°C and in a cold room at 5°C. Precipitates were 

aged by standing 1 h and 5 hat 25 and 5°C, respectively. Supernatant aliquots 

were withdrawn and diluted 100-fold to minimize salt interference and protein 

aggregation effects. At this point, the 5°C samples were allowed to warm to 
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room temperature. Protein content was assayed with the Bio-Rad dye binding 

assay. 

5.3.5 Dynamic Laser Light Scattering Measurements 

The dynamic laser light scattering (DLLS) apparatus included a Lexel 95 

Ar+ laser, a custom-made goniometer, an EMI photon counting photomultiplier 

tube and a Brookhaven BI30 autocorrelator. aCT solutions were pipetted into 

precleaned glass sample tubes having a volume of about 0.8 mL. Sample cells 

were placed into a thermostatted paraffin oil index matching bath. The ho­

modyne scattered intensity autocorrelation function was measured with a 90° 

scattering angle and a laser output of approximately 200 mW at the 488 nm 

line. The beam was attenuated with a 0.6 O.D. neutral density filter. All mea­

surements were performed at 23°C. 

Typical operating conditions consisted of a 1 µs sample time and an accu­

mulation time of 15 minutes. Baselines ranged from 107 to 109 • The autocor­

relation functions were inverted to obtain particle size distributions using the 

constrained regularization program CONTIN 2DP (Provencher, 1982 a,b) on a 

VAX 11/780. The form factor for solid spheres was assumed. The refractive 

indexes of the various glycine buffer-salt solutions were determined with a Carl 

Zeiss Abbe refractometer at 23.5°C. The corresponding kinematic viscosities of 

these solutions was measured with model 25 A643 and 50 M724 Cannon-Fenske 

Routine Viscometers at 23°C. 

aCT solutions were made up in 0.2 µm filtered glycine buffer. Supernatant 

samples from precipitations were prepared by mixing the appropriate salt and 

aCT solutions in filtered buffer in the stopped-flow device. The precipitate phase 

was pelleted by spinning the 15 mL receiving tubes at 2700 rpm for 70 minutes 
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(about 105 G min) in a Beckman TJ-6 table-top centrifuge. The supernatant 

was allowed to remain in equilibrium with the precipitate and sampled prior to 

light scattering experiments. 

5.4 Experimental Results 

5.4.1 Apparent Aggregation Rate 

The stopped-flow system was used to study the effects of protein concentra­

tion, salt concentration, salt type and temperature on the kinetics of precipitate 

formation. Each of these variables affects the supersaturation of the solution. 

The turbidity curves were typically sigmoidal with a substantially linear mid­

section; the linear portion of the trajectories often extended well beyond the 

presumed spectrometer linear response limit at A4ss = 1.26. At intial super­

saturation ratios near unity, the mode of the curves shifted, resembling a first­

order response. Representative turbidity curves for o:CT-KSCN solutions are 

presented in Figures 1 through 3; the altered parameters are the salt concen­

tration, the temperature, and the protein concentration in Figures 1, 2, and 3, 

respectively. Turbidity curves are used to present the aggregation kinetics since 

the relationship between A488 and Mw expressed in equation (1) also depends 

on C0 • In the linear response range of the turbidity curves, the molecular weight 

increases by a factor of about 103
• All protein and salt concentrations quoted 

are after two-fold dilution by mixing in the stopped-flow device. 

To facilitate the presentation and analysis of the raw data, an apparent 

Smoluchowski aggregation rate constant, kapp, was fit to the linear region of the 

turbidity curves. If N represents the solute particle number concentration, then 

(Bell, et al., 1983) 

(3) 
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where the ( ·) notation is used to represent time differentiation. The integrated 

form of ,equation (3) may be expressed in terms of the particle number-average 

molecular weight, Mn (Bell, et al., 1983) 

(4) 

The dimensions of kapp are M- 1 s- 1 . Thus, a linear increase in the solute 

weight average molecular weight with time is predicted for a purely collisional 

aggregation mechanism. The linear portion of the experimental data was fit 

via a least squares technique and the resulting slope estimates were converted 

to kapp values using equations (1) and (4). The initial supersaturation ratio, 

s0 , is the initial a:CT concentration divided by the a:CT solubility and is used 

to quantify the driving force for precipitation. The experimental data for each 

salt is summarized in a plot of kapp as a function of s0 in Figure 4; this plot 

provides a common basis for comparing the effects of the parameters studied on 

the aggregation kinetics of a:CT. 

The empirical relationship between the supersaturation ratio and the salt 

type and concentration is given by a rearrangement of the Cohn equation ( Cohn 

and Edsall, 1943} 

s = C0 exp{K.,m - /3'} (5) 

where K., is the salting-out constant, m is the salt molality and /3' is a constant. 

The dilution introduced by the stopped-flow device limits the salt concentration 

range available for study; the range is bounded at the upper end by half the salt 

saturation level and at the lower end by the salt concentration giving s0 = 1. 

At an a:CT concentration of 10 mg mL -l and 25°C, as the salt concentration 

and hence the intial supersaturation ratio increased, the apparent aggregation 

constant increased for KSCN, KBr and NaBr. These results are shown in Figure 
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4. The limitations on the concentration ranges for Na2 S04 and NaCl precluded 

corresponding experiments at reasonable o:CT concentrations for these salts. 

Temperature effects were probed in the range of 5 to 30°C for a given salt 

type at fixed salt and o:CT concentrations. Assuming that the molal heat of solu­

tion of aCT, .6.H0 , is constant over this temperature range, the supersaturation 

ratio is given by (Denbigh, 1981) 

(6) 

where R is the gas constant in cal mol- 1 K- 1 and s 0 1 and s02 are the intial 

supersaturation ratios at temperatures T1 and T2 respectively. Values for .6.H0 

at a fixed salt concentration for each salt were estimated from solubility mea­

surements at 5 and 30°C and are presented in Table 1. Using equation (6) it is 

possible to estimate intial supersaturation ratios for solutions with identical salt 

concentrations at intermediate temperatures. Increasing temperatures resulted 

in decreased aCT solubilities for each salt, giving increased intial supersatu­

ration ratios. As the supersaturation increased, the apparent aggregation rate 

constant generally increased as shown in Figure 4. 

aCT concentrations from 1.0 to 60 mg mL - 1 were also used to vary the 

intial supersaturation ratio. At fixed salt concentrations and 25°C, or constant 

aCT solubility, the estimated aggregation rate constants were essentially invari­

ant to aCT concentration. Comparisons of the fitted Smoluchowski rate con­

stants from salt to salt are not valid as the aCT solubility levels were different. 

These results are indicated in Figure 4 by the horizontal lines. 

The effects of temperature and salt concentration, manifested by the initial 

supersaturation ratio, appear to be indistinguishable. Both variables alter the 

absolute o:CT solubility and the apparent kinetic constant. Thus, the activation 
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energy of the association must be small. The sensitivity of the apparent aggre­

gation r_ate constant to changes in the aCT solubility, evidenced by the slopes 

of the temperature and salt concentration data in Figure 4, varies from salt to 

salt. The rate of precipitation also varies with the aCT concentration, however, 

the apparent kinetics do not appear to be affected. 

It is well known that aCT dimerizes in acidic environments (Aune and 

Timasheff, 1971; Gilleland and Bender, 1976). To determine the role of dimer­

ization in aCT precipitation kinetics, stopped-flow experiments were performed 

using TPCK-aCT, holding conditions fixed at 0.5 m KSCN and 25°C. As a con­

trol, an equivalent concentration of aCT at the same conditions was also run. 

Since the inhibition of aCT with TPCK was not complete, a further control run 

using a concentration of aCT equivalent to the uninhibited enzyme concentra­

tion was also performed at the same conditions. The turbidity curves of these 

three experiments performed in duplicate are given in Figure 3. 

The TPCK-aCT sample aggregated much more slowly than either of the 

control samples. The inhibited monomer has a poisoning effect on the protein 

that is still competent for dimerization; dimerization and monomer addition 

are important steps in the precipitation of aCT. The variation of the turbidity 

curves between duplicate runs is the likely result of fluctuations in the mixing 

efficiency (Walton, 1967). 

5.4.2 Particle Size Distributions 

Dynamic laser light scattering measurements gave insight into the initial 

and final aggregation state of soluble aCT in the precipitation experiments. 

Effects on the particle size distribution as manifested in the estimated weight­

average particle radius, r w, were explored as a function of the total protein 
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concentration, C 0 • Results were examined with respect to the predicted behav-

10r. 

For equilibrium mixtures of monomers and dimers, the solute weight­

average molecular weight, Mw, is given by 

(7) 

where A and A2 are the molar concentrations of monomer and dimer, respec­

tively. For globular protein aggregates, f w is related to Mw via (Parker and 

Dalgleish, 1977) 

- -3 Mw = l.88rw. (8) 

Using the equilibrium relationship between A and A2 and the mass balance, fw 

may be expressed as a function of C0 

(9) 

where r 1 is the radius of the monomer. Equation (9) is represented by the solid 

curve in Figure 5 using M1 = 25000, Kn = 4.97 x 103 M- 1 , and r 1 = 19.6 A. 

aCT is an oblate ellipsoid with dimensions 35 x 58 x 45 A (Matthews et al., 

1967); r1 was computed as the radius of the sphere with an equivalent volume. 

Experimentally determined f w values normalized by the monomer radius are 

also presented in Figure 5. For most of the samples, the particle size distributions 

were unimodal. Where multimodal distributions were encountered, fw values 

from the peak representing the smallest particles were reported; these peaks 

incorporated at least two orders of magnitude more protein than the next largest 

peak in the distribution and the moments were not significantly different from 

the moments of the entire distribution. The span of the error bars represents 
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the standard deviation of the weight-average radius distribution, Uw, computed 

using (Herdan, 1960) 

(10) 

where fz is the z-average particle radius. Uw gives a quantitative indication of 

the polydispersity of the sample. 

aCT solutions made up in the glycine buffer gave radii consistent with 

monomeric and dimeric particles. Neat aqueous aCT solutions had fw values 

lower than were expected. The buffered aCT solutions were reasonably de­

scribed by equation (9); given the accuracy of the data, the use of the literature 

Kn value appears justified. 

Particle size distributions were computed for aCT-salt solutions in which 

the salt concentration was not sufficient to induce precipitation. The thick 

vertical bar at 10 mg mL - 1 in Figure 4 represents the range of o:CT radii found 

for ten different such solutions. Salt concentrations were between 0.005 m and 

0.1 m for each of the salts studied. No significant aggregation is induced until 

the minimum amount of salt resulting in s 0 > 1 is added. 

Supernatant o:CT solutions from salt-induced precipitations were examined 

to assess the final aggregation state of soluble protein after precipitation was 

complete. Radii for supernatant solutions from 2.35 m KBr, 2.5 m NaCl, and 

1.0 m Na2S04 induced precipitations at 25°C were commensurate with particle 

populations consisting largely of monomers and dimers; these results are plotted 

at the corresponding o:CT solubility level. The Na2S04 sample had a distinctly 

bimodal population distribution and the normalized radius and standard devi­

ation are given for the entire distribution. Samples examined from KSCN and 

NaBr-induced precipitations did not leave enough soluble protein for meaningful 

results. 
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A reaction scheme was developed for the salt-induced aggregation of o:CT 

and is presented in Figure 6. This mechanism is an interpretation of stopped­

flow turbidity trajectories, particle size distributions, and secondary and ter­

tiary structure effects (Przybycien and Bailey, 1989b). We have endeavored to 

incorporate all of the observed phenomena while eschewing complexity in the 

formulation of a plausible kinetic model. 

As intimated above, native aCT is an equilibrium mixture of monomers 

and dimers at the pH and concentrations relevant to this work. This is indi­

cated by the equilibrium between the native forms A and A 2 in Figure 6 and 

has been verified by the DLLS data shown in Figure 5. There is some degree 

of confusion concerning both the temperature and ionic strength sensitivity of 

the dimerization. At moderate ionic strengths, Aune et al. (1971) report a 

temperature-dependent enthalpy of dimerization at pH 4.12 while Tellam and 

Winzor (1971) consider the equilibrium to be temperature-independent at pH 

7.9; the equilibrium constant, KD, found by Tellam and Winzor at pH 7.9 agrees 

with that determined by Gilleland and Bender (1976) at pH 3.89. The type and 

concentration of electrolyte also affects KD (Ikeda et al., 1982). Agapow and 

Winzor (1988) indicate that these effects diminish with increasing ionic strength. 

We have assumed that, at the high salt concentrations and narrow temperature 

range considered in this work, the forward and reverse dimerization rate con­

stants k+d and k_d reported by Gilleland and Bender (1976) at pH 3.89 are 

adequate and remain constant. 

Secondary structure estimates indicated that conformational changes may 
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occur during precipitation; however, the tertiary structure of the active site re­

mains intact (Przybycien and Bailey, 1989b). This conformational change from 

the native to an altered state is indicated in Figure 6 by the parallel transfor­

mations of A to B and A2 to B2. The conformational change is assumed to 

be first order; first order kinetics have proved an adequate description of struc­

ture in homopolypeptides resulting from temperature and pH jumps (Maeda et 

al., 1987; Auer and Miller-Auer, 1986). The same rate constant, k1 , has been 

assigned to both the monomer and dimer reactions. Dimerization is known to 

occur about the active site (Matthews et al., 1967) and since the active site does 

not appear to play an active role in the conformational change, this may be a 

valid approximation. Thus, we have assumed that conformational change and 

dimerization occur at mutually exclusive sites on the o:CT molecule. 

This conformational change is assumed to occur only for the supersatura­

tion o:CT concentration. As salt is added to a o:CT solution, competition for 

water of solvation results in the dehydration of a portion of the protein ( the 

supersaturation). This process may be responsible for inducing the observed 

conformational change. In the model, o:CT in excess of the soluble concentra­

tion level undergoes structural change and is removed from the native protein 

pool. Once the combined concentration of A and A 2 is reduced to the soluble 

level, no further reaction occurs; A and A2 remain free to equilibrate in solution. 

This is supported by the DLLS measurements which have shown that at protein 

concentrations less than the solubility level dictated by the salt concentration, 

only monomers and dimers exist; further, supernatant samples from precipita­

tions indicate that the soluble protein is also primarily composed of monomeric 

and dimeric species. Currently, however, there is no direct evidence that soluble 

o:CT remains in the native state. 
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In this scheme, the conformational change creates protein that is competent 

for aggregation. The altered dimer, {B2 }i, is the primary aggregable species. 

Tellam and Winzor (1977) found that the polymerization of aCT at low ionic 

strengths in the neighborhood of pH 8 is best described by the isodesmic self­

association of dimers. In Figure 6, the aggregation rate constant (or kernel) k3 

is considered to be constant. This is formally equivalent to assuming a linear 

polymerization model where each interacting species has only two reactive sites 

(Ziff, 1984); these sites likely correspond to the location(s) of the conformational 

change. 

The stopped-flow experiments with TPCK-aCT shown in Figure 3 imply 

that not only is dimerization a crucial step in aCT aggregation, but that render­

ing a portion of the aCT incapable of dimerization results in a poisoning effect. 

One interpretation of this phenomena is that the rate of monomer addition to 

dimer aggregates is significant, consuming aggregable sites. In the model in Fig­

ure 6, altered monomer, B, is allowed to interact with altered dimer aggregates 

with the same intrinsic kinetic constant, ks, as the dimer association. In order 

for the mixed multimeric species {B{B2}i} to rejoin the dimeric aggregate pool 

{B2}i:, another molecule B must interact with the mixed aggregate via a dimer­

ization reaction. The rate constant k2 is assigned to this dimerization and is 

distinct from the rate constant k+d linking the native species. This is consistent 

with the assumption of independent sites for dimerization and self-association. 

It was further assumed that the essence of the monomer addition rate could be 

adequately described by a single addition event. 

The aggregative reactions involving k2 and k3 are considered to be irre­

versible. Investigations of aggregation phenomena by Brown and Glatz (1986) 

and Brakalov (1987) have indicated that the dominant fragmentation mech-
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anisms are hydrodynamically driven. In the stopped-flow experiments, high 

shear flow fields exist primarily in the mixing tee and are transient; the flow 

cuvette contents have no significant velocity gradients during the course of a 

measurement. 

5.5.2 Kinetic Rate Expressions 

Rate expressions were derived with mass action kinetics for each of the 

species considered in the kinetics scheme of Figure 6 and formulated in terms of 

a detailed population balance: 

00 

- k2B L {B{B2}i}, 

00 

i=l 

+ k2B{B{B2h-1}H[i - 2], 

{B{Bh} = k;B{B2h - k2B{B{B2}i} 

(7) 

(8) 

(9) 

(10) 

(11) 

where s(t) is the supersaturation ratio as a function of time, h'(i] is the Kronecker 

delta function and H[i] is the Heaviside unit step function. Equation (10) re­

sembles Smoluchowski's population balance equation for indefinite association 

with time varying source and sink terms (Hendriks and Ziff, 1985). 

The supersaturation ratio dependence of the conformational change terms 

appearing in equations (7) through (10) arises from the following considerations. 
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If the protein in the native state is lumped and the conformational change is 

first order in the supersaturation concentration, then 

(12) 

where A., and A 28 are the soluble, equilibrium concentrations of native monomer 

and dimer, respectively. However, analogous terms in the individual equations 

for A. and .A.2 are not valid as A., and A 28 are functions of time and as the 

protein solubility approaches the initial protein concentration, it is possible that 

A(O) < All (0) in the stopped-flow experiments. This anomaly is removed if the 

conformational change terms are expressed as functions of the supersaturation 

ratio. Equation (12) may be rewritten in terms of s(t) as 

(13) 

The conformational change terms in equations (7) through (10) are assumed to 

have the same dependence on s(t). s(t) is obtained by dividing equation (13) 

by All + 2A2 1l and integrating, thus 

(14) 

The aggregation rate constant k~ was expanded in terms of the number of possi­

ble ways for particles of aCT to interact with each other. Assuming each altered 

aCT molecule has one site for aggregative interaction requires 

k' = { 4k3, for dimer-dimer association and 
3 2k3 , for monomer-dimer association. 

(15) 

k3 is the intrinsic association constant between aggregation sites as a result of 

this explicit probabilistic definition (Ziff, 1980). 
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5. 5. 9 Method of Solution 

Equations (10) and (11) give rise to an infinite set of coupled differential 

equations. This set of equations can be closed, however, if they are transformed 

in terms of moments. (Ziff, 1984). The n th moments of the distributions of 

00 

<Pn = L in{B2}i (16) 
i=l 

and 
00 

1Pn = L in{B{B2}i}, (17) 
i=l 

respectively. Thus, equations (10) and (11) may be recast as 

and 

(19) 

respectively, where the binomial coefficient (~) is given by 

(n) n! 
v - v!(n- v)!' 

(20) 

Stopped-flow turbidity data gives the weight average molecular weight of 

the particles (see equation (1)) as a function of time. In terms of the species 

included in the model, the reduced weight-average molecular weight is 

Mw A + 4A2 + B + 4</,2 + 41/;2 + 41/;1 + 1/Jo 
M1 A+ 2A2 + B + 2</>1 + 21/;1 + 1/Jo 

(21) 

By conservation of mass, the denominator in equation (21) may be replaced 

by (A 0 + 2A20), the total initial concentration of native protein. Since the 
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aggregation kernel k~ is constant, only the first three moments <f>n and '1/Jn are 

required to compute Mw. 

To solve for Mw(t), the equations for A, A.2, B, </>n, and '1/Jn where n = 

0, 1, 2 must be solved simultaneously. By integrating equation (13), A may 

be substituted by a function of A2 and the differential equation for A can be 

eliminated. A2 becomes 

(22) 

where S is the protein solubility in mg mL - 1 . The mass balance may be solved 

for B to eliminate the equation for B; since B(O) = <l>n(O) = '1/Jn(O) = 0, 

(23) 

Thus, the simultaneous solution of equations (18) and (19) for n = 0, l, 2 and 

equation {22) given the substitution for B in equation (23) is sufficient to deter­

mine Mw(t). 

The goal of the modelling work was to use the turbidity data to arrive 

at reasonable estimates for rate constants k 1 , k2 , and k3 • The nonlinear least 

squares Marquardt algorithm MRQMIN (Press et al., 1986) were used to fit these 

rate constants via equation (21) to the turbidity trajectories (see equation (1)). 

The convergence criterion was based on a weighted sum of square deviations 

(x2 ) objective function with weights inversely proportional to the magnitude 

of the data; this allowed more uniform fits as the molecular weight data span 

several orders of magnitude (Beckman and Farmer, 1987). Solution of Equation 

(21) was achieved at each iteration of the Marquardt algorithm by the numerical 

integration of the corresponding rate equations. These equations are quite stiff 

(Gear, 1971); the fitted rate constants control the stiffness, complicating the 
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numerical solution. A predictor-corrector algorithm, DDASSL (Petzold, 1983), 

was used to perform the integrations. At each step in the integration, the species 

concentrations were checked for negative values. The concentration of B was 

also monitored as it is computed implicitly in the integration via equation (25). 

Negative excursions on the order of the error tolerance in the integration scheme 

were allowed. Turbidity data between the mixing transient and the A488 = 1.26 

cut-off were used for fitting purposes. The combined optimization-integration 

routine was implemented in VAX-11 FORTRAN on a VAX 11/780 mainframe 

computer; the optimization routine was in single precision and the integration 

routine was in double precision. 

5.5,4 Modelling Results 

Fits of the population balance model to the turbidity trajectories as a func­

tion of salt concentration, temperature and protein concentration are given in 

Figures 1 through 3 for KSCN-induced precipitations. The three parameter 

model was able to describe the experimental data closely in all cases except 

at low temperatures where the shape of the trajectory no longer appears sig­

moidal. The fitted rate constants were somewhat scattered. Difficulties in the 

numerical integration due to the stiffness of the equation set were compounded 

in the optimization by the extremely "shallow" nature of the x2 hypersurface 

( ~%~ ~ 1). The fitted parameters exhibited a dependence on the initial guesses 
' 

and specifying a smaller convergence criterion resulted in diverging estimates. 

Table 2 gives a summary of the estimated rate constants k1 , k2 , and k3 averaged 

for each salt type; in this compilation, obvious outliers were discarded. For all 

the salts, the nonspecific interaction constant k3 was larger than the specific 

interaction constant k2 • In general, there are no significant differences between 
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the estimates for the salts studied. 

The scattered nature of the fitted rate constants precludes an analysis of 

variations with salt concentration, temperature and protein concentration. No 

significant trends were seen for a given salt. This implies that on a gross scale the 

model does a reasonable job of accounting for the dependence of the aggregation 

on these parameters. The salt concentration effects are expressed through the 

solubility. The activation energies of the reactions governed by k1 , k2 , and k3 

must be low; the temperature dependence of the aggregative constants may 

be largely due to solubility effects as seen with the apparent Smoluchowski 

constants, kapp• The absence of trends with the protein concentration indicates 

that the molecularity of the reactions has been correctly rendered. 

A simulation of the TPCK-aCT data was undertaken to examine the ve­

racity of the proposed monomer addition mechanism. TPCK-aCT was shown 

to have a poisoning effect on the aggregation kinetics. In the polymerization 

termination reactions given in Figure 6, inhibited native monomer, A*, under­

goes the same conformational change as A and A2. The same kinetic constant, 

k1 is employed as we have assumed that the dimerization (active) site and the 

structural change site are distinct. Altered, inhibited monomer, B*, acts by 

removing altered dimers from the pool of aggregable protein; the nonspecific 

association rate constant ks has been used as interaction of B* with { B2}i pre­

sumably occurs via the same aggregation site. A single addition event is used to 

be consistent with the monomer addition mechanism proposed for the unihibited 

enzyme. The {B*{B2}i} species represents the terminal aggregate. 

Species balances for B* and {B*{B2 }i} are given by 

(24) 
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and 

(25) 

where 
00 

1/J: = I: in{B*{B2}i}. (26) 
i==l 

The supersaturation ratio is now a function of A(O), A2(0), and A*(O). The 

equation for 4'n must also be modified to reflect the depletion of aggregable 

dimers 

. -1 1 2 ,;-. (n\ 
4'n = k1 (1 - s )A2 + 2k2B 2ks f::o \ll} <Pv4'n-v - 4ks</>n</>o 

+k2B t. (:),J,n - ks(B + B*)<Pn- (27) 

Inclusion of the inihibited and terminal aggregate species in the weight-average 

molecular weight equation (21) gives 

A + 4A2 + A* + B + B* + 4</,2 + 4?/J2 + 4?/J1 + ?/Jo + 4?/)2 + 41/Ji + ?/Jo 
A + 2A2 + A* + B + B* + 2</,1 + 2?/J1 + ?/Jo + 21/Ji + ?/Jo 

(28) 

where by conservation of mass, the denominator may be replaced by (A(O) + 

The set of 11 differential equations was solved numerically using the av­

erage values of k1, k2, and ks fit to the control data sets with the equivalent 

total concentration of uninhibited protein. The simulated turbidity trajectory is 

presented with the experimental TPCK-o:CT data in Figure 3. The simulated 

turbidity curve increases very slightly. If the constant turbidity background of 

the TPCK-o:CT experiments (which was present before the addition of salt) is 

subtracted, the simulation is able to adequately describe the poisoning effect. 

The simulated curve increases somewhat more slowly, however; this may be an 

inherent limitation of the assumption of a single monomer addition mechansim. 
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5.6 Discussion 

The kinetics of salt-induced o:CT aggregation and precipitation have been 

examined as a function of salt type, salt concentration, temperature, and protein 

concentration. The linear portions of the turbidity trajectories were analyzed 

in terms of Smoluchowski kinetics via equation ( 4). All of the parameters stud­

ied affect the initial protein supersaturation ratio. The apparent Smoluchowski 

aggregation rate constant was invariant with respect to the protein concentra­

tion, supporting the bimolecular collision mechanism. Increasing temperatures 

and salt concentrations had similar effects on kapp; the activation energy of the 

association is small. Pure Smoluchowski kinetics are incapable of describing the 

intiation or nucleation events preceding the bulk aggregation process, however 

(Parker and Dalgleish, 1977). This initial stage corresponds to the kinetics of 

the salt-water-protein interaction responsible for the creation of the condition 

of supersaturation. Experiments with inhibited o:CT indicated that specific in­

teractions via dimerization are also important in aggregation. 

o:CT aggregation does not commence until the initial supersaturation ratio 

exceeds unity as evidentiated by the DLLS measurements. o:CT solutions at 

low salt concentrations at pH 3 and supernatant solutions at equilibrium were 

substantially free of aggregates larger than dimers. However, it is not clear 

if soluble protein is structurally perturbed at high salt concentrations and/or 

if the dimerization equilibrium constant is significantly changed. The DLLS 

determinations indicate merely that soluble protein is sufficiently hydrated to 

remain a mixture of monomers and dimers. 

A detailed population balance model incorporating structural change and 

monomer-dimer interactions was developed in efforts to model both the initial 

transient and the bulk aggregation behavior of aCT. The initial step in the 
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proposed mechanism is the formation of aggregative sites via conformational 

change. Secondary structure analysis of aCT precipitates indicated that precip­

tates induced by chaotropic salts had increased ,8-sheet contents. The locations 

of these structural changes may serve as sites for intermolecular association 

through hydrogen bonding; a more definative determination of the temperature 

dependence of the association constants may provide energetic evidence to sup­

port this hypothesis. This phenomenon appears to be widespread in aggregating 

protein systems (Przybycien and Bailey, manuscript in preparation; Nemoto et 

al., 1983; Clark et a1., 1981). The conformation of aCT has been shown to 

be a function of the extent of hydration (Luscher and Ruegg, 1978). Yet, the 

causative relationship between electrolyte, water structure, and protein confor­

mation has not been established; salt addition may disrupt the water structure 

with the resulting competion for water of solvation driving the conformational 

change or the interactions between charged groups on the protein surface may be 

disrupted by the charge screening effect of the salt ions, allowing conformational 

relaxation (von Hippel and Schleich, 1969). 

The primary aggregable species in the model is the structurally altered 

dimer. aCT has been shown to aggregate by the reversible association of dimers 

at low ionic strength near the pH optimum (Tellam and Winzor, 1977); the 

TPCK-aCT turbidity curves corroborate the importance of dimerization in salt­

induced aggregation at pH 3. The importance of pre-existing specific interaction 

sites in addition to the presumed non-specific sites formed during aggregation 

has been demonstrated in the polymerization of insulin ( Jeffrey et al., 1976) and 

,8-lactoglobulin (Casal et al., 1988). 

Monomer addition was also explicitly included in the kinetic scheme. Ag­

gregation at uninhibited aCT concentrations equivalent to that present in the 
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TPCK-a:CT solution was much more rapid than the inhibited solution at the 

same salt concentration and temperature. Thus, the inhibited monomer must 

prematurely terminate the polymerization of the uninhibited species; monomer 

addition to aggregate species is significant. The single addition mechanism em­

ployed in the model may be inadequate to describe the full extent of monomer 

addition as evidenced by the enhanced level of poisoning in the simulation in 

comparison with the experimental data of Figure 3. 

The values estimated for the rate constants k1 , k2 , and k3 in Table 2 are in 

good qualitative agreement with other values reported in the literature. Rate 

constants for pH and thermally-induced ,8-sheet formation in homopolypeptides 

range from 10-2 to 102 s- 1 (Maeda et al., 1987). Smoluchowski rate constants 

between 4 x 104 and 2.5 x 107 M- 1s- 1 have been determined for aggregating 

casein micelles. k2 and k3 estimates lie within this range of magnitudes; however, 

the nonspecific interaction represented by k3 was typically stronger than the 

specific interaction represented by k2 . At the current level of resolution, the 

significance of the variations in the fitted rate constants from salt to salt is not 

clear. 

The constant kernel used in the model is a first approximation to the size 

dependence of aggregative interactions. Shimada and Matsushita (1980) have 

identified a:CT as a gelation type as opposed to a coagulation type protein. The 

constant kernel is incapable of predicting the formation of an infinite mass or 

gel of protein. Leyrvaz (1984) has identified the particle size dependence of the 

aggregation kernel sufficient for a solution to exist for all time and to exhibit 

gelation behavior as 

k~(i,j) ~ (ij)w where 
1 
-<w<l 
2 -

(29) 
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for the association of an i-mer with a j-mer. If we generalize our model to allow 

for nonspecific protein interaction at / sites, k~ may be given by (Ziff et al., 

1982) 

k; = k3 ((f - 2)i + 2) ((! - 2)j + 2) (30) 

which satisfies the minimum requirements for gelation described in expression 

( 29). Other aggregation kernels accounting for various physical aspects of associ­

ating particle systems have been described (Beckman and Farmer, 1987; Drake, 

1972). Note that for the more complicated kernels, the i - j dependence may 

result in moment equations which are no longer closed; Hulbert and Katz (1964) 

have suggested expanding higher order moments (n > 2) in terms of lower order 

moments in a truncated Laguerre series as an approximate solution to this diffi­

culty. However, the convergence properties of the parameter estimation routine 

must be improved before adding rigor to the model. 

This model should find application to aggregating protein systems in which 

nonspecific associations are supplemented by specific interactions. This has been 

shown for o:CT, insulin and t,-lactoglobulin and is likely the case for oligomeric 

proteins. in the absence of specific interactions, analytical solution of the model 

equations for the constant aggregation kernel is possible; the reduced weight­

average molecular weight is given by 

As a greater understanding of the relationships between process parameters and 

the intrinsic kinetic events in protein association is gained, the ultimate goal 

of the a priori specification of aggregative (or nonaggregative) environmental 

conditions may be realized. 
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5.8 Nomenclature 

A 

A* 

B 

B* 

{B2h 

{B{B2}i} 

{B*{B2h} 

H[i] 

Kn 

native monomer species (concentration), (M) 

native dimer species (concentration), (M) 

optical absorbance at wavelength ,\, AU 

inhibited native monomer species (concentration), (M) 

altered monomer species (concentration), (M) 

inhibited, altered monomer species (concentration), (M) 

altered dimer i-meric aggregate species (concentration), (M) 

altered mixed i-meric aggregate species {concentration), (M) 

poisoned aggregate species (concentration), (M) 

total initial protein concentration, mg mL - l 

Heaviside unit step function 

aCT molal heat of solution, cal mo1- 1 

apparent Smoluchowski rate constant, M- 1 s- 1 

conformational change rate constant, s- 1 

aggregative dimerization rate constant, M- 1 s- 1 

intrinsic dimer aggregation rate constant, M-1 s- 1 

dimer aggregation rate constant, M- 1 s- 1 

native monomer association rate constant, M- 1 s- 1 

native dimer dissociation rate constant, s- 1 

optical constant at wavelength ,\, mL g- 1 

native aCT dimerization equilibrium constant, M- 1 

salting-out constant, molality- 1 

salt concentration, molality 

solute number-average molecular weight, Daltons 

solute weight-average molecular weight, Daltons 



s 
T 
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solute monomeric molecular weight, Daltons 

solute particle number concentration, M 

solute weight-average particle radius, A 

solute z-average particle radius, A 

solute monomeric radius, A 

supersaturation ratio, dimensionless 

initial supersaturation ratio, dimensionless 

protein solubility, mg mL- 1 

temperature, Kelvin 

Greek symbols 

{3' 

S[i] 

salting-out equation constant, dimensionless 

Kronecker delta function 

standard deviation of solute weight-average radius distribution, A 

n th moment of dimer aggregate distribution, M 

nth moment of mixed aggregate distribution, M 

n th moment of poisoned aggregate distribution, M 
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5.10 Tables 

Table 1. Molar heats of solution for aCT in various salt solutions 

salt salt tiJta 
0 aCT 

concentration concentration 

(m) (cal mo1- 1 ) (mg mL- 1 ) 

KSCN 0.5 -21500 ± 600 10 

KBr 2.35 -6800 ± 490 10 

NaBr 2.6 -6200 ± 310 10 

NaCl 2.5 -1990 ± 240 25 

Na2S04 1.0 -2120 ± 330 25 

a limits represent ± S.D. of the mean 

Table 2 Rate constant estimates for population balance model 

salt ka 1 Nb k2 N ks N 

(s-1 ) (M-1 s-1 ) (M-1 s-1 ) 

KSCN 2.3 ± 5.5 X 10° 21 0.7± 1.4 X 107 20 0.6 ± 1.3 X 108 20 

KBr 1.0 ± 1.3 X 101 11 1.4 ± 1.8 X 104 15 7.6 ± 7.5 X 104 15 

NaBr 2.7 ± 2.3 X 101 10 3.9 ± 2.4 X 104 13 1.1 ± 1.6 X 106 12 

NaCl 1.1 ± 1.5 X 101 7 3.3 ± 2.6 X 104 7 1.7 ± 3.2 X 106 7 

Na2S04 4.7 ± 4.6 X 101 5 3.0 ± 2.9 X 104 5 0.8 ± 1.4 X 107 5 

a error limits represent ± S.D. of the mean 

b number of data sets used in computing the mean, the total number fit was: 

KSCN, 22; KBr, 15; NaBr, 13; NaCl, 8; Na2S04 , 5 
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5.11 Figures 

Figure 1 o:CT aggregation turbidity trajectories as a function of KSCN con­

centration. The protein concentration and temperature were fixed 

at 10 mg mL - 1 and 25°C, respectively. The KSCN concentra­

tions are noted on the figure. The experimental data is given by 

the solid lines; dashed lines represent the corresponding fits of the 

population balance model. The dotted horizontal line delimits the 

linear response regime. 

Figure 2 aCT aggregation turbidity trajectories as a function of temper­

ature. The protein concentration and KSCN concentration were 

held constant at 10 mg mL - 1 and 0.5 m, respectively. The tem­

peratures are noted on the figure. The solid lines represent the 

experimental data; dashed lines give the corresponding fits of the 

population balance model. The dotted horizontal line delimits the 

linear response regime. 

Figure 3 o:CT and TPCK-o:CT aggregation turbidity trajectories as a func­

tion of protein concentration. The KSCN concentration and tem­

perature were fixed at 0.5 m and 25 °C, respectively. Experimental 

data for o:CT is given by the solid lines and that for TPCK-o:CT 

by the dotted lines. The protein concentrations are noted on the 

figure; experiments were performed in duplicate. Dashed lines 

give the corresponding fits of the population balance model. The 

dot-dash curve gives the result of the poisoning simulation using 

average rate constants fitted to the 3.57 mg m1- 1 control runs. 

The dotted horizontal line delimits the linear response regime. 

Figure 4 The apparent Smoluchowski constant, kapp, versus the initial su-
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persaturation ratio, s0 , for each of the salts studied. The symbols 

representing the parameters used to manipulate s0 , temperature, 

salt concentration, and a:CT concentration, are indentified in the 

figure legend. The fitted lines are given as visual aids. 

Figure 5 Reduced solute weight-average particle radius, fw/ f 1 versus a:CT 

concentration, C 0 • The theoretical relationship expressed by equa­

tion (9) is given by the solid line; dashed lines show the monomer 

and dimer values of the reduced radius. Symbols give DLLS results 

for salt-free and supernatant a:CT solutions. The heavy vertical 

bar at C0 = 10 mg m1- 1 gives the range of reduced radius values 

found for low salt concentrations ( < 0.1 m) for each salt; the bar 

represents results of ten different samples. Error bar shows the 

standard deviation of the weight-average reduced radius distribu­

tions. f1 ~ 19.6 A. 

Figure 6 Detailed population balance model reaction scheme. Aggregative 

interactions are given by the upper scheme; the lower scheme de­

picts the poisoning mechanism. 
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Figure 1 aCT aggregation turbidity trajectories as a function of KSCN 

concentration 
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Figure 2 aCT aggregation turbidity trajectories as a function of 

temperature 
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Figure 3 aCT and TPCK-aCT aggregation turbidity trajectories 
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Figure 4 Apparent Smoluchowski rate constant versus intial 

supersaturation ratio 
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Figure 5 Reduced solute weight-average particle radius versus aCT 

concentration 
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Figure 6 Detailed population balance model reaction scheme 

Aggregation 

{B2h + {B2}3 
k:, 

{B2h+i --+ 

B + {B2}1 
ki {B{B2h} --+ 

B + {B{B2h} k2 {B2h+1 --+ 

A* B* B* + 

Poisoning 



- 185 -

Chapter 6 

Conclusions 
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6.1 Summary of Results 

The motivation for this work stems from the paucity of information per­

taining to protein behavior, on the molecular level, in separations environments. 

Proteins differ from conventional chemical products in that they must have, in 

addition to the correct covalent structure, the right conformation. It is this 

added structural requirement that complicates biological separations processes. 

Design and operating guidelines are largely based on heuristics as the confor­

mational implications of processing can not be predicted with certainty. 

This work has addressed issues of protein activity, structure, and aggrega­

tion in salt-induced precipitation as a function of important process parameters. 

The insights gained pertaining to the salting-out process may also be cogent to 

other bioprocesses where high ionic strengths and/or aggregative environments 

are encountered; in aqueous two-phase extractions, for example, precipitates 

may form in salt phases or at the salt-polymer phase interface. The techniques 

used may find application in investigations of protein behavior in other processes 

as well. 

In Chapter 2, the relationships between protein solubility and recoverable 

activity were explored as a function of salt type, salt concentration, and temper­

ature using a:CT as the model protein. The inability of the current equilibrium 

theory to correctly predict the solubility behavior of a:CT may be attributed to 

either changes in protein physical properties, such as the dipole moment and hy­

drophobic surface area, due to structural perturbations, or specific salt-protein 

interactions not accounted for by the theory or both. There was no clear correla­

tion between the discrepencies and salt properties such as activity or hydration 

number. 

Activity losses were due to changes in the protein active fraction; specific 
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activity determinations indicated that protein that was able to recover activity 

on redissolution regained full native activity. The protein active fraction was 

sensitive to the salt type, but not the salt concentration. The salt concentrations 

required to cause precipitation in 1 to 10 mg mL - l o:CT solutions are likely 

above some threshold value(s) where the concentration effects become saturated. 

The salts could be clearly divided into chaotropic (KSCN, KBr, NaBr) and 

structure-preserving (NaCl, Na2 SO4 ) classes on the basis of their affect on the 

protein active fraction. 

The product of the salting-out constant and the redissolved precipitate 

active fraction w~-~ indicative of the performance of a given salt. Na2 SO4 was 

the best performer, while the bromide salts were the worst. The performance 

of KSCN rivaled that of NaCl; this was unexpected as these salts have different 

modes of interaction with proteins. Also, the performance was poorer at lower 

temperatures for each of the salts studied. These findings challenge the dogmatic 

adherence to traditional modes of operation employing non-denaturing salts 

and low temperatures; chaotropic salts and moderate temperatures may prove 

efficacious in some processes. 

Chapter 3 is a companion study to Chapter 2; the effects of precipitation 

on elements of secondary and tertiary structure in o:CT were probed. Raman 

amide I band spectra indicated that the o:CT precipitates induced by chaotropic 

salts had increased ,B-sheet contents and decreased o:-helix contents. This effect 

was greater for the insoluble portion of these precipitates. ,B-sheet formation 

has been been found in other aggregating protein and peptide systems. These 

,B-sheet structures may form the interaction sites for protein aggregates. The 

conformational changes depended only on the type of salt, not the concentra­

tion, mimicking the active fraction dependence found previously. As expected, 
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the correlation between the active fraction and the extent of structural change 

was strong. The inactivated protein may correspond to that which is exten­

sively crosslinked by ,8-sheet interactions vis-a-vis the extent of the structural 

perturbations estimated for insoluble, inactive precipitates. 

Conventional and saturation transfer electron paramagnetic resonance spec­

tra of spin-labelled o:CT precipitates indicated that the active site is not affected 

by precipitation. The active site forms the interface for dimerization in o:CT; 

dimerization may protect the active site from denaturation. This complements 

the specific activity results and lends support to the conclusion that inactiva-

tion may be due to quaternary interactions in the precipitate phase rather than 

secondary structure changes. 

A plausible molecular model was constructed for the structurally altered 

precipitate samples. The model was based on the secondary and tertiary in­

formation derived from the spectroscopic analyses. An estimation of the dipole 

moment and hydrophobic surface area of the altered structure was able to ex­

plain part of the discrepancy between the theoretical and experimental solubility 

behavior. 

A general mechanism for the salt-induced precipitation of globular proteins, 

based on the solubility, activity, and structural data for o:CT, was proposed. In 

the mechanism, the type of salt controls the extent of the structural perturba­

tion while both the type and amount of salt control the equilibrium between 

precipitate and soluble protein. Since soluble, active precipitate was found to 

coexist with insoluble, inactive precipitate, the rates of the phase and conforma­

tional change reactions must be comparable. The extent to which o:CT can be 

considered a true model protein in these investigations depends on the generality 

of the secondary structural perturbations found; evidence is given in Chapter 4 
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and in the work of other investigators (see references in Chapters 3 and 4) that 

,8-sheet formation during aggregation is a widespread phenomenon. 

Chapter 4 details the secondary structural implications of precipitation with 

KSCN and Na2 S04 for a variety of different proteins. The Raman amide I band 

analysis described in Chapter 3 was used. For the KSCN-induced precipitates, 

the ,8-sheet contents increased and the a-helix contents decreased; ,8-sheet for­

mation may occur at the expense of a-helix. The structural changes estimated 

for the Na2 S04 precipitates were less significant. 

The secondary structure changes were examined with respect to elements 

of primary, secondary, and tertiarJ structure found in the native proteins. The 

increase in ,8-sheet contents was positively correlated with the fraction of charged 

residues and negatively correlated with the solvent accessible surface area. The 

hydrophobic surface area may be the ultimate factor; the hydrophobic surface 

area is inversely proportional to the fraction of charged groups and is a nearly 

constant fraction of the solvent accessible surface area. The formation of ,8-sheet 

structures in protein aggregates mimics the subunit interactions of oligomeric 

proteins such as concanavalin A and alcohol dehydrogenase and may be the 

result of a secondary structure dependent hydration free energy. 

The aggregation kinetics of aCT were described in Chapter 5. The process 

parameters studied included the type and amount of salt, the temperature, and 

the protein concentration. The progress of the aggregation reaction was mon­

itored via stopped-flow turbidimetry. Apparent Smoluchowski rate constants 

were derived from the linear portion of the sigmoidal turbidity trajectories. The 

protein concentration had no significant effect on the apparent rate constants 

found for each of the salts; the protein concentration dependence of aggregation 

was adequately described by a collision type equation. The temperature and 
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salt concentration had nearly identical effects on the apparent rate constant. 

The temperature and salt concentration determine the protein solubility; the 

similarity of their effects on the apparent aggregation rate constant implies that 

the activation energy for the self-association process in precipitation is small. 

Precipitations performed with partially inhibited o:CT demonstrated the 

importance of the dimerization reaction and monomer addition to the aggrega­

tion process. The partially inhibited o:CT aggregated much more slowly than a 

control precipitation reaction consisting of an amount of o:CT equivalent to the 

concentration of the uninhibited enzyme. The inhibited monomer must poison 

the polymerization of the protein that remains competent for aggregation; the 

dimer is the primary aggregable species. 

The particle size distributions of various o:CT solutions were estimated by 

dynamic laser light scattering. o:CT solutions from 1 to 50 mg mL - l were equi­

librium mixtures of monomers and dimers. Both low salt-o:CT solutions and 

supernatant solutions consisted essentially of monomers and dimers. Aggrega­

tion does not occur unless a condition of supersaturation exists; soluble protein 

is free of aggregates. 

A detailed population balance model was developed to describe the ag­

gregation behavior of o:CT. This model incorporated the structural change ef­

fects discussed in Chapters 3 and 4, the specific interaction ( dimerization) site, 

and monomer addition. The model was fit to the stopped flow data and rate 

constants for the conformational change, nonspecific aggregation, and aggrega­

tive dimerization were estimated. The fitted rate constants fell within reported 

ranges for analogous reactions of other proteins and peptides. Rate constants 

fit to the inhibition control experiments were able to model the qualitative be­

havior of the inhibited o:CT aggregations. The model is unique in that it takes 
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structural perturbations, and specific and nonspecific quaternary interactions 

occurring in aggregation into account. The model may have general utility in 

the description of protein aggregative processes, especially where specific inter­

action sites must be considered. 

6.2 New Directions 

During the course of the present work, a number of areas meriting fur­

ther investigation have become apparent. These areas include extentions of 

completed work such as the effects of mixing on protein solubility, improved 

secondary structure estimation via Raman spectroscopy, and a more rigorous 

treatment of aggregation kinetics. In addition, this work may be considered a 

case study under the banner "Protein Denaturation in Bioseparations" and used 

as a model approach to other bioprocesses where protein activity losses are a 

concern. A brief accounting of proposed research strategies is given below. 

6.2.1 Mixing Effects on Protein Solubility 

Although solubility is governed by thermodynamics, the solubility of pro­

teins in solutions of high ionic strength depends on the contacting conditions 

between the salt and protein streams [1-3]. The solubility of a protein, S, as a 

function of the salt concentration, m, is given by the empirical relation 

(1) 

where Ks is the salting-out constant which depends on the physical properties 

of both the salt and the protein and /3' is a constant incorporating mixing 

effects as well as temperature and pH effects. For example, for KSCN and 

a-chymotrypsin at 25 °C, in the precipitations carried out via the protocol of 

Chapter 2, Ks = 6.83 ± 0.92 m- 1 and /3' = 2.64 ± 0.23; corresponding solubility 
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determinations performed with the stopped-flow device m Chapter 5 yielded 

K 3 = 6.76 ± 0.41 m- 1 and /3' = 1.88 ± 0.10. Thus, the effect can be significant 

and appears to follow the form of equation (1). 

The sensitivity of /3' to mixing conditions has an obvious impact on the 

ability to scale-up precipitation operations correctly. In order to develop pre­

dictive ability for /3', the controlling process parameters must be identified. A 

semi-empirical approach linking turbulent mixing variables with the kinetics of 

the salt-protein interaction in precipitation is proposed. 

The mechanism of the salt-induced protein solubility reduction is thought 

to involve the partial dehydration of the protein surf ace by the electrolyte an-

ions. A possible representation of this action may be given by the equilibrium 

relationship [4] 

where the salt anions, A - , compete with the protein, P, for water of hydration. 

Some salts may compete more effectively than others; the salt type dependence 

of protein solubility may appear in both /31 and K 3 in equation (1). It is very 

likely that the kinetics of this equilibrium are rapid and, hence, may be a function 

of the mixing conditions [5,6]; the value of x in equation (2) may depend on the 

local salt concentration. 

For turbulent mixing, the concentration of the i th reactant, Ci, at any point 

in the reactor may be described by [7] 

(3) 

where C,;. is the bulk average concentration of component i in the reactor and c,;. is 

the corresponding fluctuation term. The mixing conditions may be characterized 
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by the intensity or degree of segregation, Ill, defined as [7] 

(4) 

where c;0 and c; are the average square fluctuation concentrations of component 

i initially and at time t, respectively. At t = 0, I 8 = 1 and the mixture is 

completely segregated; as time increases and the mixture approaches uniformity, 

Ill drops to zero. Ill gives a measure of the degree of completion of diffusive 

processes. 

Toor [5] showed that for the reaction 

aA + bB ~ products (5) 

the fractional conversion of the limiting reagent, F, was related to the intensity 

of segregation via 

(6) 

In equa.tion (6), (3 is related to the stoichiometry of the reaction by 

(7) 

where the subscript o denotes the intial concentration. The Ct terms in equation 

(6) refer to the total concentration fluctuation 

(8) 

and the function g(x) is given by 

X 1 
g(x) = . roierfc. ro 

y2 y2x 
(9) 

where ierfc(y) is the first integral of the complementary error function. 
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In a well-mixed reactor, the intensity of segregation may be related to the 

mean residence time, ,,., , and the correlation time for fluid motions, ,,. , m a 

straight forward fashion via [7] 

(10) 

,,- , in turn, is related to the Schmidt number, N Sc, the length scale of segregation, 

Ls, and the velocity energy dissipation per unit mass, e, by [7] 

1 ( 5 ) 2/3 (L;) 1/3 (v) 1/2 
r = - [3 - - + - ln N sc] 

2 ~ e e 
(11) 

where v is the kinematic viscosity. This expression is valid at high Schmidt 

numbers; for aqueous electrolyte and protein solutions, Nsc > 103 in general. 

The variables in equation (11) are experimentally accessible. Ls may be 

estimated by integrating the Eulerian concentration correlation function [7] 

(12) 

where x represents the coordinates of a fixed location in the reactor and r denotes 

the separation distance between the fixed point and an arbitrary second point. 

E is related to the power input, P, by [7] 

e = rJP/M (13) 

where rJ is the efficiency of turbulence production and M is the mass of fluid. 

If we consider the approach to the true thermodynamic equilibrium in re­

action (2) and if no precipitate is initially present, equations (6), (10) and (11) 

may be applied to estimate the fractional conversion of protein to precipitate. 

The fractional conversion, in turn, may be used to relate the observed solubility 

with the true solubility. If this method is successful in explaining the solubility 
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behavior as a function of the contacting conditions, equation (11) suggests that 

the appropriate scale-up parameter combination is L; / e. This project is similar 

in spirit to a study of micromixing effects on the precipitation of BaS04 by 

Pohorecki and Baldyga [8]. 

6.2.2 Secondary Structure Estimation via Raman Spectroscopy 

Analysis techniques for Raman amide I band spectra are evolving, utilizing 

more sophisticated, physically satisfying approaches. The constrained superosi­

tion method of Williams [9,10], a variant of which was used in Chapters 3 and 

4, has been criticized by Berjot and coworkers [11]; in some cases, the computed 

reference spectra (AF+, see Chapter 3) have multiple bands and negative inten­

sity excursions. Further, the distinction between parallel and antiarallel ,B-sheet 

may be artificial. FTIR amide I band spectra of the all-parallel ,B-sheet proteins 

fl.avodoxin and triose phosphate isomerase indicate that parallel and antiparallel 

,B-sheet backbone vibrations occur at essentially the same frequencies [12]. 

The Reference Intensity Profile (RIP) method developed by Berjot et al. 

[11] circumvents these problems by considering fewer classes of secondary struc­

ture and arriving at single bands, or RIPs, to describe the amide I mode vibra­

tions of pure classes of structure. However, this method is fl.awed by the method 

used in computing the RIPs as different proteins were used for each structure 

type. In addition, the spectral data were manipulated to improve the results of 

the method; "... the RIPs were slightly modified to obtain a better general fit 

" [11]. This amounts to an arbitrary enhancement of spectral features. 

In order to address the shortcomings of both of these structure estimation 

techniques, the following approach is proposed. Ideally, the columns of William's 

[10] reference spectra matrix AF+ would be Gaussian-Lorentzian lineshapes 
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centered at the backbone vibrational frequency of each pure structure class. In 

reality, due to the limited number of proteins in the reference set, the lineshapes 

in each column of AF+ are not well-developed. It should be possible, however, 

to deconvolute AF+ in terms of a given lineshape function for each structure 

class; this would allow the raw reference matrix AF+ to be replaced by an 

ideallized equivalent, L, composed of these pure lineshape functions. Assuming 

the columns of AF+ and L are normalized and in the limit where the bandwidth 

of each lineshape is much less than the frequency interval in the discretized 

matrix representation 

where In is the n x n identity matrix and n is the the number of structure types 

considered. Equation (14) suggests a criterion for the formation of L from AF+. 

Formally, the problem is given the raw reference matrix AF+, find the 

equivalent set of Lorentzian-Gaussian product functions, L, 

where Ii(voi, bwi) is a column vector of intensities of the lineshpae function Ii 

with center frequency Voi and bandwidth bwi at discrete frequencies. For the Ii, 

(16) 

where f,i and gi are Lorentzian and Gaussian lineshapes, respectively, ( as de­

fined in equations (2) and (3) of Chapter 3) and R is the Lorentzian-Gaussian 

ratio. 

To deconvolute AF+, we must find the set of n center frequencies and 

bandwidths, and the ratio R that best represents AF+; that is 

find Voi, bwi, R such that IILT AF+ - Inll2 is minimized (17) 



- 197-

Berjot and coworkers [11] met with the greatest success by considering four 

structure types: disordered and ordered o:-helix, total ,B-sheet, and undefined 

structure (including ,B-reverse trun and random coil). By using the literature 

values for the center frequencies, only n + 1 parameters need to be estimated 

using the criterion in expression ( 17). An inherent assumption in the formation 

of both AF+ and L is that the lineshape for each structure type has the same 

intensity. Williams and Dunker [9] have argued that this assumption is reason­

able. The number of bands AF+ is deconvoluted into may be determined by a 

statistical comparison of the residuals from expression (17) as a function of n. 

Having obtained L, the vector of structure fractions, i, may be estimated 

from a sample spectrum, b, using 

Lf = b subject to f ~ 0 and llf 111 = 1.0. (18) 

This method alleviates the problems of non-physical reference spectra, non­

distinct lineshapes, and inconsistant treatment of reference spectra. 

Modified experimental protocols may also enhance the reliability of struc­

ture estimation by improving spectral signal-to-noise ratios. The Raman amide 

I band is perched atop a large fluorescence background signal; the background 

fluorescence is largely due to trace impurities. In Chapter 4, it was noted that 

commercial preparations of the various proteins studied had significantly lower 

background levels than the corresponding precipitate samples. Buffers should be 

purified by passage through a column of activated charcoal before use [13]. Pro­

tein solutions may also be treated by dialysis against purified buffer or distilled 

water, followed by lyophilization. Contaminant proteins will not be removed by 

this procedure, but the small fluorescent compounds, introduced during com­

mercial preparation, may be substantially reduced. 
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6.2.9 Aggregation Kinetics 

The modelling work presented in Chapter 5 concerning a-chymotrypsin ag­

gregation kinetics incorporated a number of simplifying assumptions to facilitate 

parameter estimation. The credibility of the model may be enhanced by addi­

tional experimental work to verify assumptions and by increasing the level of 

physical rigor adhered to. Specifically, the assumption that soluble protein is in 

the native conformation should be confirmed experimentally and the restriction 

to constant aggregation kernels should be relaxed. 

Dynamic laser light scattering data presented in Chapter 5 for supernatant 

samples of a-chymotrypsin precipitations indicated that soluble protein was 

largely composed of monomeric and dimeric species. This does not constitute 

sufficient evidence, however, to verify the assumption that soluble protein re­

mains in the native state. Raman amide I band spectroscopy of supernatant 

samples can potentially provide this information. Complications arise because 

of the difficulty of obtaining high quality solution phase protein Raman spectra; 

protein concentrations in excess of 50 mg mL - l may be required for reasonable 

acquistion times. Also, solvent subtraction is necessitated as the water stretch­

ing mode at 1665 cm- 1 falls in the middle of the amide I region. Structure 

perturbation estimates, using the technique of Chapter 3, should be considered 

relative to the solvent subtracted solution spectra of native the proteins. The 

results of the analysis may require the restructuring of the model as the confor­

mational changes may not be limited to the supersaturation. 

The constant aggregation kernel, k3 , while allowing the closure of the mo­

ment equations, may not be an accurate physical representation of protein aggre­

gation. The investigations of Shimada and Matsushita [14] led to the identifica­

tion of o:-chymotrypsin as a gelation-type protein as opposed to a coagulation-
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type protein. In order to account for gelation phenomena in the model, the 

aggregation kernel should include a particle size dependence of the the form [15] 

k3 ~ (ij)w where, 
1 
-<w<l 
2 -

(19) 

for the interaction of an i-mer with a j-mer. A variety of aggregation kernels, 

including a number that incorporate relation (19), have been proposed in the 

literature [16,17]. An approximate method for eliminating the closure problem 

posed by the size dependence of these aggregation kernels has been suggested 

by Hulbert and Katz [18]. The monomer addition mechanism of the model may 

also require modification to reflect physical assumptions inherent in different 

kernels regarding the number of nonspecific interaction sites considered. 

A Coulter counter may be used to determine the evolution of particle size 

distributions with time for slowly aggregating systems [18]; less denaturing salts, 

low protein concentrations, and low temperatures slow the rate of aggregation. 

The particle size distributions may provide a means of discriminating between 

competing aggregation kernels. Turbidity measurements can only provide infor­

mation about the integrated behavior of the particle system. 

6.2.,4 Protein Denaturation in Biological Seperation Operations 

The approach taken in the current work with protein precipitation may be 

a useful paradigm for studies of other separation operations employing poten­

tially denaturing environmental conditions. Spectroscopic probes and activity 

assays may be used to determine structure-function relationships as a function 

of processing conditions. The resulting information has important implications 

for both the design and operation of separation processes as it may facilitate the 

prediction of active protein yields. 
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Entirely analogous studies may be performed with other precipitation pro­

cesses and with various chromatographic techniques. Section 1.3 lists a wide 

range of reagents for inducing protein precipitation varying in both efficacy and 

chaotropic potential; comparison of effect on precipitate activity and structure 

for different precipitants may guide the selection process. The conformational 

state of protein absorbed on an ion-exchange or hydrophobic interaction resin 

may also be amenable to analysis via Raman spectroscopy. 

The use of proteins as separating agents in bioprocesses may also be stud­

ied. Recycle and/or reuse of these materials may be crucial to the economics of 

the process. A convenient example are the immobilized antibodies used in im-

munoaffi.nity chromatography. Immobilization chemistries may be unstable and 

elution conditions may be denaturing; this results in column capacity losses and 

antibody leakage. A specific program for the investigation of these phenomena 

with preliminary feasibility studies is presented in Appendix F; this study can 

provide information complimentary to that obtained through hapten labelling 

techniques [20]. 
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Appendix A 

Thermostatted Sample Stage for the 

Raman Spectrometer 
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A.I Figure Thermostatted Sample Stage for Raman Spectrometer 
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Appendix B 

Raman Spectral Analysis Package 

(RSAP) 

Documentation: Version 1.0 
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B.1 Introduction 

RSAP is set of computer programs for the post-analysis of Raman amide 

I band protein spectra. The amide I band is sensitive to protein secondary 

structure content; the C°'-C' and N-C°' dihedral angles determine both the con­

formation of the protein backbone and the energetics of the amide I vibrational 

mode. The relative amounts of ordered and disordered a-helix, parallel and 

antiparallel ,8-sheet, reverse turn and random coil are assigned by RSAP. The 

sample assignments are made by deconvoluting experimental spectra in terms of 

contributions from reference spectra of proteins with known secondary stucture 

contents. 

Smoothing, subtraction and normalization operations must be performed on 

experimental spectra before the deconvolution step. Raman spectra of proteins 

often lie on an intense, sloping, fluorescence background that varies from sample 

to sample. Aromatic side chains also contribute peaks that lie near the amide I 

band. Solvent contributions to the amide I band must be removed for solution 

samples. 

The routines that perform the smoothing, subtraction and deconvolution 

steps were written de novo. Subtraction criteria, generalized algorithms and 

reference protein data were obtained from work by Dunker [1] and Williams [2]. 

RSAP is written predominately in IBM Professional FORTRAN for use on 

a IBM PC/XT, PC/ AT or compatible computer. The system requirements are 

a hard disk and a math coprocessor. RSAP is contained on two 5¼ inch double­

sided, double-density floppy disks; the first contains the executable image and 

batch files and the second contains the source code. In many of the individual 

programs of the package, "canned" subroutines that are available publicly have 

been incorporated both with and without modifications. 
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B.2 Package Architecture 

RSAP is operated by a batch program that calls the executable programs 

in succession, placing intermediate results in subdirectories along the way. This 

accounts for the extended structure of the package; the intermediate results 

are available for comparison with the raw data after each step of the analysis 

procedure. All data files containing spectra are 2E15.6 formatted to facilitate 

the use of plotting routines. 

Figure 1 is a diagram of the RSAP subdirectory system. The contents of 

each subdirectory is also given. All of the core package executable files and 

batch routines reside in the root directory \RAMAN along with batch programs 

designed to configure diskettes for the storage of RSAP results and to perform 

the information transfers. The \RAWDATA subdirectory contains the raw ex­

perimental spectra. The \SMOOTH subdirectory contains smoothed spectra. 

For solution samples, solvent subtracted spectra are placed in the \SOLVENT 

subdirectory. The \PARAMTR subdirectory contains the statistical results of 

the subtraction. The \AROMATIC subdirectory contains normalized amide I 

spectra after fluorescence background and aromatic peak subtraction. This sub­

directory in turn has two subdirectories, \FITPEAKS and \PARAMTR. The in­

dividual fitted peaks, baseline and subtracted spectra are placed in \FITPEAKS. 

The frequency, bandwidth and amplitude of the fitted peaks corresponding to 

those in \FITPEAKS resides in \PARAMTR along with statistical calculations 

of the fitting procedure. \STRUCTUR contains the secondary structure fit re­

sults and the \REF subdirectory. The reference data matricies from Williams 

[2] are stored in \REF. For a given sample, the intermediate data files will all 

have the same filename but different extensions corresponding to the operation 

performed; the format is filename.ext where filename is an eight character code 
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describing the sample and ext is a three character code describing how the data 

was manipulated. The file extension codes are listed in Table 1. Source code list­

ings are placed in the \SRCECODE subdirectory which is not normally accessed 

by the analysis programs. 

B.3 Running RSAP 

The commands associated with RSAP were designed so that little user 

intervention is required. The following commands are available: 

ANALYZE 

RSAP analysis is initiated from the \RAMAN subdirectory by this com­

mand. The program prompts the user for the name of a sample to analyze 

and then asks if solvent subtraction is necessary; both solid and solution 

phase samples may be analyzed. For solid phase samples, it is assumed that 

a 2E15.6 file containing intensity and frequency data (from 1500 to 1800 

cm- 1 at 1 cm- 1 intervals) has been placed into the \RAWDATA subdi­

rectory. Solution phase samples require additional data (from 2500-2505, 

2650-2655, 2800-2805 and 3100-3105 cm- 1 at 1 cm- 1 intervals) with corre­

sponding data for the neat solvent for the solvent subtraction routine. User 

intervention will only be necessary if the aromatic/fluoresence subtraction 

routine requires excessive iterations. 

INSTALL 

This command installs RSAP on the hard disk of the computer. It is invoked 

by inserting the executable RSAP floppy into drive A and setting the default 

directory to A:. 

DATACOPY 

The set of files corresponding to one sample is copied onto a suitably for-
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matted diskette in drive A. This command is available in the \RAMAN 

directory. 

DATADISK 

Subdirectories corresponding to the RSAP structure are set up on a diskette 

in drive A. This command is available in the \RAMAN subdirectory and is 

used in conjunction with the DATACOPY command. 

B .4 Program Descriptions 

B.4 .1 RSAP Operating Programs 

Two batch files, ANALYZE.BAT and RUNPKG.B.A.T, and one FORTRAN 

program, SAMPLE.EXE control the analysis package. ANALYZE.BAT erases 

the control routine from any previous run, calls SAMPLE.EXE and then 

RUNPKG.BAT. SAMPLE.EXE prompts the user for the name of the exper­

imental spectrum to be analyzed and whether or not solvent subtraction will 

be required. The sample code is written to a short file, SAMPLE.COD, which 

is used to pass the name of the sample to each of the individual analytical 

programs. The batch file RUNPKG.BAT is also created by SAMPLE.EXE. 

RUNPKG.BAT executes the individual analysis programs in the appropriate 

order and places intermediate results in subdirectories. In this way, the order of 

execution of the analysis programs can be varied depending on whether or not 

solvent subtraction is required. 

B.4 .2 RSAP Analysis Programs 

The first analytical routine, SMOOTH.EXE, smooths the raw spectral data. 

The 5-point smoothing algorithm proposed by Savitzky and Golay [3] was used to 

be consistent with the approach of Williams [2]. Smoothing is performed first so 
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that the subsequent aromatic/fluorescent background fitting routine converges 

in fewer iterations. Smoothed sample spectra were placed in filename.SMO files. 

If the sample requires solvent subtraction, SOLVENT.EXE is executed. 

This program subtracts the solvent spectrum from the sample spectrum using 

the criteria described by Williams and Dunker [1]. A multiple of the solvent 

spectrum is subtracted so that baseline in the 2500-2800 cm- 1 region is collinear 

with that of the 3100-3105 cm- 1 region. The algorithm consists of solving the 

following equation 

(1) 

where Sexp(v) and S801(v) represent the exprimental and solvent spectrum as a 

function of the frequency v respectively, w is the weight assigned to the solvent 

spectrum for subtraction, and a and (3 are the slope and intercept of the result­

ing baseline between 2500 and 3105 cm - l. The coefficients w, a and (3 were 

determined by formulating (1) as a multiple linear regression problem 

Equation (2) was solved via an LU decomposition subroutine [4]. Solvent sub­

tracted spectra were assigned to filename.SUB files. 

AROMATIC.EXE fit a sloping baseline, the fluorescence background and 

the aromatic peaks simultaneously. The fluorescence was found [2] to be well 

represented by a Gaussian with a bandwidth of 140.1 cm- 1 and a frequency 

of 1616 cm- 1 . The aromatic peaks were fit with Gaussian-Lorentzian product 

functions. The function fit to the experimental spectra was 

4 

Sca1(v) =av+ (3 + L Aa:9}l-R) .Cf+ A191 (3) 
i=l 
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where 

(4) 

and 

£· = 2Bi 
' 1rB'f + 41r(v - voi) 2 • 

(5) 

The first two terms of (3) represent the sloping baseline with slope a and inter-

cept fJ. The summation term is the contribution from the aromatic peaks with 

Gaussian and Lorentzian lineshape functions gi and .Ci as defined in equations 

( 4) and (5) respectively. Bi is the bandwidth at half height, Voi is the frequency 

and Ai is the amplitude of the i th peak respectively. The Gaussian-Lorentzian 

ratio R was fixed at 0.7143 [5]. The last term of equation (3) represents the 

fluorescence contribution. Equation (3) contains 13 free parameters that were 

fit simultaneously via a bounded nonlinear least squares Marquardt algorithm 

subroutine [6]. This subroutine was translated into structured FORTRAN from 

its FORTRAN66 listing [7]. The algorithm is iterative and is the rate determin­

ing step in RSAP. In general, the lower the spectral signal-to-noise ratio, the 

more iterations were required for convergence. AROMATIC.EXE executed at 

about 1 iteration per minute on a PC/XT; a typical spectrum with S/N = 40 

may require ~30 minutes for complete analysis. Provision was made for the user 

to intervene after every hundred iterations for more problematic experimental 

spectra. The fitted peaks were subtracted from the experimental spectrum. 

The subtracted spectrum was normalized by the sum of intensities from 1615 

to 1710 cm- 1 at 5 cm - l intervals. Noise levels were estimated from the stan­

dard deviation of the intensities from 1730 to 1760 cm- 1 at 5 cm- 1 intervals. 

The normalized amide I band (1630 to 1700 cm- 1 at 5 cm- 1 intervals) was 

given the file extension NOR. The individual fitted peaks (four aromatic peaks 
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and the fluorescence peak), the baseline, the fitted function and the subtracted 

spectrum were placed in the \FITPEAKS subdirectory with the extensions PKl 

through PK5, PKB, PKS and PKM respectively. The values of the 13 fitted 

constants were placed in a parameter file along with statistical information in 

the \PARAMTR subdirectory. 

The final operation is the deconvolution of the normalized amide I band in 

terms of the protein reference spectra by the program DSTRUCT.EXE. This 

was done via a constrained least squares fit of a matrix of reference spectra, A, 

and corresponding x-ray secondary structure assignments, F, from [2] using 

subject to l1fll1 = 1.0 and f 2: 0 (6) 

where AF+ represents a matrix of spectra of pure secondary structures, f is 

the vector containing the fractional contribution of each structure class to the 

total secondary structure and b is the normalized experimental spectrum. The 

matrix F had a condition number of ~19 and was stable with respect to 

psuedoinversion. All one-time reference matrix manipulations were carried out 

using PC-MATLAB [8]. The constraints from system (6) were incorporated into 

a matrix inequality 

Gf 2: h (7) 

where 

1 1 1 1 1 1 1 
-1 -1 -1 -1 -1 -1 -1 
1 0 0 0 0 0 0 

G= 
0 1 0 0 0 0 and h= 

0 
0 0 1 0 0 0 0 
0 0 0 1 0 0 0 
0 0 0 0 1 0 0 
0 0 0 0 0 1 0 
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The problem (6) with inequality (7) was recast as a least distance problem via 

a singular value decomposition of AF+ 

(8) 

and an orthogonal change of variables 

(9) 

The singular value decomposition of AF+ was computed with PC-MATLAB [8] 

and indicated that the columns of AF+ were linearly independent. The least 

distance problem becomes 

minimize llxll2 subject to (10) 

and was solved via subroutine LDP [9]. The solution vector f is obtained from 

the solution of (10), x, using (9). The fitted structure results were reported to 

filename.STR along with the Euclidean norm of the residual vector IIAF+r -

bll2- The reference matricies required by DSTRUCT.EXE were located in the 

\REF subdirectory. 

B...j.3 Housekeeping Programs 

The housekeeping programs are batch files that install RSAP, set up direc­

tories mimicing the RSAP structure on data diskettes and copy data from the 

hard disk into the appropriate directories on a data diskette. The installation 

routine resides only on the executable RSAP diskette. DATADISK.BAT and 

DATACOPY.BAT are in the \RAMAN directory. 
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B.6 Table File extension codes 

extension file type 

directory: \RAMAN 

EXE executable FORTRAN routines 
BAT executable batch programs 

COD sample code file 

directory: \RAMAN\RAWDATA 

RAW raw spectral data, format: 2E15.6 

directory: \RAMAN\SMOOTH 
SMO 5 point smoothed spectra, format: 2E15.6 

directory: \RAMAN\ SOLVENT 
SUB solvent subtracted spectra, format: 2E15.6 

directory: \RAMAN\SOLVENT\PARAMTR 
PAR fitted coefficients for multiple linear regression, R2 

directory: \RAMAN\AROMATIC 
NOR subtracted, normalized amide I band, format: 2E15.6 

directory: \RAMAN\AROMATIC\FITPEAKS 
PKi curves for i th fitted peak, format: 2E15.6 

PKB curve for fitted baseline, format: 2E15.6 

PKS 

PKM 

curve for sum of fitted peaks and baseline, format: 2E15.6 

subtracted spectra, format: 2E15.6 

directory: \RAMAN\AROMATIC\PARAMTR 
PAR fitted peak parameters, sum of square error, S /N ratio 

directory: \RAMAN\STRUCTUR 
STR assigned secondary structure content, norm of residual 

directory: \RAMAN\STRUCTUR\REF 
REF reference structure matricies for DSTRUCT.EXE 
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B. 7 Figure RSAP directory structure 

\RAMAN---..-\SRCECODE 
executable images source code listings 

\RAWDATA 
raw spectral data 

filename.RAW 

\SMOOTH 
smoothed data 
filename.raw 

\SOLVENT -----\PARAMTR 

solvent subtracted data 
filename.SUB 

subtraction paramters 
filename.PAR 

\AROMATIC ------r--\FITPEAKS 
normalized amide I bands fitted peaks 
filename.NOR filename.PK? 

\PARAMTR 
fitted peak parameters 
filename.PAR 

\STRUCTUR -----\REF 
secondary structure fits reference data 
filename.STR 
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B.8 RSAP Source Code Listings 

REM•••••••••••••••••••••••••• ANALYZE.BAT•••••••••••••••••••••••••••• 
ECHO OFF 
REM This batch file runs the program SAMPLE.EXE which stores the 
REM the name of the sample for the executable programs to access 
REM and then cal Is the batch file RUNPKG.BAT to run the analysis 
REM package 
CLS 
ERASE RUNPKG.BAT 
SAMPLE 
RUNPKG 



- 219 -

B.8 RSAP Source Code Listings (cont'd) 

C •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
C • • 
C • SAMPLE.FOR • 
C • • 
C • Todd M. Przybycien 8/6/87 • 
C • • 
C • Thia program creates the file SAMPLE.COD which contains • 
C • the name of the sample spectrum and whether the sample requires• 
C • solvent subtraction or not and also creates the batch file • 
C • RUNPKG.BAT which runs the analysis package and supplies the • 
C • sample name to al I the files the package creates. • 
C • • 
C •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
C 
C Variables 
C 

C 
C 
e 

C 
C 
C 

Constanta 

UN<• 'UN<NOWN' 
FWT • 'FORMATTED' 

Main program 

WRITE (•,18) 
18 FORMAT (15X,'IMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMMM;', 

.l /15X,': : , , 

.l /15X, ': RAMAN SPECTRAL ANALYSIS PACKAGE : ', 

.l /15X, ' : : ', 

.l /15X,': by : ', 

.l /15X, ': : ', 

.l /15X,': Todd M. Przybycien 8/6/87 : ', 

.l /15X, ' : : ' , 

.l /15X,': California Institute of Technology :', 

.l /15X,': Departn.nt of Ch-ical Engineering :', 

.l /15X, ': Pasadena, California i1125 : ', 

.l /15X, ': : ', 

.l /15X 'HMMMMMMMMMMMIAIMMMMMMMMMMMMMMMMMMMMMMMMMMMMM<', 

.l //1X, 1Enter an 8 character or less sample code: ', 

.l /lX,'Blanks will be filled with B''• ') 
READ C•,21) SAMPLE 

29 FORMA1 (Al) 
DO 3• Ial,8 

IF (ICHAR(SA .. LE(I:I)).EQ.32) SAMPLE(I:I) • 'B' 
31 CONTINUE 

WRITE (•,4•) 
41 FORMAT (lX,'Does this sample require solvent subtraction? 

,l , (Y / [N] ) • ) 
READ C•,51) TYP£ 

51 FORMA1 (Al) 
IF ((TYPE.EQ.'Y').OR.(TYPE.EQ.'y')) THEN 

WRITE (•,H) 
e• FORMAT (lX,'Enter th• na .. of solvent spectrum: ') 

READ C•,71) SOLVNT 
71 FORMA1 (AS) 

EXT a 'SUB' 
ELSE 

EXT a •suo• 
et)IF 
OPEN (1,FILE• •SAMPLE.COD•, FORM=FMT, STATUS:sUNK) 
WRITE (1,88) SAMPLE 

88 FORMAT (AS) 
WRITE (1,98) EXT 

, 
I 
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B.8 RSAP Source Code Listings (cont'd) 

C 
C 
C 

9EI FORMAT (A3) 
IF ((TYPE.EQ.'Y') .OR.(TYPE.EQ.'y')) THEN 

WRITE (1,108) SOLVNT 
lH FORMAT (AS) 

l 
118 

l .. 
l 
l 
i 
l 
l .. 
l .. .. 
l 
l 
l 
l 
l 
l 
l 
l 
l 
l 
l 
l 
l 
l 
l 
l 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 
a 

ENDIF 
CLOSE (l) 

Create the batch file that wi I I run the package 

OPEN (1,FILE• 'RUNPKQ.BAT', FORM=FMT, STAT\JS==UN<) 
IF ((TYPE.EQ.'Y') .OR.(TYPE.EQ.'y')) THEN 

WRITE (1,118) SAMPLE,SOLVNT,SAMPLE,SOLVNT,SAMPLE,SAMPLE, 
SAMPLE,SAMPLE,SAMPLE,SAMPLE,SAMPLE,SAMPLE 

FORMAT (lX,'ECHO OFF', 
/lX, 'CLS', 
/lX,'CO \RAMAN\SMOOTH', 
/lX,'COPY \RAMAN\RAWOATA\',AS,'.RAW', 
/lX,'COPY \RAMAN\RAWOATA\',A8,'.RAW', 
;1x,•coPY \RAMAN\SAMPLE.COO', 
/lX, 'PATH \RAMAN', 
/lX, •SMOOTH•, 
/lX,'ERASE •.RAW', 
/lX,'ERASE SAMPLE.COD', 
/lX,'CD \RAMAN\SOLVENT', 
/lX,'COPY \RAMAN\SMOOTH\',AS,'.SMO', 
/lX,'COPY \RAMAN\SMOOTH\',AS,'.SMO', 
/lX,'COPY \RAMAN\SAMPLE.COO', 
/lX,'PATH \RAMAN', 
/lX, 'SOLVENT', 
/lX,'COPY ',AS,'.PAR \RAMAN\SOLVENT\PARAMTR', 
/lX,'ERASE •.PAR', 
/lX,'ERASE •.SMO', 
/lX,'ERASE SAMPLE.COO', 
/lX,'CO \RAMAN\AROMATIC', 
/lX,'COPY \RAMAN\SAMPLE.COO', 
/lX,'COPY \RAMAN\SOLVENT\',AB,'.SUB', 
/lX,'PATH \RAMAN', 
/lX, 'AROMATIC', 
/lX,'COPY ',AB,'.PAR \RAMAN\AROMATIC\PARAWTR'c 
/lX,'COPY ',AB,'.PK? \RAMAN\AROMATIC\FITPEAKS, 
/lX,'ERASE •. sua•, 
/lX,'ERASE •.PAR', 
/lX,'ERASE •.PK?', 
/lX,'ERASE SAMPLE.COO', 
/lX,'CO \RAMAN\STRUCT\JR\REF', 
/lX,'COPY \RAMAN\SAMPLE.COO', 
/lX,'COPY \RAMAN\AROMATIC\',AB,'.NOR', 
/lX,'PATH \RAMAN', 
/lX, 'OSTRUCT', 
/lX,'COPY ',AB,'.STR \RAMAN\STRUCTUR', 
/lX,'COPY 'cAS,'.CAL \RAMAN\STRUCTUR', 
/lX,'ERASE ,AB,'.•', 
/lX,'ERASE SAMPLE.COD', 
/lX,'CD \RAMAN', 
/lX, 'CLS', 
/lX, • JOBOONE', 
/lX, 'PATH C: ') 

ELSE 
(1,128) SAMPLE,SAMPLE,SAMPLE,SAMPLE,SAMPLE,SAMPLE, 

SAMPLE,SAMPLE a 
12e .. 

a .. 

WRITE 

FORMAT (lX,'ECHO OFF', 
/lX, 'CLS', 
/lX,'CD \RAMAN\SMOOTH', 
/lX,'COPY \RAMAN\RAWOATA\',AS,'.RAW', 
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B.8 RSAP Source Code Listings (cont'd) 

& 
& 
& 
& 
& 
& 
& 
& 
& 
,I 
& 
& 
& 
& 
& 
& 
& 
& 
A 
& 
& 
& 
& 
& 
& 
& 
& 
& 
& 

/lX,'COPY \RAMAN\SAMPLE.COO', 
/lX, 'PATH \RAMAN', 
/lX, 'SMOOTH', 
/lX,'ERASE •.RAW', 
/lX,'ERASE SAMPLE.COD', 
/lX,'CD \RAMAN\AROMATIC', 
/lX,'COPY \RAMAN\SAMPLE.COD', 
/lX,'COPY \RAMAN\SMOOTH\',A8,'.SMO', 
/lX,'PATH \RAMAN', 
/lX, 'AROMATIC', 
/lX,'COPY ',A8,'.PAR \RAMAN\AROMATIC\PARAMTR', 
/lX,'COPY ',A8,'.PK? \RAMAN\AROMATIC\FITPEAKS', 
/lX,'ERASE •. swo•, 
/lX,'ERASE •.PAR', 
/lX,'ERASE •.PK?', 
/lX,'ERASE SAMPLE.COD', 
/lX,'CD \RAMAN\STRUCTUR\REF', 
/lX,'COPY \RAMAN\SAMPLE.COD', 
/lX,'COPY \RAMAN\AROMATIC\',A8,'.NOR', 
/lX,'PATH \RAMAN', 
/lX, 'DSTRUCT', 
/lX,'COPY ',Ae,•.sTR \RAMAN\STRUCTUR', 
/lX,'COPY ',Ae,'.CAL \RAMAN\STRUCTUR", 
/lX,'ERASE ,Ae,•.••, 
/lX,'ERASE SAMPLE.COD', 
/lX,'CD \RAMAN', 
/lX, 'CLS', 
/lX, 'JOBOONE', 
/lX, 'PATH C: ') 

Elf)IF 
CLOSE (1) 
WRITE ( •, 131) 

131 FORMAT (lX,'Batch pro9ra■ RUNPt<C.BAT created.') 
STOP 'Nor .. l t.er■ inat1on of SAWLE.EXE' 
Elf) 
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REM•••••••••••••••••••• RUNPKQ.BAT •••••••••••••••••••••••••••••• 
REM This batch program runs th• •l-nts of RSAP by establishing 
REM appropriate paths and placing data files in the required 
REM directories 
ECHO OFF 
CLS 
CO \RAMAN\SMOOTH 
COPY \RAMAN\RAWDATA\NACL88BB.RAW 
COPY \RAMAN\SAMPLE.COO 
PATH \RAMAN 
SMOOTH 
ERASE •.RAW 
ERASE SAMPLE.COO 
CO \RAMAN\AROMATIC 
COPY \RAMAN\SAMPLE.COO 
COPY \RAMAN\SMOOTH\NACL88BB.SMO 
PATH \RAMAN 
RAMANFIT 
COPY NACL99!!.PAR \RAY..4.~\AROMATIC\PARAYTR 
COPY NACL8888.PK? \RAMAN\AROMATIC\FITPEAKS 
ERASE e.SMO 
ERASE •.PAR 
ERASE e.PK? 
ERASE SAMPLE.COO 
CD \RAMAN\STRUCTUR\REF 
COPY \RAMAN\SAMPLE.COO 
COPY \RAMAN\AROMATIC\NACLSHB.NOR 
PATH \RAMAN 
DSTRUCT 
COPY NACL88BB.STR \RAMAN\STRUCTUR 
COPY NACL88BB.CAL \RAMAN\STRUCTUR 
ERASE NACL8ff8.• 
ERASE SAMPLE.COD 
CO \RAMAN 
JOBOONE 
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B.8 RSAP Source Code Listings (cont'd) 

C ••••••••••••••••••••••••••••SMOOTH.FOR••••••••••••••••••••••••••••• 
C • • 
C • Todd M. Przybycien • 
C • • 
C • 10/14/86 • 
C • • 
C • This program performs 6 point smoothing of raw spectral • 
C • data. The algorithm is based on that proposed by Savitzky and • 
C • Golay; Anal. Ch-., 36, 1627 (1964). • 
C • • 
C ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
C 
C Variable• 
C 

C 
C 
C 

Con•tant• 

FMT • 'FORMATTED' 
STl = 'OLD' 

C 
C 
C 

C 
C 
C 

C 

ST2 • 'UN<NOWN' 
ST3 • 'NEW' 

Main progr•• 

WRITE ( •, UI) 
18 FORMAT (lX,'RAMAN SPECTRAL ANALYSIS PACKAGE: ', 

a 'Data S1110othin9 Routine') 

Read ••apl• cod• and open raw datafile 

OP.EN (1, FILE• 'SAIPLE. COO' , FORW-FMT, ST A TVS=STl) 
READ (1,29) SAMPLE 

28 FORMAT (A8i 
READ (1,39 EXT 

39 FORMAT (A3 
IF (EXT .EQ. 'SUB') THEN 

READ (1,48) SOLVNT 
48 FORMAT (A8) 

EN>IF 
CLOSE (1) 
INFIL • SAIPLE 

59 OPEN (1,FILE•INFIL//'.RAW', FORW-FMT, STATVS:STl) 
IF (EXT .EQ. 'SUB') THEN 

NPTS • 325 
ELSE 

NPTS • 391 
EN>IF 
READ (1,68) (NU(I) ,INT(I) ,Isl,NPTS) 

ee FORMAT (2E1&.e) 
CLOSE (1) 

C & point •rnooth spectru• with quadratic/cubic convolute•, 
C wi I I not •rnooth th• first and la•t two point• 
C 
C Smooth only amide I band of solution spectra since 
C the solvent subtraction pro9ram should function 
C independently of the smoothing of th• spectrum 
C 

00 78 I=3,299 
SINT(I)=-3•(INT(I-2)+INT(I+2))+12•(INT(I-l)+INT(I+l)) 

a +17•INT(I) 
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C 
C 
C 

SINT(I)=SINT(I)/35 
70 CONTINUE 

SINT(l)=INT(l) 
SINT(2)=INT(2) 
SINT(300)=INT(300) 
SINT(301)=INT(301) 
IF (NPTS.EQ.325) THEN 

00 88 I=302,325 
SINT (I) =INT (I) 

88 CONTINUE 
ENDIF 
WRITE (•,99) 

98 FORMAT (/lX,'Smoothing completed') 

Place smoothed spectru■ in file [sample code].SMO 

OPEN (1, FILE•INFIL//'.SMO', FORM=FMT, STATUSsST2) 
WRITE (1,lN) (NU(I) ,SINT(I) ,Isl,NPTS) 

lN FORMAT (2E15.8) 
CLOSE (i) . 
IF ((INFIL.EQ.SAMPLE).AN>.(EXT.EQ.'SUB')) THEN 

INFIL • SOLVNT 
GOTO 58 

ENDIF 
STOP 'Norina! termination of SMOOTH.EXE' 
END 
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C ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
C • • 
C • SOLVENT.FOR • 
C • • 
C • Todd M. Przybycien 1"/14/88 • 
C • • 
C • This program performs solvent subtraction for Raman • 
C • spectra. The algorithm is baaed on that reported by Wil Iiams • 
C • and Dunker; J. Mol. Biol., 152, 783 (1981). A multiple of the • 
C • solvent spectrum is subtracted so that the baseline in the • 
C • region 25e8-28"9 cm-1 is collinear with that of the 31"9-3le5 • 
C • cm-1 region in the protein solution apectruia. This is done by • 
C • multiple linear regression; the solvent spectrum multiplier and • 
C • the linear baseline coefficients are fit simultaneously via• • 
C • least square error criterion. • 
C • The program assumes that the spectral data is available • 
C • at 1 cm-1 intervals in the following ranges: 15H-18H, 25ee- • 
c • 2516, 2e5e-2e56, 2se8-2e16 and 31H-31e6 cm-1. • 
C • The subroutines DECOMP and SOLVE are used to compute the • 
C • solution to the multiple linear regression probl- via the LU • 
C • decomposition. Th••• routines are fro. •Linear Algebra and its • 
C • Applications•, Cl lbert Strang, Ac•d-ic Press, 2nd ed., • 
C • appendix C (198e). • 
C • • 
C ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
C 
C Variables 
C 

C 
C 
C 

C 
C 
C 

C 
C 
C 
C 

C 

C 

INTEGER CHR,IPVT(3) 
REAL NU(4H),INT(3,4H),A(3,3),B(3),R(4),RSQ 
CHARACTER FMT•9,ST1•3,ST2•7,ST3•3,SAMPLE•8,EXT•3,SOLVNT•8 

Constants 

FMT • 'FORMATTED' 
STl • 'OLD' 
ST2 • 'UN<NOMit' 
ST3 • 'NEW' 
NPTS • 326 
NDIIII • 3 
N • 3 

Main Progra■ 

WRITE (•, 11) 
11 FORMAT (lX,'RAMAN SPECTRAL ANALYSIS PACKAGE: ', 

A 'Solvent Subtraction Routine') 

Open file SAMPLE.COD and retrieve name of sample spectrum 
and solvent spectrum for subtraction 

OPEN il, FILE• 'SAMPLE.COO', FORM■FMT, 
READ 1,21) SAMPLE,EXT,SOLVENT 

21 FORMA (A8,/,A3,/,A8) 
CLOSE (1) 

STATUS=STl) 

Read protein solution and solvent spectra data files 
1 • •••pl• spectru■ and 2 = solvent spectrum 

OPEN (1, FILE=SAMPLE//'.SMO', FORM=FMT, STATUS=STl) 
OPEN (2, FILE=SOLVNT//'.SMO', FORM=FMT, STATUS=STl) 
READ (1,38) (NU(I),INT(l,I),I=l,NPTS) 
READ (2,38) (NU(I) ,INT(2,I) ,I=l,NPTS) 

ae FORMAT (2E15.8) 
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C 
C 
C 
C 

C 

CLOSE (l) 
CLOSE (2) 

Set up matricies for multiple linear regression solvent 
subtraction and correlation coefficient calculation 

DO 69 I=l,3 
00 ◄9 J=l,3 

A(I,J):o:9. 
◄8 CONTINUE 

B(I):8. 
69 CONTINUE 

A(l,1)•2◄. 
R(◄)z8, 
00 ee I=382,NPTS 

A(1,2)=A(1,2)+INT(2,I) 
A(1,3)•A(1,3~+NU(I) 
A(2,2)•A(2,2 +(INT(2,I))••2 
A(2,3)•A(2,3 +INT(2,I)•NU(I) 
A(3,3)=A(3,3)+(NU(I))••2 
B(l)=B(l)+INT(l,I) 
B(2)•B(2)+INT(2,I)•INT(1,I) 
B(3)•B(3)+NU(I)•INT(1,I) 
R(◄)•R(◄)+(INT(1,I))••2 

H CONTINUE 
A(2,l~•A~1,2) A(3,l •A 1,3) 
A!3,2 =A 2,3) 
R 1)=8(1) 
R 2)=8(2) 
R 3)•8(3) 

C Solve 111atrix probl .. Ax•b by LU factorization 
C to get regression coefficients, check A to 111ake 
C sure it'• invertible 
C 

C 

CALL OECOMP (NOIM,N,A,IPVT,OET) 
IF (OET.EQ.8.) THEN 

WRITE ( •, 79) 
79 FORMAT (/lX,'Th• 11atrlx A is non-invertible') 

CO TO 9H 
ENDIF 
CALL SOLVE (NOIM,N,A,IPVT,8) 

C Carr1 out subtraction over both water and a■ id• I bands 
C 

DO 89 I■l,tiPTS 
INT(3,I) ■INT(1,I)-B(2)•INT(2,I) 

89 CONTINJE 
C 
C Create subtracted data file for the a■ id• I band: 
C [sa■ple code].SUB 
C 

OPEN (1, FILE■ SAMPLE//'.SUB', FORM■ FMT, STATUS• ST2) 
WRITE (1,99) (NU(I) ,INT(3,I) ,I■l,381) 

99 FORMAT (2E15.8) 
CLOSE (1) 
WRITE (•,lN) 

1H FORMAT (lX,'Solvent subtraction co■pleted') 
C 
C Co111Pute correlation coefficient 
C 
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C 
C 
C 
C 

Write solution and correlation coefficient to file 
[sample code].PAR 

OPEN (1, FILE= SAMPLE//'.PAR', FORM=FMT, STATUS:ST2) 
WRITE (1,110) SAMPLE 

110 FORMAT (/lX,'Multiple linear regression solution for ',AS) 
WRITE (1,120) 8(3),B(l) 

121 FORMAT (/8X,'linear baseline coefficients ••nu• b • 
6 /8X,'a a ',E16.8,' b a ',ElS.8,/) 

WRITE (1,131) 8(2) 
131 FORMAT (/8X,'solvent subtraction coefficient, x a ',ElS.8,/) 

WRITE (•,140) RSQ 
141 FORMAT (/8X,'regression correlation coefficient, R} = ',FS.8) 

CLOSE (1) 
999 STOP 'Nor .. t termination of SOLVENT.EXE' 

EN) 
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C •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
C • • 
C • AROMATIC. FOR • 
C • • 
C • Todd M. Przybycien 9/3/87 • 
C • • 
C • This program prepares raw spectral data for- structural • 
C • analysis via the fol lowin9 operations: • 
C • l. flat baseline subtr-act,on so that intensities n•ar 15H • 
C • and 1800 cm-1 ar-• near zero • 
C • 2. simultaneous subtraction of aromatic side chain bands • 
C • using fit Gaussian-Lorentzian product functions • 
C • 3. Gaussian fluorescence background subtraction • 
C • 4. normalization of spectra by division by the su• of • 
C • intensities betw .. n 1816 and 1718 ca-1 at 6 c•-1 • 
C • intervals • 
C • 5. noise level computation by measuring standard deviation • 
C • of points between 1738 and 1788 c-1 at 6 c-1 intervals • 
C • • 
C • This program assumes intensity data has b .. n collected at • 
C • 1 cm-1 (real) intervals fro• 15H to 1888 c-1 (real) • 
C • • 
C •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
C 
C Variables 
C 

C 

" " " " 

INTEGER 
REAL 

CHARACTER 
COMMON 

I,J,KK,NN,ICON,INDEX,MOOE,FL 
Yl(l6H:18N),INTCAL(15N:1888),S(15N:1888), 
N(1588:18N),AMP(5),BW(6),NU8(6),R(6),SUM,MEAN,STOOEV, 
MAX,SN,YI,SLOPE, 
8(16),BMAX(15),BMIN(16),BC(15),BV(l5),Bl(212), 
Y(212),ZC(212),Z(381),X1(381),X(212) 
SAMPLE•8,EXT•3,FMT•9,STh3,ST2•7 
SLOPE,YI,INTCAL 

C Constants 
C 

FMT = 'FORMATTED' 
STl :s 'OLD' 
ST2 :s 'UNKNOIN ' 

C 
C Main progra• 
C 

C 
C 
C 

C 
C 
C 
C 

WRITE (•,18) 
18 FORMAT (lX,'RAMAN SPECTRAL ANALYSIS PACKACE:',/ 

A lX,'Aro1Ntic Side Chain and Fluorescence Subtraction ', 
A 'and Normalization Routine') 

Read sample code fro■ file SAMPLE.COO 

OPEN (1, FILE• 'SAMPLE.COD', FORMaFMT, STATUS-STl) 
READ (1,28) SAMPLE 

28 FORMAT (A8i 
READ (1,38 EXT 

38 FORMAT (A3 
CLOSE (1) 

Read data fro• [sa119le].SMO if a solid sample 
or [sample] .SUB if• solution sample 

OPEN (1, FILE= SAMPLE//('.'//EXT), FORM=FMT, STATUS=STl) 
READ (1, 40) (Xl (I-1499), Y1 (I), I=16N, 1888) 

40 FORMAT (2El5.6) 
CLOSE (1) 
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C 
C 
C 
C 

C 
C 
C 
C 
C 
C 
C 

C 
C 
C 

C 
C 
C 
C 

C 
C 
C 
C 

C 
C 
C 
C 
C 
C 
C 

C 

Obtain an estimate for flat baseline parameters using 
intensities at either end of the spectrum 

SLOPE= (Y1(1800)-Y1(1500))/300. 
YI = (Y1(1500) - SLOPE•150e. + Y1(18H) - SLOPE•lSH.)/2. 

Approximate peak location, bandwidth and Lorentzian/Gaussian 
ratios for th• four aromatic bands - a priori 

William's program gives a Lorentzian/Gaussian ratio of 2.5 
this implies 2.Sx + x = 1.e, x = .2867, R • 3x • .7143 

NU8(1) :s 166111.8 
BW(l) :s 28.8 
R(l) = 8.7143 
NU8(2) :s 1688.8 
BW(2) ,. 28.8 
R(2) = IIJ. 7143 
NU8(3) ,. 1886.8 
BW(3) = 28.8 
R(3) ,. 0. 7143 
NU8(4) ,. 1828.8 
BW(4) ,. 28.8 
R(4) = 8.7143 

Fluorescence peak parameters 

NU9(6) • 1818.8 
BW(6) = 148.1 
R(6) • 8.1 

Compute individual peak amplitude estiiutes based on the 
peak parameters above and the flat baseline 

DO 61 I=l,4 
AMP(I) :s l.8•AMPCAL((Yl(INT(NUl(I)))-(SLOPE•NU8(I)+YI)), 

I BW(I),R(I)) 
H CONTINUE 

Us• a fraction of the intensity at 1818 c111-l to estiiute the 
fluorescence peak intensity 

AMP(&)• l.2&•(A .. CAL((Yl(1818)-(SLOPE•1818+YI)),BW(&),R(6))) 

Set up vector• and solution constraints for the 
Marquardt multivariable nonlinear regression 
routine 

B contains th• initial parameter ••ti .. tes 

FL = 16 
DO 81 I•l,4' 

=~~==u=n B(3•I) 
88 CONTINUE 

B (13) • AMP (6) 
8(14) = SLOPE 
8(16) = YI 

= AMP(I) 
= BW(I) 
= NU8(I) 

C BMIN and BW.X contain the parameter constraints 
C 

DO 70 I=l,4 
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C 
C 
C 
C 

C 
C 
C 
C 

8MIN ((3•I)-2) 
8MIN((3eI)-l) 
8MIN(3eI) 
8MAX ((3eI)-2) 
8MAX((3eI)-l) 
8MAX(3eI) 

78 CONTINUE 

= 8.825•8((3•I)-2) 
• 5. 
= NU8(I)-7. 
= 18•8 ( (3•I)-2) 
= 58. 
• NU8(I)+7. 

8MIN(l3) • 8.25•8(13) 
8MAX(l3) • 4•8(13) 
8MIN(l4) ~ 8.1•8(14) 
8MAX(14) = 18•8(14) 
BMIN(16) • Y1(18H) - BMAX(14)•18H. 
BMAX(16) • Y1(18H) - BMIN(14)•18H. 
BMIN(l4) • -1.8ES 
BMAX(14) • 1.8ES 
BMIN(l&) • -1.8E7 
BMAX(l&) • 1.8E7 

Initialization of aleorith• par•-t•r• 
Set BV(I)•l for all I to select numerical derivatives 

l<K = FL 
NH • 212 
FNU • 18.8 
FLA• 8.81 
TAU• 8.Hl 
EPS • 8.HN2 
DO 88 J•l,KK 

8C(J) • B(J) 
BV(J) • 1 

88 CONTINUE 
CALL FUNC (KK,BC,X,NN,ZC) 
PH• 8,8 
DON I•l,131 

X(I) • UH + I 
Y(I) • Y1(14H+I) 

N CONTINUE 
DO lN I•132,212 

X(I) • 1581 + I 
Y(I) • Y1(1681+I) 

lN CONTINUE 
DO 118 Jal,NN 

PH • PH+(ZC(J)-Y(J))••2 
Z(J) • ZC(J) 

118 CONTINUE 
ICON• KK 
ITER • • WRITE (•,•> 'Starting non-linear least squares fitting routine' 

128 IF (ICON.Ot.8) THEN 
CALL BSOLVE (ICON,KK,NN,X,B,Z,Y,PH,FNJ,FLA,TAU,EPS,BV,BMIN, 

A BMAX,BC,ZC) 
ITERaITER+l 
WRITEC•,138) ITER,ICON1PH 

138 FORMAT (/1X,'Iter No. ,14,' ICON• ',I2,' d(error)) • ', 
A Ell.I) 

GO TO 128 
ELSEIF (ICON.Eq.-1) THEN 

WRlTE(•,•) 'NO FUNCTION IMPROVEMENT POSSIBLE' 
ELSEIF (ICON.Eq.-4) THEN 

WRITE(•,•) 'CORRECTIONS SATISFY CONVERGENCE REQUIREMENTS,' 
WRITE(•,•) 'BUT, LAt.t,A FACTOR (FLA) STILL LARGE _, 

ENDIF 
DO 135 I=l,15 

IF (B(I) .EQ.BMAX(I)) THEN 
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C 
C 
C 

C 

WRITE (•,137) I,I 
137 FORMAT (1X,'B(',I2,') = BMAX(',I2,')') 

PAUSE '<enter) eontinues run' 
ELSEIF (B(I).EQ.BMIN(I)) THEN 

WRITE (e,139) I,I 
139 FORMAT (1X,'B(',I2,') = BMIN(',I2,')') 

PAUSE '<enter) eontinues run' 
El'«>IF 

136 CONTINUE 

Convert BSOLVE vector notation back to discrete notation 

DO 1•1 I=l, .. 
AMP(I) • 8((3•I)-2) 
BW(I) • 8((3•I)-1) 
NUfJ (I) • B (3d) 

UI CONTINUE 
AMP (6) • 8 (13) 
SLOPE = B(U) 
YI • 8(16) 

C Redefine BSOLVE variables to use Subroutine FUNC 
C for the subtraction 
C 

C 
C 
C 
C 

C 
C 
C 
C 

C 
C 
C 
C 
C 

CALL FUNC (16,B,Xl,311,Z) 
MAX= I. 
DO 161 I•16N,18N 

S(I) • Yl(I) - Z(I-1 .. 99) 
IF (S(I).GT.MAX) MAX• S(I) 

161 CONTINUE 

lH 

171 

181 

191 

NorlNllz• the aro11111tlc aide chain subtracted 
apectru• betw .. n 1816 and 1711 c111-l at 6c111-l interval• 

SUM• I. 
DO 181 I•181S,1711,6 

SUM• SUM+ S(I) 
CONTINUE 
MAX• MAX/SUM 
DO 171 I•181S,17H,S 

N(I) • S(I)/SUU 
CONTINUE 

Create data file [sample code].NOR with nor ... lized spectral 
Intensities fro■ 1831 to 1711 cm-1 

OPEN (1, FILE• SAW'LE// 1 .NOR 1
, FORM=FMT, STATUS-ST2) 

WRITE (1,181) (REAL(I),N(I),I:1831,1711,6) 
FORMAT (2E1S.8) 
CLOSE (1) 

Calculate the noise level of spectrum by the 
standard deviation of the normalized apectral 
intensities betw .. n 1731 and 1781 cni-1 

SUM= I. 
DO 191 I•1731,1781,S 

SUM• SUM+ N(I) 
CONTINUE 
MEAN = SUM/7. 
STDDEV = I. 
DO 211 I=1731,1781,6 

STDOEV = STDOEV + (N(I)-MEAN)••2 
2"8 CONTINUE 
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C 
C 
C 

C 
C 
C 
C 

C 
C 
C 
C 
C 

C 

STDDEV = SQRT(STDDEV/8.0) 

Calculate S/N ratio 

Open file [sample code].PAR and echo fit para-tera 
and noiae level calculation• to this file 

OPEN (1,FILE= SAMPLE//'.PAR", FORM=FMT, STATUS=ST2) 
WRITE (•,211) SAMPLE,EXT,SAMPLE 
WRITE (1,211) SAMPLE,EXT,SAMPLE 

211 FORMAT (lX,'Spectral fit data computed for file: ',A8,'.',A3, 
& /lX, 'Data placed in file: ',A8,' .PAR',/ 
& /lX,'The opti ■ ized peak para-ters for subtraction are:') 

WRITE (•,221) (I,NUl(I) ,BW(I) ,AMP(I) ,I=l,6) 
WRITE (1,220) (I,NUl(I) ,BW(I) ,AMP(I) ,I=l,6) 

221 FORMAT (lX,'Peak No. ',I2,' Peak Freq ',F7.2, 
! ' ew ',Fe.2,' Am;; ',El&.S) 

WRITE (•,231) SLOPE,YI,PH,STDDEV,SN 
WRITE (1,230) SLOPE,YI,PH,STDOEV,SN 

231 FORMAT (/lX,'Baseline: slope = ',El&.e, 
& /lX,' intercept• ',El&.e,/ 
& /lX,'d(fit error)} = ',El&.e, 
& /lX,'3• noise level • ',El&.e, 
& /lX,'S/N • ',E16.e} 

CLOSE (1) 

Create data filea [auiple code].PK? with intensity data for 
the fitted peaks, the su ..... tion of th• fitted peaka and 
the subtracted apectru■ 

WRITE (•,248) SAMPLE,SAWLE,SAMPLE SAMPLE 
241 FORMAT (/lX,'The fol lowin9 filea will be generated:',/ 

& /8X,'Individual fitted peak i: ',AB,'.PKi', 
& /SX, 'Fitted baael lne: ',AB,' .PKB', 
& /SX,'Su■ of fitted peaka and baseline: ',AB,'.PKS', 
& /SX,'Subtracted apectru■: ',Al,'.PKM') 

00 288 I•l,& 
OPEN (lf FILE=SAMPLE//('.PK'//CHAR(I•48)), FORM=FWT, 

I S A TUS=ST2) 
CALL QI.PROD (NUl(I),BW(I) AMP(I),R(I)) 
WRITE (1,268) (R£Ai.(J),INfCAL(J},J•l&N,18N) 

268 FORMAT (2El&.e) 
CLOSE (1) 

288 CONTINUE 
OPEN (1, FILE= SAW"t..E//'.PKB' FORM= FWT, STATUS• ST2) 
WRITE (1,278) (REAL(I),SLOPE•f•YI,I•16N,18N) 

278 FORMAT (2El&.S) 
CLOSE (1) 
OPEN (1, FILE• SAMPLE//'.PKS', FORM= FWT, STATUS• ST2) 
WRITE (1,278) (REAL(I),Z(I-1499),I•l&N,lBN) 
CLOSE (1) 
OPEN (1, FILE= SAMPLE//'.PKM', FORM= FWT, STATUS• ST2) 
WRITE (1,278) (REAL(I),S(I),I•16N,18H) 
CLOSE (1) 

999 STOP 'NorNI teraination of RAMAJtoFIT.EXE' 
END 

C•••••••••••••••••••••••••• Function AMPCAL •••••••••••••••••••••••••••• 
C 
C 
C 
C 

Calculation of peak amplitude from the intensity NUI, 
bandwidth BW and weighting ratio R 



- 233 -

B.8 RSAP Source Code Listings (cont'd) 

C 

FUNCTION AMPCAL (INTENS,BW,R) 
REAL INTENS,BW,R,PI,LN2 
PI = 22./7. 
LN2 = ALOG(2.) 
AMPCAL = e.S•INTENS•BW•(PI••(8.S•(R+l)))•(LN2••(8.S•(R-1))) 
RETURN 
ENO 

C•••••••••••••••••••• Subroutine BSOLVE •••••••••••••••••••••••••••••••• 
C 

SUBROUTINE BSOLVE(ICON,KK,NN,X,B,Z,Y,PH,FNU,FLA,TAU,EPS,BV, 
& BMIN,BMAX,BC,ZC) 

INTEGER KK,NN,ICON,Jl,J2 
REAL A(15,17),AC(15,17),X(212),DEN, 

& B(lS),Z(212),Y(212),BV(lS),BMIN(15),BMAX(lS), 
& DERIV(15,212),BC(15),ZC(212) 

C WRITE(•,•)ICON,l(J(,NN,PH,FNU,FLA,TAU,EPS 
K = KK 
N = NN 
KP1 s K+l 
KP2 s KP1+1 

C 
C Calculate derivative matrix 
C 

C 

DO 2H J1=1,K 
IF(BV(Jl).LT.l.)THEN 

C User 11111st supply analytical derivative subroutine if deaired 
C 
C CALL DERV(K,B,N,Z,BC,Jl,JTEST) 

ELSE 
DEN • .Nl•ABS(BC(Jl)) 
BC(Jl) • BC(Jl) • OEN . 
IF (BC(Jl).QT.8MAX(Jl)) THEN 

BC(Jl) • BC(J1)-2•DEN 
OEN • -DEN 

EN>IF 
CALL FUNC(K,BC,X,N,ZC) 
00 1N J2■1,N 

OERIV(Jl,J2) • (ZC(J2)-Z(J2))/0EN 
lN CONTINUE 

BC(Jl) • BC(Jl) -DEN 
EN>IF 

2N CONTINUE 
C 
C Calculate A .. trlx 
C 

00 eee Jl■l,K 
A(Jl,KPl) • 1.IY 
DO 3N J2■1 N 

A(Jl,K;l) • A(Jl,KP1)+0ERIV(J1,J2)•(Y(J2)-Z(J2)) 
3N CONTINUE 

DO 4N J2■1,K 
A(Jl,J2) • I.IE8 
00 4N J3 •1,N 

4N CONTINUE 
A(J1,J2) • A(J1,J2)+0ERIV(J1,J3)•0ERIV(J2,J3) 

IF(A(J1,J1).LT.1.E-21)THEN 
00 SN J2s1,KP1 

A(J1,J2) s I.IEI 
SH CONTINUE 

A(Jl,Jl) = 1.1 
ENOIF 

6H CONTINUE 
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B.8 RSAP Source Code Listings (cont'd) 

C 
C 
C 

Scale equations 

GN = 0. 
DO 700 Jl=l,K 

GN = GN+A(Jl,KPl)•A(Jl,KPl) 
700 CONTINUE 

DO 800 Jl=l,K 
A(Jl,KP2) • SQRT(A(Jl,Jl)) 

see CONTINUE 
DO 909 Jl:1,K 

A(Jl,KPl) = A(Jl,KP1)/A(J1,KP2) 
00 999 J2•1,K 

A(Jl,J2) • A(J1,J2)/(A(J1,KP2)•A(J2,KP2)) 
999 CONTINUE 

FL= FLA/FNU 
C 
C Add lambda to the diagonals of the A matrix 
C 

1006 00 l2fi Jl=l,K 
00 1199 J2=1,KP1 

AC(Jl,J2) • A(J1,J2) 
1109 CONTINUE 

AC(Jl,Jl) • AC(Jl,Jl)+FL 
12"9 CONTINUE 

C 
C Solve equations 
C 

13H 

UH 

00 15H Ll•l,K 
L2 • Ll+l 
00 13H L3•L2,KP1 

AC(L1,L3) • AC(L1,L3)/AC(L1,L1) 
CONTINU£ 
DO 16H L3•1,K 

IF(L1-L3.NE.l)THEN 

EN>IF 

00 14H L4aL2,KP1 
AC(L3,L4) • AC(L3,L4)-AC(L1,L4)•AC(L3,L1) 

CONTINUE 

15H CONTINUE 
C 
C Incr ... nt para .. t.er value• and calculate lambda 
C 

C 
C 
C 

ON• I. 
OQ • I. 
00 18H Jl•~1.K 

AC(Jl,K1"2) 
BC (Jl) 
OG 
ON 
AC (Jl ,KP2) 

18H CONTINUE 

• AC(J1,KP1)/A(J1,KP2) 
• AMAX1(BMIN(J1),AMIN1(BMAX(J1),B(Jl)+AC(J1,KP2))) 
• DQ + AC(Jl1.KP2)•A(J1,KP1)•A(J1,KP2) 
• ON+AC(J1,K~2)•AC(J1,KP2) 
• BC(Jl)-B(Jl) 

COSQ • OG/SQRT(DN•GN) 
JQAM • I 
IF(COSG.LT.9.)THEN 

JQAM • 2 
COSQ • -COSQ 

EN>IF 
COSG = AMINl(COSQ,1.1) 
GAMM= ARCOS(COSG)•189./(3.14169286) 
IF(JCAM.GT.9)QAMM=189-GAMIII 

Calculate new objective function 
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B.8 RSAP Source Code Listings (cont'd) 

CALL FUNC(K,BC,X,N,ZC) 
PHI= 0. 
DO 1700 Jl=l,N 

PHI= PHI+(ZC(Jl)-Y(J1))••2 
17N CONTINUE 

C 
C Cheek for object function improvement,ehange lambda if 
C n•e••••r1 
C 

IF(PHI.GE.PH)THEN 
IF(FL.GT.1.eES)THEN 

ICON• -1 
RETURN 

EN>IF 

EN>IF 
FL= FNU•FL 
GO TO lffS 

C 
C 
C 

Caleulate conver;ence erit•ri• 

C 

ICON= 8 
00 1888 Jl=l,I< 

IF(ABS(AC(Jl,KP2))/(TAU+ABS(B(Jl))).GT.EPS)ICON=ICON+l 
18N CONTINUE 

IF(ICON.NE.8.AND.FL.GT.1.8,AND.CAMM.GT.98.8)ICON•-1 
IF(ICON.EQ.8.AND.FL.GT.1.e.NC>.CAMM.LE.46.8)ICON=-4 
IF(PHI.LT.1.E-le)ICONae 
FLA• FL 
00 1988 J2•1,I< 

B(J2) • 8C(J2) 
1988 CONTINUE 

DO 2888 J2:sl,N 
Z(J2) • ZC(J2) 

28N CONTINUE 
PH :a PHI 
RETURN 
EN) 

C•••••••••••••••••••••• Function ARCOS••••••••••••••••••••••••••••••••• 
C 
C Subprogra■ \o calculate arccoa 
C 

FUNCTION ARCOS(Z) 
X•Z 
KEY:d 
IFlX.LT.(-1,))X•-1. 
IF X.GT.1.)X•l. 
IF X.CE.-1.,AND.X.LT.l.)KEY•l 
IF X,LT.l.)X•ABS(X) 
IF X.EQ.l.)CO TO 11 
ARCOS•ATAN(SQRT(l.-X•X)/X) 
IF(KEY.EQ.1)ARCOS•3.14169286-ARCOS 
GO TO 999 

11 ARCOS•1.6717Ha 
999 RETURN 

EN) 
C 
C••••••••••••••••••• Subroutine Fl.INC••••••••••••••••••••••••••••••••••• 
C 

SUBROUTINE FUNC (K,B,X,N,Z) 
INTEGER I,J,K,N 
REAL X(301),B(15),LN2,PI,SLN2PI,R(6),SQOIFF,G,L, -

& EXPMAX,Z(301),SLOPE,YI,AMP(6),NU8(6),BW(6),SQBW(6) 
LN2 = ALOG(2.) 
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B.8 RSAP Source Code Listings (cont'd) 

C 

PI =22./7. 
SLN2PI = SQRT(LN2/PI) 
SLOPE = 8(14) 
YI = 8(16) 
8(14) = 140.1 
8(15) = 1616. 
00 10 I=l,S 

I3 
NU8(I) 
8W(I) 
SQ8W(I) 
AMP(I) 
R(I) 

= I•3 
= 8(I3) 
= 8(13-1) 
= 8W(I)u2 
= 8(I3-2) 
= tll.7U3 

1111 CONTINUE 
R(S) = fJ.I 

21 

DO 3" I=l,N 
Z(I) = 0. 
00 28 J:1,S 

SQOIFF • (X(I)-NUe(J))••2 
EXPMAX = AMAX1(-4•LN2•SQOIFF/SQBW(J),-71.9) 
G = (2•SLN2PI/BW(J))•EXP(EXPMAX) 
L • 8W(J)/((PI/2.)•SQBW(J)•2•PI•SQOIFF) 
Z(I) • Z(I)+AMP(J)•(L••R(J))•(G••(l-R(J))) 

CONTINUE 
Z(I) • Z(I) • SLOPE•X(I) • YI 

31 CONTINUE 
B(U) • SLOPE 
8(16) • YI 
RETURN 
ENI) 

C••••••••••••••••••••••••• Subroutine GLPROO ••••••••••••••••••••••••••• 
C 
C 
C 
C 
C 

Calculation of intensities and su• of square error fro• 
weighted Gaussian-Lorentzian product functions for a 
single peak 

SUBROUTINE GLPROO (NUe,BW,AtlP,R) 
INTEGER I 
REAL INTCAL(lSN:18N),NU8,BW,AtlP,R,PI,LN2, 

a Q,L,SQOIFF,EXPMAX,SLN2PI,SQBW 
COIAIJN SLOPE,YI,INTCAL 
PI • 22.9/7.9 
LN2 • ALOQ(2.I) 
SLN2PI • SQRT(LN2/PI) 
SQBW • BW•BW 
00 11 I•1SN,18N 

SQOIFF • (I - NUe)••2 
EXPMAX • AMAX1(-4•LN2•SQOIFF/SQBW,-71.9) 
G • (2•SLN2PI/8W) •EXP (EXPMAX) 
L • 8W/((PI/2.)•SQ8W+2•PI•SQOIFF) 
INTCAL(I) • AMP•(L••R)•(G••(l-R)) + SLOPE•I • YI 

11 CONTINUE 
RETURN 
ENI) 
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B.8 RSAP Source Code Listings (cont'd) 

C 
C ########ffll#f###fl Double Precision Version ##1##################### 
C 
C ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
C • • 
C • DSTRUCT. FOR • 
C • • 
C • Todd Iii. Przybycien -4/11/88 • 
C • • 
C • Thia progr•• compute• the fraction of ordered and diaordered • 
C • helix, parallel and and anti para I lel pleated aheet, reverae • 
C • turn and unordered atructure preaent in •ample• analyzed via • 
C • laaer Raman apectroacopy. Subtracted spectral data are • 
C • obtained fro• the output data file created by progra• • 
C • RAWANFIT.FOR. Thia progra• u••• a conatrained least diatance • 
C • progra• LOP.FOR fro• C.L. Lawaon and R.J. Hanaon from •solving • 
C • Least Square• Probl ... •, Prentice-Hall, 1974. The fitted • 
C • atructure fraction• are conatrained to be poaitive and muat sum • 
C • to unity. This subroutine cel!s subroutines NNI_S, Hl2, Gl, G2 • 
C • and OIFF fro• th• above source alao. Protein reference • 
C • information ha• been obtained fro• R.W. WilliafflS, J. Mol. Biol., • 
C • 188, 681 (1983). Thi• inforutlon i• cal led fro• reference • 
C • data file• which contain 11atrlcl•• derived from reference • 
C • co•pound apectral data and x-ray atructure data. • 
C • • 
C ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
C 
C Variable• 
C 

C 
C 
C 

C 
C 
C 

C 
C 
C 

C 

INTECER INDEX (13) , WOOE 
REAL NJ(16),INT 
DOUBLE PRECISION B(l&)fX(8),W(N),RNORM,F(8), 

I FTOT,SHELIX,SSHEE, 
A AFINV(l&,8),0(l,8),GVSU(l,1&),VS(8,S),U1T(S,1&), 
A H(8),HTW,XNORM,U1TB(S),XU1TB(8),AFINVF(16) 

CHARACTER SAMPLE•8,FMT•9,ST1•3,ST2•7,ST3 

Conatent• 

STl • 'OLD' 
ST2 • 'lN<NO .. ' 
ST3 • 'NEW' 
FMT • 'FORMATTED' 
WRITE ( •, 18) 

18 FORMAT (//lX,'RAMJ,M SPECTRAL ANALYSIS PACKAGE:', 
a /lX,•~ondary Structure EatiMation Routine') 

Read aaaple code froa flle SAll'LE.COD 

OPEN ~1,FILE• 'SAll'LE.COO', 
READ 1,28) SAWLE 

28 FORMA (Al) 
CLOSE (1) 

FORM■FMT, STATUS-STl) 

Read no,...llzed •••Pl• apectru•, convert to double preciaion 

OPEN (1,FILE• SAMPLE//' .NOR', FORM■FMT, STATUS-STl) 
DO 41 I•l,1& 

READ (1,38) NJ(I),INT 
38 FORMAT (2E16.S) 

B(I)aOBLE(INT) 
48 CONTINUE 

CLOSE (1) 
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B.8 RSAP Source Code Listings (cont'd) 

C 
C 

Load constraint and reference matrix files 

OPEN (1,FILE= 'AFINV.REF',FORM= FMT, STATUS= STl) 
READ (1,50) ((AFINV(I,J),J=l,8),I=l,15) 

58 FORMAT (1X,8D23.14) 
CLOSE (1) 
OPEN (1, FILE= 'H.REF', FORM= FMT, STATUS• STl) 
READ (1,80) (H(I),I=l,8) 

88 FORMAT (1X,D23,14) 
CLOSE (1) 
OPEN (1, FILE• 'CVS.REF', FORM- 'FORMATTED', STATUS• 'OLD') 
REAO (1,78) ((G(I,J),J=l,8),I=l,8) 

78 FORMAT (lX,8023.14) 
CLOSE (1) 
OPEN (1, FILE• 'GVSU.REF', FORMa 'FORMATTED', STATUS• 'OLD') 
READ (1,88) ((GVSU(I,J),J=l,15),I=l,8) 

88 FORMAT (1X,15D23.14) 
CLOSE (1) · 
OPEN (1, FILE• •vs.REF", FORMa "FORMATTW', SfAn.iS• •OLD') 
REAO (1,98) ((VS(I,J) ,J=l,8) ,Ial,8) 

98 FORMAT (1X,8D23.14) 
CLOSE (1) 
OPEN (1, FILE• 'UlT.REF', FORMa 'FORMATTED', STATUS• 'OLD') 
READ (1,lH) ((UlT(I,J) ,J•l,15) ,I•l,8) 

lH FORMAT (1X,15D23.14) 
CLOSE (1) 

C 
C Calculate element• of vector H 
C 

DO 128 I=l,8 
HTMP • 8. 
DO 118 J•l, 16 

HTMP • HTMP + GVSU(I,J)•B(J) 
118 CONTINUE 

H (I) • H (I)-HTMP 
128 CONTINUE 

C 
C Call Leaat Olatance Progra-ing Subroutine 
C 

CALL LOP (Q,8,IL~L~'X,XNORW,W,INDEX,MODE) 
IF (MODE.iQ.1) TNl:N 

WRITE C•L•) 'LOP routine auceaaful' 
ELSEIF (WODl.1:.Q.2) THEN 

WRITE(•,•) 'Bad di111enaion, Nae• 
QO TO 999 

ELSEIF (WODE.EQ.3) THEN 
WRlTE (•,•) 'Exceaaive iteration• in aubroutlne N'LS' 
GO TO 999 

ELSE 
WRITE (•,•) 'Conatralnt• are lnco111patible' 
QO TO 999 

ENDIF 
C 
C Calculate aolution vector F 
C 

DO 148 I=l,8 
UlTB(I)-e. 
DO 138 J•l, 1& 

UlTB(I) = UlTB(I)+UlT(I,J)•B(J) 
138 CONTINUE 

XUlTB(I) • X(I)+UlTB(I) 
148 CONTINUE 

FTOT = 8. 
DO 188 I=l,8 
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B.8 RSAP Source Code Listings (cont'd) 

C 
C 
C 

C 
C 
C 

C 
C 
C 

158 

188 

F(I) = 8. 
DO 158 J=l,8 

F(I) = F(I)+VS(I,J)•XUlTB(J) 
CONTINUE 
FTOT = FTOT + F(I) 

CONTINUE 

Calculate residual norm and fit spectrum, A(F+)f 

RNORM = el. 
DO 188 I=l,15 

AFINVF(I):8, 
DO 178 J=l,8 

AFINVF(I) • AFINVF(I)+AFINV(I,J)•F(J) 
171 CONTINUE 

RNORM • RNORM + (B(I)-AFINVF(I))••2 
189 CONTINUE 

RNORM • OSQRT(RNORM) 

Calculate structure cl••• fraction• 

SHELIX • F(l~+F~2~ SSHEET • F(3 +F 4 
SRNDM • F(S +F 8 

If sucesaful, create output data file, echo to 1110nitor 

OPEN (1, FILE• SAMPLE//'.STR', FORW-FIIT, STATUS-ST2) 
WRITE (1,198) SAMPLE 
WRITE (•,198) SAMPLE 

lN FORMAT (/1X,'Structural content of sample: ',Al,/) 
WRITE (1,2N) F(1),F(2)fSHELIX,F(3),F(4),SSHEET,F(S),F(8), 

l SRNDM FTO 
WRITE (•,2N) F(1),F(2)fSHELIX,F(3),F(◄),SSHEET,F(S),F(8), 

l SRNDM,FTO 
2N FORMAT (1X,'IMMMMMMMMIAIMMMIAIMWMQMMMMMMMMMMMWMMQMMMMMMMMMMMMMM;', 

l /lX,': structure type 3 fraction 3 type total : •, 
l /1X, •u...a•••• ............ MMIAIMMOMMMMMMMMMMMMMMMOMMMMMMMMMMMMMM9', 
I /lX,': ord •-helix ',Fl.4,' :', 
l /1X,': unord •-hellx ',Fl.4,' :•, 
l /1X, •: tot• I • -he I ix ', E!:.~l.~- : ', 
l /1X, • QDDOIDDl)OCIOC)00DOl!>OC>OtllOODOIDDl)000000000000000DOUUUUUD08 • , 
l /1X, ': anti par a-ah .. t • ,Fl.4,' : ', 
l /1X, •: par •-•h .. t • ,Fl,4, • : ', 
I /1X, •: tot• I a-ah .. t '.!.E!:.~l.~- : ', 
l /1X, • QDtDDl>OCIOC)OODOl!>OC>OtllOOOOlDDl>OCIOOODOOOODODODO~DOe' , 
l /1X, •: a-reverM turn • ,Fl.4, • : ', 
l /1X, •: unord atructure • ,Fl.4, • : •, 
a /1X, •: total randoa col I • ,Fl,4, • : •, 
a /1X, •u•1111iw~ ............... MMMMMMMMMMMM9', 
a /1X, •: d atructur• fraction• •,Fl. ◄,• : •, 
a /1X, 'HMIHIMMWMWMMMMMMMWMMIAIIIMMMMMMMMMMMMMMMMMMM< ') 

WRITE (1,218) RNORM 
WRITE (•,218) RNORM 

218 FORMAT (//lX,'Euclldean no,.. of realdual vector• •,E15.8/) 
CLOSE (1) 

C 
C A(F+)f repreaenta the calculated spectru■, write to file 
C ••,..le.CAL 
C 

OPEN (1,FILE• SAMPLE//'.CAL', FORMa FIIT, STATUS• ST2) 
WRITE (1, 228) (NU (I) , AFINVF (I) , I=l, 16) 

229 FORMAT (2E1S,8) 
CLOSE (1) 

999 STOP 'Normal termination of OSTRUCT.EXE' 
END 

, , 
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B.8 RSAP Source Code Listings (cont'd) 

C •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
C • • 
C • JOBOONE. FOR • 
C • • 
C • Todd M. Przybycien 8/10/87 • 
C • • 
C • This pr-ogr-am displays a message indicating that the • 
C • pr-ogr-am is finished executing. • 
C • • 
C •••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 

WRITE (•,10) 

11 FORMAT (6X, '~----------------------1•, I /6X,' ', 
I /6X,' Raman spectral analysis completed. Computer- ', 
I /6X,' may be turned off or- used by someone else. ', 
& ;ex,• ' 
& ;ex,•\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\ ') 

STOP 
ENO 

CLS 
ECHO ON 
REM Batch file OATAOISK.BAT: Cr-eat•• data directories on a diskette 
PAUSE Insert a formatted diskette into drive A 
A: 
MO RA'M>ATA 
MD SMOOTH 
MD SOLVENT 
CD SOLVENT 
MO PARAMTR 
CD\ 
MD AROMATIC 
CD AROMATIC 
MD FITPEAKS 
MD PARAMTR 
CD\ 
MD STRUCTUR 
C: 

REM 
REM 
REM 
REM 
C: 

••••••••••••••••••••••••••SETUP.BAT••••••••••••••••••••••••••••• 
Thi• batch flle ••ta up the appropriate directories 
and copi•• the executable i11111ge fll•• to the hard disk 
for the RAMAN SPECTRAL ANALYSIS PACKAGE 

MD RAMAN 
CD RAMAN 
MD RAWDATA 
MD SMOOTH 
MD SOLVENT 
CD SOLVENT 
MD PARAMTR 
CD \RAMAN 
MD AROMATIC 
CD AROMATIC 
MD FITPEAKS 
MD PARAMTR 
CD \RAMAN 
MD STRUCTUR 
CD STRUCTUR 
MD REF 
CD REF 
COPY A:•.REF 
CD \RAMAN 
COPY A:•.EXE 
COPY A:ANALYZE.BAT 
REM RAMAN SPECTRAL ANALYSIS PACKAGE: Installed 
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Appendix C 

Stopped-Flow Device 
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C.1 Schematic Diagram Description 

The following parts are labelled on the schematic diagram of the stopped­

flow device: 

1 drive ram pneumatic actuator button 

2 drive ram pneumatic reset button 

3 flow volume adjustment micrometer 

4 pneumatic drive ram 

5 recieving syringe 

6 drive syringe 

7 drive syringe 

8 drain valve, open ( arrow up)/ closed 

9 reactant valve, open (arrow up)/closed 

10 reactant valve, open (arrow up)/closed 

11 compressed gas fitting (keep pressure ::S 15 psi to avoid breaking Wilmad 

WG-41MH flow cell) 

The following parts are not shown on the diagram: Hamilton 5 mL luer-lock 

syringe barrels may be attached directly to valve bodies (9) and (10) in front of 

the drive syringe assemblies (6) and (7), tubing may be attached to valve body 

(8) in front of recieving syringe assembly (5) to drain the system, the mixing 

tee is mounted on the bottom of the device bed, and inlet and outlet fittings on 

the back of the syringe block allow the drive syringes to be thermostatted via a 

recirculating bath. 

C.2 Operation Instructions 

Basic operation procedures consist of three steps: loading reagents, shooting 

reagents, and flushing the flow cell. To load the reagents, retract the drive ram 
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(4) by depressing and holding reset button (2). Plungers for syringes (5), (6), 

and (7) should be pushed all the way down into the barrels and valves (8). (9), 

and (10) should be closed. Fill the Hamilton syringe barrels with reactants. 

Open valve (9) and draw reactant from the open Hamilton barrel into the drive 

syringe (6) by withdrawing the plunger; close valve (9) when done. Repeat for 

the other reactant with valve (10) and drive syringe (7). To shoot the reactants 

into the flow cell, depress and hold actuator button (1) until recieving syringe 

plunger (5) contacts the adjustable mechanical stop (3). Acquire data with 

spectrometer. To flush the mixture, open valve (8), depress recieving syringe 

plunger (5) and close valve (8). 
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C.3 Figure Stopped-flow system schematic diagram 
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Appendix D 

Shimadzu UV-260 Data Aquisition Program 

Source Code Listing 
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D.1 Source Code for UV-260 Data Aquisition 

lS '•••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
2S '• • 
3S '• UVBLOCK.BAS • 
4S '• • 
se '• Todd W. Pr-zybye i en 8/9/88 • 
es '• • 
7S '• This pr-ogr-am r-eads data fr-om the UV-280 8Kb memor-y • 
80 '• (S-3999 2-byte data points) and wr-ites it to a file. IEEE-488 • 
90 '• communications pr-otoeol based on SCAN450.8AS by Ken Rear-don. • 
1S0 '• Halo gr-aphies display based on TIMEI.BAS by Jor-ge Galazzo. • 
110 '• • 

120 '••································································ 130' 
140 ·------------------------------------------------------------------150 ' HALDI.BAS pr-ogr-am statements neeessar-y for HALO in interpreted 
18S ' BASIC 
170 ·------------------------------------------------------------------171 KEY OFF:CLS 
172 GOSUB 8008 ' Load Halo offsets 
175 DEF SEQ= &HlFCe 
18S BLOAO •HALOI.BIN•,s 
185 OEVICES=•HALOHERC.OEV• 
199 CALL SETOEV(OEVICEI) 
195 MOOEX=S:CALL INITGRAPHICS(MOOEX) 
208 MOOEX=l:CALL SETSCREEN(WOOEX) 
206 SFONTl=•HAL0292.FNT•:CALL SETFONT(SFONTI) 
218 COX:1:FIX=S:CALL SETSTCLR(COX,FIX) 
216 HEX=79:AS=l:PAl:8:CALL SETSTEXT(HEX,AS,PAI) 
228 XTl=l99:YTl:208:CALL WOVTCURABS(XTl,YTI) 
226 FTS=•uv-2e0•:CALL STEXT(FTI) 
238 XTX:128:YTil=:248:CALL MOVTCURABS(XTl,YTI) 
236 HEX-25:CALL SETSTEXT(HEl,AS,PAI) 
248 FTS=•Block data transfer to PC-XT•:CALL STEXT(FTl):CALL OELTCUR 
246 FOR OELAY=l TO 608:NEXT DELAY 
258 CALL CLOSEGRAPHICS 
399 KEY OFF:CLS 
408 ·------------------------------------------------------------------41. 'Display apcctrc=ctcr turn-en m==••;e 

428 ·------------------------------------------------------------------438 LOCATE 6,6:PRINT •Thi• progra• initiate• a scan on the uv-2e0• 
448 LOCATE 8,6:PRINT •and writ•• the data to a disk file.• 
446 LOCATE 8,6:PRINT •wavelen9th and time based scanning are supported.• 
458 LOCATE 18,6:PRINT •Data file names are updated to al low a series of• 
45& LOCATE 11,6:PRINT ••can• to be taken.• 
478 LOCATE 16,28:PRINT •HIT AHf KEY WHEN READY TO CONTINUE• 
488 Al=INKEYl:IF Al••• THEN 488 
4N KEY ON 
SN'------------------------------------------------------------------
618' Initialize •can para111eters and display parameter menu 
&2• '------------------------------------------------------------------621 FCNT■l:FCNTl••t•:FILEl••UVOATA• 
638 CLS 
632 SCANl■•t•:SCANla-1:SCANAl••w•:Ml••3•:MAl••t• 
634 SCALES■6:SCALEl■RIGHTl(STRl(SCALEl),1):S•48.8 
538 INTVL=8.87&:INTVLl••.s1s• 
64. STRTl••••:STRT■-.8:STPl■•19•:STP• 18.8:MAXl=•3N•:MAX=3N.8 
547 INTXTI•• sec•:INTXTAI•• n• • 
546 SCTXTla•tllN (second•)•:SCTXTAl••wavelength (nm)• 
558 OPERl=•A•:OPERAl••T•:OPER,s=l 
588 LOCATE 2,5:PRINT CHRl(281)+STRINGl(29,286)+CHRl(l87) 
578 LOCATE 3,6:PRINT CHRl(l86):LOCATE 3,36:PRINT CHRl(l88) 
588 LOCATE 4,6 
599 PRINT CHRl(l88)•• Scan Conditions Set-up Menu ••CHRl(l88) 
8N LOCATE 5,5:PRINT CHRl(l88) :LOCATE 5,36:PRINT CHRS(l88) 
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D.l Source Code for UV-260 Data Aquisition (cont'd) 

610 LOCATE 8,5:PRINT CHRl(208)+STRINGl(29,206)+CHRl(188) 
620 LOCATE 9,5:PRINT •1. Scan mode (w=wavelength, t:time) :• 
630 LOCATE 18,5:PRINT •2. Scale (1=2.5,2=6,3=11,4=21,5=41 nm/cm)• 
635 LOCATE 11,48:PRINT •interval =•+INTVLl+INTXTI 
641 LOCATE 11,5:PRINT •3. Starting ••SCTXTI+•:• 
651 LOCATE 12,5:PRINT •4. Ending ••SCTXTS+• max= •+MAXI+• ·• 
661 LOCATE 13,5:PRINT •s. Op•ration mode (A=abs, T=~T) :• 
671 LOCATE 14,5:PRINT •e. Output fi I• (8 char [ff.OAT]):• 
681 LOCATE 9,71:PRINT SCANS 
691 LOCATE 11,71:PRINT SCALES 
701 LOCATE 11,71:PRINT STRTI 
711 LOCATE 12,71:PRINT STPS 
720 LOCATE 13,71:PRINT OPERI 
731 LOCATE 14,71:PRINT FILEl+FCNTl+•.OAT• 
741 LOCATE 21,5:PRINT •enter number of field to change: • 
751 LOCATE 22,5:PRINT •F1 quits set-up menu• 
761 ·------------------------------------------------------------------771 ' Interactiv• scan para-ter ••lection 
781 ·------------------------------------------------------------------811 KEY 1,•• 
821 LOCATE 21,38:PRINT CHRl(96):LOCATE 21,38 
831 Al=INKEYS:IF LEN(Al)=I GOTO 831 
841 LOCATE 21,38:PRINT CHRl(32) 
851 IF LEN(Al)=2 THEN QUITl=RIGHTl(Al,l) ELSE GOTO 871 
861 QUIT=ASC(QUITl):IF QUIT=69 GOTO 1281 ELSE GOTO 821 
871 A=VAL(Al):IF (A<l) OR (A)8) GOTO 821 
881 ON A GOTO 8N,921,9e8,1111,ll•8,ll78 
898 SCANS=-SCANl:SWAP SCANt,SCANAl:SWAP SCTXTl,SCTXTAl:SWAP Ml,MAI 
981 SWAP INTXTl,INTXTAI 
916 LOCATE 9,71:PRINT SCANI 
911 GOTO 4118 
921 LOCATE 11,78:PRINT CHRt(32):LOCATE 11,78 
931 INPUT ••,SCALEl:SCALEl=RIGHTl(STRt(SCALEl),1) 
941 IF (SCALEl(l) OR (SCALD)&) GOTO 928 
968 GOTO 4118 
988 LOCATE 11,78:P.RI.NT STRINGt(3,32):LOCATE 11,71 
978 INPUT ••.STRTl:STRT•VAL(STRT) 
989 IF. (SC~l) AND ((STRT<i91) OR (STRT>988)) GOTO 9e8 
998 IF (SCAN=-1) AND (STRT<>8) GOTO NI 
1118 GOTO 4118 
1111 LOCATE 12,78:PRINT STRINCt(4,32):LOCATE 12,78 
1121 INPUT ••,STPl:STP•VAL(STPI) 
1131 GOTO 48N 
11•1 OPER,la-OPERS:SWAP OPERtiOPERAI 
1168 LOCATE 13,71:PRINT OPERa 
u,ee GOTO 829 
1171 LOCATE 14,78:PRINT STRINCl(S,96):LOCATE 14,71 
1188 INPUT ••,FILEl:FCNTI-STRt(FCNT):FCNTl:RIGHTl(FCNTl,LEN(FCNTl)-1) 
1198 LOCATE 14,78:PRINT STRINCl(S,32\ 
11N LOCATE 14,71:PRINT FILEl+FCNTl+9 .DAT• 
1118 GOTO 829 
1241 ·-----------------------------------------------------------------1261 • Initialize the PC()481 interface 
1281 ·-----------------------------------------------------------------1288 DEF SEQ• AHCNe 
1299 INITIALIZE .. :TRANSMIT•3:RECEIVE=e 
13H SYS.CNTLR,Sae:PC.AOOR,Sae:AOOH-9 
1311 CALL INITIALIZE (PC.AOOH,SYS.CNTL~ 
1321 STSl=I 
1331 HORS=•MTA LISTEN 9 DATA ••:EOII••• END•:TAU<l••MLA TALK 9■ 

1341 ·-----------------------------------------------------------------1342 • S•t the UV-281 meMOry data capture flag, operation mod• and 
1344 • wav•l•ngth scale. 
1348 ·-----------------------------------------------------------------
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D.1 Source Code for UV-260 Data Aquisition (cont'd) 

1350 IO~=l:CMDS=HDRS + •044• + EOIS:GOSUB 6008 
1380 I0~=2:C~S=HDRS + •K• +SCALES+ EOIS:GOSUB 6008 
1371 I0~=3:CMDS=HDRS + •u• +MS+ EOIS:GOSUB 6088 
1380 ·-----------------------------------------------------------------1382 'Display sp•ctrornet•r s•t-up rnessag•, start scan 
1384 ·-----------------------------------------------------------------1398 KEY OFF:CLS 
1408 LOCATE 5,6:PRINT •Ch•ck th• status of th• following:• 
1410 LOCATE 8,10:PRINT •- UV-260 is ON• 
1420 LOCATE 7,10:PRINT •- •xt. c. s•t to 9• 
1430 LOCATE 8,10:PRINT •- al I scan pararnet•rs s•t manually on the• 
1440 LOCATE 9,10:PRINT • UV-260 as th• comput•r only starts th• scan• 
1450 LOCATE 10,10:PRINT •- disk•tt• in••rt•d into drive A• 
1460 LOCATE 11,S:PRINT •Not•: S•t data format to 2 byt•s/point in th•• 
1478 LOCATE 12,5:PRINT •data proc. mode• 
1480 LOCATE 21,41:PRINT •To start scan, hit any key.• 
1498 AS=INKEYS: IF LEN(AS)=I GOTO 1498 
1509 I0~=4:CMOS=HDRS +•A•+ EOIS:GOSUB 80ee 
1511 CLS:LOCATE 7,5:PRINT •spectrometer is now scanning. • 
1511 BEEP 
1512 ·-----------------------------------------------------------------1514 'Time scan mode, interupt scan after end of scan interval 
1518 ·-----------------------------------------------------------------1528 IF SCAN~=l GOTO 1598 
1538 TIMOUT=TIMER+STP:WHILE TIMER<TIMOUT:WEND 
1558 IO~S:CMDS=HDRI +•A•+ EOil:GOSUB 8"88 
1588 GOTO 1778 
1578 ·-----------------------------------------------------------------1572 • Wavelength scan mode, test for end of scan 
1574 ·-----------------------------------------------------------------1598 SCANNINCal 
1809 WHILE SCANNING 
1818 TIMOUT =TIMER• S 
1828 WHILE TIMER<TIMOUT:WEND 
1838 IOl=e:CMDI •HORI• •a•• EOil:GOSUB 80ee 
1718 IF LEFTl(Al,2)•(CHRl(8)••8•) THEN SCANNING=8 
1728 WEND 
1738 ·---------------------------- -----======-------------------------1748 • Compute the nu-.r of points to be transferred. 
1788 ·-----------------------------------------------------------------1778 LOCATE 7,5:PRINT •Data tranafer to progra• memory in progress. • 
1788 BEEP 
1818 NPTShINT(SC»el•(STRT-STP)/INTVL)+l:NPTSl•STRl(NPTSI) 
1828 NPTSl•RIGHTl(i-PTSl,(LEN(NPTSl)-1)):NPTS"=NPTSl-l 
1838 ·-----------------------------------------------------------------1848 • Reaet th• ,-ory fl•,, request block data transfer, clear 
1858 • data space and trans er data to progra■ 
l&M • 
19• 0•xur,-,o~cAP-1~s~1~.T11·,------------------------
1_. IOS-7 
1918 FOR I• 8 TO NPTSI 
1928 PTRl•RIGHTl(STRl(I),LEN(STRl(I))-1) 
1938 CMDl•HORI • ·<· • PTRI • ••• • EOil:GOSUB eeee 
1948 DlaRIGHTl(Al,9):D(I)•VAL(DI) 
1998 NEXT I 
1978 IOS-8:CMDI •HORI• •141• • EOil:GOSUB 88H 
2flle8 ·-----------------------------------------------------------------2178 • Conit>ute wavelength/ti• incr ... nta, convert ASCII data to 
2188 • binary and write it to the datafile, era•• data array so that 
21H • it may be redl1Nnsioned if another run is desired. Error 
2895 • trapping is invoked to avoid lo•• of data du• to absent or 
2197 • ful I data diskette. 
2109 ·-----------------------------------------------------------------2111 IF OPERl•l THEN NORW-8.1/85538.1 ELSE NORM:409.1/66538.1 
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D.1 Source Code for UV-260 Data Aquisition (cont'd) 

2130 FLNAMS=•A:•+FILES+FCNTS+•.OAT• 
2140 LOCATE 7,6:PRINT •Data transfer to file •;FLNAMS;• in progress. • 
2146 BEEP 
2147 ON ERROR GOTO 6008 
2160 OPEN FLNAMS FOR OUTPUT AS #1 
2180 FOR I= 0 TO NPTS~ 
2170 Y:NORM•O(I) 
2180 X=STRT-(SCAN,C•I•INTVL) 
2190 PRINT #1,USING•###f,##fl •;Y;X 
2200 NEXT I 
2210 CLOSE #1 
2220 ERASED 
2226 ON ERROR GOTO 0 
2230 KEY OFF:CLS 
2240 ·-----------------------------------------------------------------2250 • Query for another run, with or without parameter changes 
2260 ·-----------------------------------------------------------------2286 BEEP:BEEP:BEEP 
2271 LOCATE 6,6:PRINT CHRl(201)+STRINGl(28,206)+CHRl(l87) 
2280 LOCATE 6,6:PRINT CHRl(186)+STRINGl(28,32)+CHRl(l86) 
2298 LOCATE 7,6:PRINT CHRl(186)+• Data transfer completed. •+CHRl(186) 
2308 LOCATE 8,6:PRINT CHRl(186)+STRINGl(28,32)+CHRl(l86) 
2318 LOCATE 9,6:PRINT CHRl(186)•• Collect more data? ((Y]/N) ••CHRl(186) 
2328 LOCATE 10,6:PRINT CHRl(186)+STRINGl(28,32)+CHRl(l86) 
2330 LOCATE 11,6:PRINT CHRl(208)+STRINGl(28,286)+CHRl(188) 
2348 AS:INKEYl:IF LEN(Al)=8 GOTO 2348 
2368 IF At:•N• OR At••n• THEN CLS:END 
2369 FCNT=FCNT+l 
2366 FCNTl:STRl(FCNT):FCNTl=RIGHTl(FCNTILLEN(FCNTl)-1) 
2378 LOCATE 9,7:PRINT •change parameters? (Y/(N]) 
2388 Al=INKEYl:IF LENSAl)=8 GOTO 2388 
2398 IF At=•Y• OR Al• y• GOTO 638 ELSE GOTO 1318 
3998 ·----------------------------------------------------------------3992 • Set-up menu par•-ter updating subroutine 
3994 ·----------------------------------------------------------------40ff LOCATE 11,18:PRINT SCTXTl:LOCATE 12,16:PRINT SCTXTI 
4H2 LOCATE 18,48:PRINT •int.rv@! •••INTVl.l•INTXTl+STRINCl(3,32) 
4084 IF SCANh-1 GOTO 4128 
4818 ON SCALEX GOTO 4928,4838,4848,48H,4N8 
4828 S•2.6:INTVLa8.826:GOTO 4878 
4938 S• 6:INTVL ... 81 :GOTO 4878 
4848 S• 18:INTVL ... 1 :GOTO 4878 
4868 S• 28:INTVL ... 2 :GOTO 4878 
4888 S• 48: INTVLa8. 2 : GOTO 4878 
4178 INTVLI-STRl(INTVL) 
4172 LOCATE 18,48:PRINT •interval •••INTVLl+INTXTl+STRINGl(3,32) 
4876 IF STRTa8.8 GOTO gee 
488e MAX=STRT-(INTVL•4fNNl):IF MAX<lN THEN MAX•lN 
48N MAXl=STRl(MAX):LOCATE 12,37:PRINT MAXl+STRINGl(2,32) 
41N IF (STP<MAX) OR (STP>-STRT) GOTO 1118 
4118 GOTO 4228 
4128 ON SCALEX GOTO 4138,4148,4168,4168,4178 
413e S•2.S:INTVL•1.2 :GOTO 4188 
4148 S• 6:INTVL ... I :GOTO 4188 
4168 S= 18:INTVLa8.3 :GOTO 4188 
416e S• 28:INTVL ... 16 :GOTO 4188 
4178 S• 48:INTVLa8.876:GOTO 4188 
4188 INTVLI-STRl(INTVL) 
4182 LOCATE 18,48:PRINT •interval •••INTVLl+INTXTl+STRINGl(3,32) 
4198 IF STRT<>8 GOTO 9e8 
4208 MAX=INTVL•4flHIHl:MAXl•STRl(MAX):LOCATE 12,37:PRINT MAXl+STRINGl(2,32) 
4218 IF (STP>MAX) OR (STP<=8) GOTO 1818 
4228 LOCATE 18,48:PRINT •interval =••INTVLl+INTXTl+STRINGl(3,32) 
4230 LOCATE 10,70:PRINT SCALES 
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4240 LOCATE 11,18:PRINT SCTXTS:LOCATE 11,70:PRINT STRTS 
4250 LOCATE 12,16:PRINT SCTXTS:LOCATE 12,37:PRINT MAXS+STRINGS(2,32) 
4260 LOCATE 12,7":PRINT STPS 
4270 GOTO 82" 
497" ·-----------------------------------------------------------------4980 'Data diskette I/0 error processing 
4990 ·-----------------------------------------------------------------5"00 IF ERR=71 GOTO 5020 
5010 IF ERR=61 GOTO 5"60 
5020 LOCATE 9,5:PRINT •Diskette is not ready, hit any key when ready• 
5030 AS:INKEYS:IF LEN(AS):0 GOTO 5031 
5040 LOCATE 9,5:PRINT STRINGS(45,32) 
5050 RESUME 2150 
5060 LOCATE 9,5:PRINT •Diskette is ful I, hit any key when replaced• 
5070 AS:INKEYS:IF LEN(Al)=I GOTO 5071 
5081 LOCATE 9,5:PRINT STRINGS(45,32) 
5090 RESUME 2150 
5990 ·-----------------------------------------------------------------5992 ' Interface transmit and receive subroutine 
5994 ·-----------------------------------------------------------------60H CALL TRANSMIT (CMOS,STSI) 
6011 IF STSl<>I THEN IOS=•transmit con111and status•:GOSUB 70H 
6021 CALL TRANSMIT (TALKS,STSI) 
6031 IF STSl<>0 THEN IOS=•transmit listen status•:GOSUB 7He 
6041 AS:SPACES(ll) 
6051 CALL RECEIVE (Al,LENGTHl,STSI) 
6"69 IF STSl<>9 THEN IOS••receive acknowledg.-nt status•:GOSUB 7Ne 
6079 IF LEFTS(Al,1)<>CHRS(6) THEN IOS••acknowledg.-nt•:GOSUB 7He 
6089 RETURN 
6998 ·-----------------------------------------------------------------6992 • Interface error processing subroutine 
6994 ·-----------------------------------------------------------------7He CLS 
7019 LOCATE 7,5:PRINT •An interface error occurred at location t•;IOI 
7029 LOCATE 8,5:PRINT •Nature of error: ••IOI 
7039 LOCATE 9,5:PRINT •The error status code was: STSI • •;STSI 
7049 LOCATE 11,5:PRINT •consult the CEC PC<>◄88 manual for details.• 
70H END 

79H •-----------------------------------------------------------------7995 • Halo offset declaration subroutine 
7998 ·-----------------------------------------------------------------8fJH ARC • &H86 
8H1 BAR • &H28B 
8N2 BOX • &HAl 
8H3 CFREEZE • &H2B6 
8N4 CGRAB • &H2BC 
SHI CIR • &H77 
BflJN CLOSEGRAPHICS • &H2C3 
8H7 CLR • lH2CA 
SHI COMI..INE • &H483 
BHt CSETALUT • &H208 
Ml• CSETLUT • &H201 
s•11 CSNAP • &H20F 
8912 DEFHATCHSTYLE • &HBO 
8813 DEFLNSTYLE • &H632 
8814 DELBOX • &H21B 
8815 DELCIR • &H222 
8816 DELHCUR • &H292 
8817 OELLN • &H229 
8018 DELTCUR • &H299 
8819 DISPLAY • &H2E6 
8028 ELLIPSE • lH78 
8021 FCIR = lH93 
8822 FCLR = &H2ED 



- 251-

D.1 Source Code for UV-260 Data Aquisition (cont'd) 

8023 FILL 
802-4 FLOOD 
8025 FL0002 
8026 FTCOLOR 
8027 FTEXT 
8028 FTINIT 
8029 FTLOCATE 
8030 FTSIZE 
8031 GPRINT 
8032 GREAO 
8033 GSCAN 
803-4 GWRITE 
8035 HALLOC 
8036 HFREE 
8037 IMREST 
8038 IMSAVE 
8039 INITALPHA 
80-40 INITGRAPHICS 
80-41 INITHCUR 
80-42 INITLP 
88-43 INITMARKER 
80-4-4 INITTCUR 
88-45 INQAPAL 
88-46 INQARC 
80-47 INQAREA 
80-48 INQASP 
80-49 INQBK~ 
8858 INQCLR 
8051 INQCRANGE 
8052 INQOEV 
8853 INQOISPLAY 
805-4 INQORANGE 
8855 INQERR 
8856 INQFT 
8"57 INQFTCOLOR 
8058 INQFUN 
8"59 INQGCUR 
886111 INQHCUR 
8861 INQINTERLACE 
8"62 INQLOCATOR 
8"63 INQLPA 
8"6-4 INQLPQ 
SNS INQMARKER 
8"68 INQMODE 
8"67 INQPAL 
8"68 INQPFLEN 
8N9 INQPRN 
811178 INQRG8 
811171 INQSCAN 
811172 INQSCREEN 
811173 INQSTANQ 
81117-4 INQSTAT 
811175 INQSTEXT 
811178 INQSTSIZE 
811177 INQTCUR 
811178 INQTEXT 
811179 INQTSIZE 
808111 INQVBW 
8081 INQVERSION 
8082 INQVIEWPORT 
8083 INQWORLD 
808-4 LAPP~ 
8085 LCLOSE 
8086 LNABS 

= lH9A 
= lHA8 
= lHAF 
= lH183 
= lHUJA 
= lHlll 
= lH118 
= lHllF 
= lH1B9 
= lH105 
= lH26F 
= lHlOC 
= lH-48A 
= lH-491 
= lH2FB 
= lH2F4 
= lH309 
= lH31112 
= lH2A0 
= lH310 
= lH681 
= lH2A7 
= lH317 
= lH8C 
= lHB6 
= lH69 
= lH-40 
= lHe2 
= lHlAB 
= lH190 
= lH32& 
= lH1B2 
= lH&-4 
= lH126 
= lH120 
= lH31E 
= lH&B 
= lH3F 
= lH32C 
• lH2&A 
• lH333 
• lH33A 
• lH&H 
• lH3-41 
• lH3-48 
• lH3-4F 
• lHlCIII 
• lH3H 

• lH276 
• lH3&0 
• lH4F3 
• lHH-4 
• lH40E 
:: lH-4EC 
• lHF& 
• lHE8 
• lHFC 
• lH368 
• lH1A4 
• lHlH 
• lH181 
:: lH4AD 
= lH4A6 
= lHl& 
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8087 LNJOINT 
8088 LNREL 
8089 LOPEN 
8098 LRECORO 
8091 LREST 
8092 LSAVE 
8093 LSETUP 
809-4 LSWITCH 
8096 t.lAPDTON 
8098 t.lAPOTOW 
8097 t.lAPNTOO 
8098 t.lAPNTOW 
8899 t.lAPWTOO 
818" t.lAPWTON 
8101 t.lARt<ERABS 
8182 t.lARKERREL 
8U!J3 t.lEMCOM 
818-4 t.lEMEXP 
81"6 t.lEMMOV 
81"8 MONO 
8187 MOVABS 
8188 MOVEFROM 
81"9 MOVEFX 
8119 MOVETO 
8111 t.lOVETX 
8112 MOVHCURABS 
8113 MOVHCURREL 
811-4 MOVREL 
8116 MOVTCURABS 
sue MOVTCURREL 
8117 ORGLOCATOR 
8118 PAN 
8119 PEXPAHD 
8129 PFNORM 
8121 PIE 
8122 POLYCABS 
912! POLYCREL 
8124 POLYFABS 
8126 POLYFREL 
8128 POLYLNABS 
8127 POLYLNREL 
8121 PREAD 
8129 PROTATE 
813• PTABS 
8131 PTNOIIII 
8132 PTREL 
8133 PWRITE 
813 .. RSOX 
8131 RCIR 
8138 READLOCATOR 
1137 RECOLOR 
8131 REPPAL 
8139 RLNABS 
814• RUltEL 
8141 ROAM 
8142 SAVOVL 
8143 SCROLL 
8144 SETACAW 
8146 SETAMASI< 
sue SETAPAL 
8147 SETASP 
8148 SETBATTR 
8149 SETBOROER 
8169 SETBW 

= lHS-47 
= lHlC 
= 1H-49F 
= 1H484 
= 1H55C 
= 1H58A 
= 1H583 
= 1H488 
= 1H17A 
= 1Hl5E 
= 1H173 
= 1H1ec 
= 1Hl57 
= 1H1e6 
= 1H68F 
= 1H518 
= 1HlE3 
= 1HlEA 
= 1H1Fl 
= 1H372 
= 1H23 
= 1H379 
= 1H387 
= 1H389 
= 1H38E 
= 1H31 
"'1H38 
a 1H2A 
"'1HE7 
a &HEE 
a 1H263 
= 1H39S 
a 1H3A3 
,. 1H3B1 
a 1H7E 
"'1H64E 
:m !HSS! 
a 1H23. 
"' 1H237 
"' 1H624 
"' 1H&28 
"'1H1N 
,. 1H39C 
,. 1H7 
• 1H3AA 
"'1HE 
a 1H18F 
a 1H1FF 
= 1H214 
"' 1H24C 
"' 1H381 
"'1H38F 
"'1H2N 
,. 1H21D 
• 1H3Ct 
• 1H281 
• 1H3CD 
a 1H304 
"' 1H308 
a 1H3E2 
• 1H2AE 
a 1H3E9 
a 1H3F9 
a 1H3F7 
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D.1 Source Code for UV-260 Data Aquisition (cont'd) 

8151 SETCAMERA 
8152 SETCLIP 
8153 SETCOLOR 
8154 SETCPAL 
8155 SETCRANGE 
8156 SETOEGREE 
8157 SETOEV 
8158 SETDRANGE 
8159 SETFONT 
816" SETGLOCK 
8161 SETHATCHSTYLE 
8162 SETIEEE 
8163 SETINTERLACE 
8164 SETIPAL 
8166 SETLATTR 
8166 SETLMODE 
8167 SETLNSTYLE 
8168 SETLNWIDTH 
8169 SETLOCATOR 
817" SETMASK 
8171 SETMATTR 
8172 SETPATTR 
8173 SETPRN 
8174 SETPWD 
8176 SETRCB 
8176 SETSCAN 
8177 SETSCATTR 
8178 SETSCREEN 
8179 SETSEQ 
8188 SETSEG2 
8181 SETSTANG 
8182 SETSTCLR 
8183 SETSTEXT 
8184 SETTEXT 
8186 SETTEXTCLR 
8188 SETVBW 
8187 SETVIEWPORT 
AtH Sl='TWINOOW 
8189 SETWORLD 
8198 SETXOR 
8191 SETXPAL 
8192 SHIFT 
8193 STARTQRAPHICS 
8194 STEXT 
8191 TEXT 
8198 VPAN 
8197 WORLDOFF 
8191 ZOOM 
98M REl\JRN 

= lH3FE 
= &Hl38 
= AH" 
= &H436 
= lH4"6 
= &H610 
= &H261 
= &H4"C 
= lH4C2 
= &H413 
= &HC4 
= lH498 
= &H41A 
= &H430 
= &H246 
= &H421 
= lH639 
= &H649 
= &H23E 
= &H428 
= &H42F 
= lHlCE 
= lH1C7 
= &H4FA 
= &H444 
= &H27D 

= &H284 
= &H469 
= &H48 
= &H462 
= &H4E& 
= &H4O8 
= &H4C9 
= &HCB 
= &H02 
= &H488 
= &H134 
= !HUS 
= &H142 
= lH1F8 
a &H44B 
= &H487 
= &H48E 
= &H4D7 
= &H09 
a &H47& 
= &H1&8 
= &H47C 
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Appendix E 

Aggregation Kinetics Model 

Source Code Listing 
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E.1 Source code for aggregation kinetics model 

C ••••••••••••••••••••••••••••••KINETICS.FOR••••••••••••••••••••••••••••••••• 
C • • 
C • Todd M. Przybycien 12/22/88 • 
C • • 
C • This program fits rate constants to raw chymotrypsin aggregation • 
C • turbidity data. Three rate constants •r• fit: • 
C • kl - conformational change • 
C • k2 - aggregative dimerization • 
C • k3 - aggre9ation • 
C • The protein ava1 I able for aggregation is the supersaturation. • 
C • The rate constant• are fit to the raw data using a • 
C • non I inear chi square Marqardt al9orith• (MRQMIN and MRQCOF) from • 
C • "Numerical Recipes.• The kinetic rate expression• are integrated for • 
C • th• fitting routine by a modified Gear integration routine (DOASSL) by • 
C • Linda Petzold of Sandia Labs. For the opti ■ ization procedure, the • 
C • objective function is wei9hted by the magnitude of the data. Fit • 
C • statistic• are computed with an unbised ob~•ctive function, assuming • 
C • that measurement errors are nor111al ly distributed. • 
C • • 
C ••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
C 
C 
C Vari ab I•• 
C 

C 
C 
C 

C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 

C 
C 
C 

11 

21 
C 
C 

REAL 
DOUBLE PRECISION 

l 

l 
DIMENSION 

CHARACTER 
EXTERNAL 

MW,WWS,KD 
Y,TOUT,T,ATOL,RTOL,RWORt<,CHISQ,CHISQ2,CONVRG, 
RPAR,YPRIME 
A(11),A488(48fJ8),litW(48fJ8),SIQ(48N), 
COVAR(3,3),ATMP(3),ALPHA(3,3) 
INFIL•12,0UTFIL•12 
F\KS 

Constant• 

R = 1.987 
ACUT = 2.1 
ACONV = 1.3446E8 

A 
A 
A 
A 
A 
A 
A 
A 
A 

= confor•tional change rate constant, k18 
= aggregative dl-rization rate constent, 
= aggregation rate constant, k38 
• forward di1Nrizatlon rate conatant, k•d 
• reverse dl-rlzatlon rate constant, k-d 
• solubility In unita of 1110larity, S/Ml 
• initial supersaturation ratio, •• 
• initial concentration 110noaer, All 
• initial concentration di .. r, A28 

(fittedi 
k28 (fitted 

(fitted 

: ~ • 1110noaer molecular weight, Ml 
• end of •ixing tranaient, Index of start ti111e, TSTRT 

Ai4) • t.46NE3 
A&) • 1.teffE8 
A 18) • 2.HNE4 

Read SETIJP.FIL to deter■ine the nuaber of data file• to be fit 

OPEN (1, FILE■ 'SETUP.FIL', FORM■ 'FORMATTED', STATUS• 'OLD') 
READ (1, 18) NUlil 
FORMAT (lX, I3) 
DO 181 I= 1,NUM 

READ (1,28) INFIL,OUTFIL,Cl,S,DEGK,OELH,A(ll) 
FORMAT (1X,2A12,6E16.8) 

Scale the protein solubility by the temperature of the 



C 
C 
C 
C 

C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 

C 
C 
C 

,. .. 
C 
C 

C 
C 
C 
C 
C 
C 
C 

C 
C 
C 
C 
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E.l Source code for aggregation kinetics model (cont'd) 

39 

•• 

63 

experiment, note that the dimerization rate constants 
should be relatively constant over the temperature range 
studied because of the smal I enthalpy of reaction 

S = EXP(ALOG(S) - DELH•(l.8/0EGK - 1.8/298.8)/R) 
KO = A(4)/A(6) 
A(S) = S/A(18) 

Calculate initial monomer concentration and initial weight 
average molecular wei~ht. If Co is the protein concentration 
in the drive syringe 1n mg/n.., note that 

Co =Cl+ C2 = Mwl•(Alo + 2•A2o) 
and 

Kd = A2o/(A10)•2. 

Use initial syringe monomer-dimer equilibriu• distribution 
and just rescale by the final or flow eel I supersaturation 
concentration 

Super/Co= (1/2) - (S/Co). 

Finally, the initial weight average -1ecular weight becomes 

<Mwo)wt • Mwl•(l + 4•Kd•Alo)/(1 + 2•Kd•Alo). 

To find A8, solve quadratic with numerically stable formula. 

Q = -8.6•(1.8 + SQRT(l.8 + 8•KDeC8/A(18))) 
AA(!) • (-C8/A(18))/Q 

(•) • KD•A(8) .. 2 

Recall di lutlon by factor of two In stopped-flow experiment. 

Read raw data fll• 

OPEN {2, FIi.Ea ItiFILL£0RM- 'FORMATTED', STATUS• 1 0LD') 
READ 2,3•) (DUIAIY,TiNr,J•l,2) 
FORMA (1X,F9.4,3X,F9.4) 
REWIN> (2) 
READ (2,a•,END..t8) (A488(J),TSTOP,Ja1,4 ... ) 
CLOSE (2) 

Find the a..-nt of data betw .. n th• •ixing transient and 
the abaorbanc• cutoff to be flt, and convert A488 to <Mw>. 
Recalling that A488•ACONV • (C8/2)•<Mw>, co•puta the standard 
deviation of the Naaured molecular weight data and weight by 
the square root of the data Mgnltude 

,..TS • JINT(TSTOP/TINT) 
IF (A(ll).EQ.8.8) A(ll) • TINT 
NSTRT • JINT(A(ll)/TINT) + 1 
NSTOP • NPTS 
DOH J • NSTRT,tiPTS 

MW(J-NSTRT+l) = 2•ACONV•A488(J)/C8 
T = A(ll) + FLOAT(J-NSTRT)•TINT 
WRITE (8,63) T,MW(J-NSTRT+l) 
WRITE (8,63) T,A488(J) 
FORMAT (1X,2E15.8) 

IF (A488(J).LT.8.5) THEN 



C 
C 
C 

C 
C 
C 

C 
C 
C 

C 
C 
C 
C 
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E.1 Source code for aggregation kinetics model (cont'd) 

A 

" 

" 58 
68 

78 

" 
88 

a .. 
N .. 

lN .. 

118 

ELSE 

SIG(J-NSTRT+l) = (2•ACONV•8.082/C8) 
•SQRT(ABS(A◄88(J)/A◄88(NSTRT))) 

SIG(J-NSTRT+l) = (2•ACONV•8.00◄/C8) 
•SQRT(ABS(A◄88(J)/A◄88(NSTRT))) 

IF (A◄88(J).GE.ACUT) THEN 
NSTOP = J 
GOTO 68 

ENO IF 
ENO IF 
IF (SIG(J-NSTRT+l).EQ.8.8) 

SIG(J-NSTRT+l) = 2•ACONV•8.H2/C8 
CONTINUE 
NOATA = NSTOP - NSTRT + 1 

Op•n output file for fitting results and error -ssages 

OPEN (2, FILE• OUTFIL, FORMa 'FORMATTED', STATUS• 'UNKNOWN') 
WRITE (2,71) INFIL 
FORMAT (lX,'Kinetic para-ter fitting for data fil• ',A12) 

Set up and execute Marquardt algorith• to fit rate constants 

ALAMDA a -1.8 
MFIT a 3 
MA • 11 

Initial eatlniates of fitted para .. ters 

A(l) = 1.8E8 
A(2) • 1.8E4 
A(3) • 1.8£4 
ITER • 1 
CALL MRQMIN (TINT,MW,SIQ,NDATA,A,MA,MFIT,COVAR, 

ALPHA,MFIT,CHISQ,FUNCS,ALAMDA,•118) 
WRITE (2,88) ITER,A(l),A(2)SA(3),A(◄),A(&),CHISQ 
FORMAT (lX,'ITER• ',I3,/8X, kl• ',E13.e,• k2• ',E13.e, 

, ~2- • c,2 • 1av , ~~~- , e~• • J L-~-, ~•• • "v- •-•~•VJ/V"• ~TV- •••••v, ~-v• ,•~••v, 
'Chl.2• ',E13.e) 

CHISQ2 • CHISQ 
ALAMD2 • ALAAl)A 
CALL MRQMIN (TINT,MW,SIQ,NDATAL.A_,_~,MFIT,COVAR, 

ALPHA,MFIT,CHISQ,~\N;S,ALAMDA,•118) 
ITER • ITER • 1 
WRITE (2,88) ITER,A(1),A(2),A(3),A(4),A(l),CHISQ 
CONVRG • (CHISQ2 - CHISQ)/CHISQ2 
STEP • ALAAl)2 - ALAAl)A 
IF ((CONVRQ.LT.8.Nl).Nl>.(STEP.GE.8.8)) THEN 

GOTO 118 
ELSE IF (ITER.QT.68) THEN 

WRITE (2,1N) CONVRQ 

ELSE 

FORMAT (eX,'&8 iterations taken, CONVRG • ', 

GOTO 118 
El&.e) 

CHISQ2 • CHISQ 
ALAMD2 a ALAMDA 
GOTO N 

EN> IF 

After fitting parani.ters, rerun fitting routin• with 
straight statistics 

DO 18& J = NSTRT,NSTOP+l 



C 

C 
C 
C 

.... 
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E.1 Source code for aggregation kinetics model (cont'd) 

106 

l 

l 

l 
126 

136 

l 

148 
158 

a 
188 

a 
a 
a 
a 
a 
a 
a 
a 
a 

11• 

IF (A◄88(J) .LT.0.5) THEN 
SIG(J-NSTRT+l) = 2•ACONV•8.H2/C9 

ELSE 
SIG(J-NSTRT+l) = 2•ACONV•9.H◄/C9 

ENO IF 
CONTINUE 
ALAMDA = -1.9 
CALL MRQMIN (TINT,MW,SIG,NOATA,A,MA,MFIT,COVAR, 

ALPHA,MFIT,CHISQ,FUNCS,ALAMOA,•126) 
CALL MRQMIN (TINT,MW,SIG,NOATA,A,MA,MFIT,COVAR, 

ALPHA,MFIT,CHISQ,FUNCS,ALAMDA,•126) 
ALAMDA = 9.8 
CALL MRQMIN (TINT,MW,SIG,NOATA,A,MA,MFIT,COVAR, 

ALPHA,MFIT,CHISQ,FUNCS,ALAMDA,•126) 
CHISQN = CHISQ/FLOAT(NOATA) 

Coapute standard deviations and correlation co•fficients 

DO 136 J • l,MFIT 
IF (COVAR(J,J).GT.9.8) THEN 

COVAR(J,J) = SQRT(COVAR(J,J)) 
ELSE 

COVAR(J,J) • 9.8 
EN>IF 

CONTINUE 
DO 1se J • 1,MFIT 

DO 1◄8 K • J+l,MFIT 
IF (COVAR(J,J)•COVAR(K,K).NE.•.e) THEN 

COVAR(J,K) • COVAR(J,K) 
/(COVAR(J,J)•COVAR(K,K)) 

• COVAR(J,K) COY AR (I<, J) 
ELSE 

ENDIF 

COVAR(J,I<) • e.e 
COVAR(l<,J) • 8.8 

CONTINJE 
CONTINUE 
WRITE (2,1M) A(1).A(2);A(3);A(4);A(&),CHISQ,CHISQN, 

CONVRQ 
FORMAT c1ex,•k1 l1l • ',E1s.e,• /IX,'k2 2 • ',El&.e,• 

/IX,'kl 3 • ',El&.e,• 
/IX,'k+d 4 • ',Ell.I,' 
/IX,'k-d I • ',Ell.e,• 
/IX,'chl square • ',Ell.I, 
/IX,'chl aquare/N • ',Ell.I, 

•-1', 
•-1 W-1', 
•-1 W-1', 
•-1 W-1', 
s-1', 

/8X,'cnvr1 criterion• ',Ell,e, 
//IX,'stendard deviation and correlation ', 

'coefficient 11atrix') 
WITE (2,17•) ((COVAR(J,K),K•l,MFIT),Jal,IFIT) 
FORMAT (8X,E1 •• 4,2X,E1 •• 4,2X,E1•.4) 
CLOSE (2) 

lU CONTINUE 
CLOSE (1) 
STOP 
END 
SUBROUTINE F\MCS (TINT,A,FW,FDMWDA,MA,N>ATA,•) 

C Subroutine F\KS - coaput•• value• of th• MW and the dMW/dA 
C at each T, cal led by the Marquardt 
C routine MRQCOF - note conversion to 
C double precision for OOASSL 
C 

DOUBLE PRECISION ATOL,RWORK,RTOL,T,TOUT,Y,YPRIME,RPAR,TOL 



C 
C 
C 
C 
C 
C 
C 
C 
C 

C 
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E.1 Source code for aggregation kinetics model (cont'd) 

DIMENSION 
l 

Y(7),RWORK(l52),IWORK(27),F(-4000,4), 
FMW(-4000),FDMWOA(-4000,3),A(ll), 
RPAR(7),YPRIME(7),INFO(l5) l 

EXTERNAL 

y (1) 
y (2) 
Y(3) 
y (4) 
y (5) 
Y(6) 
Y(7) 

MFIT = 3 
TOL :s 1.1 

FCN,FCNJ 

= A2 (t) 
= Phil!J(t) 
= Phi 1 (t) 
= Phi2(t) 
= P•ie(t) 
= P•i 1 (t) 
= P•i2(t) 

RPAR(l) 
RPAR(2) 
RPAR(3) 
RPAR(-4) 
RPAR(5) 
RPAR(6) 
RPAR(7) 

= kll!J 
= k29 
= k39 
= k+d 
= k-d 
= S/Ml 

= ·" 

13 DO 81 I= 1,MFIT+l 
DO 11 J :s 1,7 

1" 

28 

38 

l .. .. 

◄8 • 

RPAR(J) = OBLE(A(J)) 
Y(J) ,. e.e 

CONTINUE 
Y(l) = DBLE(A(9)) 
IF (I.GT.1) RPAR(I-1) = DBLE(A(I-1) + l,Hl•ABS(A(I-1))) 
YPRIME(l) = 8.5eRPAR(◄)•(RPAR(6)•RPAR(7))••2 

+ 2•RPAR(4)•Y(1)••2 
- (RPAR(l)•(l.9 - 1.I/RPAR(7)) + I.SeRPAR(S) 
+ 2eRPAR(-4)•RPAR(6)•RPAR(7))•Y(1) 

DO 28 J = 1,3 
YPRIME(J•l) = RPAR(l)•(l.8 - 1.I/RPAR(7))•Y(1) 
YPRIME(J+-4) • 1.8 

CONTINUE 
00 38 J • 1,15 

INFO(J) • 8 
CONTINUE 
INFO(&) • 1 
INF0(18) • 1 

ATOL • 1.ID-ll•TOL 
RTOL • 1.IO-eeTOL 
NEQ • 7 
LRW • ◄8 • 9•NEQ + NEQ••2 
LIW • ~• • NEQ 
T • ••• 
00 1• J • 1,NDATA 

TOUT• DBLE(A(ll) • (J-l)•TINT) 
CALL DOAS$L (FCN6NEQ,T,Y,YPRIMEL~OUT,ItiFO,RTO':,iATOL, 

IDI ,RWORK,LRW,IWOKK,LIW,RPAR,IP.vc,FCNJ) 
IF (IDID.LT.8) THEN 

IF (IDID.QT,-3) THEN 
IN=O(l) • 1 
GOTO ◄• 

ELSEIF (IDID.EQ.-18) THEN 
TOL • l.2eTOL 

ELSE 
GOTO 13 

WRITE (2,68) IDID 
FORMAT (/SX,•An error occurred during the', 

• execution of •ubroutine ODASSL:', 
/SX,•IDID • ',13) 

RETURNl 
END IF 

END IF 
F(J,I) a A(18)•(A(8) + 2•A(9) • 2•SNGL(Y(1) • 2•Y(◄) 

+ 2•Y(7) • Y(6) - Y(3)))/(A(8) + 2•A(9)) 
IF (I.EQ.1) THEN 

FMW(J) a F(J,I) 
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E.1 Source code for aggregation kinetics model (cont'd) 

C 

ELSE 

a FOMWDA(J,I-1) = (F(J,I) - F(J,1)) 
/(I.Nl•ABS(A(I-1))) 

ENO IF 
71 CONTINUE 
81 CONTINUE 

RETURN 
ENO 
SUBROUTINE FCN (T,Y,YPRIME,OELTA,IRES,RPAR,IPAR) 

C Subroutine FCN - contain• the differential equation• of 
C the full kinetic model to be •olved 
C via LSOOE 
C 

C 
C 
C 
C 

C 

C 

DOUBLE PRECISION T,Y(7),YPRIME(7),0ELTA(7),RPAR(7),S,B,TOL 
IF (RPAR(l)•T.LE.7N.I) THEN 

S • 1.8 + (RPAR(7) - 1,8)•0EXP(-RPAR(l)•D 
ELSE 

S • 1.8 
ENO IF 
B • RPAR(8)•(RPAR(7) - S) - (2•Y(3) + 2•Y(8) + Y(S)) 

Check for ne9ative concentration• and that ••a balance i• 
Hti•fied 

TOL a -1.80-11 
IF (OMIN1(Y(l),Y(2),Y(3),Y(4),Y(S),Y(S),Y(7)).LT.TOL) 
IF (B.LT.TOL) IRES• -1 

IRES• -1 

OELTA(l) 
A 
A 
DELTA(2) 

A 
DELTA(3) 

A 
DE!.TA(-4) 

A 
A 

DELTAiS} DELTA I 
DELTA 7 
RETURN 
EN) 

• 8.5eRPAR(4)•(RPAR(S)eS)••2 + 2eRPAR(4)•Y(1)••2 
- ((RPAR(l)•(l.8 - 1.8/S) + 8.SeRPAR(S) 
+ 2•RPAR(4)eRPAR(l)•S)eY(1) + YPRIME(l)) 

• RPAR(l)•1l.8 - 1.8/S)eY(l) • RPAR(2)•B•(8.5•8 
• Y(S)) - 2•RPAR(3)•Y(2)•(B • Y(2)) • YPRIME(2)) 

• RPAR(l)• 1.8 - 1.8/S)•Y(l) • RPAR(2)•8•(8.S•B 
• Y(I) •YI)) - (2•RPAR(3)•B•Y(3) + YPRIME(3)) 

• N&Df1\• 1 a - 1 .,~\.Y/1\ ~ -••1~,.a.,. ~.a 
-• v·(7)~ ':' 2;Y (8) -•• Y(&)) -~ '•~•Ai'ci> ~Y(3);;; ...... 

- (2•RPAR(3)•B•Y(4) • YPRIME(4)) 
• 2•RPAR~3i•B•Y~2} - iRPARi2i•B•Yil~ • YPRIMEiS~~ • 2•RPAR 3 •B•Y 3 - RPAR 2 •B•Y I • YPRIME I 
• 2eRPAR I •B•Y 4 - RPAR 2 •B•Y 7 • YPRIME 7 

SUBROUTDE FCNJ (T,Y,YPRIME,PO,CJ,RPAR,IPAR) 

C Subroutine FCNJ - contain• the Jacobian •trlx of the •et of 
C dlfferentlal equation• for u•• with DOASSL 
C Note that only non-zero •l-nt• of PD are 
C coaputed 
C 

DOUBLE PRECISION T,Y(7)L~PRIME(7),P0(7,7),CJ,RPAR(7),S,B 
IF (RPAR(l)•T.LE.7N.8) THEN 

S • 1.• • (RPAR(7) - 1.8)•0EXP(-RPAR(l)•D 
ELSE 

S • 1.• 
EN> IF 
B = RPAR(8)e(RPAR(7) - S) - (2•Y(3) • 2•Y(S) • Y(S)) 

C 
PD(l,1) • 4eRPAR(4)eY(1) - (RPAR(l)•(l.i - 1.8/S) • 8.SeRPAR(S) 

A • 2•RPAR(4)•RPAR(l)•S • CJ) 
C 

P0(2,1) = RPAR(l)•(l.8 - 1,1/S) 
P0(2,2) = -(2•RPAR(3)•(2•Y(2) • B) • CJ) 



- 261-

E.1 Source code for aggregation kinetics model (cont'd) 

P0(2,3) = 4•RPAR(3)•Y(2) - 2•RPAR(2)•(B ♦ y (6)) 
P0(2,6) = t.6•PD(2,3) + RPAR(2)•8 
P0(2,8) = P0(2,3) 

C 
P0(3,1) = P0(2,1) 
P0(3,6) = 2•RPAR(3)•Y(3) - RPAR(2)•(Y(8) + Y(6)) 
PO (3, 3) = 2•PD(3,S) - (2•B•(RPAR(2) + RPAR(3)) + CJ) 
P0(3,8) = 2•PD(3,5) - RPAR(2)•B 

C 
PO (4, 1) ., P0(2,1) 
PO (4, 5) = 2•RPAR(3)•Y(4) - RPAR(2)•(Y(7) + 2•Y(8) ♦ y (6)) 
P0(-',7) = RPAR(2)•B 
PO (4 ,3) = 2•PD(4,6) • 8•RPAR(3)•Y(3) - 2•P0(4,7) 
PO (4, 4~ = -(2•RPAR(3)•B • CJ) 
PO (4 ,e = 2•PD (4, 5) 

C 
P0(5,2) = 2•RPAR~3)•B 
PO (S, 3) = -4•RPAR 3)•Y(2) • 2•RPAR(2)•Y(5) 
PO(S,5) = t.S•PO(S,3) - (PD(4,7) • CJ) 
PD(S,8) • PD(S,3) 

C 
PD(e,s~ • RPAR~2)•Y(8) - 2•RPAR(3)•Y(3) 
PO (8,3 • 2•PD e,s~ • PO(S,2) 
PO(S,S) .. 2•PD S,& - (P0(4,7) • CJ) 

C PD(7,3! .. 2•RPAR(2)•Y(7) - 4•RPAR(3)•Y(4) 
P0(7 ,4 .. P0(&,2) 
P0(7,S • e.S.P0(7,3) 
P0~7,S • P0(7 ,3) 
PO 7,7 • -(P0(4,7) • CJ) 
RETURN 
EN) 
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Appendix F 

Immunoaffinity Chromatography in situ NMR Project 

Feasibility Study 
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F .1 Introduction 

Antibody leakage and capacity losses due to immunosorbent denaturation 

are problems that plague immunoaffinity chromatography, contributing heavily 

to the prohibitive expense of this powerful separation technique. Previous work 

has indicated that in some cases only 0.1 % of the antibody retains its antigen 

binding activity after immobilization on a support matrix [1]. Further activity 

losses occur on repeated bind-release cycles. There appears to be a "first cycle" 

effect in which initial capacity falls substantially and smaller capacity losses oc­

cur with each subsequent cycle; intial losses of the order of 20% with subsequent 

losses of 1-2% per cycle have been reported for a variety of immunosorbent sys­

tems [2]. As the immunosorbent ages, the optimal operating conditions may 

evolve [2,3]. 

To address these issues, a coupling chemistry is proposed that incorpo­

rates nuclear magnetic resonance (NMR) -active nuclei. This chemistry affords 

the opportunity to monitor matrix activation, antibody (ligand) immobilization 

and leakage in situ via NMR. The coupling chemistry is based on the activation 

of agarose with 1,1'-carbonyldiimidazole [4]; Sepharose CL .... 4B would be acti-

vated with methylphosphonic-bis-4-trifluoromethylimidazole. The 19F -labelled 

moeities serve as a probe of the density of active coupling groups on the matrix. 

The 31 P spectrum of the activated matrix is not sufficient for this purpose as a 

significant portion of the coupler may form two covalent bonds with the matrix. 

The 31 P chemical shift should reflect the binding of antibody to the activated 

matrix and may serve as a probe of the ligand density; the chemical shifts of 

31 P compounds cover a wide range [5] and are environmentally sensitive [6]. 

A three-phase experimental plan is proposed. The first involves determin­

ing the chemical conditions promoting the highest density of active coupling 
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groups on the matrix. Next, the optimum ligand density, with respect to anti­

gen binding capacity, would be explored. Finally, using the optimized coupling 

group and ligand densities, antibody leakage may be followed through repeti­

tive bind-release cycles with a variety of eluents. At this stage NMR imaging 

experiments may be possible, providing an indication of the spatial variation of 

immunosorbent integrity. 

Feasibility studies were undertaken to assess the potential of the proposed 

coupling chemistry and the NMR sensitivity to labelled, activated Sepharose 

matricies. These results are presented along with a proposed course of action. 

F .2 Coupling Chemistry 

Methylphosphoric-bis-imidazolide, an analog of the desired linker, was syn­

thesized to demonstrate the effectiveness of the proposed synthetic route. In 

this synthesis, two equivalents of imidazole were reacted with one equivalent of 

methylphosphoric difluoride. Guidelines for using methylphosphoric difluoride 

were based on previous work with o:-chymotrypsin spin-labelled inhibitors [7]. 

Figure 1 gives a description of the reactions performed. 

Imidazole (Im) was obtained from Sigma and methylphosphoric difluoride 

(OP(CH3 )F2) was a product of Alfa. The moisture sensitivity of the OP(CH3)F2 

necessitates anhydrous reaction conditions. A 100 mL three-necked round bot­

tom flask was equipped with a N2 purge and a CaCl2 drying tube. A 2.72 g 

(0.04 mole) portion of Im was pulverized with a mortar and pestle and added 

to the reaction flask. A 25 mL volume of triethylamine (Et3N) was then added 

by passing through a bed of activated 3 A molecular sieves. The sieve bed was 

removed and the contents of a 2 g (0.024 mole) ampoule of OP(CH3)F2 was 

added to the reaction flask. The stoppered flask was magnetically stirred for 3 
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h. Residual OP(CH3)F2 on glassware was killed by rinsing with 5 M sodium 

acetate buffer, pH 4.5. Due to the sparing solubility of Im in triethylamine, 

about 30 mL of CH3CN was added to the flask 90 minutes into the reaction; the 

remaining Im dissolved immediately. 

After 3 h, the reaction was quenched by the addition of 25 mL of 5 M 

sodium acetate buffer, pH 4.5. A small amount of a white film, presumably 

OP(CH3)(OH)2, was produced. The resulting solution was reduced to a syrup 

on a rotary evaporator. The syrup was extracted with 20 mL CH2Cl2; the 

addition of a few drops of a saturated aqueous solution of NaCl aided the phase 

separation. The organic phase was collected and the CH2Cl2 stripped off on a 

rotary evaporator. 0.64 g of a yellow liquid was obtained. 

A portion of the CH2Cl2 extract was withdrawn and a UV spectrum was 

taken. The extract had a large absorbance at 285 nm with a shoulder at 

about 300nm. This is indicative of the Im moeity. Thin layer chromatogra­

phy (TLC) of the extract on plastic-backed fluorescent silica gel plates gave two 

spots, Rf = 0.384 (moderate) and Rf = 0.566 (faint), when developed with 

ethanol. A small portion of the extract was dissolved in d6-acetone and a 31 P 

NMR spectrum was taken. Two sharp resonances were obtained at 15.1 and 

41.4 ppm (85% H3PO4 = 0 ppm). This spectrum is given in Figure 2 after 600 

scans. Residual triethylamine contaminated the extract rendering the 1 H NMR 

spectrum inconclusive. 

The analytical data are consistent with the presence of the desired product 

and a side product. From the chemical shifts of analogous compounds the 31 P 

resonance at 15.1 ppm may be tentatively assigned to OP(CH3)Im2 [6]. The 

TLC and 31 P NMR data indicate that two phosphorous containing compounds 

were obtained and the UV spectrum demonstrates the presence of the Im group. 
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This supports the proposed synthetic route. 

F .3 NMR Spectroscopy 

It was not clear a priori that NMR-active nuclei bound to a Sepharose 

matrix would give reasonable spectra. A 31 P -labelled derivative of Sepharose 

CL-4B was prepared by phosphorylating the hydroxyl residues of the cross­

linked agarose with methylphosphoric dichloride; the derivative was prepared in 

analogy with the method of Bethell and coworkers [4]. The reaction scheme is 

given in Figure 3. 31 P NMR spectra were run in configurations mimicking those 

proposed for the in situ chromatography work. 

Sepharose CL-4B, preswollen in 20% ethanol, was purchased from Pharma­

cia. Methylphosphoric dichloride (OP(CH3)Cb ) was obtained from Aldrich. 

About 3 mL of the agarose gel was placed on a Buchner funnel with a sintered 

glass frit (10-15 µm pores). The gel was washed with approximately 20 mL of 

each of the following solutions in this order: H20; 7:3 H20 :CH3CN; 3:7 H20 

:CH3CN; 3:7 Et3N :CH3CN; 7:3 Et3N :CH3CN; Et3N. All ratios are v/v. The 

gel was then flushed with another 100 mL of Et3N and transferred into a glass 

scintillation vial. Note that at no time was the gel sucked dry. 

The vial containing the gel was placed into a glove bag along with the 

container of OP(CH3)Cb and the bag was flushed with with N2. Approximately 

0.1 g of OP(CH3)Cl2 was added to the vial; the gel went from translucent to a 

whitish color at this stage. The sealed vial was removed from the glove bag and 

placed on an end-over-end rotator for 1 h. The contents of the vial were then 

emptied into the Buchner funnel and the gel was washed with the same solvents 

as above in reverse order. At this point the gel had a yellowish tint. The gel 

was washed a final time with an additional 80 mL of water to ensure that any 
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remaining chloro moeities were substituted with hydroxyls. 

A 1 H decoupled 31 P NMR spectrum of the derivatized gel was taken on a 

90 MHz spectrometer. The spectrometer was shimmed on a tube containing an 

equivalent volume of 5% KH2P04 in D20. Three resonances at 17.9, 26.1 and 

26.5 ppm were resolved. This spectrum is shown in Figure 4. From Figure 3, 

three phosphorous-containing species are expected: residual, mono-linked and 

dual-linked methyl phosphate. Based on peak size, resolution and chemical shift 

data from analogous compounds [6], tentative peak assignments were made. 

The resonance at 17.9 ppm was assigned to the doubly-bonded species; this 

species should be present at lower levels and the the peak should be broadened 

due to the hindered mobility. The residual and mono-linked methly phosphates 

were assigned to the two downfi.eld peaks. The labelling reaction was deemed 

successful. 

To investigate the quality of the spectral information expected from in 

situ NMR experiments, a spectrum of the derivatized gel was taken in a 10 

mm sample tube without spinning in a 300 MHz wide bore instrument. The 

spectrometer was shimmed on an equivalent volume of Sepharose CL-4B flushed 

with D20. The spectrum is presented in Figure 5. The resolution is somewhat 

lower; the two peaks at about 26 ppm merged into one resonance and the the 

resonance at 17 .9 ppm was broadened considerably. However, gel samples should 

be chemically stable at prescribed conditions and longer acquisitions may result 

in spectra of sufficient signal-to-noise ratios to facilitate integrations. It should 

be possible to obtain significant results with in situ experiments. 

F .4 Proposed Synthetic Route 

The Sepharose-antibody conjugate with the labelled coupling chemistry can 
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be synthesized in four steps. The first consists of the synthesis of the trifl.uo­

romethyl substituted imidazole. Next, the imidazole is reacted with methyl 

phosphonic dichloride; the methyl group gives a linker that is uncharged. Third, 

the matrix is activated. Finally, antibody is immobilized on the activated ma­

trix. The overall scheme is given in Figure 6. 

The 4-substituted imidazole is produced by a variation of the "formamide 

synthesis " [8]. 1,1,1-trifl.uoro-3,3-dichloroacetone is converted to a glyoxal by 

treatment with aqueous sodium acetate. The glyoxal is reacted in situ with 

formaldehyde and ammonia giving 4-trifl.uoromethylimidazole (CF3-Im). Yields 

of about 50 % have been obtained [9]. 

The methyl phosphonic-bis-4-trifl.uoro imidazolide (OP(CH3)(CF3-Im.)2) 

may be prepared by analogy with the spin label synthesis given by Morrisett et 

al. [7]. It is important to maintain rigorously dry conditions for this reaction so 

the OP(CH3)Cl2 does not decompose. Use of a glove bag is recommended. Et3N 

should be dried in a solvent still before use. The work of Miller et al. [10,11] 

with OP(CH3)Im.2 as an intermediate in the synthesis of oligodeoxyribonucleo­

side methylphosphonates may also provide useful synthetic background. 

The activation procedure should follow that of Bethell and coworkers [4]. 

Dioxane is the solvent; again, care must be taken to ensure that the dioxane 

is dry to prevent decompostion of the OP(CH3)(CF3-Im.)2 and low activation 

densities. 

The immobilization reaction of Bethell et al. [4] must be modified. The 

appropriate pH must be selected. High pHs should be avoided as the CF 3 

moiety may be oxidized to the carboxylic acid [9,12] and the antibodies may 

denature; however, since the pKa of CF3-lm is much lower than that of Im 

[12], alkaline conditions should not be necessary for the reaction to occur. The 
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coupler reacts with the primary amine groups of the protein. The amount of 

antibody immobilized will have to optimized. 

F .5 Experimental Apparatus 

The novelty of this approach is that antibody leakage may be monitored in 

an operating immunoaffinity chromatography column. In order for a column to 

be placed within the superconducting magnet of the wide bore Bruker 300 MHz 

NMR spectrometer, a coaxial tube system was designed. This system is shown 

in Figure 7. The bottom of a 10 mm I.D. NMR tube is removed and a fritted 

glass disk (14-40 µm nominal pore size) is blown on in its place. The 10 mm I.D. 

is a standard diameter for chromatography columns; a Bio-Rad Econocolumn 

fl.ow adaptor may be fitted to the NMR tube so that solutions may be applied 

directly to the gel bed. Note that the stainless steel inner guide rod should be 

replaced with an aluminum or plastic rod. The bed height should be at least 

4.6 cm so that the reciever coils are covered. This column is placed inside a 20 

mm O.D. NMR sample tube and held in place with coaxial tube inserts. Solvent 

delivery and removal is performed by a two-head peristaltic pump. 

F .6 Proposed Experiments 

The coupling chemistry desribed here is not suggested to be an improvement 

in stability over the currently available linking chemistries. The objective is to ar­

rive at a reasonable immobilization procedure incorporating NMR-active nuclei. 

Yet, it will still be desirable to maximize the coupling efficiency. By manipulat­

ing the conditions of the gel activation procedure, it should be possible to attain 

linking group densities rivaling those obtained with the 1-1'-carboxydiimidazole 

technique [4]. This can be determined via NMR. 

Once the activation conditions have been determined, the effects of different 
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ligand densities on column capacity should be explored. It has been shown that 

capacity is a non-monotonic function of the ligand density [13]; this may be due 

to a variety of steric interactions [14]. Again, NMR may be used to monitor the 

ligand density. It may prove possible to distinguish between different modes of 

ligand attachment (through Lys, Arg, or N-termini NHt groups) via chemical 

shifts. This possibility might be explored by taking spectra of immobilized poly­

L-lysine and poly-L-arginine; if there is any separation at all in the chemical 

shifts, deconvolution of the peaks from immobilized antibody samples should be 

possible. 

Having arrived at an efficient coupling procedure, the next stage is the de­

termination of optimal loading, washing and elution conditions and the investi­

gation of the kinetics and mechanism of immunosorbent activity losses associated 

with operation. The optimum loading conditions may be determined from ad­

sorption breakthrough curves [15]. Spreading in the breakthrough curves gives 

insights into the fl.ow nonidealities and the mass transfer and sorption rates of 

the system [16,17]. Many different washing and elution strategies exist in which 

pH changes, protein denaturants, chaotropic agents, polarity reducing solvents, 

and temperature effects are employed [3]. Elution requires the disruption of the 

interaction between the antigen and antibody; as such, the antibody may be sub­

jected to potentially denaturing environments [2,18]. Experiments consisting of 

treating an eluent equilibrated column with a finite pulse of antigen-containing 

eluent, may be used to screen potential eluents and to determine optimum op­

erating conditions [19]. 

Column capacity losses during operation may be ascribed to immunosor­

bent denaturation and leakage. The in situ NMR technique offers the ability 

to assign the portion of the capacity loss due to leakage in an on-line fashion. 
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NMR determinations may be verified by enzyme-linked immunoassay (ELISA) 

techniques [20]. The NMR technique may allow the operating conditions to be 

updated for each subsequent cycle. If different modes of ligand attachment are 

distinguishable, perhaps individual rates of bond destruction can be determined. 

If the NMR signal is of sufficient strength, three dimensional imaging experi­

ments may be the logical extension of this work. Profiles of the ligand density 

across and down the column may provide insight into the uniformity of sorbent 

aging and identify flow nonidealities. 

This information may lead to the development of robust models able to 

describe the performance of an immunoaffinity system throughout its lifetime. 
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F.8 Figures 

Figure 1 Synthetic scheme for methylphosphonic-bis-imidazolide 
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Figure 2 31 P NMR spectrum of methylphosphonic-bis -imidazolide prepa­

ration taken in 90 MHz instrument 
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Figure 3 Synthetic scheme for trial matrix activation 
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Figure 4 31 P NMR spectrum of derivatized Sepharose taken in 90 MHz 

instrument 
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Figure 5 31 
P NMR spectrum of derivatized Sepharose taken in wide-bore 

300 MHz instrument 

30.0 21.0 29.0 22.0 
PPM 

20.0 11.0 111.0 14.0 12.0 



- 280-

Figure 6 Synthetic scheme for immunosorbent preparation 

1. Substituted imidazole synthesis 

2. Coupler synthesis 

3. Matrix activation 

Matrix-OI 

4. Ligand immobilization 

NaOAc 

0 
II 

H.P 
~ 

CI-P-CI 
I 

CH, 

H.P 

c~ NaOAc 

~ r=====N 
Matrix-O-P-N: I + Ligand-NHz 

I~ 
C~ CF3 0 

II 
Matrix-O-P-N-i-Ligand 

I 
c~ 



- 281-

Figure '1 in situ NMR chromatography column design 
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