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ABSTRACT

, 1 .
The yield of the two capture gamma rays in the 016(p,7)F 7 reaction
has been measured at 90° toc the beam for bombarding energies in the range

2.56 ~ 2.76 MeV. An anomaly was cbserved in the yield of the capture
+

1
gamma ray leading to the .500 MeV 5 state of FlT for a bombarding energy

‘ 1
of approximately 2.66 MeV corresponding to the 3.10 MeV state of F 7. No

anomaly was observed in the yield of the capture gamma ray leading to the
+ B

l .
% ground state of F 7. The experimental results were found to be in good
agreement with theoretical calculations made on the basis of the extra-—

nuclear capture model of Christy and Duck {1961). On the basis of the

experimental results and the theoretical calculations, the single particle
1" B 17
reduced widths for the 5 «500 MeV state and the Y ground state of T

were cbtained. Using the definition of Lane (1958), these single particle

reduced widths were found to be:

6§+sp = .57 + .10 6Z+sp = .38 + .08
, )

From the shape of the anomaly observed in the yield of the capture gamma
ray leading to-the.-é-+ gstate and the extranuclear4calculétions, an upper

1imit was placed upon the width of the gammh ray -transition leading from
the resonant %ﬁ state at 3.10 MeV to the %f

was: F7 < ,03% eV

/500 MeV stdte. This limit
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I. INTRODUCTION

In many light nuclei the cross section for the (p,y) reaction
consists of a slowly varying background upon which the various resonances
in the reaction are superposed. The characteristic magnitude of this
slowly varying background is approximately 1 microbarn for 1 MeV protons,
and in many cases the gamma-ray angulaf distribution has the simple sin®6
form characteristic of a dipole transition with no change of magnetic
quantum number. In several éases this sin®8 distribution can be attributed
toa P toS eleét?ic dipole transition with no spin flip, and this simple
angular distribution together with the smoothly varying cﬁaracter of the
cross section leads to the description of the reaction as a direct capture
process. |

Christy and Duck (1961) have shown that in several cases a simple
extranuclear model'for the electric dipcle capture shows good agreement
with the experimental data. In this model the capture matrix elements
are approximated by only thatrportion contributed by configurations in
which the proton is outside the nuclear potential of the capturing nucleus.
For these configurations the only interaction between the two particles is
Just the Coulomb one, énd the wave functions involve only the well known
Coulomb functions. The absence of a nuclear interaction in the initial
state accounts for the smoothly varying character of the cross section
and also for the absence of spin flip and the resultant isin®@ distribution
in the case of P to S8 capture.

The success of the model at low bombarding energies is not surpris—

ing since calculations show that the integrand of the capture matrix element
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has a maximum at a distance considerably larger than the nuclear radius.
Thus, the behavior of the correct wave functions in the vieinity of the
nuclear surface is not very important, and the approximation made in re—
placing them with Coulomb funétions up to some cutoff radius is reasonably
good. At higher bombarding energies the modei might be expected to deviate
from the experimental data since the maximum in the integrand of the matrix
elements will move closer to the nuclear surface and the-behavior of the
correct wave funcﬁions in the vieinity of the nuclear surface will there-
fore become more important. Thus, once the validity of the model had been
reésonably well established at low bombarding energies, it was»interesting
to test 1t at higher energies,

The extranﬁclear calculations are in good agreement with the low
energy measurements of the 016(p;7)F17 cross section (Tanner, 1959; Christy,
1961; Lal, 1962), and the possibility of clarifying a rather puzzling situ~
stion concerning the interference between the direct and resonant capture
made this a particularly interesting case to investigate at a higher bom—

barding energy. The energy levels of Fer

are shown in Fig. 1 which was
taken from the compilation of Ajzenberg—Selove and Lauritsen (1959).
Analysis of the elastic scattering of protons from 016 has shown (Salisbury

and Richards, 1962) that the 3,10-MeV state of FL! has a spin and parity

of % . In this analysis it was found possible to obtain good agreement

with the elastic scattering data in the region of the 3.10-MeV state by

using only a resonant Pl phase shift and slowly varying P, and 5. phase

L 2 L
2 l+ 2 2
shifte. Capture to the .500-MeV 5 state proceeds mainly by El radiation
-+

Tfrom the Pl and P2 partial waves; capture to the g ground state proceeds
) 2



._5._.

mainly by El radiation from the P_, F5’ and F7

2 Z i
2 2 2
on the basis of a purely extranuclear transition, one would expect an

partial waves. Thus, even

anomaly in the 72* cross section in the region of the 3.10-MeV state

since the Pl partial wave contains an additional term due to the resonant

2
scattering. The 71* cross sectlon, on the other hand, should show ao

anomaly since it does not preoceed through the Pl partial wave and there

2
will be no additional resonant term in 1ts matrix element.

The experimental results of Laubenstein et al. (1951), appear to
be in disagreement with these coneclusions since, within their experimental
uncertainty, no anomaly was observed in the total capture cross section
in the region of the 3.10-MeV state of FlT. The extranuclear model, how-
ever, predicts a definite anomaly calculable from the 016(p,p) elastic
scattering phase shifts and the value of the FlT nuclear radius, and in
general it is very difficult to see how some sort of anomaly could fail
to be present. A preliminary calculation of the expected 75 ancmaly
showed that it would be mainly of the interference type, and that the
magnitude of the ancmaly should be approximately + 25% of the nonresonant
yield. The ﬁidth of the 3.10-MeV state of FlT state as deduced from the

rescnance observed in the Olé(p,p) elastic scattering at a bombarding

- energy of 2.66 MeV is approximately 20 keV. A study of the yield of the

- ®*In the following discussion the capbure gamma ray leading to the
% stite of Fl7 will be denoted by Y5 the capture gamma ray leading to

the £ .500-MeV state of ' will be dencted by 7,, and the gamma ray

+
leading from the % state to the ground state of FlT will be denoted by 75.
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two capture gamma rays at O = 90° was therefore undertaken for bombarding
energies in the range 2.56~2,76 MeV., Sufficiently long bombardments were
used so that the expected statistical fluctuation in the 7o yield between
the data foints was only about 2% or less than lO% of the expected anomaly.
An anomaly of the type predicted by the extranuclear model was
observed in the 75 yield, and, within the statistical uncertainty of ap-
proximately 10%, no ancmaly was present in the measured 141 yield (see Figs.
8 and 9). Parts IT and III of this thesis describe the measurement and
analysis of the yield of the two captufe gamma, rays. In Part IV the
experimental results are compared with the results predicted on the basis

of the extranuclear model.
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1I. EXPERIMENTAL PROCEDURE

A, Introduction

Figure 2 shows a schematic view of the experimental arrangement.
After being defined in energy and position, the beam enters the target
chamber where it strikes a tungsten oxide target; the resultant radiation
is detected by a NaI(Tl) scintillator set at 90° to the incident beam.
In principle, the experimental procedure was quite straightforward; one
simply measured the yield of the two captﬁre gamma rays as the bombarding
energy was stepped through the rescnance region. In practice, however,
because of the extremely small capture cross section, rather elaborate
precautions had to be taken to reduce the background radiation to a suf-
ficiently low level and to prevent target deterioration during the long

bombardments required.

B. Target Chamber

The target chamber, shown in Fig. 3, consisted basically of a
cylinder 3" in diameter and approximatély 5" high fitted with entrance
and exit beam tubes of 1" diameter. In order to increase the detection
efficiency one side of the cylinder was cut away and replaced with a flat
plate; this allowed the front face of the detector shield to approach to
within approximately %" of the center of the chamber. The use of fairly
wide target blanks in order to gchieve uniform oxidatio? and the need for
a rather elsborate target support system to assure good heat transfer
made closer approach to the center of the chamber difficult to achleve.

To avoid the deposition of carbon on the target during the long bombard-

ments, a relatively large ligquid nitrogen cold trap was considered
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necessary. The trap consisted of a semicircular chamber located directly
opposite the counter face and subtending roughly the same solid éngle
when viewed from the target. This system proved to be quite effective,
and even though the targets were held at a rather low temperature during
the bombardments, there was no evidence of deposition of carbon on any

of the targets.

During a preliminary study of the'capture radiation, considerable
difficulty had been experienced with a loss of oxygen from the targets
during bombardment. This oxygen loss is thought to be due to a local
heating phenomenon and will be discussed in greater detail in the section
dealing with target preparation. These preliminary runs clearly demon-
strated that it was desirable to cool the target during the bombardment.

To provide this cooling, the target was connected by means of a %n diameter
copper target rod with a cooling pot mounted outside the vacuum system.
Several cooper cooling fins where attached to the target rod inside the
cooling pot, and during the bowmbardments the pot was filled with a mixture
of alcohol and water kept Jjust at the freezing point by the periodic addi-
tion of liquid nitrogen. Good thermal contact between the target rod and
the target blank was assured by clamping tﬁe blank firmly agalnst the
copper target support by means of a copper clamp. This clamp was provided
- with a rectangular opening to allow the beam to pass through it and strike
the target. :

The target rod assembly was held on the axis of the chamber but
allowed to rotate about its éwn\axis by means of a Lucite plug equipped

with suitable O-Ring seals. This Iucite plug also served to insulate the

target assembly electrically from the chamber so that the total bombarding
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charge could be measured by means of a conventional current integrator.
To prevent the escape of secondary electrons from the target, it was held
at a positive potential of approximately 300 volts relative to the grounded
chamber walls. Secondary electrons from the regulation slits were pre-—
vented from passing down the beam tube and being attracted to the positive
target assembly by the use of a conventional guard electrode placed afound
the mouth of the beam tube and held at - 300 volts with respect to ground.
A baffle was placed inside the beam tube to prevent protons scattered by
the regulation slits from striking this guard electrode and creating
secondary electrons which would then be attracted by the positive target
"potential., Careful checks of the leakage énd secondary electron currents
from the target assenbly and the secondsry electrén current from the guard
electrode showed that in normal operation they were all negligible.
Normally, the exit beam tube was closed by a cap containing a
guartz disk upon which the beam spot could be observed., By turning the
target so that it intercepted the beam edgewise, this quartz could be
used to center the beam on the target. Then by means of a protractor
fixed to the Lucite plug and a pointer atbached to the target rod, the
target~—beam angle could be set to within 1°. By replacing the cap
containing the guartz disk with an extension beam tube and pulling the
target up out of the path of the beam, the beam could be allowed to pass
through the chamber. The beam could then be stopped in some well shielded
location sufficiently remote from the gamma-ray detector so that the radia—
tlon produced by stopping the beam Waé not detected. This procedure was
very useful for determining what portion of the background radiation was
due to the beam striking the target and what portion was due to the beam

regulation system.
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By the use of such an extension beam tube during 5 preliminary
study, protons scattered from the target into the walls of the chamber
were found to be a major source of background radiation. Lining the
walls of this preliminary chamber with gold foil eliminated this back-
ground, and the interior of the final chamber was, therefore, plated with
a layer of gold approximately .@Ol" thick., In addition to plating the
chamber walls, the target support system and the beam defining baffles
were gold plated, and the interior of the entrance beam tube was lined
with gold foil. Those portions of the beam system in the immediate
viecinity of the control slits and therefore subjected to a considerable
amount of scattered beam were also either gold plated or lined with gold
foil. Comparison of the gamma~ray spectrum of the scattered beam back—
ground with the spectrum obtained from neutron producing reactions such
as 018(p,n) or Cu65(p,n) showed that the scattered beam background was
almost certainly due to the production of neutrons which were subse-
quently captured in the NaI(Tl) scintillator. This is clearly possible
since two of the most common elements in the beam and chamber system have
isotopes which undergo (p,n) reactions for protons of this energy, i.e.,
Cu65(p,n) and Fe57(p,n). While it certainly would have been possible to
have found other heavy elements not undergoing (p,n) reactions at this
energy, gold was known to produce a very low background under proton
bombardment and was eésily obtainable in high purity. ?he cost of the
gold involved was quite negligible in comparison with other experimental
expenses; therefore no search was made for a cheaper material. The
target chamber itself was constructed of brass not only bécause of the
ease of fabricafion but also because of the excellent gold plating

properties of brass.
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C. Detector and Electronics
A 3"x3" (NaI(T1l) scintillation erystal mounted on a DuMont 6363

3" photomultiplier was used as the gamma-ray detector in this experiment.
The crystal and photomultiplier were purchased as a permanently coupled
single unit from the Harshaw Chemical Company, Cleveland, Chio under
their designation Integral Line type 1281213, While a larger crystal
would have been desirable from the standpoint of detection efficiency,
these crystals had much lower resolution. Reasonably good resoclution was
desirable to facilitate the analysis of the data by proyiding adequate
separation of the photopeaks of the two capture gamma rays and assuring
that the 1.98-MeV gamma ray from the 018(p,p”) reaction did not contribute
significantly to the region of 72's photopeak,* Two resonances in the

(p,p') reactlion were cbserved for bombarding energles in the region
of interest bhere. The lower resonance was found to have a resonant
‘energy of approximately 2.64 MeV and a width of about 15 keV; the upper
resonance was found to have a resonant energy of approximately 2.71 MeV
and a width of less than 5 keV, Even though O18 constitutes only .198%
of natural oxygen, the yield of the 1.98-MeV gamma ray in the region of
the lower resénance was so high that if a detector having poor resolution
had been used, this gamma ray would have made & significént contribution
to the number of counts in the region of 72'8 photopeak., The detector
used in this experiment had s photopesk resolution of approximately 5%
(full width at half maximum) for the 2.615-MeV gamma ra& of ThC". This

resolution was sufficiently high toc assure that the maximum contribution

¥Reference to the pulse height spectrum shown in Fig. b may be
found helpful in following this discussion.



- 10 -

of the 1.98-MeV gamma ray to the 7, photopesk yield was less than 3%;
thig wag neglible in comparison with the 2% gtatistical uncertainty in
the 75 yield.

The crystal-photomultiplier assembly contained an internal magnetic
shield consisting of one layer of .OO#"VConetic AA alloy; this was suffi—
cient for the earth's magnetic field. To provide additional magnetic
shielding as well as shielding against low energy gamma rays, the assembly
was placed in a shield consisting of two concentric steel cylinders with
the intermediate space filled with lead. The outer cylinder had an out-—
side diameter of 5%"; the immer cylinder had an outside diameter of 35",

mn

and both cylinders had a wall thickness of % . Before pouring the lead

between the cylinders, a thin walled cylinder was positlioned concentrically
about the imnner c¢ylinder so that a void of‘approximately 35" remained be-
tween the lead and the inner cylinder. Similarly, by making the inner
cylinder apprbximately %" shorter than the outer cylinder and capping

the end of the former with a disk of %%' stock, another é%" void =
formed over the end of the crystal. These voids were then filled with
boron carbide so that, with the exception of the socket end of the photo—
multiplier, the detector was completely surrounded by a layer of boron
carbide. The purpose of this layer was to absorb thermal neutrons, and
thus prevent them from being captured in the NaI(Tl) crystal and producing
capture‘radiation.* Although the gold plating largely gliminated neutron

production by the scattered beam, one source of neutrons could nct be

greatly reduced, namely, the OlS(p,n) reaction. This reaction was found

*The pulse height spectrum of this capture radiation is shown in
Fig. 6.
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to undergo a resonance at a bombarding energy of approximétely 2.65 MeV;
the width of the resonance was approximately 7.5 keV. BSince oxygen
highly depleted in 018 could not be obtained, an attempt was made to
absorb the neutrons produced in this reaction before they could be cap-—
tured by the crystal. Most of the absorption schemes which were investi-—
gated actually increased the level of the capture background; presumably
this was due to the fact that they were more effective in thermalizing
additional meutrons than in absorbing those already thermalized. It was
found, however, that a thin layer of boron carbide placed between the
detector assembly and the inner wall of a loosely fitting preliminary
shield did decrease the capture background., Thus,in designing the final
shield, a layer of boron carbide sufficiently thick to absorb thermal
neutrons was placed as near to the counter assembly as was mechaniecally
convenient. ' By the use of this layer of boron carbide, the capture radia—
tion was reduced by approximately a factor of two.

In a preliminary study it was found that the low energy gamma
rays produced by a typical beam current of 2-3 pa striking the tungsten
target blank caused a 60%-T0% dead time in the pulse height analyser. To
prevent this Jamming of the electronics withluseless couqts, a %ﬁ thick
sheet of lead was fitted over the end of the shield so that all gamma rays
entering the detector had to pass through at least this thickness of lead.
This amount of lead was sufficient to reduce the dead time to less than 1%
while its absorption of the capture radlation was quite small.

The shield was rigidly mounted on a carriage pivoted about the
central axis of the target chamber, and this carriage wa.s édjusted 80

that the central axis of the shield was perpendicular to the axis of the
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chamber and intersected it at the beam spot. The inner diameter of the
éhield was closely matched to the counter diameter, and provisions were
made for assuring that the counter face was held tightly against the end
of the shield. Thus the detector assembly could be removed from the
shield and replaced at a later date in so nearly the same position that
the change in the detection efficiency was completely negligible. This
allowed one to prevent unnecessary activation of the crysﬁal by removing
it from the target room whenever neutron producing reactions were being
run on any of the’ other aéceleratbrs. The shield axis was set at 90° to
the beam by the use of a long pointer attached to the target rod. This
pointer was first adjusted to coincide with the beam direction as defined
by the beam spot on the viewing duartz; then using the protractor attached
to the lucite plug, the pointer was rotated through 90°, and the carriage
was adjusted so that the shileld axis coincided with the direction of the
pointer. 1In this manner the shield axis could easily be located to within
1° of the desired angle.

The output of the photomultiplief was fed into a conventional
Miller Integrator type preamplifier which was mounted on the rear of the
ghield assembly. The oubtput of this type of preamplifier is accurately
proporiional to the total charge deposited on the anode of the photo-—
maltiplier and thus, assuming linearity of the scintillator and photo—
multiplier, to the energy deposited by the gamma ray in.ﬁhe crystal. The
output of the preamplifier was amplified by a Hamner Model N-302 Chase
ﬁiginbotham type non-overloading amplifier and was then fed into a
R.I.D.L. Model 3412 KOO channel pulse height analyser. Tﬁe linearity
of the complete system was checked with several natural gamma sources

and found to be within 1% in the region of interest.
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D. Beam System and Calibration

The experiment was performed using tﬁe beam from the magnetic
analyser station of the 3 MV electrostatic accelerator of the Kellogg
Radiation Laboratory. The magnetic analyser is a double focusing $0°
type with a radius of 16"; the magnetic field in the region of the beam
tube is measured by a fluxmeter of the null-reading variety. In this
case the position of the fluxmeter colil is measured by means of a 1ight
beam reflected from a small mirror attached to it, and the standard
torque is provided by a phosphor bronze spring. The magnet current
was supplied by a semiconductor regulation system using a feedback
signal obtained from a resistor in series with the magnet coil. Two
sets of pickup slits were used to provide energy stabilization of the
accelerator by means of a conventional corona tricde feedback system.
The use of two sets of slits separated by approximately 12" not only
provided improved beam resolution but also allowed machine regulation
to be maintained during the time the beam was deflected off the target.
To provide horizontal beam stabilizatioh in addition to the vertical
stabilization provided by the energy regulation system, a steering magnet
regulated by a signal from a set of vertical slits was employed. This
magnet also served to deflect the beam off thé target wheﬁ it received
a signal from the beam integrator signifying the completion of an in-
tegration bycle.

The steering magnet slits and the last set of enérgy regulation
slits were located approximately 12" from the target; this rather large
separation was employed to reduce the background due the beam halo

striking the slits. The slits were adjusted so that the beam spot on
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the quartz had a vertical extension of approximately 2mm and s horizoatal
extension of 2-3mm. The small vertical extension was required for good
energy resolution, and the small horizontal extension was used to assure
that the detection efficiency did not vary dﬁring a run because of a
change in the beam to counter separation.

The energy resolution of the analysing system was determined by
measuring the step in the yield of 9-MeV gamma rays from a thick carbon
foil due to the resonance in the ClB(p,y) reaction at 1.75 MeV. Since
The natural width of this resonance is approximately 75 eV, the width
of the step observed in the yield of the O-MeV gamma Iays wWas due almost
entirely to the energy spread of the beam. The beam spread measured in
this manner was approximately 2 keV (full width at half maximum) for a
proton energy of 1.75 MeV. In order to obtain the beam spread for the
mean bombarding energy used in the present experiment, the reasonable
assumption was made that the ratio Q%E-was a constant of the analysing
system and, hence, was independent of the proton energy. The beam spread
obtained in this manner was 3.0 keV for 2.66 MeV protons. This beanm
spread is small compared to the thickness of the targets used in the
expériment, but it was; nevertheless, iﬁcluded in the final comparison
of the experimental results with the theoreticai predictions.,

During the course of the experiment, the analyser was calibrated
against a locai standard consisting of the narrow resonance in the OlB(p,p')
reaction located at a bombarding energy of approximatel& 2.71 MeV, Using
this resonance,the calibration of the "fluxmeter wasg checked several times
during each day's run, and in no case was a shift greater than 2 keV

observed. At the conclusion of the experiment, the fluxmeter was calibrated
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sbsolutely using the LiT(p,n) threshold at 1.881 MeV and fhe Cls(p,y)
rescnance at 1.T46 MeV; these two calibrations agreed to within + 1 keV.
Then using a very thin O18 enriched tungsten oxide target and the ab-
solute calibration constant determined for the magnet, the resonant
energy of the narrow 018(p,p') resonance was determined to be 2.709 -+
.005 MeV. The width of this resonance was found to be less than 5 keV.
The resonant energy of the lower Olg(p,p‘) resonance was also determined
and found to be 2.640 + .005 MeV; the width of this resonance was meas-—

ured as 15 + 2 keV.

E. Targets

. 1
The targets consisted of tungsten blanks approximately 1" x 1

which had been oxidized by heating them in an oxygen atmosphere by means
of a radio frequency induction furnace. Oxygen depleted in O18 was used
in the preparation of the targets in order to reduce the background due
to the neutrons produced in the 018(p,n) reaction. A detailed descrip—
tion of the cleaning and oxidation of the tungsten blanks 1s given in
Appendix I. Tungsten oxide was chosen as the target material since a
previous study had revealed that commercial grade tungsten produced a
very low gamma-rsy background when bombarded with protons having energies
in the range of interest.for this experiment. These preliminary studies
héd re{ealed no problemsg with oxygen loss even though the target was
often run red hot. In the first stages of the present experiment, how-
ever, considerable difficulty was experienced with a loss of oxygen
from the targets unless they were cooled during the bowbardments. In
the final phase of the experiment, .0LO" tungsten stock was substituted

for the .010" stock originally used, in an effort to produce more uniform
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targéts, and no further difficulty with oxygen loss was experienced. Be-
cause of this experience and further supporting evidence given in Ap-—
pendix I, it is believed that the loss of oxygen from the targets during
the tombardments was due 1o a local heating phenomenon.

A preliminary estimate of the target thickness was made by meas—
uring the apparent width of the narrow 018(p,p') resonance which was known
to have an intrinsic width of less than 5 keV. The final determination
of the total oxygen content and the composition of the target was made
by studying the elastic scattering of protons from it using the 16"
magnetic spectrometer of the 3 MV accelerator. The detailed analysis of
this procedure can be found in Appendix I; the results for the target
used to obtain the capture data presented here were:

1. The oxide layer was approximately 9 keV thick for protpns

of the energy used in this experiment.

2. The composition at the fromt surface of the target was
approximately WO g with the oxygen content falling off
roughly exponentially toward the back of the oxide layer.

s Thé number of oxygen atoms seen by a beam striking the
target perpendicular to its face was (8.9 + 1e3) = 1017

.2
per cm .

F. Data Accumulation
Before data accumulation could be started, it Was necessary to
run the machine for approximately two days with a hydrogen discharge in
the ion source in crder to reduce the deuteron content of the proton beam

to the level of the natural deuterium content of commercial hydrogen.
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This "burning out" of the ion source was necessitated by the tendency
of the lcn bottle to retain a considerable amount of deuterium from
previous periods of deuterium operation, and the high initi=zl deuteron
contamination of the proton beam resulting from the gradual release of
this deuterium caused an extremely large neutron capture background in
the crystal, The neutrons were presumably produced by various (&,n)
reactions taking place in the vicinity of the mass separation slits of
the accelerator, and to reduce the contriﬁution due to the Cle(d,n) and
Cls(d,n) reactions as much as possible, these slits were thoroughly
cleaned prior to data accumilation. The observed background due to
the residual deuterons in the proton beam was much smaller than that
due to the proton beam striking a clean tungsten blank in the target
chamber, and thus was completely negligible for the present experiment.
Since there had been considerable difficulty with oxygen loss
during the preliminary runs, the final data was taken in several short
integrations at each energy, folding back and forth  over the anomaly
region with each series of integrations. By teking the data in this
manner, the separate runs at a given bombarding energy could be checked
against each other for signs of oxygen loss, and In case such a loss did
occur,.that portion of the data up to the time of loss could be salvaged.
Using_this method of data accumulation, an oxygen loss which was linearly
dependent upon the total bombarding charge would tend tq affect only the
total yield but not the shape of the excitation curve. Any gradual
change in the background during the course of a run would also affect
all the data points equally din this method of data accumulétion. The

main disadvantage of this method of taking the data was that very little
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drift could be tolerated in the electronics if the separate runs at a
given bombarding energy were to be simply added together. In order to
obtain the reguired stability, it was found necesgsary to "drift" the
vhotemultiplier with the 2,.615-MeV gamma ray from a ThC" source for ap—
proximately 1-2 hours before data accumulatibn was begun. To minimize
thermal effects in the counter assembly, cooling of the target was also
started at this time. With these precautions the drift of the system as
determined from the position of the 1.98-MeV gamma ray from the 018(p,p’)
reaction was found to be less than 1% over the course of a typical 16-18
hour run.

Data was taken at approximstely 10 keV intervals over the region
of the expected anomaly; each individual integration consisted of 472 uCoul
and 8.integrations were taken at each bombarding energy so that the total
bombarding charge for each data point was 3.78 mCoul. The time required
for each of the bombardments was recorded in order to be able to correct
the dafa for the crystal background and the electronic dead time; the total
bombarding time for each data point was approximately 30 minutes. To
facilitate the subtraction of the background radiation, 250 chennels of
the pulse height spectrum were recorded although the capture radiation
extended only to channel 110. The data was accumilated in the form of
punched tape in order to reduce the print out time and facilitate latgr
analysis.

After the accumulation of the capture data had been completed,
the background radiation due to the beam striking a clean tungsten blank
was meaéured; By means of the extension beam tube previouély described,

it was determined that this background was almost entirely due to the beam
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actually striking the blank; only a very small fraction was found to be
due to the machine and the beam analysing system. Measurements taken cn
various blanks of the same stock as that used to produce the oxide targets
wére all identical to within the experimental error, and in fact tungsten
obtained from various commercial sources showed very nearly identical
backgrounds. The background was meaéured at several energieé in the
anomaly region and found to increase slightly in an approkimately linear
manner with increasing bombarding energy. In addition to measuring the
background radiation due to the tungsten blank, a thin 018 enriched
tungsten oxide target was used to determine the spectrum of the neutron
capture radiation produced by the neutrons from the Olg(p,n) reaction.
Using this wvery thin oxide target and the absolute calibration of the
magnet, the width and energy of the resonance cccurring in this reaction
was also determined; the Intrinsic width of the resonance was found to

be approximately 7.5 keV and the resonant energy was 2.649 +..005 MeV,
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IIT. DATA ANALYSIS

A, Data Compilation and Background Subtraction

Before the analysis of the data was undertaken, the individual
runs at a glven bombarding energy were added in various groups of 3 and b
and compared to each other in order to check for possible loss of oxygen
from the target. OSince no indications of such a loss were discovered,
the individual runs at a given bombarding energy were added together,
and this sum spectrum was used for all further analysis. Figure 4 shows
& typical pulse height spectrum obtained by this procedure; the bombarding
energy of 2.632 MeV was near the lower Ola(p,p') resonance, and the 1.98-MeV
gamma ray from this reaction is quite prominent. The .871-MeV gamma ray
from the 017(p,p‘) reaction is also guite prominent even though the oxygen
used to prepare the target contained only .045% 017.

To extract the 018(p,n) and tungsten blank backgrounds from these
spectra, the region above the photopeak of y; was fit with the‘known backe
ground spectrum, and the resulting curve was then used to extrapolate thé
background into the region of the photopeaks.of the two capture gamma rays.
Since all the tungsten background spectra had the same shape'to within the
statistical uncertainity, they were added together to form the standaxd
tungsten background spectrum shown in Fig. 5; the OlS(p,n) background
spectrum is shown in Fig. 6. In these two spectra the single channel
counts have been added into S~channel sums placed at the' center of the
S5—channel region over which the sum'was taken; this summation reduces the
statistical fluctuation of the counts and facilitates the representation
of the spectra by the smooth curves shown in the figures, The tungsten

and Ols(p,n) spectra differ by 10-15% in the region of the capture phobo—
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peaks if normalized to contain the same number of high energy counts;
_gome method of determining the relative contribultion of the two types

of background was, therefore, required. Since the measured width of

the 018(p,n) resonance was only 7.5 keV and the yield off resonance was
guite small, the background was assumed to be due entirely to the tungsten
blank except in the region of the OlBCP,n) resonance., In the region cf
this resonance the tungsten background was assumed to vary linearly be-
tween the two values used at the edges of the resonance region, and the
remaining background was assumed to be due to the 018(p,n) reaction.

The proéedure used to subtract the background from each of the
capture spectra was thus to first determine that factor & which when
multiplied by the tungsten background of Fig. 5 gave the best least
squares it to the capture spectrum in the region of channels 115 to 220.
The various Q's were then plotted as a function of the bombarding energy
used to obtain the corresponding capture spectrum, and the proper linear
extrapolation of & through the region of the Ol8(p,n) resonance was de-—
termined. Using the value of ¢ determined by this linear extrapolation,
the subtraction procedure was repeated for the region of the Ols(p,n)
resonance, and the remaining background was fit with the 018(p,n) spectrum
of Fig. 6 multiplied by a second factor B. The background subtraction was
performed on an electronic computer; this was programmed so that once the
best choice of the two factors ¢ énd B had been determined, the corres—
ponding background was automatically subtracted from the capture spectrum,
and the resulting spectrum together with the standard deviations in the ¢

and P least squares Tits were automatically printed out. The result of
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this subtraction procedure is shown in Fig. 7 for the raw spectrum pre—
vicusly shown in Fié. 4; more of the high energy tail has been shown in
Fig. 7 in order to illustrate the subtraction.

The tungsten blank subtraction from the region of ¥='s photopeak
amounted to approximately 15% of the average y» photopeak yield;” the maxi-
mum,OlB(p,n) background subtraction amounted to 37% of the y» photopesk
yield at that bombarding energy. For yy the tungsten blank subtraction
améunted to epproximately 70% of the average rhotopeak yield; while the
maximum Ol8(p,n) subtraction smounted %o 150% of the corresponding ¥,

vhotopeak yield.

B. Determination of the Raw Photopeak Yield

The photopeak yield for the two capture. gamma rays was determined
by simply adding the céunts contained in a given interval centered sbout
the peak of The photopeak distribution; the location of this peak was deter—
mined graphically.%% The resolution of the detector was assumed to be
consgtant, and the width of the interval over which the photopeak sum was
taken was, therefore, varied linearly with the energy of the gamma ray.
The resoluticn of the detector is, in fact, dependent upon the energy of
the gamma ray, but estimates of the magnitude of this effect for the

energy range considered here showed that the error made by neglecting it

*The photopeak ylelds mentioned here refer to the number of
counts contained within the photopesk of the gamma ray in questlon after
the various background subtractions had been made. The raw photopeak
yields to be discussed in the next section were used in arriving at the
percentage contributions given asbove.

**These intervals and the graphical method used to determine the
center of the y- photopeak distribution are shown in Fig. 7.
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was a great deal smaller than the statistical uncertainty in the photo-
peak yield.

To determine the center of y5's photopeak distribution, each of
the spectra was plotted, and the sides of the photopeak distribution were
fit visually with straight lines. The point of intersection of these two
lines was then taken to be the center of the region over which the photo-
peak counts were summed. Because of the very poor statlstics in yi's
photopeak counts, two methods were used to determine the center of the 72
photopeak. In one method the center was determined graphically as for vs;
in the other method the center was determined from the center of the 7o
photopeak and the known energy difference between the two gamma rays. The
photopeak éounts obtained by these two methods always agreéd‘to well within
the statistical uncertainty. The graphical determination of the center of
. the yz photopeak distribution was checked by shifting the centers s0 as to
lie along é straight line at a position given by the known bonbarding
enefgies; the required shift was always less than one chanﬁel, and the
resultant change in the photopeak yield was less than %%.

The interval over which the y; photopeak counts ﬁere_summed was
taken to be 11 channels wide for a gamma—ray energy of Eyg*= 3,094 MeV,
and the intervai over which the ¥o photopeazk counts were summed was taken
to be 10 chamnels wide for a gamma—-ray energy of E7§*= 2.594 MeV, These
gamma~ray energies correspond to a bombarding energy of 2.66 MeV with a

target 9 keV thick for protons of this energy. The width of these

*A superscript © will be used to denote the value of the quantity
in question for the mean bouwbarding energy of 2.66 MeV and a target thick-—
ness of 9 keV,
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intervals was varied linearly with the gamma-ray energy, and in the case
of fractional channel limits, linear interpolation was used between the
neafest two channels.

The result of this determination of the photopeak yields for the
two capture gamma rays is given in Table I; the error quoted here is just
that due to counting statistics plus the probable error in the individual
backeground subtractions. The results shown in Table I will be referred to
as the raw photopeak yield since the photopeak counts have been corrected

for only the tungsten blank, Ola(p,n), and crystal backgrounds.

C. Correcticn of the Raw Photopeak Yield

In order to obtain the counts actually due to the photopeak of
Y1, it was necessary to correct the raw y; photopeak yield for those
counts resulting from the detection of both yz and the subsequent gamma-
ray transition to the ground state of FlT, Y3+ LIf both 7o and ys de-
posited nearly their full energy in the scintillator, then the resultant
pulse would clearly lie within the area occupied by y3i's photopeak.
Simiiarly, in order to cobtain the number of counts actually-due to the
vo photopeak, the raw ys photopeak yield had to be corrected for those
counts belonging to the Compton distribution and the first escape peak of
¥1. Since the correctlons to the 7y and Y2 photopeak yields were inter—
dependent, it was necessary to use an iterative procedure to apply them.
The determination of these corrections was rather invol%éd and_required
a considersble amount of additional experimental work. The description
of this process has, therefore, been placed in Appendix II; the final

results will simply be stated here., The correction to the raw yz photopeak



= P5

yield due to Compton distribution and the first escape peék of vy amounted
to 818 + 35 counts for a 71 energy of 3,094 MeV; this was approximately 18%
of the average raw Yz photopeak yield. The summing correction to the raw
71 photopeak yield was given by .038 + 005 of the corrected yz photopeak
vield; for the average corrected 7z results this amounted to approximately
135 counts or about 14% of the raw 71 photopeak yield.

Before the y; and 7o photopéak yields could be compared with the
theoretical predictions, a correction had to be made for the variation of
the detector efficiency ﬁith the energy of the gamma ray. The energy range
covered in the present experiment ﬁas only about 200 keV; therefore, except
at the extreme ends of the range, these corrections were quite small. The
change in the absorption of the various materials between the target and
the scintillation crystal could be neglected over this small energy range;
thus the change in detection efficiency was due almost entirely to the

crystal iltself. To determine the variation in the photopeak detection ef-
Ticiency for the crystal used in the present experiment, the data of Heath
(1957) for a free 3"x3" NaI(Tl) was used; in order to obtain the photopeak
efficiency, it was necessary to combine the curves giving the peak to
total ratio with those gilving the tobal detection effiéiency. Making a
linear approximation to the energy dependence of these two factors, the

energy dependence of the photopeak efficiency was found to be given by:

100 keV

| ' o]
= o Ey - E
€.k, E7) = € e (B7) (1 ~ .038 + ,005 _(____L)_)

Where Ey is the energy of the gamma ray, and Eyo 1s the reference energy.
This expression holds for both y; and y2 to within the guoted error; thus
the total change in the photopeak efficiency over the energy range covered

by the present experiment was approximately T.5%.



— 26 -

Finally, it was, in principle, necessary to correct the photo-
peak yields for the dead time of the electronics. Actually, this cor-
rection was completely negligible since the maximum dead time, as computed
from the known dead time per channel of the pulse height analyser and the
number of counts in each channel, was found to be only .85%.

Table IT gives the photopeak yields for the two capture gamma
rays after the corrections discussed above had been applied; here again
the error attached to each of the data points is Just that due to counting
statistics plus the estimated error in the background subtraction. The
other significant sources of error would affect all the data points in
the same manner and hence would simply add or subtract the same number
of counts from each point. This common error has not been included in
the error attached to the individual data points since this would indi-
cate an additional uncertainty in the shape of the excitation curves
which was not actually present. This common error is listed separately at
the bottom of the table. There are other sources of error which do affect
the data points individually, but these are all much too small to be sig;
nificant in comparison with the individual errors due to counting statis-
ties aﬁd the background subtraction.

Figures 8 and‘9 show the corrected photopeék yields of Table II
plotted as a function of the bombarding energy; the common error has
been indicated here by the single error bar below the excitation curves.
It is clear from Fig. 8 that an anomaly is present in tﬁe vield of 72;
the anomaly is maiﬁly of the interference type and has a peak to valley

ratio of approximately l.75. Figure 9 shows that, within the experimental
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uncertainty of approximately 10%, no anocmaly is present in the yield of 73.
The solid curves shown in these figures are the calculated excitation curves

which will be discussed in Section IV.

D. Detection Efficiency

In order to obtain a cross sectlon from the experimental photo-
peak yield, it was necessary to determine the absolute detection efficiency
Tor the photopeaks of the two capiure gamma rays. These efficiencies were
obtained by determining the photopeak detection effiéiency for the 2.615-MeV
gamms, ray of ThC", and then using the free crystal data of Heath (1957) to
obtain the photopeak efficiencies for the cépture gamma rays relative to
the 2.615-MeV gamma rays. |

The photopeak detection efficiency for the 2.615-MeV gamma ray was
determined by measurlng the counting rate for a small ThC" source placed
on the target blank at the location of the beam.spot The ThC" source
was, in turn, calibrated by determining the counting rate when it was
placed in a well defined free crystal situation for which fhe photopeak
detection efficiency could be obtained from the data of Heath. The free
crystal calibration of the ThC" source was carried out by placing it on
a very thin Lucite support so that it was located at a precisely deter-
mined distance from the front face of the free crystal assembly. The
source was also carefully positioned so as to lie on the axis of the
crystal assembly. Thus the source was placed in a well determined "stand-
ard geometry," and the photopeak detection efficiency could be faken to
be that given by the data of Heath. It was necessary to correct the
spectra tgken with the source in the target chamber for the effects of

summing in the manner described in Appendix IL. The free crystal data,
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however, was teken with the source 10 em from the crystal face, and the
summing was, therefore, negligible. The result of this determination

of the photopeak detection efficiency for the 2.615-MeV gamma ray was:

_ +
ssin e (2.615 MeV) = .0111 + .0009

The error quoted above includes an additional term to represent the ef-
fect of the possible deviation of the location of the ThC" source during
the calibration from the location of the beam spot during the data accumu~-
lation. | .

The photopeak detection efficiency for a gamma ray of.energy
Eyg = 3.094 MeV relative to that for a 2.615-MeV gamma ray, as taken
from the free crystal data of Heath, is .83 + .08; the error quoted here
is simply a conservative estimate of the maximum possible deviation from
the free crystal ratio. The Eyg energy of 2.594 MeV is so near the energy
of the Th¢" gamma ray that the free crystal ﬁhotopeak efficiencies differ
by less than l%. The linear approximation to the photopeak efficilency
previously described gives'the relative efficienéy as 1.008.

The photopeak efficiencies obtained by combining these relative
efficiencies with the ThC" calibration refer to the number of counts
contained wifhin a Caussian approximation to the photopeak distribution.

" In the analysis of the capture data, however, the photopeak yield was
determined by simply summing all the counts contained within a given
‘interval; A E, centered about the.photopeak. Thus, to sbtain the photo—'

peak efficiencies appropriate to the capture results, it was necessary

The ef11c1enc1es quoted here include the factor arlslng from
the solid angle subtended by the detector.
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to determine the ratio of the photopeak counts obtained by the two methods.
The ratio of the counts obtained by the Gaussilan approximation to the photo—
peak to the counts obtained by the sum over the interval A E was found to
be .97 + .05 for y; and .94 + .0k for 7o.

In principle, it was necessary to correct the 7= photopeak effi~
ciency for the effect of ys—ys summing into and ocut of the photopeak
region. It is shown in Appendix II, however, that the effect of this
summing on the yz photopeak efficiency is very slight; the photopeak ef-
ficlency without summing is simply multiplied by a factor of .99.

Combining these factors, one obtains for the y3 and ys photopeak

detection efficiencies:

.0095 + .001% Eys = 3.094 MeV

f
1

o
€ph.pk.’ (Eyl)

.0118 + .0011 Eya = 2.594 MeV

]
1l

o
€ph.pk. (Eyg)

The efficiencles quoted above refer to an isotroplc gamma—ray
distribution; the predicted angular distribution, however, for both 7y
and yp is non isotropie. It is shown in Appendix IV that the predicted
angular distribution for yi has the form (1 + A sinze)*with the value of
A being approximately .2. The predicted angular distribution for yz changes
in passing through the rescnance region; off resonance the angular distri-
bution has the simple sin®6 form characteristic of a P to S dipole transi-

tion with no spin £lip. In the resonance region, howevér, the spin flip

*s here is the polar angle with respect to the beam. That is if
the z axis of a cartesian coordinate system is taken to lie along the

besm direction such that the beam moves in the positive z direction, then
6 is the standard polar angle of a spherical polar coordinate system.
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amplitude contributed by the resonant state formation introduces an
sdditional isotropic térm. Thus, to be able to compare the experimental
results with the theoretical calculations, it was necessary to determine
the photopeak detection efficiency for a sin®@ angular distribution rela-
tive to that for an isotropic distribution.

The effect of the efficiency ratio $(8)" was reasonebly important
in predicting the shape of the yp anomaly; therefore it was necessary
to determine the value of this ratio fairly accurately for ys. For ¥i,
on the other hand,va 10% change in the value of S(8) would result in
a change of only 2% in the predicted yield and no change in the shape
of the predicted excitation function; hence the value of S(8) for 7y
was simply taken to be equal to the value of S(8) determined for ¥s.

The description of the method used to determine S(8) is rather
lengthy; therefore it has been placed in Appendix III. S(0) was found
to be equal to .87 + .01 for the 2.615-MeV gamma ray of ThC". Since
the capture data was taken with the detector centered about 6 = 90°,
‘sin?Q was approximately equal to 1 over most of the detector, and it
was consequently found that the value of S(6) was not strongly dependent
upon the exact form of the detector's angular sensitivity. 8(8) would,
therefore, not be expected to be strongly dependent upon the energy of

the gamma ray, and S(6) for ys should be very close to the value deter—

mined for the 2.615-MeV gamma ray of ThC". Since the exact value of

*3(6) will be used as a shorthand notation for the ratio of the
photopeak detection efficiency for a gamma ray having a sin2 8 angular
distribution to that for a gamma ray having an isotropic distribution.
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s5(6) for 71 was not very important, the approximation made by using the
value determined for the ThC" gamma ray should be quite good.
Thus in the comparison between the experimental results and the

theoretical calculations the ratio was taken to be:

s(e) = .87 + .01 for both 71 and ¥
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IV. COMPARISON WITH THEORY

A. Discussion of the Model
+
Calculation of the cross section for capture to the % . 500-Mev

+

state and the % ground state of F L% consists basieally in evaluatlng the

two perturbation matrix elements Tﬁ 3: 0 le, Te |&,
£ +Ting ! Tdn 1nt 1n

Here Hint is the interaction Hamiltonian due to the electromagnetic field,

and Yin and Tf are respectlvely the initial and final wave functions of
the system. In practice, of course, these wave functions are not known so
that rather drastic approximations must be made in order to evaluate the
matrix elements. In the extranuclear model .employed here, only those
portions of the wave functions corresponding to configurations in which
the proton is outside the nuclear potentisl of the 016 core are included
in the calculation of the matrix elements. For these configuratiéﬁs where
there is no nuclear interaction between the proton and the O16 nucleus,
the initial and final wave functions are simply those of a proton in the
Coulomp field of the 016 nucleus. Thus, in the present calculation the
matrix elements were obtained by using the appropriate free and bound
Coulomb functions and simply cutting off the integrals at a separation
distance corresponding to the prl Bncdiean radius.”

Actually, the calculation was not completely extranuclear since

the internal® transition taking place through the resonant % state of

the compound nucleus was also included. The nonresonant contributions

*Throughout this discussion "internal" will refer to those con-
figurations in which the proton is within the 010 nucleus; "external
will refer to the configurations for which the proton is ocutside this
nucleus. ‘
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to the capbure matrix elements arising from configurations in which the
proton was within the nuclear field of the Ol6 nucleus could also have
been Inciuded by the use of a sultable single particle wave Ffunction;
this was not done, howéver, for two reasons., PFirst, because of the small
penetration of the proton into the internal region, these interral con-
tributions would have heen quite small. Calculations using a square well
potential, for example, showed that the internal contribution to the
capture matrix element was only about 2-3% of the external contribution;
this was smaller -than the variation in the external contribution produced
by the uncertainty in the 016(p,p) elastic scattering phase shifts.
Second, since the %_ rescnant state was treated by means of single level R
matrix theory, it was not obvious how a nonrescnant internal conftribution
could be included in a consistent manner for the P% partial wave, In
order to treat all partial waves consistently, the nonrescnant internal
contributions were, therefore, simply neglected.

In calculating the capture matrix elements, it was convenient to
expand the initial wave function in terms of partial waves and the inter—
action Hamiltonian in terms of multipole operétors;_only the largest terms
in the resulting series of partial matrix elements were then retained in
the final calculation. While the major contribution to the y; and y-
capture matrix elements was clearly due to El capture from the £ = 1 par—
tial wave, it was not clear in this case that all the cother contributions
were completely negligible. Because of the extranuclea£ character of the
interactions, the usual penetration arguments were not directly appli~

’

cable; hence it was not apparent that the higher partial waves would noct



- 34 -

contribute signifficantly to the total matrix element. It was, therefore,
considered useful to determine, by means of a crude estimate, which terms
should be included in the final calculation of the capture matrix elements.
In order to make such an estimate of the relative contribution of
the various multipoles and partial waves, the exact expressions for the
matrix elements involved were approximated by neglecting the angular momen~—
tum coupling factors and replacing the complete matrix element by an appro-
priate radial integral. These radial integrals were then multiplied by
the appropriate energy dependent factors to yield an estimate for the
capture amplitude via the multipole and partial wave in question. The
amplitudes so obtained were compared with the amplitude for. E1 capture
from the 4 = 1 partial wave. Those terms which yielded an amplitude

greater than 1% of this main amplitude are indicated below.

+

For yi Capture to the % Ground State of FlT
S D D B F G, G
S RS T T S B A
2 2 2 2 2 . 2 2 2 2 .
E2 El M1 ML EL EL M1
B2 B2 E2 2
1t T
For 7o Capture to the 5 .500 Mev State of F
3 P P D D P P G G
1 1 2 ] 2 2 i i - 2
2 2 2 2 2 2 2 2 2
Mi El El M1
E2 B2

The underlined terms are those which had amplitudes significantly

larger than the other terms; these were the terms which definitely had to
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be inciuded in the exact calculation of the capbure matrix elements., The

El terms proceeding from the £ = 1 partial wave were, of course, in this
category; however in the case of y; there were additional El terms proceed—
ing from the £ = 3 partial wave which also had to be included. The remain-
ing terms had amplifudes‘of 2—5% of the E1 P wave amplitude. Thus the only
significant contribution of one of these terms to the absolute square of

the capture matrix would have arisen from the cross product between it

and the main Ei amplitude, The maximum contribution bf such a cross prod-
uct term would have been approximately lO% of the main term. Since each

of these additional contributions proceeded from a partial wave having

even £ while the main El contribution arose from odd £, the cross product
term would have had an angular distribution which was ©dd about 6 = 90°,

The experimental data, however, was taken with the counter centered about

6 = 907%; thus il the detection efficiency had been perfectly symmetric

about the axis of the counter, terms which were odd about 6 = 90° would

not have contributed to the experimental yield. There was a small asym-~—
metry in the detection efficiency about 6 = 90° due to the asymmetric ab-
sorption of the target blank and the target holder; this asymmetry, however,
was certainly less than 10-15%. The total contribution of the various cross
product terms to the observed yield would thus have been of the order of 4—5%
of the main contribution. Since the resonant portion of the 7o P% amplitude
was 1tself quite small, the only appreciable cross product terms would have
had a nonrescnant energy dependence; thus the inclusionnof these additional
terms would simply have changed the predicted nonresonant yleld b& approxi-—
mately 4-5%. Since this was of the same order as the variation in the non-
resonént yield produced by the uncertainity in the 016(p,p) elasgtic scatter-

-ing phase shifts, these additional terms were neglected.
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In order to be able to calculate the extranuclear matrix elements,
it was necesgsary to know the 016(p,p) elastic scattering phase shifts for
.the variocus partial waves involved. Since it had been decided that only
the P and F partial waves were to be included in the calculation, it was
necessary to obtain only the Pl’ Pé’ Fi, and FZ vhase shifts. In principle,

2 2 2 2 _ 16

these phase shifts could have been obtained from an analysis of the O (p,p)
elastic scattering in this energy region; however the recent paper of
Salisbury and Richards (1962), in which such an analysis is carried out,
clearly demonstrates that most of these quantities are too small to be

extracted with any degree of accuracy from the avallable scattering data.

In particular, the Fi.and FZ phase shifts were much too small to be deter-
2 2

mined by Salisbury's analysis; therefore they were assumed to be given by
the £ = 3 hard sphere phase shift for the FlT radius used in the maltrix
element computation. The analysis of Salisbury indicates that the non-

resonant portion of the Pl phase shift is approximately equal to the P5
2 2
phase shift and is of the order of -~ .05 radians in this energy range.

Thus, in calculating the capture matrix elements, the P, potential phase

: 2
shift was taken to be equal to the Pé phase shift, and this common phase
2
shift was denoted by -~ 3. The Pl phase shift of Salisbury's analysis

2
had a rather strange resonant behavior; this was undoubtedly due to the

effect of the experimental error on the least squares search used to

obtain the phase shifts. Therefore, in the capture calculations the Pl

2
resonant phase shift was taken to be that given by single level R matrix

theory; the width of this level was taken to be 20 keV as quoted by

Salisbury.
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The internal 7z transition taking place through the resonant
formation of the %ﬁ FlT state was included in the capture calculation by
simply aésigning a parameter to represent the transition strength for the
case in which the wave function of the compound nuclear state was norma l—
ized to unit amplitude. This normalized transition strength was then
meltiplied by the amplitude of the compound nuclear state as given by
single level R matrix theory. This is exactly analogous to the method
used to include a partial width for a gamms-ray transition in ordinary
R matrix theory; ﬁere, however, because transitions can occur externally
as well as through the state of the compound nuéleus, the phase between
the two matrix elements 1s important, This phase is given by single
level R matrix theory; see for example the review article of Lane and

Thomas page 296 (1958).

B. Comparison With y» Results

Using the phase shifts and the method for treating the internal
transition discussed above, the derivation of the differential cdpture
cross section for y; and 7z is quite straightforward but somewhat. lengthy;
it has, therefore, been placed in Appendix IV. In this derivation the
additional approximations sin ¢ = ¢, cos ¢ = 1, and ;ﬁ =~ 1 have been
made. The first two are well justified since @ is of The order of ,OS
to .10 radians from Salisbury's analysis, and the approximation %g ~ 1

is certainly valid since only the elastic scattering and capture channels

are open at this bombarding energy.
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For 7z one obtains:

M§~2M1M2¢1 = % sin26R {M§—2¢1M1M2}
E 3 sin®e
‘;—g = K =L 2 % sin&Rcos&R{Mlpra+¢l(M§_Mg) + T(My-@1Me )} (1)
B2
4 % sin®8R {M§+M§+2T(ME+¢1M1) + IB}
Where
8m )2
2
K = Q%=‘%€ —*—l——f gz 1« E——E For B in the Lab System.
(mPc2)5 ole B

My and Mz are the two capture matrix elements given by

[~

i+
My = gb(

r £
o] o]

r) Fl(kf)r2dr

5
1

g ?r) Gy (kr)r®ar

ol V)

-

2+
Where gﬁ(r) is the bound Coulomb function for £ = 0 and a binding energy
. 1+ 17
of 98 keV corresponding to the .500-MeV 5 state of F'; Fi(kr) and Gy (kr)
are the free Coulomb functions for £ = 1, and T, is the cutoff radius for

- the integrals corresponding to the "nuclear radius" of F17

h
2

&R is the resonant phase shift given by: &R = tan_l R
. ; R

@1 is the negative of the common Pl’ P, potential phgse shift.

2
2 2

T is the strength parameter for the internal ys transition taking place
through the resonant %ﬁ state of the compound nucleus. The definition of

T in terms of the internal wave functions is given in Appendix IV; in
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terms of the usual partial width Py, T is given by:

1 1
E 2 T \=Z i,
T = 2.25 x 10%| =B ?7’ (fermi)?
Y

Since the two capture integrals My and Ms involved only known
functions, 1t was possible to compute them to aﬁy desired accuracy once
the proper normalization of the bound state wave function had been detexr-
mined. This normalization could have been obtained from the empirical
single particle reduced width for the %% state if this had been knowmn.
UnTortunately thié reduced width waé not known; hence it was necessary

to consider the normalization of the bound state wave function as a free

parameter Lo be determined either empirically from the capture data or

1+
F

on the basis of a model wave function for the internal'poftion of the
state. Except for the occurrence of the internal transition parameter, T,
the predicted shape of the excitation curve would have been independent

of the value of this normalization factor since it was common to both M;
and M=. The féctor T, however, was completely unknown and couid only be
determined empirically or on the basis of model wave functions for the

%ﬁ and %+ states of the compound nucleus, Thus, it was useful to diwvide
all the terms contained within the large bracket in Eg. 1 by M§ and re-
place the free parameter T by another free parameter g = %& . When the
expression for the differential cross section was rewriﬁten in this manner,
the dependence of the predicted shépe of the excitation ;curve upon the two
paramgters R = %% and £ was explicitly exhibited.

In order to obtain an expression with which the experimental

results could be compared, it was necessary to integrate the differential
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cross section given by Eg. 1, rewritten in the manner described above,
over the solid angle subtended by the detector. Since the photopeak
detection efficlency for a sin®é angular distribution had been determined
~to be .87 relative to the photopeak detection efficiency for an isotropic
distribution, this integration could be performed by simply replacing

sin®0 in Eq. 1 by .87 and multiplying the expression by'the solid angle

subtended by the counter. Denoting this integrated expression by O tal
and the solid angle of the detector by thal’ the result of this process
was:
1 - 2R@,y
+ % sin&RcosSR(R+¢l(l—Rz) + g(l—R¢l))
B 3
= -
ol = 07 Ky M C 3 2)
2 PR
M1l ~ (255R% - 1.33Rf;
- sin®&R ‘
~.511&(Refy) - .255¢2
M ' T
Where R = =% and = =
Vo f i

The capture matrix elements My and Mz were evaluated for bombard—
ing energies between Ep = 2,56 MeV and Ep = 2.76 MeV in 20 keV intervals
and for cutoff radii T, between 4.0 and 6.0 fermi. The method used to
calculate the capture matrix elements 1s described in Appendix IV; the
matrix elements obtained in the manner descrifed there are estimated to
be acéurate to within + 2%. The energy dependence of My and Mz was found
to be approximately linear and independent of r, over the range of bombard-

ing energies and £ values considered here. M; was found to be very nearly
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constant over the energy range of interest, but Mz decreased by approxi-

mately 9% for a 100 keV increase in bombarding energy. The penetration
ki
0

> =
Fl(kro) % Gl(kro)

factor Py = was also found to -have a linear energy de—

pendence which was independent of the particular value of T, for which it

was evaluated. The energy dependence of Py amounted to a 7% increase in

Py for a 100 keV increase in the bombarding energy. The width of the %

resonance, I'y, was corrected for the variation in P; in accordance with

the single level formula I = 2P1y°—ILane and Thomas, page 323 (1958). The
level shift was aiso estimated, but since it amounted to less than a 1%
change in the resonant denominator, it was neglected. Thus in the defini-
tion of the resonant phase shift, B8R, given on page 38, the resonant
energy, ER, was taken to be a constant,

The energy dependence of the common phase shift ¢ could not be

determined from the analysis of Salisbury because of the fairly large
- scatter in the thracted,phase shifts. The results of this analysis
could, however, be used to place an upper limit on the magnitude of such
an energy dependence. Using this upper limit fér the energy depéndence

of @1, 1t was found that its effect on the predicted excitation function
would amount to only 1-2% over the entire energy region of interest.

Thus the estimated meximum effect of the enérgy dependence of @i was only
of the same crder as the statistical uncertainity in the yo data and was,
in fact, of the same order as the effect of the probable error in the
correction made to the raw photopeak yield for the enefgy dependence of
the detection efficiency. The energy dependence of @3 was, therefore,
simply neglectéd, and @3 was taken to be a constant over the energy range

considered here.
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Once the energy dependence of the parameters appearing in Eq. 2
had bheen determined, it was only necessary to specify the value of R, @1,
and & at the mean bombarding energy E;* in order to predict the shape of
the excitation curve uniquely. Before this excitation curve could be
compared with the experimental results, it was necessary to correct the
caleulated curve for the effects of the finite target thickness and beam
resolution. This correction was carried out by folding the excitation
curve given by Eg. 2 with the target composition-~beam resolution curve
shown in Fig. 1.  After this folding had been carried oub, the shape of
the predicted excitation curve could be compared direcvly with the experi-
mental data; however the absolute yield could not be predicted since the
proper normalization of the bound state wave function was not kncwn. Thus,
in comparing the predicted and experimental excitation curves, the value
of M§2 was considered to be a free paraméter and wag varied to obtain the

*
best agreement with the experimental data. This empirical Mgz could then
be used to dbtain thé empirical single particle reduced width for the
.500-MeV- L state of T,

The resoﬁant energy, ER’ was also considered to be a free parameter
and was chosen so as to give the best agreement between the experimental
data and the calculated excitatioﬁ curve. The resonant energy guoted in
the paper of Salisbury is 2.66 MeV in the laboratory system; however the
energy scales used in the scattering experiment and the present eiperiment

il

could differ by 5 keV and still be within the probable errors of the two

¥*Here again the superscript © will be used to denote the value of
the quantity in question for the mean bombarding energy of 2.66 MeV with
a target 9 kerthick for protons of this energy.
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calibratibns. Since the least squares it between the observed and pre-
dicted interference anomaly was quite sensitive to the exact value of
the resonant energy used in the calculation, it was necessary to vary
this energy until the best fit was obtained. The resonant energy deter—
mined in this manner was always within 34 keV of the value gquoted by
Salisbury.

Of the three shape determining parameters RO, Pyrand go only
the intermal transition parameter, go, could be consldered as completely
free. The ratic R® was uniquely determined once the cutoff radius T
was chosen., There was, of course, conslderable latitude in the choice
of T3 thus, instead of being uniquely determined, R° was only restricted
to a range of values corresponding to the range chosen for T Using
the formula r = 1.45 (16% + 1), one cbtains r, = 5.1 f and a correspond-
ing R” value of .71; taking 4 ,6--5.6 T as a reasonable range of r_; B
wes then limited ¢o lie within the range .55 = RO = .85. The value of @1
was not determined accurately by the analysis of Salisbury; however the
analysis Indicated that ¢z was probably in the range .05--,10 rad. Since
the hard sphere shift at this energy for radii in the range given above is
approximately .20 rad, it seemed reasonable to limit ¢; to lie in the
range O £ @1 = .15 rad.

The value of the internal transition parameter go is complefely

unspecified until some sort of wave functions are assumed for the £ and

+ ' +
1 levelis of FlT 0 that the transition strength can be calculated. The %
state is presumably well described by a 2S5; single particle wave function;

2

the & state, however, is almost certainly not a single particle state.

The excitation energy of 3.10 MeV for this'state is much too low to allow



- L

the state to be interpreted as a 2P; single particle state, and the small
2
single particle reduced width for the state as deduced from the elastic
scattering data (Salisbury and Richards, page 2154, 1962) alsc suggests
that a single particle description is not valid, This state, therefore,
almost certainly involves configuration mixing of particies from the 1P
levels of the Ol6 core into the 1D and 2S5 levels. It is clear that the
calculation of the wave function for such a state would be a formidable
task, and the transition strength derived from this wave function would

+
be rather unreliable. However, since the % state is presumably a rather

pure single particle state while the %f state involves the excitation of
particles out of the O16 core, the El transition probability between these
two states should be very small. Therefore, an sttempt was made to it
the experimental excitation curve with the restriction go = 0.

In principle, it would have been possible to obtain the value of
go empirically by determining the value of this parameter which gave the
best fit to the experimental data. In this case, however, it would have
been impossible to have obtained a meaningful value for go iﬁ this manner
gince the fits outained with go = 0 were quite good and in themselves non~
unique. While it was not possible fo determine the walue of go empiri-
cally, an upper limit on the magnitude of this parameter could berdeter-
mined. From.Eq} 2 it can be seen that the maximum possible value of lgol
is severely limited if, in the predicted excitation curve, the rise before
the resonance is to be smaller than the dip after reson;nce. Since the
experimental data c¢learly indicates that this is the case, an upper 1imit
on |€°] could be obtained by determining the value of |¢°| for which

reasonable agreement with the experimental data could no longer be ob-

tained. The limit determined in this menner was [E°| < .8. Using the
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r
definition ¢ = %Lu the definition of T in terms of the ratio E%, and the
1
iF
value of M; debtermined from the empirical normalization of g%(r); this

limit corresponds to:
' < .03 eV
y ;

According to the data given by Wilkinson (1960), the averége gamma~—ray
width for a El transition of 2.6 MeV is approximately 5 eV. Thus the
internal transition strength is abnormally low lending support to the
hypothesis that the single particle amplitude in the wave function of
the & state is quite small.

Very good agreement could be obtained between the experimental
data and the excitation curves calculated with ¢ taken to be zero. Even
in thié case, however, where there were only two shape determining param—
eters, the values of R° and ©1. glving the best agreement with the experi-
mental data were not uniguely determined. TFor a given value of R the
best agreement was obtained over a fairly narrow range of ©f vglues,
but equally good agreemen£vcould be obtained with another set of R® and
@1. Thus the least squares fit to the experimental data defined a long
narrow strip in RO @1, space; thig region of best agreement ié shown
schematically in Pig. 10 together with a curve giving R® as a function
of the cutoff radius L This figure has been included to illustrste
the féirly wide range of parameters for which equally good agreemenf with
The experimental data could be obtained even though the,internal transi-—
tion parameter was arbitrarily taken to be zero. The extent and location
of this fegion of best agréement would, of course, change if £ were taken

to be different from zero; thus the region lllustrated in this figure
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should not be interpreted as defining the only combinations of R and P
for which good agreement with the experimental data was possible. The
agreement obtalined between the calculated excitation curve and the experi-
mental data is illustrated in Fig. 8. The solid curve in this figure was
calculated for RO = .,TL and ®; = .05 rad; this value of RO corresponds to*
T, = 5.1 f., The empirical normzlization of the bound stéte Tunction given-

by this least squares fit to the experimental data yielded a single par—

ticle reduced width for the L' state of:

6%+sp = .57 + .10 r =5.1°F
5 = o
Where the definition of Lane (1958) has been used for eip, that is

I.Os L 2
2 . 2
Q%fSp =72 gb(ro)

This result refers to the least squares £it obtained for T, = el Ty
but the results obtained for r_ in the range L,6--5.6 £ were within + 2%

of the value obtained for T, = 5.1 f.
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C. Comparison With y; Results
Integrating the y; differential cross section given in Appendix IV
over the detector in the manner previously described for yz, yields the

following expression for the predicted ¥, excitation function.

- 1.15 Nz (Np - 2D:f1) + 1.87 Na(Ng - 2Dzfa)
18 7 ‘
Oxtal = 25 & T3 (3).
| E 2 . .
= ~ .61 NiNg(cosB~@1sinB) + .61 cosB(N;DafatNaDiF, )
Where:

K is the same constant as in the case of 7=

N3 and Dj are the two El--P wave capture matrix elements

o0}

5+
Ny = gf(r) Fy(kr)rPar f (r) Gy (kr)rPar

ogr%|m

Ng and Dg'are the two E1-~F wave capture matrix elements

o0 . O

+
5
Ng = g2(r) Falkr)r®ar (r) Ga(kr)rfar
by
o
" :
Here g%(r) is the bound Coulomb function for £ = 2 and a binding energy
+ E
of .598 MeV corresponding to the %— state of FlT; the other terms in the

integrals are defined as in the case of ys.
¢1 1s defined as in the case of 7-
¢3 is the negative of the common Fs, ¥z potential phase shift.
2 z

B = g5 - o, where 02 is the Coulomb phase shift as defined by

Lane and Thomas, page 267 (1958).
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In fitting this expression to the experimental y; data, the values
of Ty and ¢l were taken to be those previously found to give a good fit to
the 7o data. The potential phase shift~¢3 wag taken to be that given by
a2 hard sphere of radius ro; thus the only free parameter fir g given choice
of T, was the normalization of the bound state function g%(r).’ The normal-
ization was determined empirically from the least squares £it to.the ex—
perimental data in exactly the same manner as for y=. QGood asgreement be—
tween the calculated excitation curve and the experimental data coﬁld be
obtained over the. entire range of T, and @y values obtained by the least
‘squares fit to the ¥y data. However, since the calculated excitation
curve was very nearly a straight line and the y; data had rather large
statistical errors, the fact that good agreement could be obtained over
a large range of parameters is not very surprising. Figure 9 shows the
result of the least squares fit to the experimental data for T, = Sl &
and @3 = .05 rad.

+-

The single particle reduced width for the g— state as deduced

Tfrom the empirical normelization of the bound state function was:

e8+sp = .38 + .08 ~ for r =5.1Ff
= :

The results for r_ in the range b.6wm5,6 £ were within + 10% of this

value.,

D. Total Capture Cross Section
Once the parameters giving the best £it to they%wo excitation
curves had been determined, these could be used together with the ex—
pressions given in Appendix IV to compute The 71 and ys capture cross

sections as a function of the bombarding energy. These two crossA
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sections together with their sum_representing the total cross section
for the 016(p,7) reaction are shown in Fig. 11; these cross sections were
computed for the set of parameters By = 5.1 £, ¢1 = .05 rad, 9§+sp = 9 s
and 9§+sp = .38, The 71 cross section is approximastely 3.7 pbarns, and
the agerage ¥> cross section is roughly 8.7 pbarns. The anomely in the
total captux;e cross sectlon is-approxiﬁlately + 20% of the nonresonant
value.

The error common to the yy and 72>cross sections due to the un~-
certainty in the photopeak detection efficiency and the oxygen content
of the target has not been indicated in Fig., 11. This common error would
simply multiply éach of the cﬁrves by some factor but would not change
their shape, In terms of this common multiplicative factor, the common
error is estimated to be (1 + .18). The error indipated on the yi curve
is dué to the additional uncertainty in the yi photopesk detection ef-
ficiency relative to the ThC" calibration; the error bar indicates the
range over which‘the curve could Be displaced parallel to the horizontal
axis. The uncertainty in the photopeak efficiency actually results in a
multiplicative error factor, but since the 7y, cross section is nearly
nconstant, this multiplicative factor can be approximated by an additive
error. This same additive error is, of course, alsoc.-present in the
total cross section curve,

The effect of changing the parameters used in the computation of
these cross sections from those determinéd for ro = S,I‘frto those de~
termined for somé other vaiue of r, was found to be very small., The
variation in the y» cross section over the range of "best f£it" parameters

shown in Fig. 10 was found to be less than l%; the variation in the >
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cross section over the same range of parameters was approximately 2%,
and the variation in the total cross section was only sbout 1%.

If the total cross section curve of Fig. 11 is compared with
the experimental curve given by Laubenstein et al. (1951), it caﬁ easily
be seen that the scatter in their data is approximately of the same magni-
tude as the anomaly which they should have observed. Thus the fact that
no.anomaly was observed can be understood in terms of the rather poor
statistical accuracy of their data and the relatively small size of
the anomaly.

Using the empirical reduced widths obtained from the present
experiment, the total capture cross section was computed for a bombard-
ing energy of .616 MeV corresponding to the low energy measurements of
Tamer (1959). In this calculation a ro value of 5.1 f was used, and
the 4 = 3 and 4 = 1 phase shifts were taken to be those given by a hard
sphere of radius Te The 7z cross section was found to be .31 pbarns,
and the 71 cross secﬁion was .O4 pbarns. The total capture cross sec—
tion given by this calculation was, therefore, .35 + .03 pbarns, The
experimental value‘given by Tanner is .29 + .03 pbarns. Thus the
calculated.cross sections is in good agreement Withlthe experimental
value.

The exact value of the cross section calculated for a bombarding
energy of .616 MeV was found to be strongly dependent upon the value or
ro; changing Ty by lgss than 5% from 5.1 £ to 4.8 f,redﬁced the total
cross section by spproximately lO% from .35 to .32 pbarns. In contrast,
the cross sections shown in Fig. 11 were found to be nearly independent

of the value of ro used in the computation. This apparent contradiction
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is due to the Tact that the parameters used in calculating the cross sec-
tions shown in Fig. 11 were cbtained from a least squares fit to the
experimental excitation curves; in particular, ¢; was allowed to vary
with R® so as to give the best fit to the experimental data. This process
resulted In @1 varying with T, in such a manner that the calculated cross
section was nearly independent of LR

7 The 7» cross section calculated for a bombarding energy of .616 MeV
was very insensitive to the exact value of ¢j; the y, cross section, While
rather sensitive to the wvalue of ¢p, was much smaller than the yp cross
gection. ‘Thus the total capture cross section at this bombarding energy
was quite insensitive to any error made in assuming ¢; was given by the

hard sphere phase shift.

E. Conclusion’

Thus, in summary, 1t has been found that an anomaly does exist
in the 7o yield for bombarding energies cérresponding to the region of
the 3.10-MeV state of F-!, end that within the experimental error no
anomély exists in the y; yield. It was possible to fit the observed 73
and 7= excitation curfes with expressions computed on the basis of a
simple extranuclear calculation of the capture matrix elements using
réasonable values for the cutoff radius and the 4§ = 1 potential phase
ghift. On the basis of the experimental data and the extranuclear model,
i1t was possible to obtain the single particle reduced widths for the %i

ground state and “the'-;l‘-,-+ .500-MeV state of Fl7, and to establish an upper

limit on the width of the gamms—ray transition from the %— 3.10 MeV state

-+
to the % .>00-MeV state., The values thus cobtained were:

6%+sp = .57 + .10 o2+sp = .37 + .08 r7 < .03 eV
2 =3 -
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In addition, the total capture cross section was computed for a bombarding
energy of ,616 MeV and was found to be in good agreement with the experi-
mental results of Tanner (1959). |

The large value of the empirical single particle reduced widths
for the §fand §%states is in good agreement with their respective iden-—
tifications as nearly pure 28 and 1D single particle states. It is inter—
esting to compare the eﬁpirical reduced widths with the reduced widths
calculated from a simple single particle model using a square well inter—
action of radius T, with the depth adjusted to give the correct binding

energy for the state under consideration. The reduced width calculated

for the 28 level on the basis of this model was within 10% of the empirical

+ -
reduced width for the % gtate. The reduced width calculated for the 1D
state on the basis of this model was approximately 1.6 times the empirical.
+

reduced width for the g state. A more realistic shape for the interaction
potential would ﬁrobably tend to reduce the value of the reduced width for
the 1D state, and thus bring it into closer agreement with the empirical
value. In any case the agreeuwent of the model reduced widths with the

empirical values isg surprisingly good.
+
The ratio of the empirical reduced width for the % state to that
+ §

for the % state is approximately 1.5, This is conglderably smaller than

the ratio of 4.8 estimated by Macfarlane and French (1960) on the basis

l6(d

of an analysis of the O 51 ) stripping results. This discrepancy is

not very alarming, however, in view of the very small binding energy of
+ F .

1
the > state and the statement by Macfarlane and French that the simple

Butler stripping theory used in their analysis is particularly unrelisble

rs

for low binding energies. The ratio of 1.5 is in fairly'good agreement
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with the value of 2 given by Macfarlane and French for the ratio of the
reduced widths of %* and gflevels in the mirror nucleus OlT‘as deduced
from the Olé(d,p) stripping results.

While the agreement of the extranuclear model with the existing
016(p,7) data appears to be quite good, it would be extremely useful to
have other measurements of the y; and ¥z cross secticns available for
further camparison. In particular, a series of fairly accurate measure-—
ments over a wide range of bombarding energy would allow the ability of
the model ﬁo reproduce the data with a fixed value of the cufoff radius
and a smoothly varying potential phase shift to be checked. The main
- difficuldy encountered in such a detailed comparison of the experimental
and calculated cross sections is that at the higher bombarding energies
it becomes gquite important to have fairly accurate values for the phase
shifts involved. It is often extremely difficult to extract these phase
shifts from the scattering data with sufficient accuracy to make such a
detalled comparison possible.

An alternative approach, which might prove useful in the case of
a closed shell target nucleus such as 016, would be to try to represent
the nonresonant scattering by means of some féirly realistic potential
between the target nucleus and the capbured proton. If a potential could
be devised which reproduced the scattering data fairly well, then it could
be used to provide a consistent set of phase shifts and to remove the arti-
ficial cutoff of the capture matrix elements at T Alt£ough the phase
shifts obtained from such a potential would probably not produce the best

possible agreement with the scattering data, the use of such a model would

allow the capture cross section to be computed in an unambiguous manner.
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The capture cross section computed on the basis of this model could then
be compared with the experimental data to provide a further check upon the
validity of the potential. Of course a simple one particle potential
could not be used to treat a resonant state. Thus, in the region of a
resonance, some reasonably consistent method would have to be devised
whereby the resonance could be treated by a formalism similar to R matrix
theory while the nonresonant scatiering was treated by means of the single

particle potential.
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APPENDIX I

Targel Preparation and Analysis
The targets used in this experiment consisted of tungsten blanks

which had been oxidized by heating them in an oxygen atmosphere by means

"

of an induction furnece. The blanks were rectangles approximately 1" x %
cut from tungsten sheet; during the initial phases of the experiment .010"
stock was used, but the target used to obtain the data presented here was
made from .OO" stock. The .010" stock could be sheared to form the
blanks, but the .640” could not be sheared without shattering and was,
therefore, cut into blanks by the use of very thin abrasive wheels. The
blanks were polished to a mirror-like finish by the use of ordinary abra—
sive paper sbarting with 200 grade and gradually moving to finer grades
until the final polishing stage using h/O paper was reached.

The polished blank was first cleaned in benzine and acetone to
remove organic combtaminants and then in hot concentrated HNCg followed by
hot concentrated KOH. The blank was then rinsed several times with dis-
tilled water and placed in the oxidation chamber; this congisted of a
quartz tube positioned within the field coil of a radio frequency induc-
tion furnace. To minimize the contact area between the blank and the
walls of the tube, the blank was held between the ends of two smaller
quartz tubes; these support tubes had shallow slots cut in their ends to
receive the blank. Thus the only portion of the blank in contact with
quartz was a narrow strip at each end. The outer quartz tube was inserted
into & small vacuum chamber by means of an "O" ring placed around the

mouth of the tube. The vacuum chamber was equipped with a large valve
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50 that it could be connected to or isolated from a high vacuum pumping
line. The chamber was also provided with a mercury manometer and s
needle valve inlet so that after the chamber had been evacuated and
isclated from the pumping line, the desired amount of oxygen gas could
be admitted.

After the blank had been placed in the quartz tube, the system
was pumped on until a vacuum of spproximately :LO'_LL—----lO_.5 had been
achieved. The induction furance was then used to heat the blank to a
brilliant white heat in order to remove any remaining surface contami-
nants. After the target had cooled Tor 5-10 minutes, the valve to the
pumping system was closed, and oxygen was admitted into the chamber by
means of the needle valve.

Oxygen depleted in 018 was used in the oxidation of the blanks
in order to reduce the background due to the neutrons produced in the

18
0" (p,n) reaction. The oxygen was cbtained by electrolysis of water

depleted by a factor of approximately 2.7 in-OlB; this water was oOb-
tained from the Weizmann Institute of Science, Rehovoth, Israel. The
depleted oxygen was stored in a small stainless steel cylinder. In
order to trap out possible contaminants in the gas, the cylinder was
cooled to liquid nitrogen temperatures whenever any oxygen was removed
from it for use in target preparation. Immersing the cylinder in liquid
nitrogen also greatly facilitated admitting a small amount of gas into
the oxidaticon chamber since the pressure dropped to the vapor pressure
of the liquid phase at this temperature. The optimum pressure for
oxidation was dependent upon the target thickness desired; for the tar-—

gets used in the present experiment which were approximately 10 keV thick

for 2.6 MeV protons, a pressure of 3-5 Torr was used,
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The blank was oxidized by heating it to an orange-red heat in the
oxygen atmosphere until the color of the oxide layer indicated thap the
desired thickness had been reached. It was found that a much more uni-
form target could be produced if the blank was heated in short bursts so
that the target, while never cooling off completely, underwent a consider—
able variation in temperature. ﬂﬁimxmmdqummﬁyintMamd&zdw
tained with this method of heating was undoubtedly due to the fact that
it produced a more uniform average temperature over the surface of the
blenk. There was considerable latitude in the oxygen pressure and oxida-—
tion temperature which could be used to produce a gilven oxide thickness.
If too low an oxXygen pressure was used, however, the oxide layer could
not be made sufficiently thick, and too high an oxidation temperature
tended to evaporate the oxide as soon as it was formed. In fact, the
ability to evaporate a thin oxide layer proved to be guite useful in
target preparation since it allowed one to remove a poor oxide layer
without removing the blank from the oxidation chamber.

The thickness of the oxide layer was determined roughly from its
color by the use of an empirical color code. The thninnest layer which
could be produced by this method of oxidation had a brillisnt transpar-—
ent yellow color which changed to red, then to green, and then to blue
as the oxide thickness increased. After the appearance of this first
blue color, the oxide layer became redish blue with the blue becoming
more predominant as the oxidation continued. At the sppearance of the
second pure blue color, which was much deeper and less transparent than
the first, the oxide layer was found to be approximately 10 keV thick

for 2.6 MeV protons. If the oxidation was continued past this second



e 158 =

blue stage, the target color changed to a deep purple vwhich gradually
became darker until the target was almost black. Targets having this
deep pufple color were found to be approximately 20 keV thick for 2.6 MeV
protons, but as the oxlde color changes only slowly with further oxida-—
tion, this "color code" would not be useful for evaluating targets
thicker than 20 keV. The targets used in this experiment were approxi-
mately 10 keV thick for 2.6 MeV protons and were of the deep blue color
described above,

After the  desired thickness had been attained, the valve leading

to the pumping system was opened, and the chamber was again pumped down

to lO—‘h-mlO~5 Torr. When this vacuum had been reached, the target was
heated several times to a dull red heat in an attempt to stabilize the
target against a large initial loss of oxygen. Although considerable dif--
ficulty had been experienced in trying to produce thin uniform targets
with the .010" tungsten stock, the .040" tungsten stock allowed suf-
ficiently uniform heating so that, except for a very narrow regiocn along
the edges, the targets showed a very uniform color. After being removed
from the oxidation chamber, the targets were either placed immediately
in the target chamber or stored in a vacuum jar. Sufficient Na would
accumulate on a target stored in alr to show a strong 1.63 MeV gamma ray
from the Na25 (p,a) reaction; this gamma ray was not obéerved with
targets stored in a vacuum.

Tn the initial runs using targets made from .Old" tungsten stock,
considerable difficulty was experienced with loss of oxygen from the tar-

get during the bombardment. In an early study the Target was clamped at

only one end so that the main body of the target blank was completely free;
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in some of these runs the target spot would lose practically all of its
oxygen after a few hours bombardment and take on the appearance of ,/bare
tungsten. To try to prevent this loss the targets were clamped against

a copper backing which was connected with a cooling arrangement so That
the target could be held at rcom temperature during the bombardments.
With this system it was found that the severe loss no longer occurred,
but there was still an occasional loss of oxygen during the course of a
bombardment. Taus, in designing the target holder for the final systeim,
provisions were made for maintaining the target at a temperature consider;
ably below room temperature and assuring good thermal contact between the
copper backing and the target blank. While this system greatly reduced
the magnitude and frequency of the oxygen loss, a slight loss was still
occasionally observed in the course of a 12-14% hour run. These losses
did not take place gradually over the course of the run but rather in

the period of a few minutes; they were never of sufficient magnitude To
cause any change in the physical appearance of the target spot. It was
conjectured that even though the oxide layer on the reverse gide of the
target was very thin, it might prevent good thermal contact between the
target blank and the copper backing. To check this hypothesis,the layer
was removed from a target by the use of abrasive paper; however this
target showed the same loss under bombardment as the tafgets in which

the layer had not been removed. When the thickness of the tungsten stock
was increased from .010" to .0OkO" in an effort to produée more uniform
targets, the problem of the oxygen loss was apparently solved. DNo evi-
dence of oxygen loss was found in any of the data taken with targets made

from the .OLO" tungsten stock.
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The behavior of the oxygen loss, especially its disappearance

when the‘thick tungsten stock was employed, suggests that the logs was

t
due to local heating of the beam spot. This explanation is also supported
by the subsequent observation that no loss was experienced with targets
made from the .010" stock when they were bombarded with a poorly focused
beam even though the target cooling was so poor that the entire blank was
glowing red heot. Similarly, when a bare tungsten blank was bombarded
with a well focused beam,‘a small dimple was raised at the spot of bom-
bardment even though the total energy dissipated in the target was ex—
tremely small. However, when the same blank was bombarded with a diffuse
heam of sufficient magnitude to raise the blank to a white healt, no such
dimplie was formed., Unfortunately, a small beam spot was necessary in The
present experiment in order to achieve adequate energy resolution and la—‘
teral position stability of the beam; thus the problem of oxygen loss was
enccuntered,

During the course of the experiment, the target thickness was
erudely determined by measuring the apparent width of the narrow Ola(p,p’)
resonance at 2.71 MeV. In order to be able to compare the experimental
results with the model calculations, however, it was necessary to deter—
mine the total oxygen content of the target and the approximate composi-
tion of the oxide layer as a function of the penetration depth. The
target composition was determined by measuring the energy distribution
of the protons scattered elastically from the tungsten nuclei in the
oxide layer for the case in which the initial proton beam was essentially
monoenergetic. These measurements were made using the electrostatic‘

analyser and 16" megnetic spectrometer of the 3 MeV accelerator. The
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capture data was taken with an angle of 4O° between the incident beam and
the normal %0 the target blank; therefore in the scattering measurenents
the magnetic spectrometer was set at 80° to the incident beam, and the
target was oriented so that its normal was at Lo® to the beam. Thus both
the incident and scattered beam were at the same angle with respect to the
target normzl as the incident beam in the capture measurements. Since the
atomic weight of tungsten is approximately 184, the energy of a proton
scattered elastically from a tungsten nucleus differs by less than 1%
from its incident energy. Thus, since the incident and scabtered beem
made the same anéle with respect to the target normal and had very nearly
the same energy, the target profile appropriate to the capture experiment
was given by the scattering profile% with the energy scale divided by two.
The target profile was obltained by holding the acceptance energy
of the meagnetic spectrometer constant while the bombarding energy was
varied. In order for a scattered proton to be passed by the spectrometer,
its energy loss in the target had to be such that the init ial energy minus
this loss corresponded td an energy within the acceptance range of the
magnet. Figure 12 shows a typlcal profile obtained in this manner; the
bombarding energy here was 2.66 MeV. As the bombarding energy was raised
from below the magnet setting, the first counts were due to protons in the
high energy tail of the beam distribution scattering from the very front
of the target into the low energy tail of the magnet acceptance. The
yvield increased rapldly as the bombarding energy was increased above
this threshold due to the rapidly increasing overlap of the beam spread
and mzgnet acceptance. As the bombarding energy was increased further,

the rate of the increase in the yield became much smaller until finally

¥This refers to the profile obtained after correction for the
instrumental resolutiomn.
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z plateau was reached where an increase in the bombarding energy did not
change the yield. The onset of this plateau indicated that the bombarding
energy was just sufficient so that the least energetic particles in the
beam could be scattered from the front edge of the target and lie within
the low energy tail of the magnet acceptance. Increasing the bombarding
energy above this point simply moved thé lamina "sampled” by the magnet
further into the target. If the oxide layer had been perfectly uniform
this plateau would have been fiat until the back of the layer was reached
where the yield would have risen again to a new plateau due to scattering
in the pure tungsten backing. Actually, the oxide layer Waé not uniform
and did not end abruptly, but rather the ratio of oxygen to tungsten de-—
creased gradually toward the back of the layer until the pure tungsten
backing was reached. Thus in Fig. 12 the first plateau is not fiat but.
rises gradually until the level of the second plateau is reached. Target
profiles such as that shown in Fig. 12 were taken for bombarding energiles
of 2.66, 2.16, and 1.66 MeV.
The shape of ﬁhe profile ofserved in the elastic scattering is
the result of folding together the beam resolution, target composition,
beam straggling in the target, and the acceptance function of the magnetic
spectrometer. To extract the combination of the target compositicn and
beam straggling appropriate to the captu;e experiment, it is useful to
compare the expression for the scattering profile with that for the capture
cross section. To do this let:
q(EB,E‘) be the function describing the energy spread of
the incident beam such that for a bombarding energy
Eg, qCEB,Ef)dE‘ is the fraction of the beam in the

intervael dE' at an energy E'.
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w(E',E",x) Dbe the function describing the energy loss and
straggling of the beam in the target. It will be
defined in such a way that the provability that a
proton incident upon the target with an energy E'
will be found at a depth x within the target to
have an energy within the interval dE" at E" is
given by: w(E',E",x)dE". For convenience the
depth x will be measured in terms of the mean
energy loss suffered by a proton in reaching this

point rather than in terms of the actual physical

depth.
pw(x) be the density of tungsten (oxygen) atoms such
po(x) that the number of atoms per cn® in a lamina dx

at a depth x is given by: o{x)dx

S(E",EM) be the relative acceptance of the magnetic spectrom—
eter for a proton of energy E" when set at an
energy EM.

o(E") be the capture cross section for protons of

energy E'.

Then the scattering and capture yields are given by:

o 0

s8]
E 1
Yseatto(EB,EM) = Ky ] q (EB,E')w(E’,E ,x)pw(x)s(E“,EM) dr' dax 4"
O

o ©
, a0
Ycapt.(EB) = B f
o.

8

©
qu(EB,E')w(E',E”,X)pO(X)U(E”) éE' dx 4E"
o

o]
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Where Ky and Ks are constants depending upon the bombarding charge, detec-
tion efficiency, etc., and the superscripts on the beam functions refer to
the electrostatic and megnetic analysers. The scattering cross section
for tungsten has been assumed to be constant over the energy range
spanned by the oxiﬁe'layer, and it has, therefore, been taken outside
the integral and placed in Kj. This is clearly a valid approximaticn
since the oxide layers under consideration here are only 10 keV thick
for 2.6 MeV protons.

Denoting the nunber of tungsten and oxygen atoms per cn® at =
depth x within the target by nw(x) and no(x), and the atomic stopping
cross sections Tor this bombarding energy by S and €, one obtains:

nw(x) no(x)
nw(k)ew + no(x)eo po(x) = nw(x)ew + no(x)eo

) =

Thus

Lo ey

O

o (%) =

Performing the integration over x in the two yileld expressions and letting:

jw@uﬂ",x)awcx) ax = £, (8" foer 700, 60) 6 = 2,087,2"
o (e}

Then using the relation between po(x) and pw(x) given above one obtains:

[ve}

W

w(®',E",x) dx - —
o] Q

poaey A
fO(E JBY) = 2

fw(E’fE”)
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Since the probability that a proton of incident energy E' will be found

somewhere within the target to have an energy E" is unity for E" = B’

(o]

fw(E',E",x) ax = 1 E" = B!
("4

© =0 E" > B

Thus

- 1 134
1~ ef,EEY)
[

e}

£ (B',E") = E" s B (1)

Inserting the expressions for fo and £ . in the yield expressions we obtain

W
W0
E o
YSCatt.(EB’EM) = Ki o] (EBJE')IW(E"E")S(E")Em) ag' ar"
o o
0 @
L - (B',E")

= M GrlwlE . )

Yeaps, () = T ¢ (EgE") : — o(g") aB' aE

o

Thus, because of the connection between fo and fw, it 1 not necessary to

separate the effects of the straggling from the target composition; only

the combined function fw need be determined.

In order to obtain fw from the scattering profile, it is neces—
sary in general to know both the beam resolution function qE and the spec-—
trometer acceptance function S. The combined beam and spectrometer resolu—

tion was determined from the scattering profile measured for a tungsten

blank having a very smooth mirror-like surface. The scattering profile

§
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measured for this blank could be it with an error function” to within the
experimental error; this indicated that the combined resolution function
could be taken to have a Caussian form. It was then reasonable and con-
sistent to assume that both qE and 3 have Gaussian forms, for folding two
Gaussians together produces another Gaussian. Both the front and rear
slopes%%of the target profile could be fit with error functions to within
the experimental error; this fit is shown in Fig. 12 as the solid curve.
The front slope of the target profile was identical to that observed with
the smooth tungsten blank indicating that it was entirely due to the resolu-
‘tion of the beam and the magnetic spectrometer. Using the Tact that folding
a CGaussian with an error function produces ancther error function, 1t was
then consistent to assume that fw.had the form of a step function followed
by en error function leading to the pure tungsten plateau. Folding such
a fW with the Gaussian beam resolution would produce error function front
and rear slopes, and the subsequent folding with the Gaussian magnet ac—
ceptance would again produce error function slopes. Thus, since such a
form was both reasonable and copsistent with the scattering profile, fW
was assumed to have the form of a step function followed by an error
function leading to the pure tungsien platesau.

Once the form of f,. had been assumed, only the proper scale Tactor

W

remained to be determined. This factor could be determined most easily

%Error function is taken here to mean a function of thé form
x
) = f Fae
0

st

The front sglope is that leading to the oxide plateau; the rear slcope is
that leading from the oxide plateau to the pure tungsten plateau.
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from Eé. 1 connecting fOCE‘,E") and fW(E',E"); these two quantities are
explicit functions only of the energy loss in the target (E'-E"). For
values of (BE'-E") much larger than the thickness of the oxide layer,
fOCE',E“) must be zero since there will be no probability of finding a
particle with such a large loss inside the oxide region. From Eq. 1 this
implies that in the region of the tungsten plateau, fW(E',E") must be
equal to-}—; this result can also be obtained directly from the definition
of fw(E',E"). The values of e  wWere taken from the curves in Whaling (1958),
and the values of o were approximated by the values given for tantalum
(Whaling, 1962). Since for tuﬁgsten 7 = T4 while for tantalum Z = T3,
approximating the stopping cross section for tungsten by the wvalue for
tantalum should be valid to within the 5% uncertainty gquoted for the tan-
talum results. The function fO(E‘,E") obtained in this manner for a bom-
barding energy of 2.66 MeV is shown in Fig. 13.

After the function fo(E',E") had been determined, it was folded
with the beam resolution for the magnetic analyser to form the combined

beam resolution—target composition function t(EB,E"). That is:

o)
t(E,E") = [d'(B,E") £, (B',E") B’
o
Figure 14 shows this function for a bombarding energy of 2.66 MeV cor-
responding to the fOCE‘,E") of Fig. 13 and the magnetic analyser resolu—
-tion of 3.0 keV describea on page 1k, Thus, to correct the theoretical
capture cross section for the effects pf the beam spread and target

thickness, it was only necessary to fold it with the function tCEB,E").
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0

(EB) = Ko t(EB,E") o(E") ag"

(o}

Ycapt.

It ‘'was useful to determining the total number of oxygen atoms per cm® of

heam;* this number could be obtained by observing.

0
po(x) dx = number of oxygen atoms per cm® of beam
o]
But
0 ) 0 o]
w(® ,E",x)p (%) aB" ax = £ (B ,E") @ = [ (x)ax
e o} o}

Thus this number was given by the area under the fOCE',E") curve. This
area was determined for the profiles taken at 2.66, 2.16, and 1.66 MeV,
and the results, which agreed to within tThe experimental error, yielded.

Oxygen atoms per em® of beam = {1.17 * A7) x 1018

The target composition at the front edge of the target was given by the

n
ratio —2 determined from the target profile.

n € 3
o _ _W JYield at front edge
. (front edge) = €, {iYield at W plateau

The front edge compositions determined fram the target profiles taken at

2.66, 2.16, and 1.66 MeV agreed to within the experimental uncertainty

Al

and ylelded.

n
-2 - 2.6 or in other words W02 6

*
This means the number of oxygen atoms contained within the

volume swept out by 1 cm® of beam. As has been the case in the entire
discussion of the target composition, the 40° angle between the target
normal and the beam direction is automatically included.
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APPENDIX 11

Photopeak Corrections
In this appendix a detailed description will be presented of the
method used to correct.the raw yi and yz photopeak yields for the effects
of yp—7yas summing and the contribution of the Compton distributicn and
the first escape peak of y; to the photopeak region of 72. Let us con-

sider first the process of yo—7yg summing.

A, 72—z Summing
The mean life of the .500-MeV state of Fl7 has been measured to
be kU5 x 1070 gec (Kane, 1960). This mean life is & great deal shorter
than the decay time of the NaI(T1l) scintillator; thus, if both yz and the
cascade yg interacted with the scintillator, the two interactions would
have been "summed" by the scintillator into a single light pulse. Since
the .500-MeV state has J = %, there was no angular correlation between
72 and yg; thus the probability, that for a given 7= interactioh with
the crystal the corresponding 7s also interacted, is given by the total
detection efficiency for 7s3.
Let:
n?z(E') be the spectral function for yz, that is the percentage
of the total yp counts® which are located in the channel
of energy E'.
n73(E‘) be the spectral function for ys.
€ " be the total detection efficiency for 7a.

73

N7 be the total number Of.72 counts.*
2

*In these definitions "oounta" refers to the number of counts
present in a pure, single gamma ray spectrum.
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Then the number of counts in the yg——ys sum spectrum located at a channel

energy ES is given by:

<= ,E >
¥ max’?"s
N (E) =N 'EE: n, (E_-E' 1
s(Es) =Ny, & o (301 (B E") (1)
E
S

-E
7a max

-

Where E7 nax denotes the maximum energy occurring in the gamma~ray gpectrum

in question, and the symbol <E ES> means that the smaller of the two

¥o max’
quantities is to be used. Since the effects of the suming were only of
interest for the @hotopeak regions of 73 and 7z, it was only necessaXy to

determine nyg(E‘) down to B' = E_ - E that is roughly down to the

y2 7s max’
region of the first escape peak.

Since the energy of 7a was .500 MeV and its angular distribution
was ilsotropic, the LH78-MeV gamma ray of Be? source was used to obtain the
total detection efficiency and the spectral function for ys. The spectral
function Ty was taken to be that measured for the .478-MeV gamma ray of
Be7 with the energy scale expanded so that the photopeak corresponded to
an energy of .500 MeV, The spectrum of the 478-MeV gamma ray was obtained
by placing a small Be7 source on a 040" tungsten blank and positioning
this blank in the target holder so that the source was in the same loca-
tion as the beam spot during the accumulation of the capture data. The
total detection efficlency for the L 478-MeV gamma ray was determined by
comparing the counting rate obtained when the Be” source was in the posi-
tion deseribed above with the counting rate obtained when the same source
was located in a well determined "standard geometry" ebove the free

counter assembly; the total detection efficiency for this free crystal

situation was then taken from the curves of Heath (1957). Approximating



- TL =

673 by the total detection efficiency determined in this manner for the

LUT78-MeV gamma ray of Be”, the result was:

€ = ,075 + .005
73 -

The spectral function ”72 was approximated by that measured for

the 2,615-MeV ThC" gamma ray; here again, the source was placed on a

.04O" tungsten blank, and this was positioned in the target holder so

that the source Wés in the same location as the beam spot during the cap-—
ture runs. While several other gamma rays weré present in the decay chain
of the ThB source used for this measurement, the spectral function was only
important for energies down to approximately 2 MeV, and in this region
there were no other gemma rays of sufficient intensity to be troublesome.
The 2,615-MeV gamma ray occurs as the final transition in a gamma cascade

n Pb208 (Emery; 1960), and due to the rather large detection efficiency,
there was considerable sﬁmming of this gamma ray with the .583~-MeV gamma
ray preceeding it in 87% of the cascades. In order to cbtain the spectrai
function of the 2.615-MeV gamma ray, it was necessary to correct the ob-
served ThC" spectrum for this summing‘contribution. In the caleculation

of this sum spectrum, the spectral function of the .583-MeV garma ray
was approximated by that measured for the .662-MeV gamma rayrof ast?T
with the energy scale suitably contracted so that the photopeak corres—
ponded to .583 MeV. This spectral.function and the ThC" spectrum,
crudely corrected for summing, were used to obtain a prgliminary sum

spectrum. This preliminary sum spectrum* was then normalized so that

¥Reference to the yo—ys sum spectrum shown in Fig. 15 may be found
helpful in following this discussion. The 2.615=—~.583-MeV sum spectrum
had much the same character as the sum spectrum shown in Fig. 15. Of
course, since it was necessary to correct the 2.2i5-MeV spectrum down to
the region of the first escape peak, the sum spectrum extended to lower
energies than that shown in Fig. 15. '
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the number of counts contained in its sum peak was equal to the number

of counts observed in the sum peak of the raw ThC" spectrum. The first
surming correction‘given by this normalized sum spectrum was then sub—
tracted from the raw ThC" spectrum to yield the first corrected 2.615-MeV
spectrum, This correcteq 2.615-MeV spectrum wss, in turn, folded with

the .583-MeV spectrum to yield the final sum spectrum. This final sum
spectrum was normélized in the manner previously described, and the

final summing correction given by this normalized sum spectrum was then
subtracted from the raw ThC" data. The final summing subtraction amounted
to spproximately 10% of the raw ThC" spectrum. The 2.615-MeV spectrum ob-—
tained after the subtraction of this final summing correction was then
used to represent the spectral function "72'

After the two spectral functions Tye and Ty had been’determined,
they were inserted into Eq. 1, and the yp~-ys sum spectrum was calculated.
The two spectral functions n72 and ”73 and the spectral function for the
Yo——7Yg Sum spectrum, ngs are shown in Fig. 15. For simplicity, these
functions are presented in Fig. 15 in terms of a continucus energy dis-—
tribution, and n72 and Vo have not been normalized so as to contain the
same area. Thus, the vertical scale shown in Fig. 15 is completely arbi-
trary, and only the forms of the spectral functions but not their absolute
value can be obtained from this figure. In order to facilitate comparison
between the n72 and Mg curves,-they have been normalized so as to contain
the same area. Thus since 673 = ,075, if the Nyo curve¥is taken to repre-
sent the observed ys yield, then the summing contribution to the 7z yield
is indicated by the ng curve with the vertical scale reduced by a factor

of approximately 13. To obtain a quantitative measure of the yz—7g
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summing into the photopeak of 73, the photopeak of the q72 spectrum and
the sum peak of the Ng spectrum were approximated by Gaussians; and the

photopeak summing factor was determined to be:

Number of counts in sum peak Gaussian ¢ = .01 + .00%
Number of counts in-y» photopeak Gaussian X €y T 0 -

Before this factor could be applied to the observed yz photopeak
yield,* it was necessary to correct this yield for the effects of yz—7s
summing into and out of the yp photopeak region. To investigate this
correction let:

T be the ratio between the fraction of n72 lying in the

photopeak region and the fraction of the Ng sum spectrum

lying in the same area.

N;rlg be the number of counts which would have been present in
2
the 7o photopeak if there had been no summing.
N;bs be the number of counts observed in the Y= photopesak.
2

Then

NP o 1- e (L-r)) NOTUE
I£= 73 72

But from the the Ny spectrum and the T spectrum, one obtains T =

BT + .OS,** and since e7 = ,075 + .005, we cbtain:
o 3 =

¥This refers to the photopeak yield due only to 72 and ya2--73
summing; it is assumed throughout this discussion that the correction
to the raw Yo photopeak yield due to the Compton distribution and the
first escape peak of 73 has already been applied. \

*¥The uncertainty quoted here includes the variation in the value
obtained for r depending upon whether the photopeak region of n__ Wwas
taken to be that given by & Gaussian approximation to the photop%ak or
was taken to be equal to the interval used in the analysis of the capbure
data. :
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b
N;’;’ =(-99 + 01)N

orig

Thus this correction is very small since nearly as many counts are summed

into the yz photopeak region as are summed out of it.

B. The Compton Distribution and First Escape Peak of 71

Tn order to be able to correct the raw 72 photopeak yield for
the counts actually belonging to the Compton distribution and the first
escape peak of ¥z, it was necessary to determine the ratio between the
number of counts in the yi photopeak and the number of counts in that
portion of the Coﬁpton distribution occupied by the 7= photopeak. This
ratio was determined for several gamma rays having energies in the region
of 73, and the rati& apprdpriate to y, was then obtained by interpolaticn.
Since the photopeak Qf 72 coincided almost exacﬁly with the first escape

peak of the y1 spectrum, this ratio was defined as:

_ Counts in an interval A E centered about the first escape peak
= Counts in a Gaussian f£it to the photopeak

The energy interval A F¥ was taken to be proportional to the energy - of

the first escape peak; that is:

A E = Constant (E7 ~ .511 MeV)

The constant was chosen so that for E7 = Es = 3,004 MeV, AE corresponded
1

to the 10 channel intervel over which the 72 photopeak counts were summed.
In addition to p it was useful to determine the ratio ® defined in

exactly the same manner except that only the counts due to the flat portion

¥t should be noted that AE is used in this appendix to denote
three separabe energy intervals: the interval defined above, the interval
over which the ys photopeak counts were summed, and the interval over
which the y1photopeak counts were summed. Thus, in general AE will
denote only an energy interval; the particular interval in question must
be obtained from the context in which it is used.
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of theICompton distribution were included in the A E sum. That is,the
contribution of the first escape peak was not included in the determination
.Of &; instead the flat portion of the observed spectrun lying immediately
below the first escape peak was simply extrapolated into the AE region.
Finally, the ratio of the number of counts lying within Gausslan approxi-
mations to the first escape peak and the photopeak was determined; this
ratio was denoted by T. The method used to obtain these three ratios is
illustrated in Fig. 16 for the 3.51-MeV gamma ray of the Clg(p,y) reactlon
at the 1.698-MeV resonance., From Fig. 16 it can be seen that & + T is not
exactly equal to p since counts are included in o which are due to the
veak at the front edge of the Compton distribution. Figure 17 shows the
results of a determinationlof these three ratios for the following gamma

rays:

1.98-MeV ¥y of OlB(p,p') at the 2.6L0-MeV resonance
2.365-MeV y of Cle(p,y) at the .459-MeV resonance
2.615-MeV y of a ThC" source (corrected for summing)
3.13-MeV v of a 857 source

3.51-MeV 7y of Clg(p,y) at the 1.698-MeV resonance

C. 7TFinal Results
Since the corrections to the raw y1 and yeo photopeak yields were
interdependent, it was necessary to use an iterative procedure to determine
them. TFor reascns of clarity, however, these correctioﬁs will be dilscussed
separately and treated as if they were independent of each other. The

results quoted will be those obtained in the final iteration.
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l. Correction to y=

In order to determine the contribution of the Compton distribution
and the first escape peak of y,; to the raw photopeak yield of 72, it was
only necessary to multiply the factor p discussed in Part B by the numbexr
of counts contained in a Gaussian approximation to the ¥y photopeak. The
statistical fluctuations in the y; photopeak counts were sufficiently
large so that it would have been impossible to have cbtained a meaningful
Gaussian approximation to each of the y; photopeaks. However, since the
71 yield showed only a very slight dependence upon the bombarding energy,
the correction to the yp photopeak yield should, in turn, also have only
a small energy dependence. The correction was, therefore, determined
-for the average bombarding energy of 2.66 MeV, and then multiplied by a
linear energy dependence determined from the approximate energy dependence
of the y; yileld and the factor p. To determine the number of counts con-
tained within a Gaussisn approximation to the y; photopeak, several runs
were shifted so that the centers ¢f their 7y, photopeaks coincided, and
these shifted spectra were added together to form a sum y; photopeak.
This sum photopesk was then approximated by a Gaussian, and the total
number of counts contained within the Gaussian was determined. Since
the runs were chosen to have bombarding energies symmetrically distributed
about 2.66 MeV, the Gaussian count for a single run at this energy was
taken to be that obtained by dividing the sum.count by the number of runs :
used to obtain it., The correction to the raw yo photopéak yield for a
bombarding energy of.2.66 MeV was determined from this single run Géussian
count and the value of p for the corresponding fl energy of 3.09% MeV to

be 818 + 35 counts. The linear approximation to the energy dependence of
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this correction was obtained by fitting a straight line to the p curve
shown in Fig. 17 and determining the best straight line fit to the 73

excitation curve. The result of this process was:

O
071 + .02 E ~B
(.o71 + 5)(P P)
100 KeV

75 correction_(Ep) = (818 + 35) « 1 +

For E; = 2,66 MeV

This correction amounted to approximately.18% of the raw y» photopeak

yield.

2. Correction to 71

In order to be able to use the photopeak summing factor discussed
in Part A to correct the raw 71 photopeak yield for the counts due <o
Yo-wys summing, it was necessary to determine the number of counts con-—
tained within a Gaussian spproximation to the yz photopeak. In the analysis
of the capture data, however, the yo photopeak yield was determined by
simply summing the counts contained within a given region A E centered
about the photopeak. 1In ordexr to'be able to apply the photopeak summing
factor, it was, therefore, necessary to determine the ratio® of the 7z
photopeak yield cbtained by & Gaussian approximation to the photopeak to
that obtained by the simple "AE count” method.

Tt was necessary to correct the raw 7z photopegk counts for the
contribution of the Compton distribution and the first escape peak of 7z
before the ratio %kcould be determined. For the "AE cdunt" this correc—

tion was simply that given by the product of the factor p and the nunber

¥For simplicity this ratio will be denoted by %throughout the
following discussion. :
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of 73 counts within a Gaussian approximation to the 71 photopeak. TFor
the Gaussian‘approximafion‘to the 72 photopeak, however, it was neces—
sary to make this correction in aidifferent manner. The constant baék—
ground due to the flat portion of the y; Compton distribution was deter-
mined from the factor % and the y; photopeak counts, and this constant
background was subtracted from the region of the ysz photopeak before
this was fit with a Gaussian. Since the first escape peak of y1 and

the photopeak of ¥z had very nearly the same energy, the contribution of
the first escape peak was corrected for by simply subtrécting the appro-
priate number of counts from total number of counts lying within the
Gaussian approximation to the yz photopeak. This correction was ob-
tained from the factor v and the 73 ph;topeak counts.

Here again, in Qrder to obtain a more méaningful Gaussian approxi-
mation to the photopeak, three runs were shifted so that the centérs of
their 7 photopeasks coincided, and the résulting spectra were then added
together. These runs were chosen so that their bombarding energies were
symmetrically distributed about 2.66 MeV; thus the ratio %.determined by
this procedure was strictly vélid only for the corresponding Yo energy
of 2.594 MeV. The variation of this ratio over the limited range of Yo
energies covered by the present experimént should, however,‘be very
slight. Since, in addition, the summing correction to the y; photopeak
yield amounted to only lh% of the raw photopeak yield, tpe value of the
rgtio %'detefmined for E72 = 2.594 MeV was.uséd oyer the entire range
~of 72 energies covered by the present experiment. The value of this

ratio for E72 = 2,594 MeV was found to be:

Counts in Gaussian f£it to the y» photépeak
Counts from "A E count" method

= .94 + .ok

G
A
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Combining the sbove factor with the ygo—=yz summing factor discussed in

Part A one obtains:

Counts in y; photopeak due to yz—ys3 summing
Corrected 7z photopeak counts (A E method)

= ,038 + ,005

This correction applies to the number of counts contained within a
Gaussian approximation to the y; photopeak, but as the %ratio for 71
was found to be .97 + .05, the correction was applied directly to the 74

photopeak yield as determined by the "AE count" method.
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APPENDIX III

Determination of S(6)

In this appendix the method used to cobtain the relative photo-
peak detection efficienciles for sin®6 and isotropic gamma-ray angular
distributions will be discussed. Throughout the discussion the ratio
of these two efficiencies will be denoted by S(6).

Since only the photopeak counts were ﬁsed in the present experi-
ment, the scattering of gamma rays into the counter from the surrounding
material could be neglected in the calculation of S(0). ZExcept for the
gamma rays scabtered through very small angles by the material immediately
in front of the crystal face, aﬁy scattered gamma rays reaching the counter
would have lost sufficient energy so that they would no longer contribute
tc the photopesk counts. Thus, in order to be able to calculate the
relative photopeak detection efficiencies for various angular distribu~
tions, it was only necessary to determine the probability that a gamma'ray
emitted toward the counter in a given direction would contribute to the
photopeak yield. To a good approximatiOn both the ecrystal and the amount
of material between the crystal face and the‘interior'of the target chamber
ﬁere symmetric about the central axig of the countér. Thus, it was only
necessary to determine the probability that a gamma ray would contribute
to the photopeak yield as a function of the angle between the direction
of propagation and the central axis of the counter. {

Before the theoretical angular distribution could be combined
with the angular photopeak sensitivity oflthe counter, it was necessary

to mske a correction for the angular dependent absorption of the target
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blank and the target holder. Here again, since only the photopeak counts
were of interest, the absorption was calculated under the approximation
that any scattering event removed sufficient energy from the photon so

that it would no longer contribute to the yield. Using this approxima-
tion, the absorption in any direction could be determined from the amount

of material passed through and the total attenuation coefficient for that
material; these coefficients were taken from the tables of Grodstein (1957).

To determine the photopeak sensitivity of the counter as a function
of the angle between the direction of the incident gamma ray and the counter
axis, a ThC" source was mounted in a collimator in such a manner that by
rotating the collimator this angle could be varied. The collimator con-
sisted of cylinder of Mallory 1000 tungsten alloy 1" in diameter and 2"
long which was mounted so that the axis of the cylinder coincided with
the axis of the target chamber., A small ThC" source was placed within
and on the axis of this collimator by means of a axial access hole; the
collimating channel consisted of a radiai hole having a .081" diameter.

The crystal was mapped by determining the photopeak counting rate as a
function of the angle between the collimation channel and the axis of
the counter.

If the collimation could have been made truly effective so that
only those gamma rays passing through the collimation channel could have
contributed to the photopeak, this mapping would have been quite simple.

In this case, however, because of the severe limitation‘imposed by the
chamber design on the maximum dismeter of the collimator, even the use
of a tungsten alloy resulted in a photopeak attenuation factor of only

2,6 along a radius. Thus using the .081" collimating channel, the photo-
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peak counting rate when the channel was aligned along the counter axis

was only about 15% higher than with the channel at 90° to the counter
axls. In order to achieve a reasonsbly accurate mappling, it was,
therefore, necessary to accumulate a large number of counts at each

engle so that the statistical error was quite small. This, in turn,
necessitated quite long runs so that the decay of the source had to be
carefully corrected for. Because of the strong absorption of the .583-MeV
gamme ray in the collimator, there was no evidence of swmuing in the Thc”
spectra. Hence the photopeak counts could be determined by the simple
counting procedure used to obtain the raw ysz photopeak counts.

The result of this mapping is shown in Fig. 18; the error in-
dicated here is just that due to counting statistics. It can be seen
that, within the experimental error, the data is symmetric about 8 = 90°.
The fact that the wings of the curve are at the same level indicates
that the ThC" was well centered on the axis of the collimator. The
smooth cﬁrve shown in Fig. 18 was drawn through the data points, and
the background level due to the imperfect collimation was taken from the
wings of this curve and is shown in Fig. 18 as the dashed base line.

The relative photépeak detection efficiencies for the sin®6
and isotropic angular distributions were determined by evaluating the
two integrals.
sin®6(a,B) p(a,B) X(a) sinx &J ag

€ .
sin®6

xtal

o(a,B) X{a) sina ao ap
xtal

11

€1
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Where

@ and P are, respectively, the polar and azimuthal angles of a spherical
polar coordinate system with the origin at the source location and the
axls of the counter taken as the Z axis.

p(c,B) is the absorption in the target blank and target
holder for a path given by (¢,B8)

X{a) is the angular photopeak sensitivity of the counter
normalized to 1 at @ = 0. It is given by the curve
shown in Fig. 18 using the ordinate plotted at the
right; & is plotted along the upper border.

The integrals were taken over the counter solid angle as defined by the

X(a) curve of Fig. 18. . The result of this process for S(0) was:
s(e) = .87 For Ey = 2.615 MeV

. To determine the effect of a small error in the absorption on
the above ratio, the absorption was taken to be zero and the ratio was
recalculated. While the I1ndividual efficiencies increased by approxi-
mately 7%, S(0) changed by only 1% to .86. This very slight dependence
upon the absorption is physically reasonable since over most of the ab-
sorption region sin®0 =~ 1 so that both distributioﬁs are affected about
equally by the absorption.

To determine how sensitive S(G) was to the exact shape of the
X(a) curve, the ratio was computed for a X{(Q) derived on.the basis of a
simple attenuation model. In this model the probability that a gamma ray
would contribute to the photopeak was taken to be proportional to the
probability that it would be scattered within the crystal; thus this

model assumed that once a gamma ray had been scattered within the
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erystal, it would eventually contribute its full ehergy to the crystal.
Thus if d{@) is the distance traversed through the crystal along & path
given by the polar angle &, then in this model:

x(a) = ¢ [Ezw-eupd(éz} L = total attenuation

coefficient for Nal

The X(@) curve derived on the basis of this model was considerably flatter
near the center of the erystal and dropped off more sharply near the edges
than that of Fig.718. In spite of this difference in shapé, the value of
S(6) computed for the model X(a) was .88 or only about 1% different from
the value obtained with the X(a) of Fig. 18.

The fact that S(6) was not strongly dependent upon either the
exact shape of the X(&) curve or the target absbfption implies that this
ratic should not be strongly dependent upcn the'energy of the gamma ray.
Thus the variation of 8{6) over the range of_yg energies encountered in
th¢ present exﬁeriment wag neglected, and the value determined for Ey =
2,615 MeV was used. Since, as has been previously pointed out, even a
rather large error in the value of S(8) assumed for y; would not cause
a seriocus error in tﬁe prgdicted 71 excitafion function, the value deter-

mined for E7 = 2,615 MeV was also used for yy. Thus for both 71 and 7=

the value of $(8) was taken %o be:

s{6) = .B7 + .01



Capture Calculations

In this appendix a brief derivation of the formulae used to f£it
the observed yield of the two capture gamma rays will be given. For 7=
only El capture from the £ = 1 partial wave will be considered; while
for ¥y El capture from both the £ =1 and £ = 3 partial waves will be
.included. In_general the notation for the capture matrix elements and
angular distribution patterns will be that of Blatt and Weisskopf (1952);
while the notation of Lane and Thomas (1958) will be used for the resonant

phase shift,

The differential cross section for El capbure with magnetic

guantum number m is given by: (See Cnapter XII of Blatt and Weisskopt)

7 3
do _ 16n 7 1 2
-5 B B %l Zig (1)
Where
B is the energy of the capture gamma ray

v is the velocity of the proton in the laboratory system

Z is an angular distribution factor given by:

2 0) = 3|1 - BERL e s g o - B A o

2 = 2 1

is the capture matrix element which, neglecting the

extremely small spin contribution, is given by:

A
ok *m *
le.— ;;; Cerr | Tk Yl (ek’¢k) Yfinal Yinitial dz @)

Here ei is the effective charge of the kth nucleon corrected for the

£f

effect of recoil, and the summation is taken over all the nucleons. Since
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the magnetic quantum number of the initial and final states could, in
principle, be measured without affecting the present experiment, there
can be no interference between the different le‘s. Thus the complete
expression for the differential capture cross section can be obtained
by summing Eq. 1 over the appropriate m values.

In the present extranuclear calculation the contribution from '
configurations in which the captured proton is within the Ol6 nucleus
will be neglected except for the resonant %ﬁ state., Thus, except for

this one internal¥ contribution, the matrix elements will involve only

the coordinates of the captured proton relative to the O16 core.

7z Capture
Let us consider first the 72 capture from the P, and P2 partial
1t 1 2 2
waves to the .500-MeV 5 state of ¥ 7. Then,  assuming that the resonant

phase shift for the Pl partial wave is just that given by single level R
2

T
matrix theory with ﬁg = 1 and treating the % resonant state wave function

by means of the phase~amplitude relation given on page 296 of the article

by Lane and Thomas (1958), the initial wave function can be written as:

*¥Throughout this discussion "internal" will refer to those con-
figurations in which the proton is within the 016 nucleus; "external"
will refer to the configurations for which the proton is ocutside this
nucleus.
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Jv Jv
%4 (9¢)x1 X
lO-v

T a
g e o/ |, diwy le('kr) . Sin(ﬁg_¢J)el(6R~¢J)(Gl(kr) $ iFl(kr))

I

«‘H‘SE" (51%‘95%) 3

51n6§ ¢£f
103v 2
Where
k is the wave number for the reduced mass particle.
W is the difference between the Coulomb phase shifts for £ =1
and £ = O; that is, wy = 01 - Ty* In genersal, Wy, = 02_06 =
£
tan % where m is the usual Coulomb parameter for
b=1
the elastic scattering channel——see Lane and Thomas, page
269 (1958).
Jv
SS N is the ordinary Clebsch-Gordon coefficient using Wigner's
1Mz
notation; it is equal to the Cll(J,v;M,v') of Blatt and
2
Weisskopf.
(r,@,@) are the coordinates of the proton relative to the
O16 core.
Fl(kr) and Gl(kr) are the Coulomb functions for £ = 1.
- I
J ; ; ;5 J -1 2
ta) is the resonant phase shift given by &, = tan T o=
R - R + By E

for J = %; for all other J's it is zero.

¢J is the potential scattering for the given Jde
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Q1 is the internal wave function for the resonant & state.

M- <

The spherical harmonics contained within it are assumed

to be of the form.YT rather than of the form il Y? used
by Lane and Thomas; the corresponding factor of 1 has been
included in the amplitude of this state.

s
The final wave function for the 1 state of F:LT is given by

Ll 09|

fﬁi“f".

s 17
Yflnal gb(

Where

gg (r) is the bound state Coulomb function for £ = 0
+ is the wave function for the internal region

Inserting these two wave functions into the expression given in
Eg. 2 for QT and using the Wigner-Eckart theorem to perform the summaticn

over the magnetic gquantum numbers, one obtains

[—=v Jv i(SJ"¢J)
S, ST E b ﬂa)}
5 | |

1
2V v 1(a-¢%)
+ SS T e sin §R

Im%s lO%v ' 8

5\

Where

=y ) is the effective charge of the captured
e
Q :

proton in the external region
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8
&

1+

1+
M = g%(r)Fl(kr)rgdr M, = gg(r)Gl(kr)rgdr

r  is the cutoff radius corresponding to the 'nuclear radius" of Fl
T is the parameter giving the strength of the transition taking place

through the resonant & state. It is given by the following integral

over the internal region:

A
‘ * *
n 0 a* a
=a. mPc 2 jz: Cerr T Yl(en’¢n)®%—+ ®%7
‘EES n=1

lO%a

1 1
T o= 2y Tic ( 2 )E Ep]:
= = o

Int.Reg.

Where Ep denctes the proton energy in the laboratory system;_ Using the

ey

dT

time reversal. invariance of the two internal wave functioms, it can easily

be seen that T must be real.*

Jv Jv J—v J=v
Since Z = 17 and S S = S S cne need
LD 10%v 105—v

113s 1138

only consider the two matrix elements Qll and QlO' Then making the as-—

1 3
sumption that ¢_ = ¢E = ¢l and that ¢1ﬁis small enough so that only the

first order terms in ¢l need to be retained, one obtains.
2
ME - 2 MMP,

Q1% = %;-2— + % sinfR cosoR (MlMe + B 0F - B) + T (M - ¢1M2))

NP (T U T)

*This is true even though the spherical harmonics have not been
chosen according to the Huby phase convention (see Lane and Thomas, 269)

since only one multipole is involved in the matrix element.
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- P 2 |
Q. | = o big+Ml+2T(M2+¢lMl)+E—'

sin® &R

Summing over the final spin states and averaging over the initial

spin states, one obtains the following expression for the differential

cross sectlon.

do _ 16xf Er\® 2 12
ic = 9 (ﬁc) Q6% 2y + 103517 204
With Z. . = #= sin®0 and Z.,, = 2 (L - EEEEQ) Inserting the‘expressions
10 ~ 8x 11 - 8x 5 &
for ]Qlola and ]Qillz into the above, one obtains
=2 _2_ i35, _
MF -2 M1M2¢l - 5 sin®8R (M% 2 g.M) )
sin®g
d E2 )
0F g d 2 s 222 _
35 = K o3 + 5 oinBR costR (MlM2 + g (MEE) + T (M, ¢1M2))
P PRPA.
2 .2 2 2 ‘
+ g sin 6R(M2+Ml+2T(M2+¢lMl) +T2)
With ‘

1 &2 1 1 8 m\*
= (1 - ———E) EP ig in the laboratory system.

—\/2_ %1—5 (Hl 02)% fic mole,
p
Integrating the differential cross section over hﬁ, yields the following

expression for the total cross section.

M - 2 MyMpy |

ES
o = %E K E—L:O’- + % sinBR cos&R(MlMg + g 0F - MB) + T (M - ¢1M2))
z | |
D

3

_ sin“®R (M;% - M8 - UMM, - 2T (M, + FMy) - TE)
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It that portion of the cross section due entirely to the internal transi-

tion is compared with the usual Breit-Wigner expression in terms of a
r
gamna~ray partial width, the ratio T; can easily be expressed in terms of

the parameter T. The result of this comparison is:

m
516 D

T V~ = mlé = Em = 1 [ B 3
-2 gie e -2 e l\Z) T
2
R E,)

71 Capture
Iet us now consider the ¥1 capture process proceeding from the
+
sz F5’ and Fl partial waves to the g— ground state of FlT. If the
2 2 2

scattering phase shifts for the two F partial waves are assumed Lo be
equal and given by - Qs, then the initial wave funcition can be written

in the extranuclear approximation as:

/3 1S xé (Fl(kr) . (Gl(kr)+j_Fl(kr))e—i¢lsin¢3_)

¥ 2i /T e "t
int ~ kr

- AT )Yg x% (Fs(kr)-—((}s(kr)+iF3(kr))e_i¢ssin¢g3)

|

It should be noted that the above expression contains a Pl contribution

) -

which is incorrect since it does not include the effects of the %

resonance. The Pl partial wave cannot contribute to the matrix element
2 + '

for El1 capture to the %— stéte; thus this incomplete P

1 segment cannct
2

. affect the Tinal results. Including it in the initial wave fumction does,

however, simplify the calculation.
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The final wave function can be written in the extranuclear approx—

imation as:

s 5+. g" 5 1 1
- v
Ypinal = g%(r) z S 5 Yg X_é.
z
+
5
Here g%(r) is the bound Coulomb function for £ = 2. Inserting these two

wave functions into Egq. 2 and using the Wigner-Eckart theorem to perform

the summation over the magnetic quantum numbers one obtains:

10 _ig

Ny ~ CDl+iN1)e L sin¢l
s 2(s-v)1lm
m ie e b z s
Q@ = -
2(s-v)dv
. 20 L
+ % ot ES Ns"(D3+iN3)el¢BSin¢3
2 (s—v)1im
Where |

B =wg - w1

8
8

# +

which is invariant

5 . =}
Ny = g%(r) F, (kr)rar Dy = & (r) Gi(kr)r®ar
g iy
o} o}
0 oo
. st ‘5t
Ng = g%(r) Fa(kr)rfdr Da = =(r) Ga(kr)r®ar
Ir T
o . o
2 s J
m g o
Since the terms in @3 are of the form SS

2(s-v)lm 2(s-v)lm

under the substitution m - -m, v - -v, s = —8, We need only consider the

' 0
three transitions v = % to s = % (i), v=23tos=2%(q), and v = 3%
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to s = ~% (Q%). Then retaining only the first order terms in ¢1 and ¢3,

one obtains after some algebra.

N: + N3 - 2 NyDyffy - 2 NaDafs
2
a7 = 25
N NiNgz(cosB — @isinB) - 2 cosB(N1Dafs + NzDify)
I

W+ £ M8 - 2 MDyfy - 2 NaDaba

o1p _ 362
lQll - 25k2

= 3 N_'LNS(COSB = ¢18in6) + 3% cosB. N1D3¢3 + N3D3_¢.l

Q7|7 = 2]ezf?

But averaging over the initial spins and summing over the final spins,

the differential cross section is given by.

3 i
-2 (2) & [l + 1020y, ¢ 10,17
ag 9 \fc/ Hv Li 213 10 gy 0 P

Inserting the expressions given above for the |Q§|2's into this formula

and making use of the fact that Zl—l = le together with the expressions

previcusly given for le and ZlO’ one obtains.
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N2 + NB - 2NiDifs - 2NgDaPa

+ 2 N1N3(0056—¢15in5) - 2cosf N1D3¢3 G N5D1¢l

5 E 3 p——
do _ 18 7 g o> NiDaffy
Epg

+ sin®86

=t 5N1N3(0085—¢13inﬁ) o+ BCOSB N1D3¢3‘+ N3D1¢l

Integrating this differential cross section over hﬂ, yields the following

expression for the total cross section.

A
og=—mx K —Zg g N% = ENlDl%E] -+ N% = 2N3D3¢3

2 Ez
p b

Here again

8 m \%
2
P et Arygre 2 8 ol
Ve e (mpc2)5 - T8

Matrix Element Computation
Before the capture mabtrix elements My, Mz, Ni, Di, Na, Da, and
the hard sphere phase shifts and penetration factors could be calculated,

it was necessary to compute the four free Coulomb functions F1, Gy, Fa, Ga,

" :
and the two bound Coulomb functions g%?r) and g%(r). While tables of Fz
and Gz exlst, they do not extend to sufficiently large radii to be useful
for the computation of the matrix elements, and tables 5f the bound
Coulomb functions apparently do not exist. This it was necessary to

compute these functions.
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The compubabion was carried out by transforming the differential
equation which these functions satisfy into a finite difference equation.
This difference equation was then used to continue the functions through
the required radius range once the proper initial values were determined.
The initial wvalues for the Fz functions were determined from a power
series representation valid for small radii; the power series used was
that given by Hull and Breit, page 411 (1959). The initial values of the
Gz's and the bound state functions were determined from JWKB expressions
which are valid for large values of the radius. The JWKB expressilons
used for this purpose were those given by Tombrello and Phillips, page
226 (1961).

Difference intervals of .l fermi were used, and the functions were
computed from 3 to 100 fermis. 'The Fz and GZ functions computed in this
manner were checked against the tables of Bloch (1951), and the bound
state functions were checked against values computed from the integral
representation of these functions (see Tor example page 2L9 of the ar-
ticle by Lane and Thomas, 1958). 1In all cases the functions were found

‘t0 be accurate to within 1%. The matrix eleéments were computed from the
calculated functions by.numerical integration using the trapezoidal rule

and .1 fermi intervals. The error in these matrix elements i1s estimated

~ to be less than 2%,
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Tébie I. The number of photopeak counts determined from.an analysis
of the raw capbture spectrum cbtained at the stated bombarding energy;
these bombarding energies refer to the laboratory éoordinate systemn.
The yields quoted here have been corrected for only the crystal, tung-
sten blank, and 0;8(p,n) backgrounds., The error attached to the indi-
vidual data points is just that due to counting statistics and the
probable error in the background subtraction. The error listed at
‘the bottom of the table is common to all the data points and indicates

the amount by which all the yields could simultaneously be increased

or decreased. See text p. 2k,
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TABIE T

Raw Photopeak Yields

Ep (Lab) in MeV

¥, Counts

ve Counts

2.57h 951 + L8 4536 + T9
25578 999 + L6 4601 + 78
2.593 927 + 49 h620 + 81
2.606 1077 + 51 Lrsh + 81
2.612 1017 + 53 Y2 + 82
2.626 1061 + 5% LB5E + 8%
2.6%2 1097 + 5k L8Th + 8k
2,635 1094 + 5k Lopo + 8k
2.641 1002 + 56 5055 + 86
2.645 996 + 61 5045 + 91
2 651 1033 + T8 5116 * 10k
2.655 1043 T 82 5123 107
2,661 1051 + €8 L372 + 95
2.665 977 + 60 L13h ¥ Bl
2.671 1011 + 55 3362 + 16
" 2,675 931 + 53 3201 + Th
2.681 952 + 55 3346 + 75
2,685 9935 + 53 3453 + 75
2.691 972 + 5k 3620 + 77
2.695 1086 * 55 3805 + T8
2.701 999 + 55 3960 + 79
2. 715 1006 + 55 LoT6 + 80
2.721 970 * 56 4iko + 81
2.7h2 998 + 57 Lhz0 + 8L
2.746 1049 * 57 Lo63 + 82
2.763 976 + 60 4378 + 86
Common Error + 4O + 70
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Table II. The photopeak yields of Table I corrected for the yz——73
summing inte the photopeak of y;, the counts contributed by the
Compton distribution and the first escape peak of y; to the photo-
peak region of 7z, and the variation of the photopeak detection ef-
Ticiency of the counter with the energy of the gamma ray. Again in
this case, the error attached to the individual dats points is Jjust
that due to counting statistics and the probable error in the back-
ground subtraction. The error listed at'the bottom of the table is
common to all the data points and indicates the amount by which all

the yields could simultaneously be increased or decreased. See

text p. 26.
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TABIE IT

Corrected Photopeak Yields

EP (Lab) in MeV . 71 Counts
2,57k 783 + 49
2.578 838 + L8
2.593 762 + 50
2.606 908 + 52
2.612 852 + 53
2.626 895 + 5%
2.632 933 + 5k
2.635 928 + 55
2,641 83k 1+ 57
2.6L5 831 T 62
2.651 866 ¥ 80
2.655 877 + 83
2,661 897 + 69
2.665 853 + 61
2.671 918 T 56
2.675 8kl + 53
2.681 863 + 55
2.685 901 + 54
2.691 876 + 56
2.695 986 + 57
2P il 892 + 57
2,715 901 + 57
2.721 864 + 57

C 2,742 887 + 60
2. 746 950 + 60
2.763 873 + 63

Common Error + 50
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Figure 1. The energy level diagram of FlT as taken from the

compilation of Lauritsen and Ajzenberg—~Selove (1962). The capture
; T+

gamma. ray to the g ground state will be denoted by yi; The capture
+
gamma, fay to the % «500-MeV state will be denoted by 7=, and the
+ +

cagcade gamma ray from the % state to the % state will be denoted

L 4

by 73.
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Figure 2, A section of the target chamber and counter assembly
taken in the plaﬁe defined bj the beam axis and the central axis
of the counter. The target assembly is shown in the orientation
used to obtain the capture data; the normal to the target blank

is at an angle of L0° with respect to the beam axis. See text p. 5.
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Figure 3. A section of the target chamber and counter assembly
taken in the plane defined by the vertical axis of the target
chamber and the central axis of the counter. For clarity the
target assenmbly 1s shown rotated so that the normal to the
target is along the beam direction and is shown in a face view

rather than in section. See text p. 5.
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Figure 5. The gamme-ray spectrum resulting from proton bombard-—
ment of a bare tungsten blank taken from the same stock as that
used to produce the oxide targets. The data points represent
S5-channel sums located at the center of the 5~channel interval
over which the sum was taken. The solid curve was used for sub-
tracting the tungstén blank background from the capiure spectra.

See text pp. 20, 21,

Pigure 6. The gamma-ray spectrum resulting from the capture by
the NalI(Tl) scintillator of the neutrons produced by the 018(p,n)
reaction. This spectrum was obtained with a very thin tungsten
oxide target made from oxygen gas highly enriched in 018u The
yield from the OlB(p,n) reaction was so large that the background
due to the tungsten blanklis cémpletely negligible. As in Fig. 5
the data points represent 5-channel sums located at the center of
the 5-channel interval over which the sum wés taken. The solid

curve was used to subtract the Ola(p,n) background from the

capture spectra. ©See text pp. 10, 20, 21,
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Figure 10. The region of best agreement between the experimental
Y2 excitation curve and the curve calculated for the case in which
the internal transition parameter & is taken to be zero. The

region of best agreement is given in terms of the common Pl’ P

3
Mo 2 2
potential phase shift -¢@; and the ratio R = -—— of the two capture

My
integrals evaluated at the mean bombarding energy of 2.66 MeV. The

upper curve gives the value of RO for a given choice of cut off
radius T, for the caplure integrals. The region illustrated is
that over which the least squares sum was essentially constant;
at the dashed boundary this sum had increased by approximately
1.0 from its minimum value. Outside the dashed boundary the
least squares sum increased quite rapidly.

The region shown in this figure is meant only to be il-
lustrative of the nonuniqueness of the least squares fit to the
experimental data even when the parameter ¢ had arbitrarily been
taken to be zero. It should not be interpreted as defining the
only set of parameters R® and @1 for which good agreement with
the experimental data could be obtained. For & different from
zero, the region of best agreement would have s different loca-

tion and shape. See text pp. 45, L9,
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Figure 13. The oxygen composition——straggling function for the
tungsten oxide target used to obtain the capture data. This
function was determined for bombarding energies in the region of
2.66 MeV from an analysis of the scattering profile shown in Fig.
12. The function is defined in such a manner that if o(E") is the
capture cross section at the energy E" and Kp is a constant giving
the detection efficiency and the beam charge, then for a mono-
energetic beam of energy E' the yield is given by:

co

Y(E'") = Ko [fo(E’,E”)U(E")dE”

o]
ThE melien fO(E’,E”) is explicitly dependent only upon the
energy difference E' - E"; thus the horizontal scale in the

figure is given in terms of this gquantity. See text p. 67.

TFigure l&. The function given by folding the function fO(E',E")
of F'ig. 13 with the beam resolution of the magnetic analyser used
to obtain the capture data; the resolution used in this folding
was 3.0 keV (f.w.h.m.). The function is defined in such a way
that to correct the theoretical expression -for the capture cross
" section for the effects of the finite target thickness and beam
resclution, it was only necesgsary to fold it with this function.
Thus for a bombarding energy EB:
0

Y(EB) = Kz i (EB,E")U(E ")aE"

See text pp. 42, 67.
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Figure 17. The ratios p, ®, and T as a function of the gamma ray
energy. The definition of these three ratios is illustrated in
Fig. 16 for the 3.51-MeV gamma ray of the Clg(p,y) reaction. The
data points were obtained for the following gamma rays:
1.96-MeV y of Olg(p,p’) at the 2.6L0-MeV resonance
2.365-MeV v of Clg(p,y) at the .b59-MeV resonance
2.615-MeV ¥ of a ThC" source (corrected for summing)
3.13-MeV 7 of a 857 source
3.51-MeV y of Clg(p,y) at the 1.698-MeV resonance

See text pp. 75, T7.
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