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Abstract 

The lithologically and tectonically complex crust of southern California and the 

current broad defonnation zone accommodating the relative motion between the Pacific 

and North American plates, result in significant variations in style, depth distribution, and 

rate of earthquakes, and thus also in the seismic hazard across southern California. 

Although the thickness of the seismogenic crust is an important parameter in seismic haz­

ard analysis, it has never been determined systematically for southern California. Seis­

mogenic thickness can be predicted by the depth distribution of the moment release of 

regional seismicity. The seismogenic thickness of southern California is highly variable, 

ranging from less than 10 km in the Salton Trough to greater than 25 km at the southwest­

ern edge of the San Joaquin Valley. On average, the seismogenic thickness of southern 

California is 15.0 km. Seismogenic thickness along the major strike slip systems of south­

ern California can vary significantly along strike. Fault segmentation based upon surface 

features does not correspond to the variation in seismogenic thickness and thus the poten­

tial down-dip width of the fault. A model of the broad scale features of the crust and upper 

mantle structure of the borderland-continent transition zone adjacent to Los Angeles con­

strains the crustal thickness and the location and width of the transition zone. The data 

require the Moho to deepen significantly to the north, dramatically increasing the crustal 

thickness over a relati vely short distance of 20-25 km. The Moho is coherent and laterally 

continuous beneath the Inner California Borderland and transition zone. The Inner Bor­

derland seems to be modified and thickened oceanic crust, with the oceanic upper mantle 

intact beneath it. The static stress change triggering model has some validity and can be 

useful in explaining apparently triggered seismicity within one fault length of a large 
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mains hock. However, because its applicability varies between different sequences, its 

general application to seismic hazard evaluation requires more refinement and the inclu­

sion of parameters such as tectonic regime, regional stress state, and fault strength. 
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CHAPTER 1 Summary 

The tectonically and lithologically complex crust of southern California is a rich 

tapestry that tells the story of both the current and past deformation of this portion of the 

western margin of North America. Each phase of deformation intertwines with the previ­

ous ones and influences the future ones. Although subduction ceased off the coast of 

southern California approximately 28 Ma, the legacy of 200 m.y. of subduction on the 

continent remains in the crustal structure and rocks of the great batholiths, sedimentary 

basins, and metamorphic complexes. The current broad zone of deformation accommo­

dating the relative motion between the Pacific and North American plates is overwriting 

the remnants of the subduction boundary with the story of an evolving transform bound­

ary. As the crust is cut and modified by today's active faults, the tapestry, and the story it 

tells, continues to evolve. 

This thesis looks at the structure of the crust of southern California and the current 

state of deformation as described by the distribution and occurrence of earthquakes. The 

different chapters view the crust at different length scales and vary in scope of study. 

Chapter two looks at the seismogenic thickness of the crust for all of southern California, 
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yet views the crust in detail (large scope, small length scale). The third chapter is con-

cerned with the broad scale crust-upper mantle structure of one region of southern Califor­

nia (moderate scope, large length scale). Chapter four tests the static stress triggering 

model for two southern California aftershock sequences (small scope, small length scale) . 

In chapter two, the thickness of the seismogenic crust is quantitatively estimated in 

a systematic fashion for all of southern California from the depth distribution of the 

moment release of -19 years of seismicity. The thickness of the seismogenic crust is an 

important parameter in seismic hazard analysis. Improving the accuracy of this parameter 

is key to improving the seismic hazard estimate and possibly reducing the overall uncer­

tainty. Additionally, a detailed estimate of the seismogenic thickness is important because 

the largest ground motions at a site are not always due to the largest potential earthquake 

in the region (e.g., a large earthquake on the San Andreas fault similar to the 1857 earth­

quake in magnitude and rupture length), but can result from a smaller earthquake on a 

closer fault. 

The technique is calibrated by comparing the maximum depth of rupture during 

moderate to large magnitude southern California earthquakes to the pre-mainshock back­

ground seismicity of the mainshock region. The depth above which 99.9% of the moment 

release of seismicity occurs reliably estimates the maximum depth of rupture during mod­

erate to large earthquakes (as described by published finite source models). These moder-

ate to large magnitude events contain most of the seismic moment release and thus 

contribute most to the seismic hazard of a region. Therefore, from a seismic hazard stand­

point, seismogenic thickness is synonymous with the maximum depth of rupture during 
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these larger earthquakes, and thus, the seismogenic thickness can be estimated in a sys-

tematic and widespread fashion for southern California from the seismicity of the region. 

The seismogenic thickness of southern California is estimated from two different 

viewpoints which provide varying levels of detail. The regional view uses 0.1 °xO.l ° bins 

to divide up southern California on an even grid, covering as much area of southern Cali­

fornia as possible at a reasonable level of detail. The fault view concentrates on the along 

strike details of the three major strike-slip fault systems of southern California (the San 

Andreas fault system, the San Jacinto fault system, and the Elsinore fault system), provid­

ing detailed estimates of seismogenic thickness for these high seismic potential faults 

whose relatively high seismicity rates support a high level of detail. 

The seismogenic thickness of southern California is highly variable, ranging from 

less than 10 km in the Salton Trough to greater than 25 km at the southwestern edge of the 

San Joaquin Valley. On average, the seismogenic thickness of southern California is 15.0 

km (+ 1.2/-1.1 km). Seismogenic thickness along the major strike slip systems can vary 

significantly along strike, even within defined fault segments. Surface segmentation of 

these major strike-slip faults does not reflect the variation in seismogenic thickness and 

the potential down-dip width of the fault. For seismic hazard purposes, segmentation 

should be redefined to better represent the both the potential lengths and down-dip widths 

of the rupture surfaces of these faults. 

The third chapter discusses the crustal structure of the oceanic borderland-conti­

nent transition zone adjacent to Los Angeles. This region is the physical boundary 

between the ocean and the land, and therefore, the observational data, especially crustal 
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scale seismic data, is limited. From a geological point of view, the transition zone is 

merely a description for the region where the crust changes from the structure and (-20 

Ian) thickness of the Inner California Borderland to that of the (-30 Ian) "southern Cali-

fornia crust." 

Seismic refraction data from the onshore-offshore component of LARSE (Los 

Angeles Region Seismic Experiment) is used to model the broad scale features of the mid­

crust to upper mantle beneath a north-south transect that spans the borderland. Rather 

than develop a single velocity model that satisfies the data, I explore the end member 

structural models that define the range of possible velocity models that satisfy the data. 

This approach is not required by the data, but rather is an attempt to better understand 

what constraints on crustal structure the data provides, and what it does not. 

A composite velocity model constrains the crustal thickness and location and 

width of the transition zone. The data require the Moho to deepen significantly to the 

north, dramatically increasing the crustal thickness over a relatively short distance of 20-

25 Ian. The strong, coherent, and continuous Pn phase seen in the LARSE data indicates 

the Moho is coherent and laterally continuous beneath the Inner California Borderland and 

transition zone. The Inner Borderland seems to be modified and thickened oceanic crust, 

with the oceanic upper mantle intact beneath it. 

Chapter four contains a test of the static stress triggering model. This study was 

conducted by a fellow student, Jeanne Hardebeck, and myself, and was published in 1998 

(Journal oj Geophysical Research, vol. 103, p. 24427-24437). We use the 1992 Mw 7.3 

Landers and the 1994 Mw 6.7 Northridge earthquake sequences to quantitatively test static 
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stress change as a mechanism of earthquake triggering. Specifically, we test whether the 

fraction of aftershocks consistent with static stress change triggering is greater than the 

fraction of random events which would appear consistent by chance. Although static 

stress changes appear useful in explaining the triggering of some aftershocks, the model's 

capability to explain aftershock occurrence varies significantly between sequences. The 

model works well for Landers aftershocks. Approximately 85% of the events between 5 

and 75 km distance from the mainshock fault plane are consistent with static stress change 

triggering, compared to -50% of random events. The minimum distance is probably con­

trolled by limitations of the modeling, while the maximum distance may result because 

static stress changes of <0.01 MPa trigger too few events to be detected. The static stress 

change triggering model, however, cannot explain the first month of the Northridge after­

shock sequence significantly better than it explains a set of random events. The difference 

between the Landers and Northridge sequences may result from differences in fault 

strength, with static stress changes being a more significant fraction of the failure stress of 

weak Landers-area faults. Tectonic regime, regional stress levels, and fault strength may 

need to be incorporated into the static stress change triggering model before it can be used 

reliably for seismic hazard assessment. 

The static stress change triggering model helps us to better understand how the 

stress release from one fault affects another. Although quantitative tests show that the 

model works to varying degrees, the static stress change triggering model can still contrib-

ute to seismic hazard assessment. Static stress triggering is a part of the earthquake pro­

cess, but not the only component. These tests have simply shown us what we always have 

known, but never like to admit - the earth is a wonderfully complicated place. 



CHAPTER 2 

2.1 Introduction 

6 

Quantitative 
Constraints on 
Seismogenic Thickness 
in Southern California 

Although the thickness of the seismogenic crust is an important parameter in seis-

mic hazard analysis, it has never been determined systematically for southern California. 

The lithological and tectonic complexity of the southern California crust results in the sig-

nificant variations in style, and depth distribution of seismicity across the region . Seismic 

hazard analysis is a challenge in not only identifying and mapping faults on the surface, 

but also in determining their depth extent. 

Much of southern California lies in the broad zone of deformation along the 

Pacific-North America plate boundary (Figure 2.1). Faulting is not restricted to a single 

major transform fault (the San Andreas fault) , nor even the three major strike-slip systems 

south of the Transverse Ranges (the San Andreas, San Jacinto, and Elsinore fault sys-

terns), but is distributed across more than two-thirds of the width of the state. Most of the 

major faults can be traced on the surface, but their depth extent is uncertain or unknown. 

Scientists and the inhabitants of southern California have become painfully aware in the 

last 20 years that not all faults have a surface trace but can pose a substantial seismic haz-
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ard nonetheless (e.g., "blind thrusts" and offshore faults) . Unfortunately, these faults do 

not always become apparent until they rupture in a damaging earthquake. In southern Cal­

ifornia, the majority of moderate-large earthquakes in the last 20 years have occurred off 

the major known fault systems, where most of the seismic hazard is projected to come 

from. 

One of the reasons why the seismic hazard may be underestimated is that there is a 

lack of information (especially the depth extent) away from the major studied fault sys­

tems. For faults with known orientations, but without aligned seismicity, the seismogenic 

thickness can be used to calculate the down-dip width of the fault, and thus improve the 

estimate of maximum rupture area for a given fault. For regions where the nature of the 

faults is not precisely known, seismogenic thickness can provide a bound on the depth 

extent of rupture. A better estimation of rupture area and potential moment release is crit­

ical for all of southern California because waveform modeling of various fault rupture sce­

narios for sites in the Los Angeles region shows that the largest ground motions result 

from rupture on the nearest fault to the site rather than a larger earthquake on the San 

Andreas fault [Eisner, 2001). 

Although previous studies in California have linked the depth of hypocenters to 

physical factors that affect crustal rheology [Doser and Kanamori, 1986; Sanders, 1987; 

Miller and Furlong, 1988; Hill et aI. , 1990; Sanders, 1990; Magistrale and Zhou, 1996], 

they do not take the next step and reverse the process , predicting the brittle behavior of the 

crust in a widespread fashion based upon the influencing factor or factors of their study. A 

combination of physical factors seem to influence the depth extent of brittle fracture 
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within the crust, so individual physical factors are indirect evidence at best. The only 

direct measurement of brittle fracture within the crust is earthquakes. 

Using earthquakes as a measure of brittle fracture is not a new idea. Scientists 

have used along fault projections of hypocenters to visually estimate the down-dip width 

of major faults (e.g., Peterson et al., [1996]). Magistrale and Zhou [1996) , apparently 

qualitatively compared the depth extent of background seismicity to that of the aftershock 

zone (as proxy for maximum depth of mainshock rupture) of major earthquakes in south­

ern California, and concluded that the depth extent of rupture during future earthquakes 

could be determined from the background seismicity. Prior systematic, quantitative stud­

ies estimating the down-dip width of faults, or seismogenic thickness are lacking. 

This study was initiated to estimate the thickness of the seismogenic crust in a sys­

tematic fashion for all of southern California, using the relatively widespread and abun­

dant information we already possess on brittle fracture in the crust - earthquakes. We use 

the depth distribution of earthquakes to estimate the maximum depth of rupture for moder­

ate to large earthquakes. We focus on the maximum depth of rupture in moderate to large 

earthquakes because they contain most of the seismic moment release and thus contribute 

the most to the seismic hazard of a region. 

We define the maximum depth of rupture to be the depth above which, the vast 

majority of the moment release (or hypocenters) within a depth column occurs. The term 

"vast majority" is not easy to define. Previous studies have used the depth above which a 

certain percentage of hypocenters occur (e.g., 90%, Miller and Furlong, 1988; 95%, Will­

iams, 1996). Unfortunately, there is no justification given for the choice of percentage, so 

it is unclear just what this depth means in terms of brittle failure. In this study, we equate 
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the maximum depth of rupture with the percent depth, the depth above which, a quantita-

tively determined percentage of moment release (or hypocenters) occurs. We emphasize 

the moment release over hypocenters because the hypocenter distribution tells us where 

earthquake rupture starts in the crust, while the moment release distribution tells us about 

where earthquakes rupture in the crust. 

2.2 Previous Seismic Hazard Models 

Seismic hazard assessments use seismic moment release to measure the seismic 

potential of a fault or a region. A model of the sources of seismic hazard describes the 

magnitude, location and rate of earthquakes that pose a significant hazard to the region in 

question. The seismic hazard source model is used to calculate the probability of damag-

ing ground motions. 

As the foundation of the seismic hazard assessment, improving the definition of 

the seismic hazard source model is key to improving the hazard estimate and possibly 

reducing the overall uncertainty. In the past, scientists have focused on the major strike­

slip fault systems with sufficient geological and historical earthquake data to create a seis­

mic hazard source model [WGCEP, 1988]. Expected magnitudes on the fault segments 

were based upon informed opinion, and rounded to the nearest half magnitude unit. 

In the Southern California Earthquake Center (SCEC) Phase II report [1995], the 

Working Group on California Earthquake Probabilities updated the 1988 report with new 

data and expanded the model to consider seismic sources from all of southern California, 

providing the first "Master Model." The study divided southern California into sixty-five 

seismotectonic zones and combined geodetic, geological, and seismicity data to estimate 

the seismic hazard of each zone. Seismic moment release was calculated from a combina-
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tion of characteristic earthquakes on major faults , and distributed events defined by a 

modified Gutenberg-Richter distribution. 

Seismogenic thickness was a key component of both the characteristic and distrib­

uted earthquake moment rate contribution. A major assumption of the study is that the 

thickness of the brittle crust is 11 km, chosen so that the predicted moment rate would 

agree with that from the historic earthquake catalog since 1850. The authors reasoned that 

negligible seismic moment release or aseismic deformation would occur in the top few 

kilometers of the crust in the sedimentary section, so a thickness of 11 km would be "con­

sistent with the deepest earthquakes" of southern California. 

Rather than assuming a constant seismogenic thickness, or estimating the maxi-

mum magnitude of a fault segment from its surface length , two succeeding seismic hazard 

studies used the updated CDMGIUSGS fault database that includes down-dip width esti­

mates for simplified fault traces [Peterson et al., 1996; Field et al., 1999]. The depth of 

the seismogenic rupture zone was estimated from the hypocenters of earthquakes sur­

rounding the faults. The database also lists rupture top and bottom, but except for "blind" 

thrusts of the Transverse Ranges and Los Angeles basin and the Brawley Seismic Zone in 

the Salton Trough, the top of the rupture plane coincides with the surface of the earth. The 

maximum magnitudes for most of the fault segments are calculated from the fault-area 

regression of Wells and Coppersmith [1994]. 

Field et al . [1999] presented a new seismic hazard source model for southern Cali-

fornia that satisfies regional moment and historical seismicity rates without requiring great 

earthquakes, aseismic strain release, or an anomalously low seismicity rate in the last 150 

years. This model was created in response to the apparent earthquake deficit (M6-7) in the 
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historical catalog suggested by the SCEC Phase II report [WGCEP, 1995]. The model is 

based upon the fault segmentation, segment length, down-dip width, and slip rate for the 

95 southern California fault segments of the CDMGIUSGS fault database [Peterson et ai., 

1996]. Geological moment rate is explicitly conserved on each fault segment as well as 

for the whole southern California region. The magnitudes for the various rupture scenar­

ios are computed from the fault area regression formula of Wells and Coppersmith [1994]. 

2.3 Data 

Our dataset consists of 257,918 earthquakes recorded by the Southern California 

Seismic Network between April 1981 and July 2000 and range in magnitude from 0.1 to 

7.3 (Figure 2.2). These earthquakes have been relocated using the 3-D velocity model of 

Hauksson [2000], so biases due to the effects of 3-D crustal structure are removed. This 

earthquake dataset represents a significant improvement over the seismic network catalog 

which is located using a 1-D velocity model and other previous relocated catalogs cover­

ing limited areas. 

Figure 2.3 shows the range in horizontal error, vertical error, number of observa-

tions , and RMS residual for our initial dataset of333,085 earthquakes. We rejected 75,167 

events because they did not satisfy one or more of the following criterion: 1) the hypo­

center must be vertically constrained; 2) vertical error in the location of the hypocenter 

must be equal to or less than 2.0 km; 3) the horizontal error of the hypocenter cannot 

exceed 1.5 km; 4) the earthquake must be recorded by at least 10 stations, unless the dis­

tance to the nearest station is less than twice the depth of the hypocenter; 5) the magnitude 

must be constrained. The allowed vertical error is larger than the horizontal error to allow 

for better spatial coverage in our dataset. Although we allow earthquakes to have horizon-
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tal and vertical errors up to 1.5 and 2.0 km, respectively, 86% of the earthquakes have a 

horizontal error of less than or equal to 0.5 km, and 87% of the earthquakes have a vertical 

error of less than or equal to 1.0 km. Seventy-one percent of the earthquakes have 

between 10 and 30 observations, but the events in our dataset have as great as 255 or as 

few as 4 observations. We assume an earthquake can still be well located with fewer than 

10 observations, if the earthquake occurred close to a seismic station. 

In addition to hypocenter and magnitude infonnation, we have focal mechanisms 

for 74,774 earthquakes in our dataset. Tills allows us to factor in the effect of dip on the 

depth distribution of moment of the earthquake. For smaller magnitude earthquakes, the 

dip of the fault plane has little effect on the depth distribution of moment because of the 

small size of the fault planes. However, for larger earthquakes (i.e., larger in that they 

contain a large portion of the moment release in a region), fault plane dip can have a sig-

nificant effect on moment distribution by compressing more moment release into a smaller 

proportion of the depth column. Earthquakes without focal mechanism infonnation are 

assumed to have vertical rupture planes. 

2.4 Calculating the Depth Distribution of Seismic Moment 
. Release 

To calculate the distribution of seismic moment release with depth , we divide the 

depth column into bins. We center the fault plane at the earthquake hypocenter and dis-

tribute the moment into the depth bins that the fault plane overlaps. We estimate the 

moment release from magnitude after Hanks and Kanamori [1979] 

(EQ2.1) 

where Mo is the seismic moment, and M/ the local magnitude (we use moment magnitude 

for M ~ 6) . The down-dip width of the fault plane is estimated from the magnitude 
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J ((M{- 4.07)/0.98) 
w= 10 (EO 2.2) 

(from Wells and Coppersmith, 1994) where w is width (assuming a square rupture plane), 

and M[ is local magnitude. If the plane overlaps more than one depth bin , the moment is 

divided among the depth bins according to the proportion of overlap between the fault 

plane and the respective depth bin. When the plane intersects the surface, we put the top 

of the rupture plane at the surface and distribute the moment downward from there. 

Two potential errors can affect the moment release depth distribution technique 

described above: 1) the potential mislocation in the depth of the hypocenter (vertical 

error) ; and 2) the uncertainty in the distribution of the moment release about the hypo-

center. For small magnitude earthquakes, the vertical error often exceeds the width of the 

rupture plane. A Mt 3.5 earthquake has an estimated rupture width of approximately 0.5 

Ian which is equal to the vertical error for 55% of the earthquakes in our database. Uncer-

tainty in the distribution of moment release about the hypocenter means that we do not 

know where the rupture progressed after initiation at the hypocenter. We have assumed in 

the above technique that half of the rupture occurred above and half below the hypocenter. 

For small earthquakes, it is reasonable to assume that the hypocenter is the center of a 

small patch of slip. Although it has been suggested that most large earthquakes initiate 

near the base of the seismogenic crust and rupture mostly up dip of the hypocenter [Sib-

son, 1982], a sufficient number of larger earthquakes have initiated at shallow depths to 

disallow that simple assumption. In fact, the largest error in estimating the depth distribu-

tion of moment release from large earthquakes is that the slip is variable, and it is no 

longer appropriate to assume a square rupture plane and constant slip on the plane. As a 

result, we choose to distribute the moment release evenly above and below the hypocenter 
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for small earthquakes (which comprise most of our dataset), and use published finite 

source models wherever possible for the moderate to large earthquakes in our dataset. 

Moderate to large earthquakes without finite source models are treated like the small 

earthquakes (with even depth distribution of moment release) . 

The errors discussed above have little effect on the depth distribution of moment 

within a region, except if an earthquake contains a significant proportion of the moment 

release of the region and occurs relatively deep within the depth column. We can evaluate 

the effect of the errors by considering the extremes in distributing the moment release. We 

combine the two errors listed above, and compare the change in the depth distribution of 

the region. One extreme shallows the moment distribution by subtracting the vertical 

error from the hypocenter depth (depth positive) and assuming the earthquake ruptures up 

from the hypocenter (moment is distributed above the hypocenter). This shallow extreme 

puts more moment higher in the crust and reduces the maximum 'depth of seismic rupture. 

The other extreme deepens the moment distribution by adding the vertical error to the 

hypocenter depth and assuming the plane ruptures down from the hypocenter (moment is 

distributed below the hypocenter). Thus, the deep extreme puts more moment deeper in 

the crust and increases the maximum depth of seismic rupture, Although it is highly 

unlikely that either extreme of moment distribution with depth actually occurs for all 

earthquakes within a region, the extremes allow us to place reasonable error bounds on our 

results . 

2.5 Finite Source Models 

We use finite source slip models for large moment earthquakes (M> 5), whenever 

available, because the hypocenter is no longer representative of the location or extent of 



15 

rupture during the earthquake. We have assembled 19 finite source models for 12 moder-

ate to large earthquakes (Table 2.1). These models are used to establish the appropriate 

level of percent depth in comparison with background seismicity, as well as in our predic­

tion of seismogenic thickness for southern California. We consider multiple models for 

several earthquakes during our comparison to background seismicity so that we can evalu­

ate the effect of the choice of slip model on our results. During the seismogenic thickness 

prediction phase of our project, we use the slip model that we consider to be best, based 

upon the dataset(s) used to create the finite source model. 

In Table 2.2 we list the overall rupture dimensions of the slip models. Some mod­

els consist of more than one plane. In many slip models, the rupture plane or planes over­

estimates the "true" rupture area of the earthquake to ensure that all of the slip can be 

accommodated on the plane during the inversion [Somerville et al., 1999; Mai and Beroza, 

2000] . This overestimation of the rupture area results in rows or' columns on the edges of 

the model that have very little or even zero slip. We use the trimming criterion of Somer­

ville et al. [1999] to trim rows and columns from our slip models . The criterion is simply: 

if the average slip per sub-fault of the row or column located on the edge of the model is 

less than 0.3 times the average slip of the whole fault, then the row or column is removed 

from the reference model. One edge row or column is removed at a time, starting with the 

lowest average slip first and continuing until all edge rows or columns have the requisite 

average slip. 

The results of the trimming process are shown in Table 2.3. Thirteen of the models 

required trimming. The reduction in moment release of the models was 7% on average, 

which resulted in an average decrease in event magnitude of 0.02 units. The 16 models 



16 

used for the comparison with background seismicity (the reference models) are NPS, WN, 

ER, SH-W, SH-L, SM, IT-B, IT-HD, L, N-W, N-DR, N-HU, N-HV, N-S, HM"J, and HM-

K. Three of the slip models were not used in the analysis because of insufficient quality 

(UP and BB) or because they represented an aftershock (AN). We did not use model BB 

because we had to estimate the depth extent of rupture plane and assumed constant slip. 

The main plane of the model UP was sufficiently defined, but the location and orientation 

of the large asperity with 30% of the total moment was ill-defined. Even though the three 

models have large uncertainties associated with them, we use the three models in the pre-

diction portion of our project, because the moment release is better defined than it would 

be if we had to use empirical formulas. The twelve models used to represent the moment 

release of the earthquakes for the prediction phase are marked with an asterisk (*) in Table 

2.3. 

2.6 Comparison of Finite Source Models to Pre-mainshock 
Regional Seismicity 

If regional seismicity is a predictor of maximum rupture depth during moderate to 

large earthquakes, then we can use published finite source models to quantitatively define 

the appropriate value of percent depth for southern California, and estimate the range in 

this value due to identifiable errors in the data. We compare 16 distinct finite source mod-

els for 9 moderate to large earthquakes in southern California to the pre-mainshock seis-

micity of the mainshock region (Table 2.3). The mainshock region is based upon the 

regional extent of the first 24 hours of aftershocks. 

We pose a simple test for the pre-mainshock regional seismicity: What percent of 

total moment release or of total number of hypocenters within the defined region are shal-

lower or equal depth to the bottom of the finite source model in question? This is a simple 
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test for earthquake hypocenters because regardless of magnitude, as points in space, the 

hypocenters can be put in increasing depth order and simply counted. The two-dimen­

sional nature of moment release requires us to sort the moment release of various magni-

tude earthquakes, and therefore various rupture areas, into depth bins. These depth bins 

correspond to the depth ranges of the sub-faults that make up a finite source model. 

In the following sections, we examine depth distribution of both hypocenters and 

moment release of the regional seismicity to show that the depth distribution of regional 

pre-mainshock seismicity provides a reasonable estimation of the maximum depth of rup­

ture during the moderate to large magnitude mainshock. We test which method of earth­

quake representation is a better predictor of the maximum depth of rupture during 

moderate to large earthquakes. Finally, assuming that the maximum depth extent of rup­

ture during a moderate to large earthquake in southern California is synonymous with the 

seismogenic thickness of the region , we calculate the appropriate value of percent depth to 

use when estimating the seismogenic thickness of southern California. 

2.6.1 Moment Release Distribution Test 

We first consider the depth distribution of moment release as a predictor of the 

maximum depth of rupture during moderate to large southern California earthquakes. The 

percent of total moment released by the background seismicity shallower than the bottom 

of the finite source model rupture planes was greater than 99.7% for 14 of the 16 reference 

models (Figure 2.4(a». The two exceptions are NPS and N-HU. 

The North Palm Springs (model NPS) earthquake occurred on the boundary 

between two regions with maximum earthquake depths that differ by 5 km [Magistrale 

and Sanders, 1996]. The fault plane dips to the northeast and bottoms into the comer of 
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the step in earthquake hypocenters. Most of the slip model fault plane lies over the region 

of deeper seismicity, so the background seismicity has over 55% of moment release 

deeper than the bottom of the slip model. However, the slip model rupture plane bottoms 

in the region of shallower seismicity, so the bottom of the rupture plane is consistent with 

the depth of the background seismicity of the region on the northeast side of the step in 

seismicity. If only background seismicity to the northeast of the slip model hypocenter is 

considered, the percent of moment release of background seismicity shallower than the 

bottom of the slip model rupture plane is 99.3%, which is consistent with the other refer­

ence models. The other exception, Model N-HU, is a constant slip finite source model 

based only on geodetic data and the bottom of the slip model is 3.6 to 6.0 km shallower 

than that in the four other models of the Northridge mainshock. The bottom of the slip 

model is shallower even than the hypocenter of the earthquake at 18.7 km [Hauksson et 

al., 1995]. We therefore exclude both the NPS and N-HU models from our calculation of 

the appropriate value of moment percent for the prediction of seismogenic thickness in 

southern California. 

This test is not complete, however, without considering the effect of known errors 

and assumptions: 1) the vertical error of the hypocenter; 2) the distribution of moment 

release about the hypocenter; and 3) the definition of the 24 hour aftershock zone. We 

consider the effects of error/assumption 1 and 2 by looking at the shallow and deep 

extremes in distributing the moment release . The difference in percent moment shallower 

than the bottom of the slip model between the shallow and deep error extremes is often 

less than 0.1 %. When the difference is greater, the extreme moment release distributions 

show that the background seismicity dataset includes one or a few earthquakes that con-
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tain a significant proportion of the total moment release of the region, are modeled with 

large uncertainty (e.g., model SH-L). When these earthquakes are located deeper in the 

crust, the uncertainty in distributing the moment release about the hypocenter significantly 

changes the distribution of moment release near the bottom of the slip model. We investi­

gated the effect of error/assumption 3 by considering both "tight" and "loose" interpreta­

tions of the aftershock zone and found little difference in the results of the test. (The 

aftershock zone comparison is discussed in more detail in Appendix A.) 

The consistency of the estimate of the percent of background seismicity moment 

release shallower than the bottom of the rupture planes of moderate to large earthquakes 

for the southern California earthquakes tested above, as well as the very small difference 

between the shallow and deep distribution extremes, suggests that the distribution of 

moment release of regional seismicity is an accurate and stable estimator of the seis-

mogenic thickness of the region. The accuracy of the technique 'can be evaluated by com­

paring the predicted depth extent with the rupture bottom of the slip models (Figure 

2.4(b)). If the prediction were perfect, the two depths would be identical. Part of the inac­

curacy arises from errors and differences in the slip models. Overall, the moment release 

percent depth predicts the maximum rupture depth of moderate to large earthquakes very 

well. 

2.6.2 Hypocenter Distribution Test 

We now consider the distribution of hypocenters as a predictor of the depth extent 

of rupture for moderate to large earthquakes. The percent of background seismicity hypo­

centers shallower than the bottom of the finite source model rupture planes was greater 

than 94% for IS of the 16 reference models (Figure 2.S(a)). The exception, model NPS, 
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had a much lower percentage than the other models because the earthquake occurred 

along a step in the maximum depth in seismicity (as outlined previously in the discussion 

of the moment release test). When considering only the background seismicity to the 

northeast of the NPS hypocenter (the shallower side of the step), the percent of hypo­

centers shallower than the bottom of the slip model rupture plane is 86%, still inconsistent 

with the rest of the models. 

Unlike the extreme limits in the moment distribution calculation, the extreme lim­

its for the hypocenter test are only based upon the vertical error in the hypocenter. The 

difference in percent of hypocenters shaUower than the bottom of the slip model between 

the shallow and deep error extremes ranges is 2% on average, one order of magnitude 

greater than the range for the moment distribution test. This larger range cannot be attrib­

uted solely to the smallest allowable step in percentage defined by the percentage of the 

total number contained in one hypocenter. Perhaps the larger range in error extremes is 

due to the imprecision of using the hypocenter to represent the rupture of earthquakes 

regardless of magnitude and rupture area. 

The estimate of the percent of background seismicity hypocenters shallower than 

the bottom of the rupture planes tested above is not as consistent as that of moment 

release. Accuracy and stability suffer as a result. The predicted rupture depth extent from 

hypocenters is compared with the rupture bottom of the slip models in Figure 2.S(b). As 

in Figure 2.4(b), if the prediction were perfect, the two depths would be identical and fall 

on a line with slope of 1. The predictions are more varied and, in general, faU much fur­

ther from the perfect prediction line than the moment release predictions. Overall, the per­

cent depth of hypocenters provides a fair prediction of the seismogenic thickness. 
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2.6.3 Defining the Percent Value for Estimating the Seismogenic Thickness 

We have shown that the percent of background seismicity moment release and 

hypocenters shallower than the bottom of the mains hock rupture plane is consistent for a 

number of moderate to large earthquakes in southern California over the last 20 years. 

This analysis has shown that background seismicity in the region of the future mainshock 

predicts the maximum depth extent of rupture during the mainshock. Although the distri-

bution of hypocenters reasonably predicts the maximum depth, the percent results for 

moment release have less variation, have smaller error extremes, and are more accurate 

and precise because the rupture extent of the background seismicity is taken into account. 

The 12 models used to calculate the appropriate percent value for the estimation of 

seismogenic thickness are ER, SH-W, SH-L, IT-B , IT-lID, L, N-W, N-DR, N-HV, N-S, 

HM-I, and HM-K (the circled data points in Figure 2.4(a) and Figure 2.5(a)). We have 

excluded the reference models NPS, WN, SM, N-HU as previously discussed. The mean 

percent of background seismicity shallower than the bottom of the mainshock rupture 

plane is 99.9% (±G. 1 %) for the moment release distribution and 98.3% (± 1.8%) for the 

hypocenter distribution. The percent for moment release is a much more stable and pre-

cise value. We now have a quantitatively estimated value to apply to the background seis-

micity to predict the seismogenic thickness for all of southern California. 

2.7 Regional Predictions of Seismogenic Thickness for Southern 
California 

In southern California, faulting is not restricted to a few major faults, nor are all 

the faults identified and well described. Therefore, estimating seismogenic thickness from 

a regional viewpoint is vital to improving seismic hazard assessments. To determine seis-

mogenic thickness across the region , we divide southern California into 0.1 Ox 0.1 ° bins, 
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and calculate the depth distribution of moment release of all earthquakes with epicenters 

located within each regional bin. We use finite source models to represent the moment 

release for the 12 earthquakes marked by an asterisk (*) in Table 2.3. This allows the 

moment release to be distributed across a number of regional bins, rather than forcing all 

the moment release into the regional bin where the epicenter is located. For each regional 

bin, the seismogenic thickness is the depth above which 99.9% of the moment release 

occurs. We estimate the error range of this prediction by calculating the shallow and deep 

moment release distribution extremes. 

The regional 0.1 Ox 0.10 bins provide the most detailed look at the variations in 

seismogenic thickness across southern California. The greater than 258,000 earthquakes 

in our dataset are located in just 1823 regional bins. Figure 2.6 shows the number of 

earthquakes located within each regional bin. Most of the bins with few earthquakes and 

thus an unreliable seismogenic thickness estimate are located on'the edge of southern Cal­

ifornia, in the deserts of eastern California, the western Peninsular Ranges, the western 

Mojave Desert, the Coast Ranges, and the Continental Borderland. These regions tend to 

have few recognized faults, and/or are on the fringes of the Southern California Seismic 

Network (SCSN) where fewer earthquakes can be accurately identified and relocated, As 

a result, the estimate of seismogenic thickness in these regions produces a mostly incoher­

ent checkerboard pattern (see Figure 2.7). Therefore, the seismogenic thickness predic­

tion is considered unreliable in regions with few earthquakes (here taken to be less than 

ten earthquakes per regional bin), as well as regions beyond the seismic network (e.g" the 

Continental Borderland outboard of Santa Catalina Island; south of the international bor­

der in Baja California). 
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The regional bins containing earthquakes cover approximately 70% of the land 

area of southern California below N36° latitude (excluding the Continental Borderland 

and Baja California) . The average seismogenic thickness for all regional bins is 12.5 km. 

Approximately 54% of the regional bins contain less than ten earthquakes per bin, limiting 

the reliability of the seismogenic thickness estimate for those bins. When we exclude the 

regional bins with less than ten earthquakes (Figure 2.8), the average seismogenic thick­

ness increases to 15.0 km. Excluding bins with few earthquakes also increases the spatial 

coherence of the seismogenic thickness prediction. 

The spatial coherence can also be improved by applying a gaussian filter (length = 

30 km) to the regional seismogenic thickness estimate (Figure 2.9). The areas with the 

greatest seismogenic thickness predictions (> 20 km) are the Ventura Basin, the San 

Jacinto - San Gorgonio Pass region, the west San Joaquin Valley, northern Baja Califor­

nia, and portions of the Eastern California Shear Zone, the Santa Monica Mountains/San 

Fernando Valley, the San Jacinto fault system and the Elsinore fault system. Regions with 

the smallest seismogenic thickness predictions are the Salton Trough, the Coso region, 

portions of the Continental Borderland, and the Coast Ranges. Applying a gaussian filter 

to regional bins with at least ten earthquakes (Figure 2.10), results in a similar distribution 

of areas with greater and lesser seismogenic thickness, although some regions previously 

noted now lack seismogenic thickness estimates (e.g., much of the west San Joaquin Val­

ley, portions of Baja California, the Continental Borderland, and the Coast Ranges). 

The error in the seismogenic thickness predictions is quantified by calculating the 

shallow and deep moment release depth distributions and finding the percent depth of the 

new distributions. Figure 2.11 shows the difference between the percent depths calculated 
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for the deep and shallow moment release distribution extremes for all regional bins with 

data. On average, the difference in seismogenic thickness predictions is 2.3 km, or + 1.2/-

1.1 km. The average difference between extreme predictions decreases as the number of 

earthquakes per regional bin increases. Bins on the edge of southern California tend to 

have a much larger error range than those in the center. Individual bins may have larger or 

smaller error ranges depending on the distribution of earthquakes with depth within the 

regional bin. A large difference between moment release distribution extremes is usually 

due to larger earthquakes eM> 5) without finite source slip models, or earthquakes with 

large vertical errors near the base of the moment release distribution. 

2.7.1 Moment Release vs. Hypocenter Prediction 

Using the depth distribution of hypocenters to predict the seismogenic thickness of 

the crust in a regional sense yields a very similar picture to the moment release prediction. 

The average seismogenic thickness for all bins is 12.8 km. If yo'u exclude regional bins 

with fewer than ten earthquakes, the average increases to 14.9 km. These averages are 

nearly indistinguishable from those of the moment release estimate. The average error 

range in the hypocenter prediction of 1.9 km is slightly smaller than that of the moment 

release prediction, but not greatly so. A smaller average error is expected for the hypo­

center estimate because the errors are based solely on the vertical error in the hypocenter, 

while the error in the moment release includes the vertical error in the hypocenter and the 

distribution of moment release about the hypocenter. 

Although the hypocenter and moment release seismogenic thickness predictions 

seem nearly identical on average, in detail the difference can be quite large for select 

regional bins. The difference between the moment release prediction and hypocenter pre-
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diction ranges from -14.6 km to +9.3 km, but 78% of the regional bins have absolute dif-

ferences of less than 1 km. A negative difference (where the hypocenter prediction 

exceeds the moment release prediction) usually is the result of rounding in the hypocenter 

prediction calculation such that the deepest earthquake in the regional bin is chosen for the 

percent depth. In other words, the percentage of the earthquakes in the regional bin that is 

closest to the wanted percent of 98.3% is 100%. This suggests that at least 30 earthquakes 

are needed within a regional bin in order to make the hypocenter seismogenic thickness 

prediction reasonable and reliable. When a regional bin contains 30 earthquakes, each 

hypocenter accounts for 3.3% of the total. This means that 29 hypocenters account for 

96.7% of the total, which is closer to 98.3% than 100% is. It is important to determine the 

depth down to which most of the hypocenters occur (the definition of percent depth), 

rather than the depth that includes all of them. A positive difference (where the moment 

release prediction exceeds the hypocenter prediction) occurs when one or a few earth­

quakes dominate the moment release depth distribution of the regional bin. This can occur 

when a large portion of the moment release is contained in the sub-faults of a large earth­

quake, controlling the percent depth . Unlike the moment release distribution, the hypo­

center of the large earthquake counts the same as a small magnitude earthquake for the 

hypocenter calculation, and thus, the hypocenter percent depth can be shallower than the 

moment release percent depth. A positive difference can also occur when an earthquake 

near or at the bottom of the depth profile contains a significant proportion of the moment 

release, setting the moment release percent depth deeper than would be assumed by sim­

ply counting all hypocenters equally. These situations show how important it is to exam-
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ine the moment release depth distribution of earthquakes, rather than treating all 

hypocenters the same, regardless of earthquake magnitude. 

2.8 Predictions of Seismogenic Thickness for the Major Strike­
Slip Fault Systems 

The three major strike-slip fault systems in southern California contribute a signif-

icant proportion of the seismic hazard to the region. Better estimates of the down-dip 

width of the fault segments should improve the estimation of fault area that could rupture 

during a large earthquake. We have quantitatively estimated the down-dip width of the 

segments of the San Andreas fault system (Cholame southward), the San Jacinto fault sys-

tern, and the Whittier-Elsinore fault system. We use the simplified fault segment defini-

tions of the CDMOfUSOS database [Petersen et al., 1996]. Fault segments are divided 

into sub-segments based upon the straight line segments in the CDMO map definition. 

The sub segments are named for the whole fault segment and numbered from north to 

south (Table 2.4). 

The moment release of seismicity within 5 kID of the fault is used to calculate the 

percent depth. This limits the estimate to earthquakes close to the fault, but provides 

enough earthquakes for a reliable seismogenic thickness estimate in most cases. It reduces 

the overlap in seismicity for sub-parallel fault segments (e.g., SJF-Anza-2 [18] and SJF-

Coyote Creek [19]), and excludes some fault-parallel seismicity that is not clearly linked 

to the fault systems in question (e.g., SAF-Coachella-1 [11] and seismicity from the 1992 

Joshua Tree sequence). 

We estimate the seismogenic thickness from the seismicity along each whole 

CDMOfUSOS sub-segment, and for 5 kID along-strike bins. If the last along-strike bin of 

a sub-segment is less than 2.5 kID, the seismicity is combined with the next to last segment 
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for the seismogenic thickness estimation. In most cases, the 5 km along-strike bins pro-

vide a sufficient seismicity for a reliable prediction. We smooth the seismogenic thickness 

prediction with a five point average, including along-strike bins from succeeding sub-seg­

ments when the sub-segments are connected (e.g., the San Andreas sub-segments). 

We use the difference between the shallow and deep extreme distribution of 

moment release to provide error bars on the seismogenic thickness . On average, the range 

in seismogenic thickness prediction is l.7 km, or +0.8/-0.9 km. This error is an improve­

ment on the CDMGfUSGS error estimate of ± 2 km. The average error in seismogenic 

thickness is similar for all three strike-slip systems 

2.8.1 San Andreas Fault System 

The rate and depth distribution of the background seismicity within 5 km of the 

San Andreas Fault, from the Cholame segment south to the Coachella Valley, varies sig­

nificantly along the strike of the fault (Figure 2.12). Most of the moment release and the 

deepest seismicity occur at the two ends of the "big bend," a 160 km wide left-step in the 

fault. The Banning-San Gorgonio Pass region (sub-segments 9-11) lies at the southern 

end of the "big bend." Seismicity extends to 23 km depth and contains 91 % of the 

moment release (excluding the 1986 M6.1 North Palm Springs earthquake) of the San 

Andreas projected seismicity, but only 21 % of the fault length. The northern end of the 

left-step in the Carrizo plain (sub-segments 4-5) increases in rate and maximum depth 

extent of seismicity compared to the surrounding fault segments, but contains significantly 

less moment release and a shallower maximum depth of seismicity than the southern end. 

Seismogenic thickness estimates can differ by as much as 7 km within a CDMG/ 

USGS fault segment. This is especially true along the San Bernardino segment [9-10] 
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where the thickness estimate increases from 15 kIn to 22 kIn and then decreases back to 15 

km, all over a length of 106 kIn. Such a large variation along strike is somewhat unusual 

for a high seismicity rate fault segment. Most of the segments or sub-segments with large 

variations in seismogenic thickness along strike have sections with sparse seismicity, 

which reduces the reliability of the estimate. 

Seismogenic thickness predictions for whole sub-segments over-estimate the max­

imum rupture depth for most of the sub-segment. The whole sub-segment seismogenic 

thickness estimate is usually identical to or less than 1 kIn shallower than the deepest non­

smoothed estimate from the 5 km along-strike bins. Because smoothing inevitably 

reduces the maximum through averaging, the whole sub-segment seismogenic thickness is 

1.5 km thicker on average than the largest smoothed 5 km along-strike bin estimate, 

although the difference ranges from -2.0 km to 4.6 kIn. Comparing the average smoothed 

seismogenic thickness and the whole sub-segment seismogenic thickness, the average dif­

ference increases to 3.5 kIn. However, in most cases, the average seismogenic thickness 

of the smoothed 5 km along-strike bins would be a more appropriate whole sub-segment 

result, as it reduces the effect of a small region on the whole sub-segment. Additionally, 

the along-strike variation in seismogenic thickness of a sub-segment is approximated by 

the standard deviation of the mean. Ultimately, the best solution is to actually account for 

the along-strike variation in seismogenic thickness , rather than reducing the variation to 

one or two numbers for a whole fault segment. 

2.8.2 San Jacinto Fault System 

The San Jacinto fault system is more complex than the San Andreas fault system, 

with overlapping sub-parallel and parallel segments, and steps between the southern seg-
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ments (Figure 2.13). The entire system has a high seismicity rate, but only one segment, 

Superstition Hills , has ruptured in a significant earthquake in the last 20 years. Two areas 

of significant, off-the-main-trace, fault-parallel seismicity (Hot Springs and Buck Ridge 

faults) are not included in the CDMGfUSGS fault database. Some seismicity perhaps bet­

ter attributed to these faults , lies within the 5 km limit of the CDMGIUSGS trace, but most 

is excluded. The CDMGIUSGS defined fault segments are not always well aligned with 

either the mapped surface trace or seismicity alignments. This is especially true for the 

San Bernardino segment [13-14] , where both the mapped fault and the seismicity follow a 

curved path to the northeast. As a result, the "San Jacinto fault seismicity" has strike-per­

pendicular distances of 3-7 km from the defined straight line segment. A comparison of 

seismogenic thickness for seismicity ±5 km versus 0-10 km (the northeast side) from the 

defined segment yields nearly identical results, so we continue to use ±5 km for this seg-

ment. 

Figure 2.13 shows the projected seismicity and seismogenic thickness estimates 

for the San Jacinto fault system. The maximum depth of seismicity shallows relatively 

smoothly from 19 km at the northern end of the Anza segment [17] south to 10-11 km at 

the parallel Superstition Mountain [21] and Superstition Hills [22] segments. The north­

ernmost 10 km of the Imperial fault [23] continues the trend, but further south, the maxi-

mum hypocenter depth deepens. The shallowing trend correlates with an increase of heat 

flow to the south as the fault approaches the Salton Trough [Doser and Kanamori , 1986; 

Sanders, 1987]. 

The seismogenic thickness of the San Jacinto fault system varies significantly 

along strike (Figure 2.13). The largest variation occurs along the Imperial fault [23] , 
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where the large seismogenic thickness at the southernmost end is controlled by a M2.56 

earthquake at 23.3 krn depth which contains 0.9% of the moment release of the along 

strike bin. Although we present results for locations south of the international border, the 

seismogenic predictions should be used extremely cautiously because the hypocenter data 

is considered unreliable. The second largest variation occurs along the Coyote Creek seg­

ment [19] where the seismogenic thickness decreases 6 krn over 41 krn segment length, 

resulting in an approximate dip of 8° in the seismogenic thickness. Sub-segments to the 

north and south of Coyote Creek [19] have dips in the seismogenic thickness of 2_3°. The 

sub-parallel Anza-2 [18] sub-segment shows a similar increase in dip relative to the sur­

rounding segments , although the dip of 5° is smaller than that for the Coyote Creek [19] 

segment. A 4 krn step in the maximum depth of hypocenters results in moderate variation 

in seismogenic thickness along the San Bernardino-1 [13] sub-segment. This step in 

hypocenters along the northern San Jacinto fault was noted by Sanders and Magistrale 

[1996] and linked to a change in basement lithology Magistrale and Zhou [1996]. The 

smoothing process has smeared the step in seismogenic thickness , but it is easily located 

between the fourth and fifth along strike bins in the raw seismogenic thickness estimate. 

The differences between the whole segment/sub-segment seismogenic thickness 

estimates and the average for a segment or sub-segment tend to be small . Half of the sys­

tem segments are too short to support along strike bins or have only small variations along 

strike so their averages are comparable to the whole segment estimates. The whole sub-

segment percent depth still fails to account for significant changes in seismogenic thick-

ness along strike. 
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2.8.3 Elsinore Fault System 

The Elsinore fault system is the third major component of the Pacific-North Amer-

ican plate boundary south of the Transverse Ranges in southern California. The Elsinore 

fault system and other less active faults to the west carry 10-15% of the plate boundary 

slip in southern California [WGCEP, 1995]. The Elsinore system has some sub-parallel 

fault segments , and splits at the northern end into the Whittier fault [24], and the Chino­

Central Avenue fault [31] in the Chino-Puente Hills. Near-fault seismicity occurs predom­

inantly to the northeast side of the fault system, except for the Whittier segment [24] at the 

north end. 

Seismogenic thickness varies from 10-21 km for the entire fault system (Figure 

2.14). The deepest well constrained seismicity occurs along the northern half of the Julian 

segment [27]. Seismogenic thickness decreases rapidly along the southern half of the 

Julian segment [27] , as the percent depth shallows 7 km over a length of 35 km. This 

decrease suggests an apparent dip in the bottom of the seismogenic layer of 11 ° along this 

section of the Elsinore fault. Percent depth levels rapidly along the Julian-Coyote Moun­

tain segment boundary [27/28] to a dip of less than 2°. The thinning of the seismogenic 

crust continues along the northern 20 km of the Laguna Salada segment [29-30]. This 

decrease in seismogenic thickness corresponds with a relative increase in heat flow to the 

southeast. Seismicity along the rest of the Laguna Salada segment [29-30] is extremely 

sparse, and the few hypocenters are considered poorly constrained because of their loca­

tion a substantial distance south of the international border. As a result, the percent depths 

are erratic and the seismogenic thickness predictions for the Laguna Salada-2 sub-segment 

[30] are poorly constrained. 
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The whole sub-segment percent depth prediction tends to overestimate the seis-

mogenic thickness of the system sub-segments , as compared to the average thickness of 

the smoothed along strike bins. The overestimation is less than 1.3 km for half of the sub­

segments. These sub-segments tend to have less variation in the percent depth values of 

the along strike bins, so the average of the small length estimation is comparable to the 

estimation for the entire length of the sub-segment. The highly questionable Laguna Sal­

ada-2 sub-segment [30] has the largest difference between whole sub-segment seis­

mogenic thickness and the average of the along strike bins seismogenic thickness (12 km). 

Otherwise, the largest difference is only 3.2 km for the Whittier segment [24]. Regardless, 

the whole sub-segment seismogenic prediction fails to reflect the significant along strike 

variations among the northern Elsinore fault system segments. 

2.8.4 Moment Release vs. Hypocenters 

On average, there is no difference between the moment release and hypocenter 

along strike seismogenic thickness predictions. In detail however, the difference can be 

significant. When there are few earthquakes within a bin, the hypocenter prediction over­

estimates the seismogenic thickness because a whole number of hypocenters are required 

to calculate the percent depth. A low seismicity rate within a bin also affects the reliability 

of the moment release prediction, but fewer earthquakes are needed than the hypocenter 

calculation to make the seismogenic thickness estimate reasonable (-10+ vs. -30+). 

Large differences can also occur when a bin contains the sub-faults of a large earthquake, 

or an earthquake at or near the bottom of the depth profile with a significant proportion of 

the moment release within the bin. The difference occurs because unlike the hypocenter 

prediction, the moment release prediction takes into account of the size of the earthquake. 
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Estimating seismogenic thickness from the moment release of earthquakes looks at the 

rupture extent of earthquakes in the crust, while using hypocenters only looks at the loca­

tions in the crust where earthquakes start. Therefore, seismogenic thickness is most 

appropriately predicted by the moment release estimation. 

2.9 Discussion 

2.9.1 Factors Affecting Seismogenic Thickness 

The thickness of the seismogenic crust varies across southern California on scales 

from a few kilometers to tens of kilometers. The factors that affect the depth of the transi­

tion zone from seismic to aseismic defonnation include the geothennal gradient or tem­

perature structure of the crust, crustal composition, fluid pressure, strain rate, water 

content, and the geometry and mode of faulting [Sibson, 1984]. The most significant of 

these factors are believed to be temperature and, secondarily, composition [Sibson, 1984; 

Doser and Kanamori, 1986; Bryant and Jones, 1992; Williams, 1996]. Seismogenic 

thickness variations caused by the temperature structure of the crust are likely to occur 

over length scales similar to the thickness of the crust, while abrupt changes in seis­

mogenic thickness may correspond to abrupt changes in crustal composition [Sibson, 

1984]. We extend previous studies that have related the variation in the depth of earth­

quake hypocenters in limited regions of southern California to the temperature structure of 

the crust, basement lithology, shear stress, and strain rate. 

2.9.2 Temperature 

The effect of temperature on the seismogenic crust is perhaps the easiest factor to 

consider, because of the larger distance scale associated with the effect. In this study, we 

use surface heat flow as a proxy for relative changes in the crustal geothenn. We assume 
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the crustal geothenn is elevated (e.g ., greater relative temperatures at shallower depths 

than nonnal) when heat flow is higher than nonnal, and a depressed crustal geothenn 

(e.g., cooler relative temperatures at deeper depths than nonnal) when the heat flow is 

lower than nonna!. We compare our estimates of seismogenic thickness with published 

data on heat flow to evaluate the effects of temperature on the thickness of the seis-

mogenic crust in southern California. 

Two regions in Figure 2.8 have a significantly lower seismogenic thickness and 

correspond to regions of higher heat flow: the Salton trough, and the Coso region. The 

higher heat flow of the Salton trough [Lachenbruch et al. , 1985] also affects the seis­

mogenic thickness of the San Jacinto and Elsinore fault systems, which shallow systemat­

ically to the south and correlate with heat flow along strike [Doser and Kanamori, 1986; 

Sanders, 1987] . The Coso region has high heat flow as also demonstrated by the presence 

of young cinder cones [Jennings , 1994]. Figure 2.8 also shows the seismogenic thickness 

of the southern Eastern California Shear Zone (ECSZ) decreasing to the east, and some­

what less to the north. There is a significant difference in maximum hypocenter depths 

between the 1992 Landers earthquakes and the 1999 Hector Mines earthquake sequence 

further east. Heat flow increases dramatically to the east, with the highest values forming 

a ridge to the east of the northwest striking faults of the ECSZ [Lachenbruch et al., 1985]. 

Williams [1996] showed that aftershock activity along strike of the 1992 Landers rupture 

shallows to the north, and corresponds to the depth variation in the 2500 C isothenn. 

The effect of temperature is also present in regions of lower than nonnal heat flow 

as a thickening of the seismogenic portion of the crust (Figure 2.8). The best example of 

this is the Ventura Basin, a narrow region of very low heat flow [De Rito et al., 1989]. The 
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anomalously large seismogenic thickness is likely caused by rapid shortening across the 

basin which led to a thick sedimentary section and a deep Moho [Bryant and Jones , 1992]. 

Other than the Ventura basin, the deepest earthquake hypocenters south of the Garlock 

fault are located beneath the San Gorgonio Pass-San Jacinto Mountains region. The San 

Jacinto Mountains lie at the northern reaches of the Peninsular Ranges, a province known 

to have low heat flow [Lachenbrach et ai., 1985]. A north-south alignment of increased 

seismogenic thickness in the Peninsular Ranges extending from the San Jacinto Moun­

tains south to the Elsinore fault system (and perhaps a far south as northwest Baja Califor­

nia) coincides with the low heat flow core region bounded on the east and west by the 

elevated heat flow of the Salton Trough and the Inner Borderland. The greatest seis­

mogenic thickness of the north south alignment coincides with an area of very low heat 

flow. On the north of the San Gorgonio Pass, the seismogenic thickness beneath the San 

Bernardino Mountains is a few kilometers greater than the overall average for southern 

California, possibly reflecting the low to normal heat flow of this mountain range. How­

ever, the abrupt increase in seismogenic thickness of the crust to the south of the San Ber­

nardino Mountains cannot be explained by temperature, because the San Jacinto-Santa 

Rosa Mountains also have low to normal heat flow [Lee, 1983]. Similarly, the west San 

Joaquin Valley has deep seismicity and moderately low heat flow, but low heat flow alone 

cannot reasonably account for the significant seismicity that occurs down to 25 km depth . 

Heat flow alone cannot explain the distribution of seismogenic thickness varia­

tions in southern California. The effect of temperature seems to account well on a qualita­

tive level for most of the regions with relative thin or thick seismogenic crust, but often 

fails to explain the differences in detail. These failures in detail vary from an incomplete 
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explanation for the extreme thickness of the seismogenic crust beneath the western edge 

of the San Joaquin Valley, a region of moderately low heat flow, but not very low heat 

flow, to the inability to explain the abrupt increase in seismogenic thickness in the San 

Gorgonio Pass region . Additionally, it is difficult to use heat flow in a predictive fashion 

for seismogenic thickness because it is unclear what temperature isotherm appropriately 

maps out the aseismic-seismic transition for more than a limited area. 

2.9.3 Shear Stress and Strain Rate 

One way to assess the effect of shear stress or strain rate on brittle deformation in 

the crust is to compare the major fault zones to the surrounding crustal blocks. It is rea­

sonable to assume that stress and strain may be different between these two types of 

regions, and therefore may result in different depth distributions of earthquakes and 

moment release. Sanders [1990] considered the depth distribution of 1665 good quality 

hypocenters located south and east of the Cajon Pass, and noted that the major strike slip 

fault zones (San Jacinto and San Andreas fault systems) have predominantly deep earth­

quakes, while the surrounding crustal blocks have predominantly shallow earthquakes. 

The maximum depth of seismicity for the seismicity in the fault zones was 5 km greater 

than that in the surrounding crustal blocks (the central and western Peninsular Ranges, the 

San Bernardino Mountains , and the southern part of the ECSZ). 

If strain is locally high because it is concentrated in a narrow region along the fault 

zone, then the depth of the aseismic-seismic transition will deepen and increase the thick-

ness of the seismogenic crust along the fault zone relative to the surrounding crustal 

blocks [Sanders, 1990]. The depth distribution of the hypocenters was also markedly dif-

ferent between the fault zones and the crustal blocks. Seismicity along the fault systems 
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was concentrated at the bottom of the fault (characteristic depths 11-18 km), while most of 

the hypocenters in the crustal blocks were located at shallow depths (characteristic depths 

1-6 km). Approximately 85% of the earthquakes shallower than 10 km were located in 

crustal blocks, while 84% of the earthquakes deeper than 10 km were located in fault 

zones . Lower levels of shear stress in the crustal blocks would limit brittle failure within 

these regions to shallower depths, and thus seismicity would be predominantly shallower 

than that of the fault zones [Sanders, 1990; Miller and Furlong, 1988]. 

We have expanded on this analysis by considering all of southern California, and 

using the SCEC source zones [WGCEP, 1995] to define fault zones (Type A and B zones) 

and crustal blocks (Type C zones). These seismotectonic zones were designed to highlight 

the major faults as well as account for regions of diverse or hidden faults. We have con­

sidered both the distribution of hypocenters and the distribution of moment release within 

the SCEC source zones. Our analysis shows that there are only niinor differences between 

fault zones and crustal blocks. There is more variation within the fault zone or crustal 

block categories than between the categories. Assuming that seismogenic thickness is 

equivalent to the "maximum depth" of Sanders [1990], we find that both crustal blocks 

and fault zones have on average maximum depths of 16 krn from hypocenters, and 17 krn 

from moment release. Crustal blocks and fault zones also have similar characteristic 

depths. Fault zones tend to have earthquakes from the surface to 17 km, although portions 

of some faults may have shallow and/or deep concentrations of earthquakes. EarthqUakes 

in crustal blocks tend to occur between the surface and l3 km. The depth of peak earth­

quake occurrence on average in crustal blocks is a few kilometers shallower than in fault 

zones, because the crustal blocks tend to have a less peaked earthquake distribution with 
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depth than many of the fault zones. More earthquakes shallower than 10 Ian occur in the 

crustal blocks (59%) than the fault zones (41 %), but this is not surprising because the 

crustal blocks cover approximately 61 % of the surface area of the region versus 39% for 

the fault zones. The crustal blocks dominate the moment release of the regions in ques­

tion, containing 90% of the moment release occurring shallower than 10 Ian, and 70% 

occurring deeper than 10 km. Most of the moment release can be attributed to the 1992 

Landers earthquake and the 1999 Hector Mines earthquake, which account for 52% and 

40% respectively, of the moment release contained in the crustal blocks. 

Our analysis using an expanded region and much larger dataset shows that the con­

clusions of Sanders [1990] do not apply to all of southern California. The fault zones 

were limited to the San Jacinto and portions of the San Andreas fault systems. Both of 

these faults have significant variations in the distribution of earthquakes along the strike of 

the fault. Most of the earthquakes along the San Andreas fault in Sanders dataset occur in 

the San Gorgonio Pass region, which likely does not have a thru-going strike-slip segment, 

and has significant seismicity occurring at least 6 km deeper than the segments on either 

side. The Elsinore fault system has significant shallow seismicity along most of its length, 

but was included with the western and central Peninsular Ranges in the southwest crustal 

block of Sanders [1990]. This contributed to the perception that shallow seismicity did 

not occur characteristically along major fault zones. Local variations in stress and strain 

rate may likely account for variations in seismogenic thickness along faults or between 

different regions, but on average, does not cause a difference in seismogenic thickness and 

characteristic depth distribution of earthquakes between fault zones and crustal blocks. 
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2.9.4 Lithology 

The effect of lithology on the seismogenic thickness is difficult to consider within 

the scope of this report because of the broad coverage area of this study. Compositional 

variations in the basement rocks could lead to abrupt and/or small scale variations in the 

thickness of the seismogenic crust that may not be visible in the regional analysis because 

of the size or alignment of the regional bins. Magistrale and Zhou [1996] found steps 

(width scale < 5 km) and slopes (width scale - tens of km) in the maximum depth of hypo­

centers that correlate with boundaries of proposed regions of schist basement rock. Unless 

the boundaries of the regional bins fortuitously aligned with the step in hypocenters, our 

analysis would obscure the step or cause an apparent shift in the location. The San Gorgo­

nio Pass region shows the only obvious continuous step in seismogenic thickness in our 

regional analysis, but the location appears to be shifted to the north by approximately one­

half bin size relative to the step of Magistrale and Zhou [1996; Figure 2a). Other steps 

mentioned by Magistrale and Zhou [1996] can be identified once the location is already 

known, but are not clear enough on the regional seismogenic thickness map to locate with­

out additional information. Slopes in seismogenic thickness are easier to identify because 

they occur over the scale of a few regional bins. The slopes across the Tehachapi Moun­

tains and the southern Sierra Nevada can be identified in Figure 2.8. 

Variations in seismogenic thickness due to compositional variations (if they exist) 

should be more obvious in the along strike analysis of the major strike slip systems of 

southern California. The step in the San Gorgonio Pass region noted by Magistrale and 

Zhou [1996] is more than 5 km north of the CDMGfUSGS San Andreas fault segments in 

virtually all of the 5 km along strike bins, so the step is not seen in the projected seisrnic-
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ity. For all three strike-slip systems, we compared the seismicity of the 5 km along-strike 

bins from one side of the fault segments to the other (+/-), and found no obvious consistent 

difference in seismogenic thickness or maximum depth of hypocenters . The only step we 

can identify in the along-strike projections occurs parallel to strike along the San Bernar­

dino segment of the San Jacinto fault. This 4 km step in the maximum depth of hypo­

centers has been identified by Magistrale and Zhou [1996], and linked to the same change 

in basement lithology as the San Gorgonio fault. The step appears along strike of the San 

Jacinto fault, rather than from one side to the other as expected for a major strike-slip fault 

because the fault offsets the change in basement lithology [Magistrale and Zhou , 1996]. 

The study of the effect of compositional changes in the basement lithology of 

southern California on the seismogenic thickness of the crust requires detailed studies and 

abundant earthquakes. Sharp steps and small scale variations require abundant data to 

precisely identify the location and the size of the variation in seismogenic thickness. 

Although compositional variations in the basement have a significant effect on the seis­

mogenic thickness of the crust, this study is not really designed to identify lithological 

control , because of the broad and large scale of the analysis relative to the small scale of 

the compositional changes. The along-strike analysis of the San Andreas, San Jacinto, and 

Elsinore fault systems is of appropriate scale for comparison to compositional changes in 

basement lithology. Because the San Jacinto and Elsinore fault systems are located within 

the Peninsular Ranges province, large compositional changes in basement lithology are 

not expected. The San Andreas fault system does show evidence for compositional 

changes across the strike-slip system, but does not appear in our along-strike analysis 

because of the alignment of the fault segments in the San Gorgonio Pass region. Other 
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segments of the San Andreas fault system have insufficient seismicity to test for seis-

mogenic thickness changes that might correlate with changes in basement lithology. 

2.9.5 The Seismogenic Thickness of Tectonically Dermed Regions 

In this study, we estimated the seismogenic thickness in a regional sense by divid-

ing southern California into 0.1 °xO.1 ° bins . This provided a detailed view of seismogenic 

thickness at a resolution deemed the finest appropriate for the earthquake population of 

most parts of southern California. Although a detailed view tells you the most about the 

value in question, it involves an immense amount of data. Additionally, a detailed view of 

the seismogenic thickness has not been previously available for southern California. The 

solution to either the lack of data or an overwhelming amount of data is to divide southern 

California into larger regions, based upon geological data such as the trace of major faults , 

basement lithology, and deformation style. It is not clear whether features at depth, such 

as crustal thickness or seismogenic thickness, correspond to the boundaries seen in the 

surface and near-surface data. 

The 65 source zones of the SCEC Phase IT report [WGCEP, 1995] provide an 

excellent opportunity to test whether dividing southern California into polygons based 

upon geological information is a reasonable alternative to the detailed regional bins. Of 

these Zones (Type A and B) 41 are narrow polygons (usually -15-20 Ian wide) centered on 

the major faults . The remaining 24 zones (Type C) cover the rest of southern California 

in-between and adjacent to the zones containing faults . 

We compared the seismogenic thickness estimate calculated from all seismicity 

located within each source zone, to the average of the seismogenic thickness predictions 

of the regional bins located inside each source zone. A regional bin is considered to be 
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inside, if the center of the regional bin is located inside the source zone polygon. The 

average seismogenic thickness is based upon regional bins with ten or more earthquakes. 

For most of the SCEC source zones, the seismogenic thickness is not appropriately 

described by a single value such as the mean seismogenic thickness . Seismogenic thick­

ness often varies significantly within a source zone. The variation of seismogenic thick­

ness within a source zone (as measured by both the standard deviation of the mean, and 

the difference between the minimum and maximum values) is proportional to the area of 

the polygon. This is not too surprising, because the larger the region, the more chance you 

have to encounter differences in the physical parameters that control the seismogenic 

thickness. 

Another consideration is how the polygon is drawn. One bin or a small region can 

dominate the whole polygon seismogenic thickness estimate or skew the average. This is 

a special concern for polygons with limited earthquakes. The normal tendency is to cover 

a region with sparse earthquakes with a large polygon because you have no basis to make 

detailed estimates for most of the area. The seismogenic thickness estimate for a small 

corner or area of the polygon will be extended for the large area of the polygon. If the 

polygon boundary is not correct, or the small area with earthquake has an anomalous seis­

mogenic thickness, then you will be extending the incorrect or anomalous seismogenic 

thickness inappropriately across the entire region defined by the polygon. 

2.9.6 Improvements to the CDMGIUSGS Fault Database 

Seismic hazard assessments use seismic moment release to measure the seismic 

potential of a fault or region. A model of the sources of seismic hazard is created that 

describes the magnitude, location and rate of earthquakes that pose a significant hazard to 
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the region in question. The seismic hazard source model is then used to calculate the 

probability of damaging earthquakes and/or to calculate the probability of damaging 

ground motions. The detail and accuracy of the seismic hazard source model is crucial to 

the usefulness and applicability of the seismic hazard assessment. The CDMGIUSGS 

fault database for California [Peterson et aI., 1996] improved upon the fault database of 

the SCEC Phase II report [WGCEP, 1995] by adding the down-dip width, rupture top, and 

rupture bottom of the fault segments. This study improves upon the CDMGIUSGS data­

base by quantitatively estimating the seismogenic thickness (equivalent to the down-dip 

width for vertical faults that break the surface) systematically and in detail for the San 

Andreas, San Jacinto, and Elsinore fault systems. 

Table 2.4 lists our estimates of the seismogenic thickness, H, as well as the 

CDMGIUSGS rupture bottom, RB (equivalent to our seismogenic thickness for these seg­

ments because the rupture top is at the surface). We list the whole sub-segment (WSS) 

estimate, as well as the sub-segment smoothed 5 km along-strike bins mean, minimum, 

and maximum, to show the variation of the seismogenic thickness within the sub-segment. 

The whole sub-segment seismogenic thickness tends toward the maximum of the segment, 

so it often overestimates the seismogenic thickness for much of the sub-segment when 

there is large variation along strike. The maximum seismogenic thickness of the 

smoothed 5 km along-strike bins is usually less than the whole sub-segment estimate 

because the smoothing process reduces the maximum value by averaging with the sur­

rounding, lesser values. 

The whole sub-segment seismogenic thickness is equivalent to or exceeds the 

CDMGIUSGS rupture bottom for the San Andreas and San Jacinto fault systems. The dif-
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ference can exceed 7 km at the ends of the "big bend" of the San Andreas fault. Of course, 

the large seismogenic thickness estimate at the ends of the "big bend" is not necessarily 

appropriate for the surrounding sub-segments, and the between our WSS estimate and the 

CDMGIUSGS value is much smaller (-0-4 km). In general , the WSS seismogenic thick­

ness estimate and the CDMGIUSGS rupture bottom are close for the Elsinore fault sys­

tem. Except for the Julian seg~ent and the unreliable Laguna Salada segment, the 

difference is ± 2 km, which is the stated error in the depths for the CDMGfUSGS values. 

The mean of the smoothed 5 km along-strike bins seismogenic thickness is within 

3 km of the CDMGfUSGS estimate. Often, the difference is 2 km or less which is within 

the stated error for the CDMGfUSGS database. If the average thickness of the segment 

was the same as the database, then the rupture plane would have the same area, and for 

constant slip along strike during rupture, then total moment release would be the same. 

Far enough away from the fault segment, the difference in fault plane definition (5 km 

along strike variable depth rectangles versus a single rectangle with identical area) would 

not matter. Locally, the difference in segment definition could result in significant differ-

ences in ground motion, especially if slip is variable along strike of the segment. 

The largest error in the CDMGfUSGS database is not that the whole segment rup­

ture bottom estimates are wrong (which they are at times), but that the database does not 

describe the significant variation in seismogenic thickness within a segment or even a sub-

segment. In most cases, using one value (e.g. , an average or a maximum) for the seis-

mogenic thickness of a segment or sub-segment is inappropriate. Fault segmentation 

should be smaller than has been utilized in the past, and should be redesigned taking into 

account the variations in seismogenic thickness along strike. A key point here is that seg-
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mentation ofthe major strike-slip faults of southern California based upon surface features 

does not correspond to the variations in seismogenic thickness along strike and the poten-

tial down-dip width of the fault. 

2.9.7 Seismic Hazard Implications 

The characteristic magnitude or maximum magnitude of a fault or region is often 

based upon the area of that fault or region. Assuming a constant value for a whole fault or 

region leads to over- and underestimating that seismic potential of the fault or region. 

Either can be damaging to the reliability and usefulness of a seismic hazard analysis. 

For example, the SCEC Phase II report [WGCEP, 1995] estimated the moment rate 

contribution from characteri~tic earthquakes using an assumed seismogenic thickness of 

11 km for all of southern California. From the regional analysis, the average seismogenic 

thickness (from reliable regional bins) is 15.0 km. We can calculate the change in magni-

tude, m, by combining equations (1) and (2) from the SCEC report [WGCEP, 1995]. 

(EO 2.3) 

The change in magnitude due to an increase of 4 km in seismogenic thickness (from HI = 

11 km to H2 = 15 km) is 0 .09. While this seems small, it is on the same order as the round-

ing of magnitudes that was cited as one of the reasons why the SCEC Phase II report over-

estimated the rate of magnitude 6 and 7 earthquakes, relati ve to the historic rate. 

Seismogenic thickness is also a key component of geological and geodetic con-

straints on seismic source models. Both the geological (from faults) and geodetic (from 

strain) moment rate estimates depend linearly on the seismogenic thickness. The seismic 

hazard is therefore dependent on the seismogenic thickness used. 
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2.10 Conclusions 

Regional pre-mainshock seismicity can predict the maximum depth of rupture for 

moderate to large earthquakes in southern California. We have quantitatively established 

that the depth down to which 99.9% of the moment release of earthquakes occurs reliably 

estimates the maximum depth of rupture during moderate to large earthquakes. Unlike 

previous studies , we use the moment release depth distribution of seismicity rather than 

simply the hypocenter distribution, because moment release produces more precise esti­

mates with smaller errors. Hypocenters tell you where earthquakes start, while moment 

release tells you where in the crust they rupture. We assume that the maximum depth of 

rupture during these larger events is synonymous with seismogenic thickness, and there­

fore we can estimate the seismogenic thickness in a systematic and widespread fashion for 

southern California. 

We predict the seismogenic thickness for a regional viewpoint using 0.1 °xO.1 ° 

bins. The average seismogenic thickness for southern California is 15.0 km (+l.2/-l.1 

km). Seismogenic thickness qualitatively correlates with regions of anomalous heat flow, 

but heat flow cannot be used in a predictive fashion because seismogenic thickness is con­

trolled by a combination of factors. Local variations in stress and strain rate may account 

for variations in seismogenic thickness along faults or between different regions, but on 

average, do not cause a difference in seismogenic thickness and characteristic depth distri­

bution of earthquakes between fault zones and crustal blocks. 

We predict seismogenic thickness for the three major strike-slip systems in south­

ern California, using seismicity within 5 km of the simplified CDMGIUSGS fault data­

base. We seek to update the fault database. Seismogenic thickness can vary significantly 
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within a fault segment. In most cases, using one value (e.g., an average or a maximum) 

for the seismogenic thickness of a segment or sub-segment is inappropriate. Fault seg­

mentation should be smaller than has been utilized in the past, and should be redesigned 

taking into account the variations in seismogenic thickness along strike. Surface segmen­

tation of the major strike-slip faults of southern California does not reflect the variations in 

seismogenic thickness and the potential down-dip width of the fault. 

Assuming a constant value for a whole fault or region leads to over- and underesti­

mating that seismic potential of the fault or region. The change in magnitude due to an 

increase of 4 km in seismogenic thickness (from HI = 11 km to H2 = 15 km) is 0.09. 

While this seems small, it is on the same order as the rounding of magnitudes that was 

cited as one of the reasons why the SCEC Phase IT report overestimated the rate of magni­

tude 6 and 7 earthquakes, relative to the historic rate. Both the geological (from faults) 

and geodetic (from strain) moment rate estimates depend linearly on the seismogenic 

thickness. The seismic hazard is therefore dependent on the seismogenic thickness used. 
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Figure 2.1 Tectonic and physiographic provinces of southern California in study 
area. Mapped surface traces of faults (Jennings, 1975) shown as thin black lines. 
The arrows show the approximate relative motion of the Pacific and North American 
plates. BSZ - Brawley Seismic Zone; C - Chino-Puente Hills; CA - state of 
California; CP - Cajon Pass; .CV - Coachella Valley; ECSZ - Eastern California 
Shear Zone; LAB - Los Angeles Basin; NV - state of Nevada; M - Mexico; SB - San 
Bernadino (city); SBM - San Bernadino Mountains; SCA - Santa Catalina Island; 
SGP - San Gorgonio Pass; SJM - San Jacinto Mountains; SMM - Santa Monica 
Mountains; SRM - Santa Rosa Mountains; TM - Tehachepi Mountains; VB -
Ventura Basin. 
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Figure 2.2 Earthquakes used in this study. Our dataset consists of -258,000 
earthquakes recorded by the Southern California Seismic Network (SCSN) between 
April 1981 and July 2000. These earthquakes have been relocated using the 3-D 
velocity model of Hauksson (2000) and range in magnitude from 0.1 to 7.3. Vertical 
and horizontal errors in the "hypocenter do not exceed 2.0 km and 1.5 km, 
respectively. Mapped surface traces of faults (Jennings, 1975) shown as thin black 
lines. 
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Figure 2.3 Errors in the fdll earthquake dataset. Events with acceptable errors 
and sufficient observations are represented by the blue columns (257,918 
earthquakes). The brown regions represent the errors of the 75167 earthquakes 
rejected for one or more unacceptable errors. The green dashed lines show the 
division between acceptable and unacceptable values. Some events are considered 
acceptable with less than ten observations if the distance to the nearest seismic 
station is less than twice the depth. RMS was not used as a sorting criterion. The bar 
farthest to the right represents all events equal or greater than the bin value, and 
thus appear much larger than the surrounding bins. 
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Figure 2.4 (a) Percent of total moment release of pre-mainshock seismicity that 
occurred shallower or equal to the rupture bottom of the slip model (see Table 2.1 for 
slip model references). Circled data points are the values used to calculate the 
percent depth for southern California (% = 99.9; shown as a dotted line). (b) The 
99.9% depth of the pre-mainshock seismicity versus the rupture bottom of the slip 
model. If the prediction were perfect, the two values would be equal. Horizontal 
error bars indicate the percent depths for 99.8% and 99.99% (± one standard 
deviation). Fewer earthquakes occur at depths approaching the maximum depth, so 
a small change in percent of total moment results in a large change in percent depth. 
Vertical error bars indicate one-half the width of the slip model sub-faults. Slip 
model symbols: NPS, hexagon; WN, cross; ER, diamond; SH, star; SM, ellipse; JT, 
square; L, inverted triangle; N, circle; HM, triangle. 
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Figure 2.5 (a) Percent of total hypocenters of pre-mainshock seismicity that 
occurred shallower or equal to the rupture bottom of the slip model (see Table 2.1 for 
slip model references). Circled data points are the values used to calculate the 
percent depth for southern California (% = 98.3; shown as a dotted line). (b) The 
98.3% depth of the pre-mainshock seismicity versus the rupture bottom of the slip 
model. If the prediction were perfect, the two values would be equal. Horizontal 
error bars indicate the percent depths for 96.5% and 100% (± one standard 
deviation). Fewer earthquakes occur at depths approaching the maximum depth, so 
a small change in percent of total hypocenters results in a large change in percent 
depth. Vertical error bars indicate one-half the width of the slip model sub-faults. 
Slip model symbols: NPS, hexagon; WN, cross; ER, diamond; SH, star; SM, ellipse; 
JT, square; L, inverted triangle; N, circle; HM, triangle. 
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Figure 2.6 Number of earthquakes per regional O.1xO.1 degree bin. Mapped 
surface traces of faults (Jennings, 1975) shown as thin black lines. 
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Figure 2.7 The seismogenic thickness for all regional O.lxO.l degree bins with 
data, estimated from the depth distribution of moment release of seismicity located 
within each regional bin. 
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Figure 2.8 The seismogenic thickness for regional bins with ten or more 
earthquakes, estimated from the depth distribution of moment release. 
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Figure 2.9 Smoothed seismogenic thickness for all regional bins. A gaussian fIlter 
(length = 30 km) has been applied to the moment release seismogenic thickness 
estimate to improve the spatial coherence of the image. 
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Figure 2.10 Smoothed seismogenic thickness for regional bins with ten or more 
earthquakes. A gaussian filter (length = 30 km) has been applied to the moment 
release seismogenic thickness estimate of regional bins with ten or more earthquakes 
to improve the spatial coherence of the image. 



63 

-121 ° -120° _119° 

•• I 
• • 3T , 3T • • 

36° 36° 

35" 35" 

34° 34° 

33 ° 33° 

32° 32° 

-121" -120° _119° _118° -lIT _116° -115" _114° 

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 
error (km) 

Figure 2.11 Error in the estimate of seismogenic thickness. This is actually the 
range in the estimate for each regional bin. It is the difference between the percent 
depths calculated for the deep and shallow moment release distribution extremes. 
On average, the range is 2.3 km, or +1.2/-1.1 km. 
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Central-Southern San Andreas Fault System 
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Figure 2.12 Central-Southern San Andreas fault system. (A) Oblique map view 
showing the CDMGIUSGS segments fault in red. Segments are divided into straight 
line sub-segments and numbered (in red) from north to south. GF, Garlock fault. 
PMF, Pinto Mountain fault. (B) Cross section along strike with projected 
earthquakes (black dots) and sub-faults (green dots) within 5 km of the fault, 
smoothed seismogenic thickness estimates for 5 km along strike bins (cyan lines), and 
seismogenic thickness estimates for whole SUb-segments (medium blues lines). 
Intersection/projection offaults with the San Andreas fault shown by inverted 
triangles: GF, Garlock fault; SJF, San Jacinto fault system; PMF, Pinto Mountain 
fault. Vertical exaggeration 2X. 
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San Jacinto Fault System 
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Figure 2.13 San Jacinto fault system. (A) CDMGfUSGS segments in red. SB, San 
Bernardino; SJV, San Jacinto Valley; A, Anza; CC, Coyote Creek; B, Borrego; SM, 
Superstition Mountain; SH, Superstition Hills; I, Imperial. PMF, Pinto Mountain 
fault. HS, Hot Springs fault. BR, Buck Ridge fault. (B) Cross section along strike 
with projected earthquakes (black dots) and sub-faults (green dots) within 5 km of 
the fault, smoothed seismogenic thickness estimates for 5 km along strike bins (cyan 
lines), and seismogenic thickness estimates for whole sub-segments (medium blues 
lines). Vertical exaggeration 2X. 
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Figure 2.14 Elsinore fault system. (A) CDMGIUSGS segments in red. Segment 
names: W, Whittier; G, Glen Ivy; T, Temecula; J, Julian; C, Coyote Mountain; LS, 
Laguna Salada; CHC, Chino-Central Avenue; EQV, Earthquake Valley. (B) Cross 
section along strike with projected earthquakes (black dots) and sub-faults (green 
dots) located within 5 km of the fault, smoothed seismogenic thickness estimates for 5 
km along strike bins (cyan lines), and seismogenic thickness estimates for whole sub­
segments (medium blues lines). Vertical exaggeration 2X. 
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Table 2.1 Finite Source Models 
i Earthquake I Modelj Date IMech. Mo (N-m) I Mw I Reference 

I North Palm Springs NPS 1986.7.8 OB 1.77E+18 1 6.13 Hartzell, 1989 
Whittier Narrows WN 1987.10.1 TI-i 9.45E+17 5.95 Hartzell and lida, 1990 

I Elmore Ranch ! ER 1987.11 .24 SS 12.31E+18 i 6.21 Larsen et aI. , 1992 
Superstition Hills SH·W 1987.11 .24 SS i 4.81E+18 ' 6.42 Wald et aI., 1990 

I SH·L I i 9.76E+18 1 6.63 I Larsen et aI. , 1992 
Upland UP 1990.2.28 TI-i 2.51E+17 5.57 Dreger and Heimberger, 1991 

I Sierra Madre SM 1991 .6.28 TI-i i 2.84E+17 i 5.60 I Wald, 1992 
Joshua Tree JT·B 1992.4.23 SS i 1.69E+18 ! 6.12 i Bennett et aI., 1995 

JT·HD i 1.46E+18 6.08 Hough and Dreger, 1995 
Landers L I 1992.6.28 SS 7.74E+19 7.23 Wald and Heaton , 1994 
Big Bear BB 1992.6.28 SS 5.53E+18 6.46 Jones and Hough, 1995 

Northridge N·W 1994.1.17 TI-i 1.39E+19 6.72 I Wald, Heaton and Hudnut, 1996 
i N·DR ! 1.19E+19 6.68 Dreger, 1994 

I I N·HU I i 1.05E+19 ! 6.65 Hudnut et aI., 1996 
I N·HV , I 11.63E+19 6.77 Hudnut et aI. , 1996 I 

i N·S I I 11.52E+19 i 6.75 Shen et aI. , 1996 I 
Northridge Aftershock AN 1994.1.17 TI-i : 1.01E+18 1 5.97 Dreger, 1997 

Hector Mines HM·J 1999.10.16 SS 16.19E+19 7.16 Ji, Wald and Heimberger, 2000 
HM·K 6.72E+19 7.18 Kal.erina, Dreger, and Price, 200c 
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Table 2.2 Finite Source Model Rupture Dimensions 
Slip Model l columns rows length width top bottom dip strike view 

(km) (km) (km) (km) I (deg) (deg) (deg) 
NPS 11 8 22.00 i 15.20 4.00 14.93 I 46 287 I 17 
WN I 10 10 10.00 10.00 12.00 17.00 30 280 I 10 
ER 10 5 25.00 10.00 I 0.00 10.00 , 90 40 , 310 
SH-W 20 10 20.00 11 .50 0.50 12.00 I 90 127 217 
SH-L 10 5 25.00 10.00 0.00 10.00 I 90 310 40 
UP: main 2 2 3.50 I 3.50 6.00 9.36 I 74 215 305 
UP: asp. 1.00 1.00 8.00 9.00 90 215 i 305 
SM 7 10 4.90 6.00 9.40 14.00 50 242 I 332 

(10) (7.00) 
JT-B 29 20 29.00 I 20.00 0.00 20.00 90 172 262 

(35) (35.00) 
JT-HD 25 13 25.00 13.00 4.00 17.00 90 340 70 

(30) (20) (30.00) (20.00) (0.00) (20.00) 
L: jv 10 i 6 30.00 15.00 0.00 I 15.00 I 90 355 265 
L: hv 9 6 27.oo ! 15.00 0.00 I 15.00 90 334 244 
L: ce 12 6 36.00 15.00 i 0.00 15.00 I 90 320 I 230 
'8B: NW 16 12 16.00 12.00 2.00 14.00 90 320 230 
BB: NE 16 12 · 16.00 12.00 I 2.00 14.00 I 90 230 140 
N-W 14 14 18.00 i 24.00 i 5.00 20.43 I 40 122 212 
N-DR 29 31 29.00 i 31 .00 I 5.23 25.57 i 41 109.6 1199.6 

(40) (40.00) (1.95) (28.19) I 
N-HU 1 1 10.51 13.28 I 5.72 14.43 140.96 109.6 199.6 
N-HV 10 I 13 20.00 I 26.00 I 1.00 18.06 : 41 109.6 199.6 
N-S: 1a 14 5 30.00 10.70 i 0.00 9.07 I 58 122 212 
N-S: 1 b 
N-S: 2 
AN 25 17 25.00 I 17.00 I 5.45 16.60 I 41 109.6 1199.6 

(45) i (25) (45) i (25.00) i (0.20) (16.60) i I I 

HM-K. II I 15 12 30.00 24.00 0.15 ' 23.54 77 325 55 
HM-K: b 23 12 46.00 24.00 0.15 23.54 77 345 75 
HM-K: sb 15 12 30.00 24.00 0.15 23.54 77 325 55 
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Table 2.3 Finite Source Model Trimmed Rupture Dimensions 
I 

Slip Model L R T j B 
, NPS 1 I 1 
oWN 

I ' IER 
' ISH-W 

i ISH-L 
, UP 

JUP: main 
IUP: asp. 

' ISM 

I I 
i iJT-B 

I I 
l ' iJT-HO 

, iL 
iL: jv 

! iL: hv 
I iL: ce 
' !BB 
I !BB: NW 
I IBB: NE 
!' !N-W 
I IN-DR 
I i 

, iN-HU 
i iN-HV 

, [N-S 
: IN-S: 1a 

I 1 
1 2 1 

1 I 3 

I 1 2 2 
(4) 

4 112 1 3 2 
(7) 1S) 
15 3 1 2 

(8) (5) (5) , 

! I 
I 2 i 

I i 

1 j ! 
1 I 

I 1 i 

, (6) 1(12~ 

I I i 
1 i ! 

ilength 
Columns Rows (km) 

10 7 i 20.00 
10 10 I 10.00 
8 I 4 1 20.00 
19 7 1 19.00 
10 5 25.00 

2 2 3.50 
1 1 1 1.00 
6 6 4.20 

width i top 
(km) i (km) 

13.30 4.00 
10.00 12.00 
8.00 2.00 
8.05 : 3.95 
10.00 0.00 

3.50 6.00 
1.00 8 .00 
3.60 1 10.47 

bottom I Moment ' Percent 
(km) I (N-m) of Original 

13.57 1.68E+18 1 94.6% 
17.00 9.45E+17 100.0% 
10.00 2.25E+18 97.5% 
12.00 4.41E+18 91.7% 
10.00 9. 76E+ 18 100.0% 

i 12.51E+17 100.0% 
9.36 1.76E+17 100.0% 
9.00 i7.49E+16 100.0% 
13.08 2.68E+17 94.4% 

13 15 13.00 15.00 I 0.00 i 18.00 1.S2E+18 89.8% 

7 10 7.00 10.00 5.00 15.00 1.34E+18 92.1 % 

7.68E+19 99.3% 
8 6 24.00 15.00 0.00 15.00 1.93E+19 97.9% 
9 I 6 1 27.00 1S.oo 0.00 15.00 3.72E+19 ! 100.0% 
11 6 33.00 15.00 O.OO ! 15.00 [2.04E+19 99.2% 

IS.53E+18 100.0% 
16 12 16.00 12.00 ! 2.00 14.00 2.65E+18 100.0% 
16 12 I 16.00 12.00 2.00 I 14.00 12.88E+18 100.0% 
14 13 18.00 22.29 6.10 I 20.43 i 1.37E+19 98.3% 
14 I 22 1 14.00 22.00 5.89 20.32 11.05E+ 19 1 88.3% 

I I 
i 1 10.51 13.28 I S.72 ! 14.43 11.0SE+19 1 100.0% 

10 i 13 , 20.00 . 26.00 I 1.00 18.06 1.63E+19 100.0% 
i j 

1 I I I 
1.49E+19 96.8% 

10.70 9.07 3.27E+18 95.3% , 0.00 
! !N-S: 1b I 1 I 1 13 i 8 I 27.86 1 17.16 i 9.07 19.63 9.53E+ 18 96.7% 
i IN-S : 2 ! I i 6 5 12.90 I 10.70 i 0.00 I 8.51 i 1.90E+18 100.0% 

I ' !AN i 7 1 4 1 1 4 14 I 12 1 14.00 12.00 I 6.10 I 13.98 19.48E+17 93.4% 

l ' iHM-J : I i I /5.93E+19 ! 95.9% 
: I HMo--J'-: -c'"C"lm- '-: -+-1+-+1- 1+ - 1""'00---+--s=--+ I, -::C3-:0.-::C00-:-T1 --:-:13'""'.50 0.28 13.72 2.61 E+ 19 97.5% 

! j HM -J: IIw I 1 ! ! ! 1 6 5 I 18.00 I 1,-;;2.:.;' 8c3~_-!--; 1 0::,-' 2::::6=--+---:;-12o.:-.::::66::--t1 -72'-;;'0:;o-8~E+_1;-;9:+ 1' --:9::;2::-;.9:=°/'';'-0 -I 
, !HM-J: b 1 1 I I I 2 ! 9 I 4 27.00 I 10.80 I 0.27 11.28 1.25E+19 i 97.6% 
~.~~--i~+--+--+~r---1---r--t---+-~-+---+~~~~~~~.;--I i IHM-K I 1 I I ,I S.47E+19 1 81.5% 
i iHM-K: II i 6 i : 4 

i !HM-K: b I 4 

: IHM-K: sb I i 4 

9 
23 
15 

: 8 18.00 16.00 ; 0.1S ! 15.74 , 2.48E+19 86.3% 
J 8 ! 46.00 16.00 i 0.15 15.74 12.02E+19 1!. 78.8% 
: 8 I 30.00 . 16.00 I 0.15 I 15.74 ! 9.67E+ 18 75.8% 
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Table 2.4 Seismogenic Thickness of Strike-Slip Fault Segments 

ISub-Segment CDMGlUSGS WSS mean l min I max ! Segment I 
Number RB (km) H (km) H (km) H (km) H (km)1 Description 

Sa n Andreas ' I 
1 12 12.8 9.1 8.2 10.2 i Cholame , 2 12 15.4 12.1 8.7 15.4 , Carrizo Plain 
3 16.2 I 13.2 11 .6 14.3 I I 
4 I 20.7 15.6 14.8 16.1 i ! 
5 19.0 I 16.4 15.6 17.2 , 

i 6 16.0 13.0 11 .9 15.2 ! 
7 12 14.2 12.4 11 .8 12.9 I Moja-.e 
8 12.1 11.5 10.1 13.5 i 
9 18 22.3 17.0 14.7 21.8 I San Bemadino 

i 10 19.1 17.7 15.3 21 .1 , I . . 
11 12 19.4 12.9 11.2 14.9 ! Coachella Valley I 
12 15.0 9.7 8.3 11.0 I ! 

I I 
I 

I San Jacinto I I I I 
13 15 19.8 17.8 16.4 19.9 I San Bemadino I 
14 I 19.0 19.7 i , 
15 18 20.7 I 19.6 I San Jacinto Valley 

I 
; I 
i 16 18.4 18. 2 17.5 19.1 ! , 

I , , , 
17 I 18 20.0 18.3 17.3 19.4 I Anza I 
18 1 16.3 I 17.1 15.3 I 19.0 i I 

I 
i 19 I 15 16.4 1 16.3 13.5 i 19.4 I Coyote Creek I 

! 

i 20 12 13.9 12.1 11.3 12.9 i Borrego j 
! 21 12 12.0 I 11.0 ! 10.3 11.7 !. Superstition Mountain I ! ; 

r 22 I 12 11.9 11.4 I 10.7 ! 11.9 I Superstition Hills ! 
[---231 i I 

, . -----I 
12 15.6 14.5 11 .2 17.8 Imperial I , 

Elsinore 
24 15 9.3 15.9 Whittier 
25 15 8.7 Glen l-..y i 
26 I 15 Temecula 

-, 

27 -t 15 13.0 Julian 
28 15 10.2 Coyote Mountain 

l 29 15 
.-' ----

10.3 10.9 Laguna Salada ! 
.-------.--------f 

30 
31 15 Chino-Central A-.enue 
32 15 Earthquake Valley 
33 
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2.12. Appendix A 

We defined the "mainshock region" to be the area outlined by the 24 hour after-

shock zone. However, there is no precise definition of the aftershock zone of an earth­

quake. Aftershocks are assumed to be the result of changes in stress, strain, pore pressure, 

or other effects in the surrounding crust due to the mainshock rupture. As the 1992 

Landers earthquake clearly demonstrated, large earthquakes can increase the seismicity 

rate in areas beyond the one fault length rule of thumb for aftershock zone description. 

Here we show the effect of two different interpretations of the 24 hour aftershock zone 

defInition. 

We define the 24 hour aftershock zone as "loose" or "tight." This is a simple 

description of reasonableness when visually identifying the region of aftershocks. The 

"loose" aftershock region includes scattered aftershocks as far away as a fault length and 

the map projection of all the finite source models for that mainshock. Often, the majority 

of the first 24 hours of aftershocks fall into a compact region surrounding the fault plane, 

where a "tight" region can be identified, which excludes some scattered earthquakes far­

ther from the fault . When based solely upon the aftershock distribution , this region can be 

smaller than the map projection of the finite source models. If this occurs, the "tight" 

region is extended to just include the finite source model , where necessary. For earth­

quakes with mUltiple models, this may result in the defInition of several "tight" aftershock 

zones, because the map projection of finite source models can vary from one model to the 

next. 

On average , there is not much difference between loose and tight aftershock defi­

nitions . The tight definition reduces the number of earthquakes in the region dataset 



72 

because the area of the regions is smaller. In the case of the smaller earthquakes (Whittier 

Narrows and Sierra Madre), the reduction is significant such that the datasets contain less 

than ten pre-mainshock earthquakes, and results in the under-prediction of maximum 

depth of mainshock rupture. We believe the under-prediction results from too short a time 

period covered by earthquake database for regions of low seismicity rate. Background 

seismicity should fill out the rupture space if given enough time to do so. Using a larger 

region can provide more pre-mainshock earthquakes (as the "loose" definition does for 

Whittier Narrows), and potentially a more accurate estimate of the seismogenic thickness. 

The Whittier Narrows and Sierra Madre earthquakes demonstrate the need for caution 

when considering a region that has a low rate of seismicity, and are excluded from our 

estimation of the appropriate percent value for the prediction of seismogenic thickness in 

southern California. 

The tight definition can also reduce the difference in the error extremes by remov­

ing some M4-5 earthquakes with large uncertainties from the edges of the regional seis­

micity zone for some comparisons (e.g., Elmore Ranch). For the tight region definition , 

the combination of fewer earthquakes closer to the mainshock rupture plane and less 

earthquake with large uncertainty results in a higher average percent with a significantly 

lower standard deviation of the mean. Using only earthquakes close to the mainshock 

(which are expected to be more representative of the crust surrounding the mainshock) 

results in a marginally better prediction. However, as most of the reduction in the standard 

deviation of the mean comes from reducing the number of troublesome earthquakes (M4-

5 earthquakes with large uncertainties), we do not feel that the definition of the 24 hour 
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aftershock zone significantly affects the results, as long as the region is reasonably defined 

around the aftershocks within one fault length. 



74 

2.13. Appendix B 

In this project, we estimate the seismogenic thickness of an area by looking for the 

depth above which a specified percentage of the total moment release of the seismicity of 

the area occurs (the percent depth) . This is a complex calculation because you must take 

into account the uneven depth distribution of the earthquakes, as well as the range in 

amount of seismic moment release and the size of the rupture plane. Because of this, the 

moment release of the earthquakes must be sorted into depth bins, rather than simply 

depth-ordered and counted, as in the hypocenter distribution calculation. The size of these 

depth bins is a trade-off between the precision of the moment release contained in each bin 

and the number of bins required to contain the entire depth column of the region. Make 

the depth bin too large, and each step in cumulative percent of moment of the region is 

large. If the depth bin is too small , the cumulative percent of total moment curve is too 

jagged and contains many empty bins. This of course, is dependent on the number, and to 

some degree, the magnitudes, of the earthquakes of the region in question. The fewer the 

number of earthquakes in the region, the larger percent of total moment release contained 

in each individual earthquake. If a region contains an earthquake with magnitude that is a 

significant proportion of the total, large steps in both percent and cumulative percent of 

total moment occur in the depth bins that the earthquake's rupture plane overlaps. A few 

different depth bin sizes were tried, and qualitatively evaluated, resulting in a final choice 

of depth bin size of 0.1 km, with the assumption that the resulting percent depths would be 

round to the nearest half or whole kilometer. 

The choice of the percent of total moment to use when estimating seismogenic 

thickness came out of a comparison study between large southern California earthqUakes, 
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and the background seismicity of the mainshock region before the mainshock occurred. 

The cumulative percent of the background seismicity above the bottom of the mainshock 

rupture plane (from published finite source models) for twelve models of six mainshocks 

was averaged to produce 99.93% ± 0.07%. Because of the consistency of the cumulative 

percent values for different earthquakes and finite source models, it was felt that the num­

ber could be used to two decimal places in the calculation, and quoted to one decimal 

place in the paper. The total moment of the background seismicity was at least 1015 Nm 

(for the percents actually used to compute the average), so that 0.1 % of the total moment 

resulted in an equivalent magnitude (if the moment was produced by a single earthquake) 

of at least M2 (rupture plane ~ 0.1 km2) . The "region of the mainshock" in all cases was 

larger than the 0.1 °xO.l ° bins later considered, so perhaps a depth bin of 0.1 km is too 

small for the succeeding analysis. 

The calculation of percent depth works by dividing the moment release of the seis­

micity into the depth bins, and finding which depth bin has a cumulative percent closest to 

99.9%. This results in actual cumulative percents between 99.8% and 100%. Intial pro­

cessing produced actual percents of 100.00% for nearly 72% of the regional bins. This 

defeats the purpose of looking for the depth down to which the vast majority of the seis­

mic moment release of a defined region occurs (the qualitative description of percent 

depth). Since only 4% of the bins have actual percents of 100% because all moment 

release is located in one depth bin, we can investigate how using the next shallowest depth 

bin with moment release affects the predicted percent depth and the actual cumulative per­

cent found for the 68% of regional bins with actual cumulative percent of 100% and shal-

lower moment release. 
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If regional depth bins with actual percents of 100% are replaced by that of the next 

shallower bin with moment release, how does that change things? Replacing these percent 

depths with the next shallower depth bin with moment release results in 72.5% of regional 

bins with actual percents> 90%, and 44.6% with> 99%. Those actual percents may be a 

little disappointing until you consider that 54.4% regional bins have less than ten earth­

quakes in them. The mean actual percent is 81.1 ± 23.1 %. For the 45 .6% of regional bins 

with ten or more earthquakes, the mean actual percent is 99.0 ± 2.7%. Only 2% of 

regional bins have actual percents < 90% and all of these regional bins contain :$ 25 earth-

quakes. The mean actual cumulative percent increases, while the standard deviation 

decreases as the number of earthquakes per regional bin increases, such that for regional 

bins with ~ 100 earthquakes the mean actual cumulative percent is 99.9 ± 0.4%. Since we 

already do not view the regional bins with less than ten earthquakes as having reliable esti-

mates of seismogenic thickness, their low actual cumulative percents need not cast doubt 

on the rest of the seismogenic thickness predictions. 

The picture looks even better if the change in percent depth is considered. Nearly 

four-fifths of the modified regional bins result in a change of 0.1 km (only one depth bin) 

in percent depth. This ratio of regional bins holds true for those bins with less than ten 

earthquakes, even though their actual cumulative percentages may have changed signifi-

cantly. When considering the full regional bin data set, the average percent depth for 

southern California decreases 0.5 km. 

In conclusion, using the next shallowest depth bin containing moment release, 

when the actual cumulative percent (closest to 99.9%) is 100%, improves the reasonable-
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ness of the procedure by insuring that the vast majority but not all of the moment release is 

considered, without greatly modifying the results for most of the regional bins. 



CHAPTER 3 

3.1 Abstract 

78 

Crustal Structure of the 
Borderland-Continent 
Transition Zone of 
Southern California 
Adjacent to Los 
Angeles 

We use data from the onshore-offshore component of LARSE (Los Angeles 

Region Seismic Experiment) to model the broad scale features of the mid-crust to upper 

mantle beneath a north-south transect that spans the continental borderland in the Los 

Angeles, California region. The composite velocity model constrains the crustal thickness 

and location and width of the continent-Borderland transition zone. Layer velocities are 

similar to the average southern California crust model, except for the higher upper mantle 

velocity beneath the Borderland. All layers within the Borderland crust are thinner than 

those of the onshore continental crust, but the lower crust is significantly thinner in the 

Borderland than onshore. The data require the Moho to deepen significantly to the north, 

dramatically increasing the crustal thickness over a relatively short distance of 20-25 km. 

The transition zone is constrained to initiate within a 30 km wide zone, between the off-

shore slope and the southwest Los Angeles Basin. If the crustal thickness is assumed to be 

22 km for the Borderland, then the transition zone is constrained to initiate within a 6 Ian 

wide region beneath the southwest Los Angeles Basin, and have a width of 20-25 km. 
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The strong, coherent, and continuous Pn phase indicates the Moho is coherent and later-

ally continuous beneath the Inner Borderland and transition zone. The Inner California 

Borderland seems to be modified and thickened oceanic crust, with the oceanic upper 

mantle intact beneath it. 

3.2 Introduction 

The western margin of the North America plate is an area of active deformation 

that is in part related to its past subduction history. Although subduction has ceased off 

the coast of most of California, the subduction legacy on the continent remains in the 

crustal structure and rocks of the great batholiths, sedimentary basins, and metamorphic 

complexes. Recent seismic experiments (summarized by Fuis, 1998) along the western 

margin of North America reveal that historical remnants of subduction (usually under­

plated fragments of oceanic plates and/or magmatic underplating) can exist and is in fact 

quite common in the mid to lower crust without obvious surficial expression on the conti-

nent. In southern California, subduction of the very young and fragmented Farallon plate 

terminated approximately 28 Ma as the Pacific-Farallon ridge intersected the Farallon­

North America trench [Atwater, 1989]. The fate of the slab or slab fragments in this 

region is unknown. 

The Los Angeles Region Seismic Experiment (LARSE) is a multi-phase, multi­

component study of the crustal structure of southern California carried out by the Southern 

California Earthquake Center and the United States Geological Survey [Fuis, et ai. , 1996]. 

LARSE includes a passive seismic survey [Kohler et al., 1996], deep crustal reflection and 

refraction surveys from onshore and offshore sources with onshore and ocean-bottom seis­

mometers , and an offshore multi-channel seismic survey [Brocher et al., 1995; Okaya et 
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al., 1996; ten Brink et al., 1996]. In this paper, data from the onshore-offshore component 

of LARSE are analyzed. 

The onshore-offshore component of LARSE is a wide-angle reflection/refraction 

experiment designed to investigate the mid to lower crustal structure in the near shore Cal-

ifornia Continental Borderland and the adjacent continental region . The crustal structure 

and features of the interface between the oceanic crust and the continental crust in the Bor-

derland region are not well known, but have important implications for both the tectonic 

history and current tectonics of the Borderland and the greater Los Angeles region. This 

analysis also provides a link between on-land and marine models of crustal structure in 

southern California. 

The onshore-offshore portion of LARSE (Figure 3.1) crossed four tectonic 

regions: the (offshore) Inner California Borderland, the Los Angeles basin , the central 

Transverse Ranges, and the Mojave Desert. Because of the wide-angle nature of the 

experiment, the area of significance in interpretation of the data is the offshore Border-

land, onshore Los Angeles Basin, and the Transverse Ranges. 

The California Borderland structural province is characterized by northwest trend­

ing ridges separated by broad, flat basins [Shepard and Emery, 1941; Emery, 1954]. 

Extensional basins formed during Miocene to Pliocene time [Bohannon and Geist, 1998] , 

and were accentuated by a structural inversion to northeast-southwest compression since 

early Pliocene [Crouch and Suppe, 1993]. Most basins contain 2-5 kIn of sediment, which 

is a significant portion of the 20-27 kIn thickness of the Borderland crust [Couch and Rid­

dihough, 1989, Mooney and Weaver, 1989; Bohannon and Geist, 1998]. Recent studies in 

the region of the LARSE profiles find a crustal thickness of 19-23 kIn in the area between 
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Santa Catalina Island and the coastline to the north and northeast [Richards-Dinger and 

Shearer, 1997; Huksson, 2000; Zhu and Kanamori, 2000; ten Brink et al., 2000). The 

Borderland consists of four main lithostratigraphic belts that divide the structural province 

into the Inner California Borderland (Catalina Schist belt), the Outer California Border-

land (patton accretionary belt and Nicholas forearc belt), and the western Transverse 

Ranges block (western Transverse Ranges belt) [Crouch and Suppe, 1993; Bohannon and 

Geist, 1998]. High P-wave velocities of 6.7 to 7.2 kmls in the middle to lower crust imply 

an oceanic origin for the crust in this region [Mooney and Weaver, 1989]. 

Located at the intersection of the Peninsular Ranges, the Transverse Ranges, and 

the California Borderland, the Los Angeles basin is a small but deep basin with thick, 

mainly Neogene sedimentary fill [Yerkes et ai., 1965; Wright, 1991]. The 8 km thick basin 

is underlain by high velocity material [Hauksson and Haase , 1997; Hauksson, 2000] that 

may be related to the formation of the ancestral basin in the middle Miocene from block 

rotations [Luyendyk et ai., 1980] or rifting [Crouch and Suppe, 1993]. Crustal thickness 

transitions rapidly beneath the Los Angeles basin from the 22 km of the Inner Borderland 

to 30 km beneath the Transverse Ranges [Zhu and Kanamori, 2000] . 

The late Cenozoic, east-west trending Transverse Ranges trend across the coast 

parallel orientation of tectonic features along the western margin of North America. The 

Transverse Ranges are composed of a series of parallel to sub-parallel ranges and inter­

vening valleys, including the San Gabriel, Santa Monica, and Santa Susanna Mountains, 

and the intervening San Fernando and San Gabriel valleys in the central portion of the 

ranges. Uplift of the Transverse Ranges has been attributed to the left stepping bend in the 

right lateral San Andreas fault and clockwise block rotation during the Miocene [Ehlig, 
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1981]. Crustal thickness beneath the central Transverse Ranges is estimated to be approx-

imately 29 Jan from teleseismic receiver function modeling [Zhu and Kanamori, 2000], 

Pn travel time modeling [Hearn and Clayton, 1986; Sung and Jackson, 1992], and from 

stacking short period PmP phases [Richards-Dinger and Shearer, 1997]. Kohler and 

Davis [1997] inferred a 40 Jan thick crust beneath the San Gabriel Mountains from 

teleseismic travel time residuals. The San Gabriel Mountains form a high velocity ridge 

down to at least 20 Jan depth with velocities as high as 5-6.3 kmls at 1 kIn depth [Hauks­

son and Haase, 1997; Hauksson, 2000]. 

At the far northern end of the profiles, the Mojave Desert is a broad elevated 

region of low mountains of Mesozoic igneous rocks and basins with Cenozoic sediments. 

Elevations of much of the region lie between 600 and 1200 m. The province is approxi-

mately bounded by the San Andreas fault to the south and the Garlock fault to the north, 

with indistinct eastern and southeastern boundaries. Crustal thickness is estimated to be 

29-30 kIn with a flat Moho [Richards-Dinger and Shearer, 1997; Zhu and Kanamori, 

2000]. 

3.3 Experiment Description 

The onshore-offshore portion of LARSE consists of 22,l28 air gun shots and 172 

on-land vertical seismometers along three profiles in the greater Los Angeles area (Figure 

3.1). Energy from the 139 liter air gun array, towed by the RN Ewing, was recorded over 

230 Jan away in the Mojave Desert. Air gun sources were spaced 50 m apart on average, 

and the land receivers were nominally spaced 2 Jan apart. This paper analyzes the south­

west-northeast oriented profile shot during the experiment (line 1). 
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Line 1 extends from San Clemente Island to the Mojave Desert northwest of Bar-

stow. We analyzed ship track LOlB (Figure 3.1), which consists of 1307 shots with 

source-receiver offsets between 30 and 241 km. Of 82 possible receivers, 38 provided 

adequate quality data for the analysis. Data quality was good for receivers located in the 

San Gabriel Mountains and on San Clemente and Santa Catalina Islands, moderate to poor 

in the Mojave Desert, and generally poor along the coast and in the Los Angeles basin. 

Two stations located in the Puente Hills provide moderate quality data for the general Los 

Angeles basin region. Poor quality and non-functioning stations produced several data 

gaps in the Los Angeles basin and San Gabriel Valleys. Basins tend to trap cultural noise 

and deflect external seismic energy incident from below, producing recordings with low 

signal to noise ratios. Head wave phases traveling to the San Gabriel Mountain stations 

travel beneath the basin before turning up to the surface, and are thus not affected. 

Figure 3.2 shows the geometry of the experiment in cross section. There is a gap 

between the air gun sources and the receivers on land; however, the rays sample the struc­

ture of the ocean-continent transition at mid-crustal to upper mantle depths. Additional 

gaps are due to poor quality or non-existent data, such as for the Los Angeles basin. These 

gaps affect mostly the interpretation of the upper crust, which is not the focus of this 

paper. 

3.4 Data Processing 

The onshore-offshore experiment is unusual in that it is both densely sampled 

(source spacing) and sparsely sampled (receiver spacing) and contains significant gaps in 

coverage. We have developed an analysis method based on Radon transforms that allows 

us to determine phase velocities from the well sampled part of the data, and use the sparse 
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component of the data to constrain interface dip. This type of analysis lends itself most 

conveniently to models with long-wavelength lateral variations. 

The varied environments of the receivers (coast, sedimentary basins, mountains , 

and desert), and significant cultural noise along large sections of the profile, produced 

widely varying noise contents in the data from the various sources. This required filters to 

be designed for each receiver. In general, a bandpass between 5 and 21 Hz was used. For 

approximately one-half of the receivers, the upper frequency limit was reduced to 12 Hz to 

diminish cultural noise. An additional notch filter (9-13 Hz) was applied to four of the 

receivers. Spiking deconvolution was used to reduce some of the ringing that is prominent 

in the raw data. 

3.4.1 Removing the Effects of Near-Source Structure 

The only upper crustal regions that affect our data are directly beneath the source 

region at sea (the down paths from the sources), and the "single"up path of the head 

waves from the mid to lower crustal interfaces to the receiver (Figure 3.2). There is a 

unique up path for every receiver on land, but the down paths from each source at sea are 

identical for every receiver. Consequently, these shallow regions beneath the sources only 

manifest themselves as static corrections to our data set that are largely offset independent. 

We have chosen to remove the effects of these regions by empirically estimating a static 

correction for each source and for each receiver point in the survey. 

An alternative would be to calculate the static corrections using velocity models 

determined from explosion data (in the receiver region) and OBS and MCS data (in the 

source region). These models, however, were not derived for the purpose of determining 

the static travel time from the mid and lower crust, and hence tend to leave residual contri-
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butions. For example, the MCS data does an excellent job of accurately imaging the seaf-

loor topography and shallow basin structure, but it provides very little information on the 

seismic velocities of the sediments. Hence, the calculation of a static correction from the 

MCS image tends to have residual basin structure in it. 

The procedure we have adopted is to account for as much structure as possible 

with the static corrections. We will first account for the upper crustal effects from beneath 

our sources at sea with a static source correction that can be applied to all receiver gathers. 

The variations that remain between the receiver gathers will be used to determine the 

structure of the ocean-land transition zone. This approach will tend to produce the sim­

plest structure that is consistent with the data. The resulting model will also be consistent 

with the OBS and on land explosion data, since they provide very little constraint on the 

near vertical travel time from the mid and lower crust. 

The filtered data clearly show large lateral travel time variations across individual 

receiver gathers that appear to be common to all receiver gathers (regardless of offset) and 

the two major phases, Pn and Pg (Figure 3.3 (a)-(c)). These time variations are due to the 

near source effects of the seafloor topography and micro-basin structure. The seafloor 

relief of up to 1 km (Figure 3.3 (d)) accounts for 0.67 seconds of this variation, but micro­

basin structure in the offshore is also a major effect, as is clearly shown in the constant off­

set section for a parallel ship track in the LARSE multi-channel seismic data report (figure 

7 of Bracher et al., 1995). The seafloor topography and the offshore micro-basin structure 

appear to contribute equally to the lateral time variations. 

To correct the data for the near source effects, we use a first arrival refraction (head 

wave) as the pilot for the correction. The onset of the head wave is picked and each trace 
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is linearly shifted along the time axis to align the arrival across the section. We pick the 

arrival times of the head wave by cross-correlating with a representative wavelet chosen 

from the gather. Obvious cycle skips are edited by hand. Approximately 12% of the 

traces were eliminated because of bad waveforms, apparent cycle skips, and noise. The 

mean of the picks is removed, so that a constant time shift is not added to the data. This 

correction is then applied to every receiver gather along the profile. Although the correc­

tion is based upon a single phase (Pn), it works well for all head wave arrivals in the 

receiver gather because the difference in travel path between the middle to lower crustal 

head waves is less than 5° in the seawater. Pn was chosen because it is the strongest 

arrival over much of the source-receiver offsets for this profile and the first arrival at most 

of the offsets. Reflected phases can be treated in the same manner because their move-out 

is linear for the range of offsets in this study. The error in processing the PmP phase 

(which is not linear at these offsets) in this manner is estimated from ray tracing tests to be 

on the order of -0.10 to + 0.10 s. These errors will result in slight smearing of the Radon 

transform, which is discussed next in the processing. 

Long-wavelength variations can present a problem for static corrections. For 

example, a systematic dip in the sea floor towards the offshore will make the arrivals 

appear apparently slower than they really are. In this study, we separately estimate the 

apparent dip of the sea floor and remove its effect in the calculation of layer velocities. 

With a dip of 0.5 degrees and upper crustal velocities of 2.0-5.0 km/s, we estimate the 

apparent slownesses to be increased 0.0014 to 0.0044 slkm. This results in apparent 

velocity modifications of 0.1-0.3 km/s slower for true velocities between 6.0 and 8.3 km/s. 
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To estimate phase apparent velocities and intercept time, we apply a Radon trans-

form to the corrected receiver gather [Yilmaz , 1987]: 

S(p, 't) = fpX, 't + pX)dX (EQ3.1) 

where p is the ray parameter, X is the offset, 't = t-pX is the time intercept, and t is the 

travel time. The Radon transform separates arrivals based on their respective horizontal 

slownesses and time intercepts. It averages over imperfections in the near source correc-

tion on individual traces, and gives the average horizontal slowness and time intercept of 

the phase, so consequently has the effect of laterally smoothing the velocity structure. 

This is appropriate since most of the rays in this data set are primarily horizontal (head 

waves) and hence already average over lateral variations. We apply an envelope function 

to the transformed data, to help in picking the various phases. 

3.4.2 The Picking Process 

The main interpretive step in this analysis is in picking the phases in the Radon 

transform. We demonstrate this with a synthetic example. The synthetic travel times from 

an average southern California crust model [Waid et ai., 1995] have been convolved with a 

representative waveform to simulate the multiple reverberations found in the actual data 

(Figure 3.4 (a)). The resulting envelope of the Radon transform is shown in Figure 3.4(b). 

A full range of source-receiver offsets would result in a series of stacked ellipses as shown 

by the dotted line in Figure 3.4(b), with the head waves located at the intersection of the 

ellipses (filled circles) , wide-angle reflections along the outside curve, and pre-critical 

reflections on the inside curves. However, the range of offsets limits the data to head 

waves and wide-angle reflections, so we are left with a monotonic curve. Reverberations 

in the data lead to an elongation of the curve in the 't direction, so head wave points 
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become approximately elliptical with the long axis in the 't direction. The width of the 

amplitude peak in the 't direction is proportional to the length of the wave train of the 

arrival. 

To simplify picking and increase accuracy, we find the maximum amplitude of 

each column (i.e., for every value of horizontal slowness, p) and each row (i.e ., time inter­

cept, 't) . The corresponding curves for our synthetic example are shown in Figure 3.4(c) 

and Figure 3.4(d) with numbered lines indicating the location of the picks. We show the 

picks as crosses on the Radon transform envelope (Figure 3.4 (b)). The six peaks of vary­

ing amplitude in Figure 3.4(d) represent the average horizontal slownesses of the reflected 

and refracted phases that result from this model. The reflected phases (numbered PI, P3, 

P5) will have broader peaks along the p axis than the head waves (numbered P2, P4, P6) 

with the Radon transform. The shallower reflections (numbered PI & P3) are approxi­

mately linear in the time section at the offsets in this model (similar offsets to that found in 

the LARSE data), so they produce narrow peaks along the p axis. The largest amplitude 

of every peak corresponds to the time of the maximum amplitude in the wave train of the 

arrival (a 0.38 s delay for this example), not the onset of the arrival. The relative time dif­

ferences between the phases are maintained, but the static time shift implies a thicker 

upper crustal layer. We estimate the peak amplitude within the wave train reverberations 

to be delayed approximately 0.25 s for this data set and thus decrease the value of all 't 

picks by this amount during velocity modeling. 

Radon transforms are computed for each receiver gather and picked individually. 

All major peaks in amplitude are initially assumed to represent refracted or possibly 

reflected phases, and their p values are picked from the column maximum curve. The cor-
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responding time intercepts of those p picks are simply the 't values that have the same 

amplitude as the p pick. Figure 3.5(a)-(d) shows the time section, radon transform enve­

lope, and the corresponding column and row maximum curves for a station located in the 

San Gabriel Mountains. The solid lines in Figure 3.5(c) and Figure 3.5(d) indicate the 

picked peaks for this station. Unlike the synthetic section in Figure 3.4, the radon trans­

form envelope in Figure 3.5(b) has energy distributed away from a single curve due to 

coherent noise in the time section. This noise contributes to uncertainty in our picks. The 

peaks are picked by eye, and the uncertainty is estimated from 95% of maximum peak 

amplitude. This allows us to estimate the uncertainty in our p picks and therefore the 

uncertainty in the corresponding time intercepts . 

The picks from all of the stations are combined to identify trends in the picks. We 

assume that picks with p values that show a trend across multiple stations represent 

refracted or reflected arrivals, and use the apparent slownesses and time intercepts to esti-

mate velocity structure. Figure 3.6(a) shows all 251 initial p picks for all the stations, as a 

function of the nearest source-receiver offset. Some trends can be identified, but the pic­

ture is confused by picks that are only located on one station. We further filter the picks 

by only using picks with amplitudes greater than or equal to 70% of the maximum ampli­

tude of the radon transform envelope or with amplitude greater than or equal to ten (Figure 

3.6 (b)). This leaves us with 187 picks with average 95% peak uncertainties of 0.001 slkm 

for p, and 0.165 s for't. Note that trends with consistent p values of -0.1630 slkm, and 

-0.1230 slkm, are now obvious. Less obvious trends at p values of -0.1520 slkm, and 

-0.1180 s/km are revealed. 
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The trends are then checked against the corrected travel time data. This is to verify 

that the picks are not due to large amplitude arrivals that appear only on a few traces. 

These unexplained phases are likely due to imperfect near-source corrections, but can pro­

duce "ghost" picks trends with significant amplitude in the radon transform. We identified 

a ghost pick trend of -0.1196 slkrn in the LARSE data (labeled by arrows in Figure 

3.6(b)). 

3.4.3 Velocity Model Construction 

To model the mid and lower crust of the borderland and transition zone, we have 

chosen a simple layered model with bnear interfaces. The interfaces are allowed to dip, 

and layer thickness may change along the length of the profile. This appears to be the sim­

plest class of models consistent with the data. The complexities of the upper crust are 

mapped into the upper layer of the model, near-source static corrections, and receiver sta­

tion delays. 

For horizontal layers of constant velocity, ray parameter, p, and time intercept, 't, 

would be invariant with distance. In the case of layers with constant dip and velocity, p 

would be distance invariant and represent the inverse of the apparent velocity of the lower 

layer, while't would vary with distance in a linear fashion. The slightly more complicated 

case of a flat-ramp layer (horizontal layers beneath the sources changing to a constant dip 

beneath the receivers) results in distance invariant p representing the true horizontal slow-

ness of the lower layer and 't that would vary with distance in a linear fashion. 

Our experiment only has shots on the ocean side, giving us only one of the needed 

apparent velocities to calculate true layer velocity and dip if we assume a constant dip 

layer case. However, the design of the experiment with multiple shots and receivers 
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allows us to invoke reciprocity and effectively reverse the profile. This allows us to deter-

mine the apparent velocities in each direction. Phase velocities for receiver gathers are 

determined by the Radon transform method described above. However, since source gath-

ers are not recorded across the entire array due to the noise problems described earlier, we 

use multiple receiver gathers to estimate the phase velocities and time intercepts in the 

landward direction. 

Our p picks give us either the updip or downdip slowness depending on which 

direction the rays are traveling relative to the interface dip . The change in 1: as a function 

of offset, d1: /dx, is equal to the difference in updip and downdip slownesses for that partic-

ular interface: 

d't 
- = Pd- P dx U 

(EQ 3.2) 

Using a small dip approximation, lower interface slowness becomes 

Pi = ~ (P d + p) = ~ (p U + (~: + P J) (EQ 3.3) 

This approximation is valid for dips of less than 10°, and has percent errors in the 

range of a few percent (1-3% for reasonable structure, with 5% for pathological cases; 

Palmer, 1986). For a series of stacked dipping layers, the approximation is still valid, but 

may slightly overestimate the true layer velocity [palmer, 1986]. 

3.5 Results 

3.5.1 Picks and Station Delays 

The three p pick trends identified in Figure 3.6(b) are shown separated from the 

other picks in Figure 3.7(a)-(c) with their corresponding 1: picks shown in Figure 3.8(a)-

(c) . A least squares linear fit is applied to the 1: picks for each phase. Any variation in the 

1: picks away from a linear trend are modeled as station delays that are assumed to origi-
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nate near the recei verso The best fit line is calculated for stations in the San Gabriel Moun-

tains and Mojave Desert (nearest source-receiver offsets> 80 km). We do not use the 

coastal and basin stations in the fit because the varying thickness of very slow sediments 

of the Los Angeles Basin in the upper crust produces delays that cannot be approximated 

bya simple static shift and would require a more detailed knowledge of the basin structure 

to use. 

The station delay for each receiver is the average of the deviations for all the 

phases picked at that receiver. The station delays are removed from the picks and least 

square fits are applied again to each phase. The small remaining residuals are assumed to 

be due to minor differences in the ray paths for the various phases in the upper crust and 

errors in picking. 

Station delays are calculated by averaging the deviations from the straight line fits 

for all phases picked at a certain station. Figure 3.9 shows the average stations delays and 

the estimated elevation statics for line l. The uncertainties for the Mojave Desert stations 

(nearest source-receiver offset> 120 km) are in general larger than those for stations in the 

San Gabriel Mountains. Coastal and basin stations (nearest source-receiver offset < 65 

km) have the largest uncertainties or may have only one phase picked per station. 

The largest station delays are found in the basin and coastal stations, with delays 

greater than 1.0 s. These delays decrease to the north indicating that the rays are traveling 

through a thinner sediment column. This is expected, as the northernmost two stations are 

located in the Puente Hills , north of the Los Angeles structural basin. Coastal stations 

would lie on the southwestern edge of the Los Angeles basin and would be expected to 

have smaller delays because the rays would be presumably traveling only part of their up 
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paths through the Los Angeles basin. Relative station delays for the San Gabriel Moun-

tains are within ±O.2S s. Surprisingly, the delays show no correlation with receiver topog-

raphy. 

Figure 3.10 (a)-(c) shows the time intercepts after removing the average station 

delays , and the single line slope fits to the new 't values. The't deviations for most picks 

are much smaller after removing the average station delays. Picks with uncertainties in 

the station delays greater than 0.4 s are not used to calculate the new straight line fits (plot­

ted as +, Figure 3.IO(a)-(c)). Large uncertainties indicate stations with bad picks, local 

complexities in the upper crust, or three-dimensional effects that cannot be modeled with 

our analysis. As we are interested in the overall broad-scale structure of the region, the 

loss of a few stations is not important. 

3.5.2 Exploring the Model Space 

Although we have constraints that limit the velocity model , a range of possible 

models will satisfy the data we have . We explore the end member structural models that 

define the range of possible models . Presumably, velocity models with structure interme­

diate to the end members will also satisfy the pick data to the same degree. 

The p and 't picks provide three sets of constraints for every phase to be used in 

construction of the velocity model. The first constraint is the apparent horizontal slowness 

of the phase, represented by the average p, determined as described above. Second, we 

use the slope of the or line, dor/dx, which indicates the changes in the interface depth 

between stations along a profile. If there is no change in depth of the interface between 

stations (i.e., the interface is horizontal), d't/dx is zero. A positive value of d't/dx indicates 

the interface dips down toward the direction of increasing source-receiver offset, while a 
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negative value indicates the interface dips up. Our third constraint is the intercept of the -r 

fit line, which indicates the thickness of the crust above the interface. 

We define two types of interfaces as structural end members: constant dip and flat­

ramp interfaces. The constant dip interface model (Figure 3.11 (a» is defined by two 

depth parameters (d1, d2) that control the dip and absolute depth of the interface, and the 

velocity (v) of the layer beneath the interface. Velocity is estimated using the small dip 

approximation of horizontal slowness for dipping layers in Equation 3.2. The flat-ramp 

interface model (Figure 3.11 (b» is defined by three parameters (d1, d2 , k) that control the 

depth of the flat, and the dip and location of the ramp. Because the interface is flat 

beneath the sources, the apparent horizontal slowness measured for the phase is actually 

the true slowness (or lIv) for the layer beneath the interface. Gaps in the receiver cover­

age allow a range of flat-ramp interface models, with kink locations between southern and 

northern limits. The southern kink interface model is limited by the assumption that the 

arrival from that interface is a straight line in the time domain (i.e., same slope at all off­

sets). The northern kink is limited by the assumption of a single linear fit to the -r data for 

the phase in question. When it is reasonable (but not required) to fit two separate d-r/dx 

slopes to the -r pick data (e.g ., phase B, Figure 3.10(b», the kink could be located farther 

north such that the -r picks show a kink (named: station kink end member) . 

When constructing our velocity model, we consider each interface individually, to 

determine the range of possible interface models that fit the data constraints. However, to 

reach deeper interfaces, the rays travel through all interfaces located above. We must con­

sider all possible configurations for the shallower interfaces when modeling deeper inter­

faces, creating a model tree. Our model tree is topped by the three interface 
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configurations for modeling phase A (constant dip, and southern and northern kink flat-

ramp) . Combining the four possible configurations for phase B (constant dip, and south-

ern, northern, and station kink flat-ramp) with the three interface end members for phase 

A results in twelve interface end members for interface B. Considering three configura-

tions for phase C (constant dip, and southern and northern kink flat-ramp) in combination 

with the 12 interface end members for phase B results in 36 possible interfaces for phase 

C, at the base of our model tree. 

To construct a velocity model of the crust, we must start at the top of the crust and 

work our way down to the upper mantle. The wide-angle nature of the experiment pre-

eludes information on the upper crust, so we assume a velocity of 5.0 kmls. Near surface 

velocity anomalies by the receivers will be mapped into the station delays . The apparent 

velocities of phases A, B, and C suggest they represent velocities of the mid-crust, lower 

crust, and upper mantle, respectively. We will henceforth refer to the interfaces separating 

the upper crust, mid-crust, lower crust, and upper mantle as interfaces A, B, and C. 

Using the forward ray tracing program XTRAMP [ZeIt and Smith , 1992] , we find 

the combination of parameters dl, d2 , and v or k, that produce the lowest interface model 

error for the interface in question. We define interface model error as 

N 

E ((N~ 10 L ('t i -T)2 (EO 3.4) 

i = 1 
where 'ti is the time intercept pick of the ith station, T; is the calculated time intercept to the 

ith station from ray tracing, and N is the number of stations with 't picks for the phase in 

question. Thus, this error looks at the misfit of only the model interface in question, 

regardless of how many other interfaces the rays must traverse to reach this interface. We 
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constrain our search by only considering interface models that produce the apparent p, and 

d't/dx (within the uncertainties), measured for the phase being considered. 

Table 3.1 lists the model errors for all 51 A, B, and C interface models for compar­

ison. The three constant dip interface models for interface B (Table 3.1 : #14, #24, #34) 

pinch out at or just beyond the left side of the model. Although these models are valid 

within the constraints of our data, we favor the flat-ramp models more because we believe 

the mid-crust to be continuous in the Borderland. Interface C models are full crustal 

velocity models, and outline the range of structures that satisfy our data. Interface C is 

treated slightly differently from A and B , because the northern kink locations are not con­

strained by the assumption of a single linear trend. Instead, model errors slowly increase 

as the kink location is moved farther north . We choose to constrain the northern kink loca-

tion to have model errors less than or equal to the estimated average uncertainty in picking 

the 't peaks (0 = 0.165 s). The southern kink location is again limited by the assumption of 

straight arrival in the time domain, but also satisfy the assumption of interface model error 

~ 0.165 s. The 12 interface C constant dip end members (Table 3.1: #109-112, #209-212, 

#309-312) have interface model errors 1-2 s greater than the flat-ramp end members . 

These models did not work because interface C pinched out at interface B before the inter­

face was shallow enough to match the intercept of the 't fit curve. 

3.5.3 Composite Velocity Model 

The composite velocity structure of Figure 3.12 shows the crustal structure across 

the transition zone between the thin crust of the Inner California Borderland and the 

thicker crust onshore. Although some interface B end members intersect with interface C 

end members beneath the Borderland in this figure, the respective interface structure for 
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individual velocity models do not. The cross-over simply indicates the thin lower crust in 

the Borderland and the range of possible Moho depths offshore. The shaded region sur­

rounding the interface C end members outlines the region of crust where the Moho is 

located. Not every interface within this region will satisfy the constraints because the data 

results from a combination of parameters. For example, an interface following the shal­

low edge of the shaded region will not satisfy the constraints because the depth of the flat 

portion of the interface (dl) deepens as the location of the kink (k) moves northward. 

Layer velocities are similar to the average southern California crust velocity model [Wald 

et at., 1995] , but the upper mantle velocity is much faster. 

The upper crust (above interface A) thickens gradually northward, reaching a 

thickness of 10-14 km beneath the Mojave Desert. In the Borderland, the top of the mid­

crust occurs at 6-7 km depth, similar to the result of ten Brink et al. [2000] , although the 

authors assumed the upper crust to be a steep velocity gradient. Our estimate of depth to 

the top of the mid-crustal layer beneath the Mojave Desert is slightly shallower than the 

average 15 km of Hauksson [2000], and suggests that our assumption of 5 km/s may be 

too slow to represent the continental rocks in the upper crust of the Mojave Desert. 

Located between interfaces A and B, the mid-crust thickens from 8-10 km beneath 

the Borderland to as much as 18 km beneath the San Gabriel Mountains . The onset of 

mid-crustal thickening is more abrupt, as the interface between the mid and lower crust 

(interface B) transitions from horizontal to moderate dips of 7 -11 o. This transition occurs 

somewhere between the coastline and the San Gabriel Valley. Hauksson [2000] shows a 

similar increase in depth to the top of the lower crust, transitioning from nearly horizontal 

beneath the Los Angeles Basin, to greater than 25 km at the Sierra Madre Fault. 
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The lower crust beneath the Borderland is much thinner than the average southern 

California crust (16 km). The thickness of the lower crust ranges from 1-8 km, averaging 

2.5 km for southern kink end members, and 6.2 km for northern kink end members. Our 

data constrains the Moho (interface C) to deepen abruptly, dramatically increasing the 

thickness of the lower crust as the Moho dips steeply northward (-30°). The transition 

from horizontal to steeply dipping occurs between the shallow offshore slope and the Los 

Angeles Basin. This range of possible locations is 30 km wide. 

3.6 Discussion 

3.6.1 Station Delays 

Station delays for the San Gabriel Mountains show no correlation with receiver 

topography. While negative station delays and high upper crustal velocities have been 

previously noted for the San Gabriel Mountains [e.g., Malin et al., 1981 ; Hauksson and 

Haase, 1997; Pellerin and Christensen, 1998], station delays have not been analyzed for 

relative differences along a profile perpendicular to the strike of the range. With a velocity 

of 5.0 km/s, one would expect the difference in station delay between the Sierra Madre 

fault (station #30, no pick data) and the highest station (# 43) to be at least 0.42 seconds 

just due to topography alone. This suggests that high velocity material is located in the 

upper crust beneath the mountains, such that the effect of additional ray path length to 

receiver is negated. Not only must high velocity material exist in the upper crust, it must 

also have velocities that are proportional to elevation. Higher velocities in the higher core 

of the range are reasonable if the middle of the range was uplifted and eroded faster than 

the flanks . A recent earthquake tomography study by Hauksson [2000] supports this the-

ory, where cross section (d) shows velocities of 5.5-6.0 km/s at the surface in the central, 
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topographically high part of the San Gabriel Mountains, decreasing to 4.5-5.5 km/s at 

lower elevations on either side. 

The receiver located near the coast has station delays comparable to those located 

in the Los Angeles Basin proper. This suggests that slow material of comparable amount 

to the Los Angeles basin may exist in the upper crust offshore of the Seal Beach coast. 

Hauksson [2000] shows slow velocities in the upper 4 kID of the crust extending the Los 

Angeles Basin up to 7 kID offshore (cross section d). 

3.6.2 Location and Width of the Transition Zone 

Our analysis shows that we can narrow the range of possible locations by making 

an assumption about the thickness of the crust in the Inner Borderland. We find that the 

location of the kink, k, in the flat-ramp models is linearly related to the depth of the flat, 

dl. The further south the kink is located, the shallower the flat portion of the interface. 

Thus, a thinner Borderland crust implies a transition zone further south, while a thicker 

Borderland crust moves the zone northward. 

If we assume that the Moho depth is approximately 22 kID in the Inner Borderland 

as modeled by other recent studies [Zhu and Kanamori, 2000; Hauksson, 2000], the north­

ern kink end member models represent the location of the initiation of Moho dip. The 

northern kink end members place the dip initiation at 92-98 kID (average 95 kID), and 

hence beneath the southwestern Los Angeles Basin. The ray coverage from our data set 

allows us to trace this interface to 32-33 kID depth (north kink models only) beneath the 

southern edge of the Puente Hills. This means that the transition zone from thin Inner 

Borderland crust (-22 kID) to average southern California crust (-32 kID) occurs over a 

horizontal distance of approximately 20 kID. 
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Hauksson [2000] used the distribution of P-wave velocity in the lower crust to 

constrain the width of the transition zone to be 30-80 kIn wide in a region containing the 

Los Angeles Basin. Our results provide a more precise location and width of the transition 

zone. The width of our transition zone is similar to that of other locations along the central 

California coast, where the crust thickens over a distance of 20-30 kIn (between the Hosgri 

fault and the coastline), and not the 60-80 km previously believed [Fuis, 1998]. 

3.6.3 Velocity Model 

Although our study shows that a range of models satisfy the data constraints, we 

present our "favored model" in Figure 3.13. We have chosen the flat-ramp configuration 

for all three interfaces because we believe this is the best representation of the transition of 

the crust from Borderland to continent. This model is a composite of two end member 

velocity models (#204 and #308) that contain a range in the location of the thickening of 

the upper and middle crust, due to the southern and northern limi:ts of kink (k) locations for 

interfaces A and B. Regardless of kink locations in the crustal interfaces, the location of 

the kink in the Moho (interface C) occurs within a 4 kIn range, and is located beneath the 

southwestern Los Angeles basin. 

The Borderland is believed to have an oceanic origin [Mooney and Weaver, 1989] , 

but has a thicker crust than normal oceanic crust. Most of the additional thickness is con-

tained within the upper and middle crust. The lower crust has a velocity (6.8 kmls) consis­

tent with layer 3 of normal oceanic crustal structure (vp = 6.73±O.19 kmls , Christensen 

and Salisbury, 1975), but the thickness mayor may not be consistent, depending on the 

location of the kink in phase B (thickness = 4.97±1.25 kIn, Christensen and Salisbury, 

1975). Ten Brink et al. [2000] find no evidence for velocities greater than 6.5 km/s in the 
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Borderland beneath line 1, except for a limited Illgh velocity ridge. This may result from 

the limited offsets « 60 km) of the OBS data used in their study. 

Although our modeled upper mantle velocity is faster than average southern Cali­

fornia upper mantle (7 .8 km/s, Wald et al., 1995), most of the upper mantle in our velocity 

model is beneath the Inner Borderland, a region whose deeper structure is not well known 

because of the lack of studies with adequate coverage at depth. Earthquake source tomo­

graphic studies are limited by sparse ray coverage in the offshore, especially at depth 

[Hearn and Clayton, 1986; Sung and Jackson, 1992; Hauksson and Haase , 1997; Hauks­

son, 2000] . The previous crustal seismic refraction study conducted in the Inner Califor-

nia Borderland prior to LARSE was published by Shor and Raitt in 1958. That study 

found a velocity of 8.2 km/s at a depth of 24 km beneath the Catalina Basin (Figure 3.1). 

Christensen and Salisbury [1975] find upper mantle velocities of 8.15 ± 0.31 km/s 

beneath normal oceanic crust older than 15 m.y. Inland of the crustal transition zone, 

upper mantle velocities should revert to the well established southern California average. 

The Inner California Borderland seems to be modified and thickened oceanic 

crust, with the oceanic upper mantle intact beneath it. Pn is a strong, coherent, and contin-

uous phase that is seen across the entire profile to source-receiver offsets of over 230 km. 

Therefore, the Moho (interface C) must be coherent and laterally continuous with only 

long wavelength variations, because short wavelength variations would diffract and atten­

uate the head wave phase energy. There is no reason to believe that the rest of the oceanic 

lithosphere beneath the upper mantle is absent. This suggests that a stalled fragment of 

subducted oceanic lithosphere remains beneath the Inner California Borderland. 
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During the late Oligocene, when the Pacific-Farallon spreading center was 

approaching the Farallon-North American trench, the subducting slab was very young and 

quite buoyant. The Farallon slab was breaking into fragments as it approached the trench. 

The young crust would have positive buoyancy relative to the underlying mantle, and if 

there were no slab pull to drag it beneath the continent, it could easily plate to the under­

side of the continent near the trench [Bohannon and Parsons, 1995]. While young slabs 

reheat at sublithospheric levels, young crust at shallow levels cools and strengthens rather 

than sinking [Bohannon and Parsons, 1995]. If a break occurred in the subducted slab 

inland from the trench, the fragments would remain underpinned to the continent and any 

slab gap would form inland from the trench, or occur at a deep enough level that it has lit­

tle effect on the continental lithosphere above the slab gap [Bohannon and Parsons, 1995]. 

This fragment may be the southern portion of the partially subducted Monterey 

micro-plate imaged to the north, or a fragment of the north dipping Arguello micro-plate 

possibly seen south of the Morro fracture zone [Nicholson et al., 1992; Nicholson et al., 

1994]. Atwater and Stock [1998] state that the Monterey micro-plate could extend further 

beneath southern California because their modeling only showed the minimum area of the 

fragment. The close proximity to the Transverse Ranges and the northward dip makes this 

materiai a prime candidate for the postulated oceanic lithosphere that is descending into 

the mantle beneath the Transverse Ranges [Bird and Rosenstock, 1984; Humphreys, 1995; 

Atwater and Stock, 1998]. 

Rifting and extension has been proposed for the Inner Borderland in the wake of 

the rotation of the Western Transverse Ranges [Crouch and Suppe , 1993; Nicholson et al., 

1994]. This is necessary to exhume the high grade, blueschist facies Catalina Schist from 
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a metamorphism depth of 10-15 krn [Crouch and Suppe, 1993]. The schist exhumation 

seems problematic in light of the continuous and coherent nature of the Moho in the Inner 

Borderland and the proposed remnant slab fragment. However, the Santa Maria Basin is 

proposed to have undergone similar rifting and extension to the Inner Borderland [Crouch 

and Suppe , 1993], yet is underlain by the partially subducted Monterey micro-plate 

[Nicholson et al., 1992] . Both the Inner Borderland and the Santa Maria basin underwent 

extension and modification in the upper to mid-crust without removal of the oceanic slab 

fragment beneath them. 

3.7 Conclusions 

The results we have presented provide new information on the mid to lower crustal 

and upper mantle structure in the transition zone from the Inner California Borderland to 

the on land adjacent continental region. We have created a composite velocity model that 

constrains the crustal thickness and location and width of the transition zone. Layer veloc­

ities are similar to the average southern California crust model, except for the higher upper 

mantle velocity beneath the Borderland. All layers within the Borderland crust are thinner 

than those of the onshore continental crust, with the lower crust being significantly thinner 

« Y2 the average thickness) in the Borderland. The time intercepts of Pn require the Moho 

to deepen significantly to the north . Our velocity model analysis requires the crustal 

thickness to increase dramatically over a relatively short distance (-20-25 krn). The loca­

tion of the transition zone is constrained to be between the offshore slope (-15 krn off­

shore) and the Los Angeles Basin (-15 krn onshore). Assuming a crustal thickness of 22 

krn for the Borderland further constrains the location of the transition zone to be in a 6 km 

wide region beneath the southwest Los Angeles Basin. The strong, coherent, and continu-
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ous Pn phase indicates the Moho is coherent and laterally continuous with only long 

wavelength variations. The Inner California Borderland seems to be modified and thick-

ened oceanic crust, with the oceanic upper mantle intact beneath it. 
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Figure 3.9 Station delays and elevation statics. (a) Filled circles represent average 
station delays, with error bars at stations with more than one phase picked. 
Estimated elevation statics are marked with an x. Note the lack of correlation of 
elevation statics and station delays for the San Gabriel Mountains (80 < x < 120 km), 
where some of the stations at the highest elevations have the largest negative delays. 
(b) Topography. Dots on surface represent receivers. C- coast; LA Basin - Los 
Angeles Basin; N1F - Newport-Inglewood Fault; PH - Puente Hills; SAF - San 
Andreas Fault; SG Mountains - San Gabriel Mountains; SG Valley - San Gabriel 
Valley; SMF - Sierra Madre Fault; WF - Whittier Fault. 
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Figure 3.10 (a)-(c): Time intercepts after station delays removed for the three 
identified phases. Solid lines marks the best fit line for the San Gabriel Mountain 
and Mojave Desert stations (x > 80 km). Receivers with large uncertainties in 
average station delay (> 0.40 s) are not used in the fit and are marked by pluses. 
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(a) Constant Dip Interface Model 
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(b) Flat-Ramp Interface Model 
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Figure 3.11 Two types of interface models are defined as structural end members. 
(a) Constant dip interface model. Interface depth at left (south) side of model, dl. 
Depth at right (north) side of model, d2. Lower layer velocity, v. Upper layer 
velocity, vu is fIXed in the modeling process. (b) Flat-ramp interface model. Depth 
of Oat portion of interface and depth of interface at left (south) side of model, dl. 
Interface depth at right (north) side of model, d2. Location of kink, k, marks the 
transition from Oat to dipping interface. Upper and lower layer velocities, vu and vI 
respectively, are fixed in the modeling process. Lower layer velocity is the inverse of 
the horizontal slowness of the phase, vI = IIp. 
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Composite Velocity Model 
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Figure 3.12 Composite velocity model. Composed of 39 end member interfaces 
with reasonable model errors. Surface topography exaggerated 5X. Seafloor 
topography not exaggerated. Dots represent receivers used in the velocity modeling 
for interface C. Interface A, B, and C end members are represented by medium 
gray, light gray, and black lines, respectively. Question marks indicate the extent of 
ray coverage for the three interfaces. Although some Band C interface lines 
intersect in this plot, the respective interface structure for individual velocity models 
do not. Shaded region outlines the region of crust where the Moho is located. 
Velocities listed for each layer represent the range of velocities found in the 39 
velocity models with reasonable model errors. Dots on surface represent receivers. 
C- coast; LA Basin - Los Angeles Basin; NIF - Newport-Inglewood Fault; PH­
Puente Hills; SAF - San Andreas Fault; SG Mountains - San Gabriel Mountains; 
SG Valley - San Gabriel Valley; SMF - Sierra Madre Fault; WF - Whittier Fault. 
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Figure 3.13 "Favored velocity model." Model is actually composite of two end 
member velocity models (#204 and #308) that contain the range in location of 
thickening of upper and middle crust. Moho (interface C) kink location occurs 
within a 4 km range, regardless of kink locations in crustal interfaces. Surface 
topography exaggerated 5X. Seafloor topography not exaggerated. Dots on surface 
represent receivers. C- coast; LA Basin - Los Angeles Basin; NIF - Newport­
Inglewood Fault; PH - Puente Hills; SAF - San Andreas Fault; SG Mountains - San 
Gabriel Mountains; SG Valley - San Gabriel Valley; SMF - Sierra Madre Fault; WF 
- Whittier Fault. 
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Table 3.1 Composite velocity model interfaces. Each interface must be 
considered individually to determine range of possible interface models that fit data 
constraint. All possible configurations for shallower interfaces must be considered 
when modeling deeper phases. Three possible configurations for interface A. Four 
possible configurations for interface B combined with three for interface A results in 
12 interface B models. Thirty-six interface C models result from 12 interface B 
models and 3 interface C configurations. Interface model types: CD for constant dip 
and FR for flat-ramp. Interface depths at left (south) and right (north) sides of 
model region, dl and d2. k is location of kink in flat-ramp models (not a parameter 
for constant dip models). Lower layer velocity, v, is a variable parameter for 
constant dip interface models, but is fixed by the inverse of phase horizontal slowness 
(lip) for flat-ramp interface models. Interface model error E, as defined in equation 
(3.4). A and B interface model columns, list the interface A and B model numbers 
used when modeling deeper interfaces. 
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4.1 Abstract 

Static stress change has been proposed as a mechanism of earthquake triggering. 

We quantitatively evaluate this model for the apparent triggering of aftershocks by the 

1992 Mw 7.3 Landers and 1994 Mw 6.7 Northridge earthquakes. Specifically. we test 

whether the fraction of aftershocks consistent with static stress change triggering is greater 

than the fraction of random events which would appear consistent by chance. Although 

static stress changes appear useful in explaining the triggering of some aftershocks. the 

model's capability to explain aftershock occurrence varies significantly between 

sequences. The model works well for Landers aftershocks. Approximately 85% of events 

between 5 and 75 km distance from the mainshock fault plane are consistent with static 

stress change triggering. compared to -50% of random events. The minimum distance is 

probably controlled by limitations of the modeling. while the maximum distance may be 

because static stress changes of < 0.01 MPa trigger too few events to be detected. The 

static stress change triggering model. however. cannot explain the first month of the 

Northridge aftershock sequence significantly better than it explains a set of random 
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events. The difference between the Landers and Northridge sequences may result from 

differences in fault strength, with static stress changes being a more significant fraction of 

the failure stress of weak Landers-area faults . Tectonic regime, regional stress levels, and 

fault strength may need to be incorporated into the static stress change triggering model 

before it can be used reliably for seismic hazard assessment. 

4.2 Introduction 

Static stress change triggering of earthquakes has been proposed as a model for 

evaluating short-term earthquake hazards. It is one of a number of models relating to the 

apparent triggering of earthquakes, "triggering" meaning that one earthquake causes 

another earthquake which would not have otherwise occurred at that time. The idea is that 

static stress change due to an earthquake can move another fault toward failure stress, 

advancing the time of the next earthquake on that fault. Previous work has used static 

stress theory to identify faults which may have been moved closer to or farther from fail ­

ure. For example, the effects of the 1989 Lorna Prieta and 1992 Landers earthquakes on 

the San Andreas fault and other major faults in California have been studied [e.g., Reasen­

berg and Simpson, 1992; Harris and Simpson, 1992; Jaume and Sykes , 1992; Stein et aZ., 

1992; King et aZ., 1994; Stein et aZ., 1994]. Static stress triggering has also been used to 

explain sequences of earthquakes in a region: for instance, the Eastern California Shear 

Zone [e.g. , Stein et aZ., 1992; King et al., 1994]; the Los Angeles area [e.g., Stein et aZ., 

1994]; southern California [e.g. , Deng and Sykes, 1997]; and the San Francisco bay area 

[e.g., Jaume and Sykes, 1996]. 

There have been only a few quantitative studies of how consistent the locations 

and orientations of apparently triggered events are with modeled static stress changes. 
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Harris et al. [1994] and Simpson et al. [1994] computed the percentage of aftershocks of 

the 1994 Northridge earthquake consistent with static stress change triggering. Beroza 

and Zoback [1993] and Kilb et al. [1997] studied whether static stress changes could 

explain the diverse mechanisms of the 1989 Lorna Prieta aftershock sequence. Harris et 

al. [1995] investigated the static stress change triggering ofM ~ 5 events in southern Cal­

ifornia by each other, but the data were limited to only 16 pairs. 

In this paper, we test the static stress change triggering model using the aftershock 

sequences of the 1992 Landers and 1994 Northridge earthquakes. Each sequence includes 

tens of thousands of recorded events [e.g., Hauksson et al. , 1993, 1995], providing suffi-

cient data quantity for a robust quantitative analysis. 

Our primary goal is to determine how well modeled static stress changes explain 

the apparent triggering of aftershocks by a mainshock. Specifically, we test if the fraction 

of aftershocks consistent with triggering by mainshock-induced static stress changes is 

larger than the fraction of random events (with appropriate probability distributions) 

which would appear consistent by chance. If it is statistically significantly greater, static 

stress change is a viable model for explaining aftershock triggering; otherwise, it is not. 

A secondary goal is to determine whether the usefulness of the static stress change 

triggering model is dependent on the size of the stress change, distance from the fault 

plane, event magnitude, or elapsed time since the mainshock. This may establish some 

guidelines as to when and where static stress change triggering is an appropriate model for 

use in seismic hazard assessment. 
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4.3 Data 

We analyze data from the 1992 Landers and 1994 Northridge earthquake 

sequences (Figure 4.1). These two southern California sequences were recorded by the 

Southern California Seismic Network (SCSN) and portable stations installed after the 

mainshocks. The Landers earthquake of June 28, 1992, a Mw 7.3 strike-slip event, rup­

tured a cumulative length of 85 km along five faults. The event occurred in the Eastern 

California Shear Zone, a 80 km wide and 400 km long region of right-lateral strike-slip 

faults, east of the San Andreas fault, thOUght to be taking up -8 mmlyr of the 48 mmlyr 

Pacific-North America relative plate motion. The Landers sequence is discussed in detail 

by Hauksson et at. [1993]. 

The January 17, 1994, Mw 6.7 Northridge earthquake occurred on a 20 kID length 

of a previously unrecognized blind thrust beneath the western San Fernando Valley. The 

earthquake occurred in a region of north-south contractional deformation related to the 

uplift of the Transverse Ranges at a constraining bend in the San Andreas fault. The 

Northridge sequence is described by Hauksson et at. (1995). 

We determine locations and focal mechanisms for M "= 2.0 recorded events in a 

box around each mainshock, including events not strictly considered aftershocks. Arrival 

time data from selected aftershocks recorded by the SCSN are used with the VELEST 

code Kissling et al. , (1994) to jointly determine hypocenters and a refined velocity modeL 

Hypocenters for the remaining events are then determined using HYPOINVERSE [Klein, 

1985), and mechanisms found using the codes of Reasenberg and Oppenheimer [1985]. 

Only events with focal mechanism parameter uncertainties less than 30° are used. 
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4.4 Method 

We model the Landers and Northridge mainshocks as dislocations in an elastic 

half-space and compute the resulting static stress changes. The Coulomb stress changes 

on aftershock nodal planes are determined, and the Coulomb index (the percent of events 

consistent with static stress change triggering) is found. The Coulomb index for the first 

month of each observed sequence is compared to the Coulomb indices of 500 random syn-

thetic sequences (chosen from appropriate probability di stributions) to test the null 

hypothesis that the Coulomb index of the observed sequence is no greater than the Cou-

lomb indices of the synthetic sequences. This test is performed for various subsets of the 

data. 

4.4.1 Coulomb Failure 

The Coulomb failure criterion is commonly used to quantify the effect of static 

stress change on a plane [e.g., Reasenberg and Simpson, 1992; Harris and Simpson, 

1992; Jaume and Sykes, 1992; Stein et ai., 1994; King et ai., 1994]. We compute only the 

incremental stress added by the mainshock because we are testing whether the mainshock-

induced static stress changes could have triggered the aftershocks. The importance of the 

background stress state will be addressed in the comparison of results from the two after-

shock sequences. 

The change in Coulomb stress, L'.CS, on a plane is 

/::,.cs= /::"'t + J..L'/::,.(J (EQ4.1) 

where L'.1: is the change in shear stress in the direction of slip on the plane, L'.cr is the change 

in normal stress (tension positive), and j.J is the effective coefficient of friction. 

We find the Coulomb stress change using the nodal planes and slip directions of 

individual aftershocks (following Harris et al. [1994] and Simpson et al. [1994]) because 
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it is important to test whether aftershock slip occurs in a direction consistent with the static 

stress change model. We feel that using representative planes (such as optimally oriented 

planes) is not as accurate, considering the diversity of aftershock mechanisms that can 

occur in close proximity (e.g. , Figure 4.2 and Figure 4.3). Determining the stress changes 

on representati ve planes causes a loss of information by reducing the static stress change 

tensor to a scalar and not incorporating the aftershock focal mechanisms. 

The effective coefficient of friction, !!, accounts for the effect of fluid pressure on 

the failure plane. When!! = !! (the coefficient of friction for dry rock), the pore pressure 

has no effect on the normal stress. At the other extreme, when!! = 0, the rock is so satu-

rated that the pore pressure cancels the effect of the normal stress on the plane. Labora­

tory experiments on rocks typically find values for!! of around 0.6 to 0.85 [e.g. , Byerlee, 

1978], and values of!! between 0 and 0.75 are considered plausible [e.g., King et aI., 

1994]. Low values of!! (0 to 0.4) are typical in the stress change literature [e.g., Reasen­

berg and Simpson, 1992; King et aI. , 1994; Kagan, 1994]. In this paper, we try a range of 

values for ;J between 0 and 0.8. 

4.4.2 Technique 

We model the mainshocks as planar dislocations in an elastic half-space. The 

Landers earthquake is modeled as three vertical faults (Camp RockiEmerson, Homestead 

Valley, and Landers/Johnson Valley from north to south) with 186 subfaults and a maxi­

mum slip near 7 m [Wald and Heaton, 1994]. A single fault plane with 196 subfaults and 

a maximum slip of about 3 m is employed for the Northridge earthquake [Wald et al., 

1996]. The Mw 6.1 Joshua Tree preshock and Mw 6.2 Big Bear aftershock of the Landers 

sequence are modeled as single dislocations of 12 to 15 km diameter (from the inferred 



130 

rupture lengths of Hauksson et al. [1993]) and average slip of 0.35 m. The smaller after-

shocks are not modeled because it is impractical to do so and because their effects on the 

stress field are small compared to those of larger events. 

The changes in the stress tensor at the hypocenters of the aftershocks are calcu­

lated using the subroutines of Okada [1992], assuming the half-space is a Poisson solid 

with a shear modulus of 3 GPa. We resolve the change in the stress tensor onto the two 

nodal planes of each aftershock and calculate the Coulomb stress change on each plane. 

We then compute the Coulomb index, the percent of aftershocks in an aftershock 

sequence consistent with static stress change triggering. An aftershock is considered to be 

consistent with static stress change triggering if it occurred on a plane with llCS > O. 

Aftershocks with positive llCS on both nodal planes are clearly consistent with static 

stress change triggering, while those with negative llCS on both planes are clearly incon-

sistent. We initially assume that 50% of the events with only one llCS > 0 nodal plane 

occurred on the plane wi th the static stress increase, and vary this parameter during error 

estimation. (Since the shear stress changes on the two nodal planes are always the same, 

fewer than 20% of all events fall into this ambiguous category.) 

A confidence interval for the Coulomb index of an aftershock sequence is obtained 

via a bootstrapping technique. We resample the observed sequence 500 times, with 

replacement, with the focal mechanism parameters randomly chosen from their confi­

dence intervals. The fraction of events with only one llCS > 0 plane considered consistent 

with triggering is chosen from a binomial distribution with a mean of 0.5. The 2cr confi­

dence interval is obtained from the distribution of the Coulomb indices of the resampled 

sequences. 
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4.4.3 Random Synthetic Sequences 

We test the static stress change triggering model by comparing the Coulomb indi-

ces of the observed sequences with the Coulomb indices of random synthetic sequences 

(e.g., Figure 4.4). The synthetic sequences serve as a control group, separating the effects 

of basic aftershock sequence geometry on Coulomb index from the effects of triggering. 

The synthetic sequences are designed to geometrically resemble aftershock sequences in 

that the events are clustered around the mainshock fault plane and in seismogenic depth 

ranges . 

Each parameter of a synthetic event is chosen randomly from a plausible distribu­

tion of values. To facilitate creating the synthetic sequences, we use a somewhat unusual, 

mainshock-fault-plane-dependent coordinate system. The three coordinates are depth, 

strike direction distance, and normal distance to the fault plane (Figure 4.5). Each coordi­

nate is chosen randomly and independently for the events in a synthetic sequence, with the 

probability distributions as shown in Figure 4.6a-Figure 4.6f. Because aftershocks also 

occur in spatial clusters, -25% of the synthetic events are placed in clusters. The first 

event in a cluster is located randomly using the given probability distributions, and the 

locations of the subsequent events are detennined by perturbing the parameters. The focal 

mechanisms are also chosen randomly, the P axis trend and P and T axis plunges selected 

independently with the probability distributions shown in Figure 4.6g-Figure 4.61. Magni­

tudes are randomly assigned assuming a Gutenberg-Richter distribution. 

The probability distribution functions are created using the relevant parameters of 

the observed aftershock sequences as guides. These parameters are as follows : how fast 

the synthetic seismicity drops off as one goes away from the fault, the seismogenic depth 
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ranges, the kinds of focal mechanisms, and the b values. We do not generate the synthetic 

sequences by resampling the observed hypocenters or attempt to recreate the details of the 

observed sequences. We wish to include synthetic events in areas which are unrepre­

sented in the observed sequences (perhaps due to inhibiting static stress changes) and 

avoid bias towards areas of aftershock clusters (possibly areas of encouraging stress 

changes.) 

The Coulomb indices of 500 synthetic sequences are calculated in the same way as 

the Coulomb indices of the observed sequences. All of the synthetic events with two tJ.CS 

> 0 nodal planes and a random fraction of events with only one tJ.CS > 0 nodal plane are 

considered consistent with triggering. 

4.4.4 Statistical Test 

We perform a simple statistical test of the null hypothesis that the Coulomb index 

of the observed sequence is no greater than the Coulomb indices of the synthetic 

sequences. Since this is a one-tailed test, the null hypothesis can be rejected at the 95% 

confidence level if the Coulomb index of the observed sequence is greater than the Cou-

lomb indices of 95% of the synthetic sequences. 

We include the error estimate for the Coulomb index of the observed sequence by 

taking the average confidence level determined from the bootstrap resamplings. This can 

be expressed as a weighted average of the confidence levels corresponding to each possi-

ble observed Coulomb index 



133 

100 

CL= L O(CI)S(CI) (EO 4.2) 

CI= 0 
where CL is the average confidence level of rejecting the null hypothesis. a(CI) is the 

fraction of observed sequence resamplings with a Coulomb index of CI (the weight), and 

S(CI) is the cumulative fraction of synthetic sequences with a Coulomb index less than CI 

(the corresponding confidence level.) If CL <': 95%, the null hypothesis can be rejected, 

and we can conclude that the static stress change triggering model explains the aftershocks 

better than it does a random set of events. 

Repeated trials with the Landers dataset indicate that CL is stable to within ±2%. 

Therefore, we consider CL <': 97% firm basis to reject the null hypothesis, and 93% S; CL < 

97% to be ambiguous. 

4.5 Results 

Both the Landers and Northridge sequences include events consistent and incon-

sistent with static stress change triggering. These have generally indistinguishable distri-

butions of hypocenters and mechanisms. The spatial mixture of aftershocks consistent 

and inconsistent with static stress change triggering can be seen in the map views and 

fault-normal cross sections in Figure 4.2 and Figure 4.3. Many events inconsistent with 

static stress triggering appear to concentrate around the mainshock fault planes, which 

may be explained by limitations of the data and models, as discussed later. Events consis-

tent and inconsistent with triggering also have similar focal mechanisms, as illustrated by 

the stereographic projections of the tensional and compressional axes (Figure 4.7). The 

mechanisms are consistent with the inferred first-order southern California stress field of 

NNE trending compression [e.g., Zoback and Zoback, 1980]. 
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Approximately 65% of the Landers and 60% of the Northridge aftershocks occur-

ring within a month of the mainshock are consistent with static stress change triggering. 

The null hypothesis, that the Coulomb index of the observed sequence is no greater than 

the Coulomb indices of the synthetic sequences, can be rejected at the 95% confidence 

level for the Landers sequence, indicating that static stress change triggering is a useful 

model in explaining that sequence. However, the null hypothesis cannot be rejected at the 

95% confidence level for the Northridge sequence, or any of its subsets we tested. The 

null hypothesis could be rejected for the Northridge sequence (for j.I. = 0.4) with only 75% 

confidence. Since there are 1200 events in our Northridge data set, we interpret this as a 

failure of the model, not as a case of insufficient data to test the hypothesis. 

The quantitative results for all the data subsets tested are shown in Figure 4.8 and 

are summarized in Table 4.1. We find that the results are independent of aftershock mag­

nitude and time after the mainshock. Varying j.I. also does not make a significant differ-

ence to our results, since the null hypothesis can be rejected for the Landers sequence and 

cannot be rejected for the Northridge sequence for most tested values of j.I. (Figure 4.8a 

and Figure 4.8b). The only possible exceptions are for the Landers data with j.I. = 0.8 or t::; 

2 days, for which the confidence level is in the ambiguous region. 

For the Landers sequence, the null hypothesis cannot be rejected at the 95% confi­

dence level for aftershocks less than 5 km or greater than 75 km from the mainshock fault 

plane (Figure 4.8e), or for aftershocks with IIlCSI < 0.01 MFa or IIlCSI > 0.5 to 1 MFa 

(Figure 4.8g). This means that the static stress change triggering model is not useful close 

to the fault where stress changes are high or far from the fault where stress changes are 
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low. Between these extremes, -85% of the aftershocks and 50% of the synthetics events 

are consistent with static stress change triggering. 

The Coulomb index is found for 4.5 years of seismicity both preceeding and fol­

lowing the Landers mainshock (Figure 4.9). The premainshock events serve as a control 

group reflecting regional seismicity patterns independent of mainshock-induced static 

stress changes, although they may not be an ideal control because they may reflect pro-

cesses leading up to the mainshock. The Coulomb index of pre-event seismicity is consis-

tently 50 ± 8, while that of the aftershocks is 65 ± 8. There is no detectable decrease in 

Coulomb index in the 4.5 years following the mainshock, indicating that mains hock-

induced static stress changes can be useful in explaining regional seismicity for at least 

that long. 

4.6 Discussion 

We find that the aftershocks consistent and inconsistent with triggering by static 

stress changes are spatially mixed, with a majority of aftershock mechanisms in agreement 

with the first-order regional stress field. Because mainshock-induced static stress changes 

are very small, they are more likely to trigger earthquakes on planes already close to fail-

ure. These planes are presumably primarily loaded by tectonic stresses, and so it is not 

surprising that they fail oriented with the regional stress field. 

The static stress change triggering model is useful in explaining the first month of 

the Landers aftershock sequence but not the first month of the Northridge sequence. This 

difference is not because the stress changes from the Landers mainshock are a stronger 

signal , since for the same range of stress changes, 0.01 to 0.5 MPa, the model works well 

for the Landers sequence and not for Northridge. 
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However, the static stress changes due to the Landers mainshock maybe a stronger 

signal relative to the local background stress and failure stress offaults. Hauksson [1994] 

inferred that the Eastern California Shear Zone is a weak zone, supporting low shear 

stresses, based on stress inversions indicating that the northern part of the Landers rupture 

relieved nearly all of the applied shear stress. The stress field inferred from Northridge 

aftershocks [e.g. , Zhao et al., 1997; Kerkela and Stock, 1996], on the other hand, implies 

that the Northridge earthquake was not a complete stress drop event, and hence that fault 

is relatively strong. Faults in thrust regimes are generally expected to support higher 

stresses because the overburden pressure is the minimum principal stress, whereas in 

strike-slip regimes one of the horizontal principal stresses is less than the overburden. 

If the Landers area is relatively weak, and static stress triggering is observed there 

but not at Northridge, this implies that static stress changes may be too small to trigger a 

detectable number of events except in relatively weak areas. Presumably, this is because 

the small stress changes are a more significant fraction of the failure stress of a weak fault. 

The difference between the results from the two sequences may also be due in part 

to limitations of the modeling. Approximating the Earth as a homogeneous elastic half­

space may be appropriate for the Landers sequence because the Eastern California Shear 

Zone is relatively homogeneous on a 85 km length scale but inappropriate for the 

Northridge sequence, which is partially in the Transverse Ranges and partially in the San 

Fernando Valley. The Northridge mainshock was also smaller and did not rupture the sur-

face, so there may be more error in the modeling of mainshock slip. 

Regardless of its source, the difference between the results for the Landers and 

Northridge sequences implies that, although the static stress change triggering model can 
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be useful in explaining aftershock triggering, it is not consistently applicable for different 

events. This is also indicated by the variability of the results from other studies. 

A study of larger events found that the model performs much better than it does in 

this study. Harris el ai. [1995] studied 16 pairs of M ~ 5 southern California earthquakes 

occurring less than 1.5 years apart,S km distant, and with Ill.CSI on the plane of the second 

event due to the first at least 0.01 MPa. They find that 15 event pairs, or 94%, have ll.CS > 

o on the failure plane of the second event. 

In other studies, 70% to 75% of the first few months of Northridge aftershocks 

have been found to be consistent with static stress change triggering [Simpson el ai., 1994; 

Harris el al., 1994], a greater percentage than we find for the first month of aftershocks. 

The difference may be due in part to the use of different criteria, the other studies consider 

consistent with triggering all events with at least one 6CS > 0 nodal plane, and in part to 

the use of different events. 

Beroza and Zoback [1993] and Kilb el al. [1997] study the Lorna Prieta sequence 

and conclude that mainshock-induced static stress changes do not adequately explain the 

individual aftershock mechanisms. However, the poor performance of the model may be 

because many Lorna Prieta aftershocks occur very close to the mainshock rupture. It 

appears that the Lorna Prieta aftershocks consistent with mainshock-induced shear 

increase are generally farther away from the major slip patches, while those inconsistent 

are closer to these patches [see Beroza and Zoback, 1993, Figure 3], consistent with the 

observation that the static stress triggering model does not work very close to the main-

shock. 
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The presence of a minimum distance for which static stress change appears to be a 

viable triggering mechanism for Landers and other sequences need not reflect any physi­

cal process; it may merely reflect limitations of the data and models used. The slip models 

lack small-scale detail and are discretized, affecting the computed value of L'l.CS for events 

near the fault plane. Location errors may also be more important for events close to the 

fault plane than for those farther away. Other studies also find or assume that the static 

stress change triggering model shouldn't be used closer to the fault than a few km [e.g., 

Harris et aI. , 1995; King et al. , 1994]. 

The minimum Coulomb stress change for which the model appears to be valid for 

the Landers sequence, 0.01 MPa, is similar to values found in other studies: 0 .01 MPa for 

Lorna Prieta [Reasenberg and Simpson, 1992),0.01 to 0.03 MPa for Landers [King et al., 

1994], and 0.02 MPa for Double Springs Flat, Nevada [Jaume, 1996]. The corresponding 

maximum distance from the fault plane, 75 km, or approximately one fault length , how­

ever, is smaller than those determined from seismicity rates: 80 to 100 km, or about two 

fault lengths, for Lorna Prieta [Reasenberg and Simpson, 1992) , and about three fault 

lengths for Landers [King et al. , 1994) . 

There is no theoretical reason why a minimum stress change capable of triggering 

should exist, and it seems reasonable that an arbitrarily small static stress increase should 

be able to trigger an earthquake on a plane arbitrarily close to failure. A possible explana­

tion for the existence of an apparent minimum triggering stress is that smaller static 

stresses trigger so few events that they are undetectable with the data sets used. 

The effects of the static stress changes on regional seismicity appear to continue 

for at least 4.5 years after the Landers mainshock. This is longer than the 1.5 year interval 
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found by Harris et ai. [1995] for M;:: 5 events but considerably shorter than the decades 

which can pass between larger events postulated to be linked by static stress changes [e.g., 

Stein et ai., 1992; King et ai. , 1994; Stein et ai., 1994; Jaume and Sykes, 1996; Deng and 

Sykes, 1997]. 

Although coseismic static stress changes are essentially instantaneous, the after-

shocks triggered by them do not necessarily occur immediately after the mainshock. A 

static stress increase could advance the time of an earthquake, which may then occur in the 

following months or years. Additionally, postseismic relaxation at depth may continue to 

load the brittle upper crust in the same patterns as the coseismic static stress changes [e.g. , 

King et ai., 1994]. The rate- and state-dependent seismicity model of Dieterich [1994] 

also explains how a static stress change can produce an Omori's law temporal distribution 

of aftershocks. 

The poor performance of the static stress change triggering model for the 

Northridge sequence and the presence of many aftershocks in the Landers sequence not 

consistent with static stress change triggering imply that there are other triggering mecha-

nisms involved. Other triggering models, primarily proposed for far-field triggering, 

include dynamic strains [e.g. , Anderson et aI., 1994; Hill et ai., 1993], transient changes in 

pore pressure due to dynamic strains [e.g. , Hill et ai., 1993], long-term changes in pore 

pressure due to pore-fluid movements after fluid seals are broken [e.g., Hill et aI., 1993], 

and increases in pore pressure by dynamic strains via rectified diffusion [Sturtevant et ai., 

1996]. 
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4.7 Conclusions 

The static stress change triggering model has been quantitatively evaluated for the 

1992 Landers and 1994 Northridge aftershock sequences. Specifically, we test whether 

the fraction of aftershocks consistent with static stress change triggering is significantly 

greater than the fraction of random events which would appear consistent by chance. 

We find that the model is useful in explaining the Landers aftershocks, particularly 

those which are not too close to Cd < 5 krn or ILl.CSI > 0.5 to 1 MPa) or too far from Cd > 75 

krn or ILl.CSI < 0.01 MPa) the mainshock fault plane. However, the model is not useful in 

explaining the first month of the Northridge sequence. The difference between the two 

sequences may be due to differences in tectonic regime and stress state, with weaker faults 

in the Landers region being more susceptible to triggering by small stress increases. 

Our results suggest that the static stress change triggering model has some validity 

and can be useful in explaining apparently triggered seismicity within one fault length of a 

large mains hock. However, because its applicability varies between different sequences, 

its general application to seismic hazard evaluation requires more refinement and the 

inclusion of parameters such as tectonic regime, regional stress state, and fault strength. 



141 

4.8. References 

Anderson, J. G , J. N. Brune, J. N. Louie, Y. Zeng, M. Savage, G Yu, Q. Chen, and D. 

dePolo, Seismicity in the western Great Basin apparently triggered by the Landers, 

California, earthquake, 28 June 1992, Bull. Seismol. Soc. Am., 84, 863-891, 1994. 

Beroza, G c., and M. D. Zoback, Mechanism diversity of the Lorna Prieta aftershocks and 

the mechanics of mainshock-aftershock interaction, Science, 259, 210-213, 1993. 

ByerJee, J. D., Friction of rock, Pure Appl. Geophys., 116, 615-626,1978. 

Deng, J., and L. R. Sykes, Evolution of the stress field in southern California and trigger­

ing of moderate-size earthquakes: A 200-year perspective, 1. Geophys. Res., 102, 

9859-9886, 1997. 

Dieterich, J., A constitutive law for rate of earthquake production and its application to 

earthquake clustering, 1. Geophys. Res., 99, 2601-2618,1994. 

Harris, R. A., and R. W. Simpson, Changes in static stress on southern California faults 

after the 1992 Landers earthquake, Nature, 360, 251-254,1992. 

Harris, R. A., R. W. Simpson, and P. A. Reasenberg, Static stress changes influence future 

earthquake locations in southern California (abstract), Eos Trans AGU, 75 (44), 

Fall Meet. Supp\., 169, 1994. 

Harris, R. A., R. W. Simpson, and P. A. Reasenberg, Influence of static stress changes on 

earthquake locations in southern California, Nature, 375, 221-224, 1995. 

Hauksson, E., State of stress from focal mechanisms before and after thel992 Landers 

earthquake sequence, Bull. Seismol. Soc. Am., 84, 917-934,1994. 

Hauksson, E., L. M. Jones, K. Hutton, and D. Eberhart-Phillips, The 1992 Landers earth­

quake sequence: Seismological observations, 1. Geophys. Res., 98,19835-19858, 

1993. 



142 

Hauksson, E., L. M. Jones, and K. Hutton, The 1994 Northridge earthquake sequence in 

California: Seismological and tectonic aspects , 1. Geophys. Res., 100, 12335-

12355, 1995. 

Hill , D . P., et aI., Seismicity remotely triggered by the magnitude 7.3 Landers, California, 

earthquake, Science, 260,1617-1623,1993. 

Jaume, S. C., Just how much static stress does it take to trigger an aftershock? (abstract), 

Eos Trans AGU, 77 (46), Fall Meet. Supp!. , F500, 1996. 

Jaume, S. C., and L. R. Sykes, Changes in state of stress on the southern San Andreas fault 

resulting from the California earthquake sequence of April to June 1992, Science, 

258, 1325-1328, 1992. 

Jaume, S. c., and L. R. Sykes, Evolution of moderate seismicity in the San Francisco Bay 

region , 1850 to 1993: Seismicity changes related to the occurrence of large and 

great earthquakes, J. Geophys. Res., 101, 765-789,1996. 

Kagan , Y. Y. , Incremental stress and earthquakes, Geophys. J.1nt., 117, 345-364,1994. 

Kerkela, S. , and J. M. Stock, Compression directions north ofthe San Fernando Valley 

determined from borehole breakouts, Geophys. Res. Lett., 23, 3365-3368,1996. 

Kilb, D. , M. Ellis, J. Gomberg, and S. Davis, On the origin of diverse aftershock mecha­

nisms following the 1989 Lorna Prieta earthquake, Geop/tys. J. Int. , 128, 557-570, 

1997. 

King, G C. P., R. S. Stein, and J. Lin, Static stress changes and the triggering of earth­

quakes, Bull. Seismol. Soc. Am., 84, 935-953, 1994. 

Kissling, E., W. L. Ellsworth, D. Eberhart-Phillips, and U. Kradolfer, Initial reference 

models in local earthquake tomography, 1. Geop/tys. Res., 99,19,635-19,646, 

1994. 



143 

Klein, F. W., User's guide to HYPOINVERSE; A program for VAX. and PC350 computers 

to solve for earthquake locations, U.S. Ceol. Surv. Open File Rep., 85-159, 24 pp., 

1985. 

Okada, Y., Internal deformation due to shear and tensile faults in a half-space, Bull. Seis­

mol. Soc. Am. , 82,1018-1040,1992. 

Reasenberg, P., and D. Oppenheimer, FPFIT, FPPLOT and FPPAGE: FORTRAN com­

puter programs for calculating and displaying earthquake fault-plane solutions, 

U.S. Ceol. Surv. Open File Rep., 85-739, 109 pp., 1985. 

Reasenberg, P. A. , and R. W. Simpson, Response of regional seismicity to the static stress 

change produced by the Lorna Prieta earthquake, Science, 255, 687-1690, 1992. 

Simpson, R. W., and P. A. Reasenberg, Earthquake-induced static stress changes on cen­

tral California faults, in The Lorna Prieta, California, Earthquake of October 17, 

1989-Tectonic Processes and Models, edited by R. W. Simpson, U.S.Ceol. Surv. 

Prof Pap., 1550-F, F55-F89, 1994. 

Simpson, R. W., R. A. Harris, and P. A. Reasenberg, Stress changes caused by the 1994 

Northridge earthquake, paper presented at the1994 SSA Meeting, Seismol. Soc. of 

Am. , Pasadena, 1994. 

Stein, R. S., G. C. P. King, and J. Lin, Change in failure stress on the southern San Andreas 

fault system caused by the 1992 magnitude = 7.4 Landers earthquake, Science, 

258, 1328-1332, 1992. 

Stein, R. S., G. C. P. King, and J. Lin, Stress triggering of the 1994 M=6.7 Northridge, Cal­

ifornia, earthquake by its predecessors, Science, 265,1432-1435,1994. 

Sturtevant, B., H. Kanamori, and E. E. Brodsky, Seismic triggering by rectified diffusion 

in geothermal systems, J. Ceophys. Res., 10] , 25,269-25,282, 1996. 



144 

Wald, D. J., and T. H. Heaton, Spatial and temporal distribution of slip for the 1992 

Landers, California earthquake, Bull. Seismol. Soc. Am., 84, 668-691, 1994. 

Wald, D. J., T. H. Heaton, and K. W. Hudnut, The slip history of the 1994 Northridge, 

California, earthquake determined from strong-motion, teleseismic, GPS, and lev­

eling data, Bull. Seismol. Soc. Am., 86, S49-S70, 1996. 

Zhao, D., H. Kanamori , and D. Wiens, State of stress before and after the 1994 Northridge 

earthquake, Geophys. Res. Lett., 24, 519-522, 1997. 

Zoback, M. L. , and M. Zoback, State of stress in the conterminous United States, J. Geo­

phys. Res., 85, 6113-6156, 1980. 



145 

\ 

, 
~ \.. ". 

\'M-7l<~ " 
DERS 

Figure 4.1 Map of southern California showing the Landers and Northridge 
mainshocks. Surface projections, solid, from rupture models of Wald and Heaton 
[1994] and Waid et al. [1996]. Traces of mapped faults shown shaded. 
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Figure 4,2 Map view and cross sections of the first month of Landers aftershocks 
used in this study. (a) Aftershocks with at least one plane consistent with static stress 
change triggering. (b) Aftershocks with both planes inconsistent. Here f.l' = 0.4. 
Mapped faults shown shaded. The mainshock fault plane (adapted from Wald and 
Heaton [1994]) is indicated with solid lines. 
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Figure 4.3 Map view and cross sections of the first month of Northridge 
aftershocks used in this study. (a) Aftershocks with at least one plane consistent with 
static stress change triggering. (h) Aftershocks with both planes inconsistent. Here 
J.I. ' =0.4. Mapped faults are shown shaded. The projection of the mainshock fault 
plane (adapted from Waid et al. [1996]) is shown as a solid rectangle. 
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Figure 4.4 A random synthetic sequence of events for Northridge, shown in map 
view and fault-normal cross section. The projection of the mainshock slip plane 
(adapted from Wald et al. [1996]) is shown as a rectangle in map view. 
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Figure 4.5 Cartoon (a) map view and (b) fault-normal cross section of a dipping 
rectangular fault which illustrates the coordinate system used in defining aftershock 
locations: depth, strike direction distance, and normal distance from the fault plane. 
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Figure 4.6 Probability distribution of synthetic event coordinates: (a)-(c) 
Landers sequence spatial coordinates, (d)-(f) Northridge sequence spatial 
coordinates, (g)-(i) Landers sequence focal mechanism parameters, 0)-(1) Northridge 
sequence focal mechanisms parameters. The spatial coordinates are as shown in 
Figure 4.5. The strike distance is measured east from the center of the Northridge 
fault and north from the southern tip of the Landers fault, with the approximation 
that the three fault segments are end-to-end, and normal distance is measured from 
the nearest segment or its extension. The P axis trend is measured clockwise from 
north, and the plunge is down from horizontal. The T axis plunge is positive for a 
clockwise rotation about the P axis. 
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Figure 4.7 Stereographic plots of the compressional (P) and tensional (D axes of 
the first month of aftershocks. Here f.J ' = 0.4. (a) Landers aftershocks with at least 
one plane consistent with static stress change triggering. (b) Landers aftershocks 
with both planes inconsistent. (c) Northridge aftershocks with at least one plane 
consistent. (d) Northridge aftershocks with both planes inconsistent. 
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Figure 4.8 Coulomb index (CI), the percent of events consistent with static stress 
change triggering, versus various parameters. The asterisks indicate the Coulomb 
index for a bin versus the mean parameter value of events in that bin. The vertical 
error bars are the 20 error estimates, and the horizontal error bars indicate the bins. 
The horizontal dotted and dashed lines represent the mean Coulomb index of 100 
random synthetic sequences and the division between the upper 5% and the lower 
95 %, respectively. If the Coulomb index of the observed sequence is above this 
dashed line, one can conclude with 95 % confidence that the static stress change 
triggering model explains the aftershocks better than it can a random set of events. 
(Aftershocks from the first month are used. Here fl.' = 0.4 except in Figure 4.8a and 
Figure 4.8b.) (a) CI versus fl.', Landers. (b) CI versus fl.', Northridge. (c) CI versus 
aftershock magnitude, Landers. (d) CI versus magnitude, Northridge. (e) CI versus 
distance to the nearest point on a modeled rupture plane, Landers. (0 CI versus 
distance, Northridge. (g) CI versus stress change, I~CSI, the average of the absolute 
values of the Coulomb stress changes on the two nodal planes, Landers. (h) CI 
versus I~CSI, Northridge. 
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Figure 4.9 Coulomb index versus time in years for 4.5 years of seismicity 
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preceeding and following the Landers mainshock. The vertical error bars are the 20" 
error estimates and the horizontal error bars indicate the bins. The vertical dotted 
line indicates the time of the mainshock. 
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