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Abstract 

Part I of this thesis describes my exper imental and theoretical efforts to understand spm 

injection into semiconductors. I present extensive discussions on the conditions required to 

achieve s ignificant spin transfer from a ferromagnetic injector into a paramagnetic conductor. 

Theoretical calculations for ballistic spin-coupled transport a re described. To circumvent 

conduct ivity mismatch that occurs for diffusive contacts between ferromagnetic metals and 

semiconductors, I designed and fabricated new spin injection devices that employ the recently 

discovered dilute semiconductor (Ga,Mn)As as a spin polarizer. Spin-coupled transport s ignals 

were observed in these novel devices. 

In the course of this work, I discovered that bulk (Ga,Mn)As itself manifests what we have 

termed a "giant" planar Hall effect. This magnetoelectronic phenomenon arises from the strong, 

intrinsic spin-orbit interaction. This phenomenon offers new prospects for applications in 

magnetic sensors and storage media, extends the possibility of novel spintronic devices, and 

enables unprecedented, high resolution measurements of magnetic phenomena. By using the 

giant planar Hall effect, I have achieved a complete characterization of the magnetic properties of 

(Ga,Mn)As. This large effect a lso has enabled the first direct electrical measurements of the 

propagation of individual domain walls in microdevices. These experiments establish a new 

approach to the study of ferromagnetodynamics that does not require significant instrumentation . 

Individual domain walls can be monitored, trapped and manipulated in real time. By such 

techniques, I have been able to directly investigate the res istance arising from a single magnetic 

domain wall for the first time. 

Part II describes my studies of the strain-dependent e lectrical properties of ballistic GaAs 

two-dimensional electron gases (2DEGs). I have developed techniques to realize freely­

suspended 2DEGs with moderate ly high mobility. These have been incorporated into novel 

GaAs nanoelectromechanical systems that yield high sensi tivi ty for NEMS motion detection. 

They have a lso led to my discovery of a new, dipola r mechanism for e lectromechanical actuation. 

Suspended quantum dots have also been successfully fabricated using my newly developed 

freely-suspended 2DEG fabrication methods. These demonstrate pronounced charging effects, 

even at elevated temperature, and offer new prospects for observing electronic interactions with 

confined phonons. 
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Chapter 1. Spin Injection- a Resume 

The purpose of this chapter is to provide an introductory overview of most important issues 

of spin injection and to summarize our earlier efforts to understand the spin-coupled transport 

across metal/semiconductor interfaces. I will discuss the motivation to realize spin injection into 

semiconductors and the fundamental obstacles that have been encountered. New techniques to 

detect electrically injected polarized carrie rs will be briefly illustrated. Extensive discussions on 

these topics can be found in the Appendices. 

1.1. Introduction to Spintronics and Spin Injection 

Limits to the scaling down of conventional e lectronic devices are foreseeab le. In the 

nanometer regime, physical phenomena will ultimately impose barriers to the scale at w hich 

current devices can function reliably. These issues have motivated intensive studies on 

"spintronics" (which is short for "spin electronics") - referring to new classes of electronic 

devices in which the spin degree-of-freedom, in contrast to the e lectron' s charge, is exploited. 

Magnetoresistive devices that depend on electron spin are already in commercial use. These 

devices are essentially stacked layers of material whose electrical resistance varies with external 

magnetic fie ld ("Giant Magneto Resistance" (GM R) and Tunne ling Magneto Resistance (TMR) 

effectsrl , 2]). However, spin injection devices - and by " injection" we here denote transferal of 
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spin-polarized carriers into a nonmagnetic conductor - have not reached a similar, commerc ially 

viable, stage of development. Even the fundamental physics and material science o f the spin 

injection process remains in need of significant elucidation. In Appendix A we present a 

historical review and recent developments regard ing sp intronic devices. 

1.2. Why semiconductor spintronics? 

Generally , neither GMRITMR devices nor all -meta l sp in injection devices are easily capable 

of enabling active manipulation of spins. The high electron density of metals makes it almost 

impossible to achieve electrical control of electron polarization. However, in semiconductors, no t 

only e lectrical carrier densities can be varied through a wide range by doping or gating, but also it 

is possible to tune the rotation of spin through electrical gates. In 1990, Datta and Das [3] 

proposed a novel "spin transistor" that is composed of a ferromagnetic injector and collector to 

inject and, subsequently, analyze polarized electron spins, and a semiconducting e lectron channel 

a llowing modification of the propagating carriers spin state by the (tunable) spin-orbit interaction. 

This tunability is achieved by an ex ternal electrical gate through the so-called " Rashba effect". 

The basic concepts are discussed in Appendix A2.3-A2.3 . We have extensively explored and 

examined the functionality of this prototype spin-FET device. Our model is based on a realistic 

cons ideration of materia l properties and device geometry , and clarifies the direct evidence 

required to conlirrn successful spin injection. This work is presented in Appendix B of this 

thesis. 

There are four fundamental requirements for successful implementation of a spin transistor: 

spin injection, spin coherent propagation. induction o f cont rolled spin precession and spin 

detection. A large number of experiments have been performed in recent years to implement 

these four basic components. For example , Kikkawa and Awschalom [4] proved that spin 

coherence can per ist in doped semiconductors extremely long temporal (> I 00 ns) and spatial 

scales (> 100 J..lm) (Appendix A2.5) . Gate control of sp in splitting has a lso been demonstrated in 

various semiconductor quantum well systems (Appendix A2.6-A2.7). The other requirements for 

spin transistor - spin injection and detection remain e lusive and will be discussed sections to 

follow . These topics, in fact, initially motivated the research of this thes is . 
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1.3. Spin Injection Complications 

An number of groups have recently reported the observation of very weak spm injection 

signals in ferromagnetic/semiconductor devices [5-7]. However clear experimental evidence from 

the Roukes group [8, 9] has indicated that the spin valve geometry employed in these experiments 

can lead to important, large-magnitude local Hall phenomena from the fringing field of the 

ferromagnets. For unoptimized device designs, the anisotropic magnetoresistance (AMR) 

phenomenon can also contribute to the spin valve signal. These spurious phenomena often mimic 

the signals expected from spin transport. Our v iew is that, to date, these experiments have, 

collectively, not been able to provide unambiguous demonstrat ion of spin injection into 

semiconductors. The illustration of local Hall effect and its contributions in the spin injection 

experiments are discussed in Appendix A3. 

The detailed nature of F /S interfaces is a lso of s ignificant concern [ I 0, I I] for attempts to 

realize effective spin transferal. Recent theoretical efforts have revealed that there is a 

fundamental obstacle for spin injection from ferromagnetic metal to diffusive semiconductors -

this has been termed a "conductivity mismatch effect" [ 12, 13l It was found that a direct Ohmic 

contact between a high conductivity ferromagnetic injector and a low conductivity non-magnetic 

medium wi ll a lways yield a strong suppression of spin injection. This issue will be addressed 

repeatedly throughout this thesis . An extended theoretical analysis can be found in Appendix C. 

1.4. New Techniques for Spin Polarization Detection 

Until now, most confirmations of successful spm injection has relied on the use of spin­

resolved optical detection . However, from a device point of view, it is essential to develop more 

general approaches that are amenable to large-scale integration. Electrical detection of spin 

polarization, the inverse process to that of injection, is a natural candidate. However, for spin­

sensitive electrical detectors based employing Ohmic contacts, pursued by most efforts to date, 

similar difficulties arise as for the case of electrical injection. In Appendix D and E, we describe 

two alternative means that we have devised for detecting spin-polarized currents in 

semiconductors: these have great promise for exceptional sens iti vity . 
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1.5. Chapter Overviews: Spintronics 

In Chapter 2 we report on our experimental attempts to realize (Ga,Mn)As-based spm 

injection devices. Two experimental systems have been designed and implemented. The first 

group of devices are essentially all-semiconductor devices, utilizing p-GaAs as the conduction 

channel. In the second group of devices we have employed a Au wire as the channel. These 

latter devices are the "complement" of the configuration used in the aforementioned 

(unsuccessful) metal/semiconductor devices. Here the injectors are high resistivity ferromagnetic 

semiconductors and the conduction channel (into which the spins are injected) is a metallic (Au) 

conductor. In both of these cases, it appears possible to c ircumvent the "conductivity mismatch 

problem" discussed in the previous sections. Interesting signals that may be first indications of 

diffusive spin-coupled transport are reported. 

Chapter 3 presents our studies on the dilute magnetic semiconductor (OMS) (Ga,Mn)As and 

its magnetic properties. Pursuit of these studies Jed us to discover the Giant Planar Hall Effect 

(G PH E) in (Ga,Mn)As. In conventional (nonmagnetic) semiconductor devices, the spin of the 

carrier does not, in general , play an important role. Here we proved that the coexistence of 

magnetic and semiconducting properties greatly enhances spin-related phenomena and enables 

new prospects for important app lications. Extremely large Hall resistance jumps are observed in 

microjunctions patterned from epitaxial (Ga,Mn)As layers when subjected to a swept, in-plane 

magnetic field . This giant "planar Hall effect" is four orders of magnitude larger than previous ly 

observed in metallic ferromagnets, and enables high angular resolution studies of the magnetic 

properties of (Ga,Mn)As epilayers. The unusual switching pattern recorded can be qualitatively 

explained as an interplay between cub ic anisotropy and weak uniax ia l anisotropy. From these 

electrical transport measurements, we are also able to deduce important magnetic parameters that 

are essential to test existing theories regarding the origin of ferromagnetism in OMS. The high 

resolution obtained by this giant planar Hall effect a llow small Barkhausen jumps to be resolved 

in our smallest devices. 

Chapter 4 describes our out-of-plane magnetoresistance measurements on (Ga,Mn)As 

devices. Systematic electrical transport measurements on the extraordinary Hall (EHE) have been 

performed. The anomalous EHE switching patterns we observe can be interpreted by modeling 

the domain wall energetics. This involves contributions from the intrinsic cubic 

magnetocrystalline anisotropy, from in-plane and out-of-plane uniax ia l anisotropy, and from 

demagnetization effects. We have found that the magnetoresistance data (both longitudina l and 
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transverse) in response to an out-of-plane magnetic fi eld reflect a competition between cubic 

magnetic anisotropy and an effective out-of-plane uniaxial anisotropy. The un iaxia l an isotropy 

constant fo r this case is deduced fro m the data and compared w ith theoretical predictions. 

In Chapter 5 we return to the giant planar Hall effect, here employing it to isolate , 

manipulate, and measure the properties o f individual single domain walls . The spatia l profile 

and the propagation of individual magnetic do main wal ls in a I 00 J.lm-wide lithographic w ires are 

clearly reflected in real time voltage wave forms obtained fro m a multiterminal device. Domain 

wall (OW) velocities are detem1ined from time-of-flight between multip le e lectrical probes 

fab ricated on the sample. Measurements as a function of magnetic fie ld strength , field 

orientation, and temperature allow us to estimate magnetic parameters of (Ga,Mn)As and 

elucidate the physical mechanisms that drive OW propagation. More importantly , the 

magnetores istance induced by an individual doma in wall is directly measured fo r the first time. 



Chapter 2. Spin Injection from (Ga,Mn)As 

In this chapter we present our measurement results on (Ga,Mn)As spin injection devices. The 

material aspect of spin injection are discussed first, providing the guideline for the des ign of 

(Ga,Mn)As spin injection devices. The fabrication and measurements of an all-semiconductor 

(Ga,Mn)As/p-GaAs spin transistor are summarized next. We observe interesting signals that may 

be representative of possible diffusive spin-coupled transport . In the final part of this chapter, we 

show that (Ga,Mn)As/Au devices should uniquely demonstrate the signatures of a strong spin 

signal. Our first generation devices have exhibited evidence of spin valve signals in 

polarize/analyze experiments. More complete experiments are in progress; these are based upon 

improved (Ga,Mn)As bi-layer wafers, where each layer provides sw itching at a distinct coerc ive 

fie ld .. 

2.1. Material Aspects of Spin Injection in Semiconductors 

At room temperature, ferromagnetic metals with a sufficiently high Curie temperature were 

considered to be the best candidates for spin injection in semiconductors However, in spite of 

intensive experimental efforts by various groups it has been impossible to produce signals larger 

than 1% that can reliably be attributed to spin injection (Appendix A.3). The origin of this failure 

has recently been understood in tem1s of a conductivity mismatch at the diffusive contacts 
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between the spin-dependent low resistivity ferromagnet metal and the much higher spm­

independent res istivity of the semicond uctor. (See Appendix A.4). 

One poss ible solutio n to circumvent this difficulty to allow injection of polarized e lectrons 

into a semiconductor is to make use of magnetic semiconducto rs, which possess both low 

conductivity and very high spin polarizatio n. This approach has been carried out in the 

experiments of Fiederling et a/. [ 14] and Ohno et a/. [ 15]. They obta ined a degree of polarization 

as h igh as 90% at 4 .2 K using a d ilute magnetic semiconductor BeMnZnSe in an ex terna l fie ld as 

a spin a ligner on GaAs and I% at 6 K using ferromagnetic semiconducto r (Ga,Mn)As 

respective ly. In both cases the spin polarization vanished with increasing temperature. 

From these experiments it has become c lear that diffus ive polarized spin injection can be 

obtained if there is a good match between conducti vity and spin-scattering leng th on both s ides of 

the injection, or when the polarization of the magnetic materia l is 100% as is the case in half­

meta ll ic ferromagnets. 

We have shown 111 Appendix A.4 that the non-local geometry in Fig. A .13 allows 

suppressing any "spin independent" magnetoresistance contribution. The resistance change 

between the parallel and anti-parallel configuration of the magnetization in the non-local 

configuration is g iven by 

L a:. 
/:I.R,._.L = RD---,------'------

w (M2 + 1 )( Lj ).~ ) sinh( L/ A., ) 
(2. 1) 

with 

(2.2) 

(2.3) 

The injection efficiency IS largely dependent on the absolute va lue of ferromagnet 

pola rization aF. For incomplete ly polarized injectors, the mismatch correction fac tor M, 

determined by two ratios u F I U s and A.,. I A., , that play a s ign ificant role in determining whether 

efficient spin injection can be ach ieved. We sha ll denote those ratios by two parameters 

conductivity ratio 'Ia and spin diffusion length ratio '7;. that are intr insic to two bulk materials 

forming the interface. Note that if one studies Eq. (2. 1) in more deta il there is no direct meaning 
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to ass ign to 17). without considering the length scale of the devices. Tn real devices, the channel 

lengths are usually on the same order of spin diffusion length in the normal conductor, and this 

justifies our treatment of using one single parameter '7). to denote related length scales. 

Depending on the values of these two important factors , devices with four relevant ranges can be 

identified : metal/metal devices, metal/semiconductor devices, all-semiconductor devices, 

semiconductor/metal devices. 

(a) Conventional metal/metal spin injection devices. This group of devices are discussed 

extensively in Appendix A. The representative experiments are the original spin injection 

experiments with aluminum and Gold by Johnson and Silsbee [ 16, 17] and recent experiments on 

copper by Jedema et a/. [ 18]. The signal strength varies from nO to J..ln in I 00 J..lm scale devices 

and reaches mO in optimized non-local submicron copper devices. Here, obviously, conductivity 

is nicely matched at the meta l/metal interface, where the conductivity ratio is on the order of 

unity for poor metall ic conductors and is 5 to I 0 for good conductors such as gold and copper. 

However, a new element to the mismatch picture arises , as we can see in Eq. (2 .2). This is due 

to a significant difference of spin diffusion lengths of two metals. Tn ferromagnetic metals, a 

typical spin diffusion length is I 0 nm, whereas for all the conductor metals employed, the spin 

diffusion length is on the order of I J..lm. After combining the contributions from both factors, the 

gross mismatch factor M is from I 0- 100, meaning a reduction of spin injection effic iency by a 

factor of about I 000. This analysis is consistent with the recent results of [ 18]. 

{b) Metal/Semiconductor devices. We have s ignificant effort in this thesis to elucidate the 

importance of conductivity mismatch problem in ferromagnetic metal/semiconductor junctions. 

In summary, the spin injection effic iency is reduced from aF to an extremely small value of about 

10"12 by incorporating a conductivity mismatch fac tor, I 04
, and a spin diffusion length mismatch 

factor, - 102
. In fact, as shall be described. the spin diffusion length mismatch can be pictured as 

a reduction of "effective spin conductance length" of the channel down to a scale of order the 

Fermi wavelength , AF. For a typical sheet resistance of I kO, a spin transresistance as tiny as I nO 

can therefore be expected. This explains the failure of efforts worldwide to achieve 

metal/semiconductor spin injection devices. 

(c) Semiconductor/Semiconductor devices. This materials system appears to be a natural 

so lution to realize spin injection into semiconductors. Here the conductiv ity is, in general, well 

matched. Employing s imilar argument in metal I metal spin injection, the spin injection signal can 

be maintained at 0. 1% of the sheet resistance of the nonmagnetic semiconductors, which is 
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typically three to four orders higher than that of the nom1al metal. Therefore, in an ideal s ituation, 

a spin transresistance on the order of Ohms can be expected in such devices. Two families of 

magnetic semiconductors have demonstrated the abi lity to provide highly polarized carriers in 

spin LED experiments. The first group are superparamagnetc semiconductors having enormous g­

factors. These need an external field to maintain a finite polarization. The other group are 

ferromagnetic semiconductors such as (Ga,Mn)As which possess spontaneous magnetization at 

zero field . The latter provide unique opportunities for construction of construct integrated all­

semiconductor spintronics devices. 

(d) Magnetic Semiconductor/metal devices. This is not a simple reverse j unction of the 

aforementioned meta l/semiconductor device. A close examination on Eq. (2 .1) and Eq. (2.2) 

reveals that, owing to the small value of the conductivity ratio between ferromagnetic 

semiconductors and nom1al semiconductors, the reduction factor M is close to I, showing no 

mismatch problem in these devices. Even the mismatch '7;. originated from different spin 

diffusion length becomes unimportant because it multiples with an ultra small 'lu . Consequently 

the spin transres istance in a non-local geometry is the same order as the longitudinal resistance 

of the normal conductor itse lf, say, tens or hundreds of milliohms. Hence it should be easi ly 

detectable by ac lock- in techniques. 

The devices discussed in (c) and (d) have never been proposed before. In the next sections of 

this chapter, we w ill explore the first-generation samples based on these ideas. We emphasize 

that, besides the mismatch problem, other spin-related or spin-unrelated materia l parameters are 

also important, even crucial, in the complete design of spin injection devices. These parameters 

are: (a) the degree of spin polarization in ferromagnet. (b) interface spin scattering, (c) 

paramagnet spin diffusion length , (d) the geometry factor to minimize spin dependent interface 

resistance, and (c) the actual measurement configuration. 

2.2. All Semiconductor (Ga,Mn)As/p-GaAs Spin Injection Devices 

2.2.1. Motivation and Heterostructure Design 

The fail ure of spin injection from ferromagnet ic metal to semiconductor has motivated 

theorists and experimentalists to study the process of spin injection more carefully. By using 

opt ical pump-probe methods, it has been confim1ed that e lectron spin has a long li fetime in 
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semiconductors and can maintain its polarization while propagating far as 50 J..lm. However, the 

problem of spin transferal across an interface between ferromagnetic material and semiconductor 

remains a crucial issue. In addition to the fundamental problem of "conductivity mismatch" 

discussed in the preceding sections, the dynamics of electrons at the metal-semiconductor 

interface is quite complicated. The conduction bands are not, in general , matched across the 

interface; hence the Fenni surfaces of both sides are quite different. This gives rise to interface 

states originating from surface reconstructions that yield totally different crystal structure 

compared to the bulk. These issues have motivated us to find a material system with perfect 

clean, atom-matched interface to perfom1 spin injection experiment. Fortunately, there exists one. 

It has been demonstrated that Mn doped GaAs is f erromagnetic at low temperature. At an 

optimum doping level it may possess a Curie temperature, Tc, as high as 11 OK. A spin-LED has 

been fabricated using (Ga,Mn)As as polarizer and demonstrated effective spin injection from 

(Ga,Mn)As into insulating GaAs then to a quantum well in which polarized light can be 

generated. 

350 nm 

Gao.948Ml1o.oszAS 
300 nm 

p+-GaAs 

Fig. 2. 1 Layer stack for local Hall characterization devices 

and all-semiconductor spin injection devices. 

This materials system is ideal for the construction of an all semiconductor electrical spm 

injection device. The starting heterostructure is shown in Fig. 2.1. Since (Ga,Mn)As is heavily p­

doped, to avoid forming a pn junction we use a Be doped GaAs asp-type conducting channel. 

Two Be doping levels have been investigated: I X I 0 19 cm"2 and I X I o'X cm"2 . The contacts between 

(Ga,Mn)As and GaAs:Be were confim1ed to be ohmic for both concentrations. Compared to n­

typc semiconductors (i.e. those with electronic conduction), ohmic contact to p +GaAs:Be is easy 

to achieve and alloying is usually not needed. Here, however, instead of studying electron spin 

transport, we are considering hole spin injection in this material system. A fundamental concern 

for hole spin devices are their shorter lifetime compared to electrons [19, 20]. 
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2.2.2. Device Fabrication 

After cleaving and etching the sample, Ti/Pd/Au/Ti metal layers are first deposited, vw 

electron beam lithography and lift-off techniques, to define two rectangular micro-scale bars at 

various separations. As in the metallic devices made previously in the Roukes group, the widths 

and aspect ratio of these bars are intentionally made different to yie ld micromagnets with slightly 

different coercivities after subsequent ion-mill etching (using metallic layers as self aligned 

mask). Meanwhile alignment marks are also put down to assist the fabrication of the remaining 

layers. The etch is calibrated to completely remove all the top (Ga,Mn)As epilayers and 

additional 50 nm - I 00 nm into the p-type paramagnetic GaAs layers. Therefore, except for those 

isolated areas under metal masking layers, no continuous ferromagnetic epi layers exist on the 

chip, and the p-type conducting GaAs layers are exposed. By addtion of another electron beam 

lithography and lift-off step, a thick Ti layer is defined and employed as an etching mask to fonn 

- p-GaAs conduction channel that connects both micromagnets. The following conventional 

photolithography process al lows the deposition of same thickness Ti masking layer for large 

contacts and for the leads connecting to the p -GaAs channel in the center. Mesa isolation is also 

achieved by ion-beam etching. Because of its excellent repeatability , ion-beam etching is 

exclusively employed in the (Ga,Mn)As device fabrication . Note that for this material, ion beam 

induced damage will be of less concern. The Ti masking layer is then removed by diluted HF. Tt 

is worthy of mention that the bottom thin titanium layer adhering to magnets is basically 

untouched since it reacts with Pd and tends to heavily dope the GaAs in that vicinity. A final 

composite Pd/Ti/Pd/Au layer is patterned to make contacts to both p+Gai\s and micromagnets 

Fig. 2.2 Top and side view of our first GaAs/GaMnAs spin injection devices patterned by c-beam 

lithography. 
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(with Ti/Pd/Au on top) through combined electron beam lithography (EBL) and photolithography 

(PL). In summary the whole process involves three EBL and one PL steps, four thin film 

depositions steps, and two ion-beam etching processes. 

A final polarize/analyze type device with in-line geometry is shown in Fig. 2.2, where two 

sets of spin injection devices with magnet separations of 0.5 f..tm and 0.2 f..tm are fabricated . The 

magnets widths are 0.75 J..tm and 0.5 J..tm, respectively ; these numbers have proven to yield the 

best hysteresis loops in permalloy magnets. We found that the resistance between ferromagnet 's 

pads and p-GaAs pads are in the range of I 0 kO to 50 kO, in a few cases above I 00 kO. Most of 

the resistance is present at the metal/(Ga,Mn)As interface, whereas the resistance across 

(Ga,Mn)As/GaAs interface is very small. Further optimization of the fabrication is required to 

obtain consistent small contact resistances between metal and p+GaAs. 

2.2.3. Data From All-Semiconductor Spin Injection Devices 

Experimental magnetoresistance data from one of such all-semiconductor spm injection 

devices is presented in Fig. 2.3. Our preliminary results are inconclusive. The transitions evident 
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Fig. 2.3 Preliminary magnetoresistance data from all-semiconductor spin injection devices. 
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may reflect solely the transitions of individual magnets, gtven that planar Tlall effect and the 

anisotropic magnetoresistance of the respective magnets generate two jumps under the influence 

of cubic magnetic anisotropy. Without independent contro l of the magnetization state of the 

injector and detector, an unambiguous conclusion as to whether or not successful spin injection is 

hard to make. The second-generation devices in progress employ a specially designed bi-layered 

(Ga,Mn)As heterostructure that is capable of being patterned into nanomagnets possessing 

distinct coerc ivities. 

2.3. Spin Injection from (Ga,Mn)As to Metals 

In this section, we shall explore an intriguing new class of prototype devices (proposed in 

Sect. 2.1) based upon the avoidance of conductivity mismatch through use of (Ga,Mn)As 

ferromagnets. Since we are going to use metal as paramagnetic conducting channel, the materials 

we used in these experiments have an insulating substrate. After a Ti mask for magnets are first 

patterned by electron-beam lithography, ion-beam etching is executed to define two magnets 

from the (Ga,Mn)As layer. Subsequenthly, a second e lectron beam lithography step is performed 

upon the exposed i-GaAs to define a metallic Pd/Ti/Pd!Au channel (thin film "wire") that 

traverses over both magnets at their respective centers . Final Pd!Ti/Pd!Au metallizations are 

realized in the same way as all -semiconductor spin injection devices. 

(a) 
·-

(b) . ,~ 
"·" , H ., l 

1 

~ ' . - . - ' ! 

Fig. 2.4 Micrographs showing electron beam lithography patterned (Ga,Mn)As/metal spin 

injection devices. Gray bars are 150 nm thick (Ga.Mn)i\s . Two types of geometries are panemed. 

(a) Regular in-line device with magnets of different sizes. (b) Contact areas for both magnets are 

extended to reduce contact resistances. 
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Fig. 2.4 shows SEM images of (Ga,Mn)As/Au spin injection devices. The flat bar shaped 

area are micromagnets made out of (Ga,Mn)As, whereas the light area are metals. In order to 

reduce the contact resistance between (Ga,Mn)As and metal layer, sometimes the contact areas 

are enlarged as shown in Fig. 2.4b. For these specific devices, the (Ga,Mn)As magnets are 250 

nm and 750 nm wide, respectively, and the gold wires shown in this figure are lf .. un wide, giving 

a resistivity of about 0.1 n per square. At I 0 f..IA sourcing current level , data from a device with 2 

1-1m separation is plotted in Fig. 2.5. The data are very interesting and unambiguously show some 

form of spin-valve signal , similar to that observed in Johnson and Silsbee's original experiment. 

The correct negative sign of the spin signal is evident, and the signal size, which is around 0.40 

and corresponds to resistance of four squares, is in the predicted range as we have discussed. 

However, instead of a transition signature with square shape, as demonstrated by Jcdema et al., a 

triangular signal shape is detected in these experiments. This might be attributed to the 

occurrence of complicated magnetization transitions in our submicron scale (Ga,Mn)As 

ferromagnets. The new bi-layer (Ga,Mn)As devices wi ll help to provide conclusive spin injection 

evidence in (Ga,Mn)As/metal devices. 
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Fig. 2.5. Hysteretic phenomena from non-local measurement of a (Ga,Mn)As/Metal spin 
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Chapter 3. Giant Planar Hall Effect in Epitaxial 

(Ga,Mn)As Films 

Motivation and Anomalies in Local Hall Measurements 

The exciting spin-valve like signal in (Ga,Mn)As spm injection devices has led us to 

investigate possible interactions between (Ga,Mn)As ferromagnets and the conduction channels. 

From the historical review presented in Appendix A, this kind of investigation has proven to be 

crucial before any claims can be made regarding the realization of success ful spin injection. 

Since the first successful growth of ferromagnetic (Ga,Mn)As in 1996, much effort has been 

focused upon investigations of this new material. At present our knowledge about it is still quite 

limited. Not only is the origin of ferromagnetism not well understood, but our present 

understanding of the basic the magnetic properties of this material is not complete. The goal in 

this chapter is to explore the spin transport properties of (Ga,Mn)As and gain insight on its 

magnetic properties through transport measurement. 
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3. 1.1. Anomalous Two-Jump Event in Local Hall Measurement 

We have described in Appendix A3.2 how " local Hall effect" due to the fringing field of 

nanomagnet can be used efficiently as a very sensitive probe of magnetization. To work toward 

engineering a single domain nanomagnet from the (Ga,Mn)As heterostructure, as for the case 

with metal-semiconductor devices, the fi rst characterization was perfonned through the local Hall 

effect. In Fig. 3.1, a 750 nm wide (Ga,Mn)As nanomagnet was patterned first by using electron 

beam lithography. Then a Hall cross was etched in the underlying p-GaAs by subsequent step of 

electron beam lithography. The Hall resistance measurements were enabled by the cross junction; 

these reflects the ferromagnet ' s magnetization. This magnetization can be switched by an external 

in-plane magnetic field . In our experiments, such an in-plane field is swept linearly over a range 

of ± I 000 Oe. Prior to each sweep, an in-plane field of 6000 Oe is applied to saturate the sample 

magnetization, M . The fie ld sample angle is first roughly adjusted by rotating the dipper. 

To our surprise, along most field orientations, we observed an unexpected signal with two 

switching events (Fig. 3.2). This is in contrast to a single switching event in a local Hall probe 

measurement of single domain NiFe nanomagnet as we discussed in Appendix A3.2. 

Interestingly these signals are very similar to spin valve signals discussed in Appendix A4.3. The 

signals are extremely repeatable under many sweeping cycles and temperature cycles. Therefore, 

we can exclude the possibility that they originate from multiple domain behavior within the 

micro-magnets. However these phenomena represent a potential problem for the proposed all-

fig . 3. 1 A "local Hall device" that was used to characterize a 750 nm x I 0 J..UTI (Ga.Mn)As 

miniature magnet. 
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semiconductor spin transistor. They make it is difficult to differentiate a true spin injection signal 

from the switching signals originating within each individual magnet. Hence, a systematic study 

is required to understand the physical origin of the observed signal. 

We find the magnetization of our small magnet has a rather special magnetocrystalline 

anisotropy. The magnitude of switching fields depends very much field sweeping orientation 

relative to the crystallographic axis. In most sweeping directions , two magnetoresistance jumps 

occur, while at certain orientations, only one jump is visible. This origin of these phenomena 

remained unclear we used a vector magnet system to map how the switching evolved with an in­

plane field. The magnet system employed, a custom-designed apparatus with three orthogonal 

superconducting coils, enables us to direct magnetic field in any direction without physically 

disturbing the sample. The magnetic field components Hx and H, are swept in a pattem shown in 

Fig. 3.3. Also shown is a differential plot ofmagnetoresistance. A pixel represents 2 Oe by 2 Oe. 

A clear signature of magnetization transition is manifested. These critical field curves are 

different from curves of both uniaxial anisotropy (astroid) and biaxial anisotropy (wind rose) 
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p 
Fig. 3.3 Top: sweepmg pattern of 
magnetic field . Left: A differential 

plot of the Hall resistance. 

Horizontal ax1s represents 1-fx. 

vertical axis is H,.. 

predicted by classical Stoner-Wohlfarth model [21]. These observation confirm that a collective 

magnetization transition of a single domain magnet in the plane occurs. The in-plane magnetic 

anisotropy is an overall cubic anisotropy with a weaker two-fold anisotropy along one axis. As far 

as we know, this is the first time for a single crystalline single domain magnet to be mapped. 

Dozens of nanomagnets with various widths and aspect ratios have been patterned. All 

samples demonstrate a switching pattern matching that in Fig. 3.3. Unlike the metallic nano­

magnets we studied before, here, the magnetocrystalline anisotropy dominates the observed 

anisotropy. The standard method of controlling coercivities by employing shape anisotropy (such 

as for Permalloy) is not applicable in (Ga,Mn)As system. The expression for shape anisotropy 

energy is 

(3. I) 

where N d is demagnetization factor. Dilute magnetic semiconductors are usually doped with a 

few percent of magnetic ions. Hence the magnetization M is significantly lower than that of 

ferromagnetic metals. This explains the small energy contribution associated with shape 

anisotropy. 

To construct a spin-valve type transistor, work has to be done to achieve engineering of 

coercivities by alternative approaches. 
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3.1.2. Persistence of Hall Anomaly in an Optimized Sample 

As a matter of fact, the s ignal we observed in the previous section is not a Hall signal induced 

by the fringing field of micromagnet. This becomes obvious after we fabricate the Hall cross at 

the center of the magnet. A SEM micrograph of such a sample is shown in Fig. 3.4a. This 

geometry has been proven to produce extremely small fringing field [8]. One would expect that 

Local Hall resistance in this geometry should be orders of magnitude smaller than meta llic 

ferromagnet situation. For (Ga,Mn)As micromagnet, we estimate it would be in f.ln range 

considering these two factors : (a) (Ga,Mn)As has much smaller saturation magnetization value 

than conventiona l ferromagnetic metal. For the specific sample we presented, 4nM - 300 Oe, 

only 3% of that of perrnalloy (about 10,000 Oe). (b) The hole density ofp+GaAs employed is at 

least an order higher than the e lectron gas we used before, as a result the Hall coeffi cient, I I pe , 
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Fig. 3.4 (a) SEM micrograph showing an optimized micron-size magnet. (b) Hall measurement 

data on such a magnet, proving that local Hall effect is not the origin of observed 

magnetoresistance jumps. (c) A cross-sect ional view of possible current trajectories in the 

device. 
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should be at least one order of magnitude smaller than that of n-type GaAs we used before. 

However, the two switching processes persist at almost every orientation with significant 

magnitude of resistance change (- 0.2 Ohm, Fig. 3.4b), five orders of magnitude larger than that 

expected from local Hall effect. 

One possible source of the magnetoresistance is the planar Hall effect. (Ga,Mn)As epi layers 

have a very high hole density ( - 1 020cm·\ Although it was originally intended that current should 

flow within the samples in the p+ channels, the high conductivity of the (Ga, Mn) As epilayers 

induces a considerable amount of current flow through them. It is this current flow that generates 

a transverse planar Hall voltage in the magnet, via an anomalous "planar Hall effect" that is the 

focus of the next section (Fig. 3 .4c ). 

3.2. The Planar Hall Effect and Its Origin 

The unusual multiple switching observed for a single (Ga,Mn)As magnet stimulates us to 

systematically investigate the magnetotransport properties of thin (Ga,Mn)As films. The samples 

investigated were 150 nm thick Gao.948Mn0.052As epilayers deposited on insulating GaAs(OO I) 

substrates with buffer layersAn insulating substrate is used to avoid complications due to parallel 

conduction and the local Hall effect. Various thicknesses and concentrations of materials have 

been investigated; it is notable that all samples have a behavior consistent with the wafer 

employed to obtain the body of data presented here ( UCSB wafer no. 00 I II SA). Its Curie 

temperature is - 45 K and the magnetization lies in-plane due to uniaxial anisotropy arising from 

compressive lattice-mismatching strain and demagnetization effects. r22] 

Fig. 3.5 SEM micrograph of a 6 11m Hall 
bar. The distance between voltage probes is 

12 !lm. 
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3.2.1. Spontaneous Planar Hall Effect in (Ga, Mn)As 

Samples for magnetoresistance measurements are patterned into Hall bars with widths 

varying from a few to a hundred microns, with the longitudinal axis of the devices aligned along 

the [II OJ direction. T his orientation is parallel to a hard, cubic axis that yields square M-H loops, 

as was confirmed by SQU ID magnetometry in large, (mm-scale) samples prior to fabrication,. 

Voltage probes are carefully designed to minimize their perturbation upon current flow within the 

Hall bars (cf. SEM micrograph, Fig. 3.5a). After cooling these devices to liquid Helium 

temperature, low noise four-probe lock-in measurements are made using a I 0 nA sensing current 

at 14 Hz, kept intentionally low to circumvent electron heating in our microdcviccs. In these 

experiments, an in-plane field is swept linearly over a range of ± I 000 Oe with fixed orientation. 

A s described previously, prior to each sweep, a large in-plane magnetic field is applied to ensure 

saturation of M . The sweep angle is stepped from 0° to 360° (with respect to the longitudinal axis 

of the Hall bars) at five-degree intervals. 

At all angles, except for those along (11 0) directions, we observe two abrupt jumps in these 

planar Hall resistance measurements. These jumps appear at similar positions as we observed in 
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the local Hall geometry but its magnitude is significantly larger. Families of data taken from Hall 

bars spanning from mesoscopic (6 ~-tm) to macroscopic (1 mm) dimensions arc shown in Fig. 

3.6(a-c). (These arc obtained for orientation 20° away from l110]). For comparison, the field­

dependent sheet resistance of a 100 f..lm Hall bar is also displayed in Fig. 3.6d. 

Three distinct features are observed. a) Huge switching events at distinct magnetic fields are 

observed in the Hall resistance; these are accompanied by small jumps (relative to background) in 

the longitudinal resistance. b) Between these switching fields , the planar Hall resistance remains 

constant at approximately 37 Ohms. The signal polarity remains constant at very positive or 

negative fields , but reverses sign in the intermediate field region. c) The switching fields appear 

to be independent of sample size and geometry. Measurement on samples with square, van der 

Pauw geometry, as large as 3 mm by 3 mm, exhibit identical switching behavior as those of 

micron-scale devices, even though the magnitude of the Hall resistance can be suppressed in the 

former, presumably due to non-uniform current distribution in the sample. 

3.2.2. Field Angular Dependence of Planar Hall Effect 

Fig. 3.7 presents the dependence of R-H loops upon field orientation angle rp11 as it is varied 

from 0° to 180° in the plane. In the experiment field range, only one jump (reversal) occurs along 

the ( 11 0) directions. Away from these special orientations, a two-jump reversal is always 

observed. rhe first switching field !lei 1s almost constant, while the second switching field 

H ,2 decreases dramatically and approaches H ,.1 at around ±30°. The magnitude of the planar 

Hall resistance remains constant, although its s ign reverses when the external field orientation is 

rotated through the (II 0) directions. 
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The jumps in the Hall resistance are understood as follows. In ferromagnetic materials , the 

carriers are strongly coupled to the spontaneous magnetization through spin-orbit interaction. The 

conductivity is dependent on the relative o rientation between current and magnetization. This can 

be characterized by two different resistivities, p 11 and p .L, for current oriented parallel and 

perpendicular to the magnetization, respectively. Ifthe direction of the current flow deviates from 

the orientation of the magnetization, the electric field tilts away from the direction of the (Fig. 

3 .9). To calculate the resulting electrical field , the current dens ity is first projected along M and 
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Fig. 3.7 Angular dependence of the planar Hall resistance. 
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Fig. 3 .8 A sketch of the relative orientations 

of current ! , magnetization M, and external 

field H. The Hall bar is patterned along [I I OJ 

crystalline direction. 

Fig. 3.9 A diagram showing that planar Hall 

effect has its origin in the anisotropic mag­

netoresistance of (Ga,Mn)As . 

normal to M . The e lectrical fields along these two directions are 

E = p jcoscp (3 .2) 

(3 .3) 

w here the current density j is assumed to be uniformly distributed along the Hall bar. qJ is the 

angle between the magnetization and current dens ity j in the Hall bar (Fig. 3.8). T he electric fie ld 

component paralle l and orthogonal to the Hall bar direction of a single domain ferromagnetic film 

with in-plane magnetization can be worked out, 

(3.4) 

E, = j(p - P .L )sin cpcoscp . (3 .5) 

Herex and y are the longitudinal and transverse axes of the Hall bar, respectively. The anisotropic 

magnetores istance (AM R) phenomenon is described by Eq. (3 .4). The transverse resistance, i.e. 
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the planar Hall resistance , is expressed in Eq. (3.5); it exhibits extrema at qJ- 45° and its cubic 

equivalents. To verify this angular dependence of the planar Hall resistance, an in-plane field of 

magnitude 6000 Oe is applied to saturate the magnetization, and its orientation is swept through 

360 degrees (Fig. 3.1 0) . In accordance with Eq. (3.5), the measured Hall resistance exhibits 

extrema for applied field orientations of - 45°, - 135°, - 225°, and - 315°. ote that the maximum 

of planar Hall resistance appears at 135° instead of 45°, when means p 11 - P1. = 730 < 0 from 

Eq. (3.5). This is additional unique properties of (Ga,Mn)As that is distinct from conventional 

ferromagnetic metals, where spin-orbit coupling makes p
11

- P1. > 0 . This may originate from the 

different roles of holes and electrons in spin-orbit interaction in ferromagnetic semiconductor 

(Ga,Mn)As and ferromagnetic metals . 

Our observations in Fig. 3.6 demonstrate that the planar Hall resistance always begins in 

either a minimum or maximum resistance state, switches to the complement (maximum or 

minimum, respectively), then returns back to the original state. For typical behavior of the Hall 

resi stance as shown in Fig. 3 .6(a-c), this can be explained by a two-jump magnetization switching 

sequence: [100] (qJ - -45°) -7 [010] (({J - 45°)-7 ll 00] (({J - 135°). This evolution also accounts 

for the accompanying long itudinal resistance jumps shown in Fig. 3.6d, but the noise level is 

significantly higher due to the large background in the longitudinal measurement (Eq. I a). 

Between the switching transitions, the sample remains in what appears to be a macroscopic single 

domain state. In this regime the magnetization evidently rotates coherently according to Stoner­

Wohlfarth model f21 ], hence the planar Hall effect continues to evolve to a small degree with 

field [23]. Scanning SQUID microscopy of (Ga.Mn)As epilayers (involving measurement of in-
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Fig. 3 . 10 Planar Hall effect for orienta­

tiona! sweeps of magnetic field (fixed 

magnitude). 
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plane magnetization) provides evidence for the existence of macroscopic single domains on 

length scales extending to hundreds of microns [24]. Domain states within the sample evident ly 

exist only in the vicinity of the switching field , and the assoc iated domain wa ll scattering 

generates the remarkable res istance spikes shown in Fig. 3.6d. 

3.2.3. PHE Dependence on Crystalline Orientation 

We have also investigated samples with Hall bars fabricated along many other directions 

besides the [ II OJ crystalline axis reported on here. To obtain consistent results, a ll the Hall bars 

are fabricated on the same chip by one-step electron beam lithography. We fi nd that the switching 

fields do not depend on the Hall bar orientations, even though the magnitude of planar Hall 

resistance jumps are systematically reduced as one moves away from the (11 0) direction. 

Representative data for Hall bars a ligned a long 0°, 15°, 30° and 45° from [ I I OJ crystal line 

direction are provided in Fig. 3.11. The field is swept at 20° degree wi th respect to [ I IOJ 

direction. 
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Fig. 3. 11 Planar Hall resistance for Hall bars 
orientated 0°, 15°, 30° and 45° away from 
[ II 0] crystalline ax is. 

In conclusion, we report the first observa tion of large spontaneous planar Hall effect in 

epitaxia l (Ga,Mn)As thin films. This galvanomagnetic effect [25] appears to arise from the finite 

angle between the direction of current fl ow and the direction of the spontaneous magnetization. 

This effect is analogous to the Anisotropic Magnetoresistance (AMR) phenomenon that occurs 

within what are high-quality, single-domain magnets. In mesoscopic metall ic ferromagnets this 

e ffec t is usually exceedingly small in, only of order mn [26]. Here, the large magnitude in 
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GaMnAs is not, at present, completely understood, but we presume it stems from the combined 

effect of significant spin-orbit coupling in the valence band of the zincblende crystal structure, 

and the large spin polarization of holes in (Ga,Mn)As. Due to the extremely high quality of these 

epitaxial thin films and their well-defined crysta lline directions throughout the entire sample, 

single domain behavior occurs on a macroscopic scale. Due to the absence of domain walls 

between voltage probes, the PH E observed is a lways that obtained in the saturated state. 

3.3. In-Plane Magnetic Crystalline Anisotropy of (Ga,Mn)As: Cubic 

Anisotropy Plus Uniaxial Anisotropy 

Fig. 3.12 summarizes the signatures of the coercive fields manifested in our electrical 

transport measurements upon these (Ga,Mn)As devices. The fie ld loci delineating the resistance 

transitions are shown in polar coordinates as function of applied in-plane field in polar 

coordinates. The H c l lines fom1 a rectangular shape, whereas the H c 2 lines are more 

complicated. The latter follow the extrapolation of H ci lines at low field but evolve towards the 

( 110) axes in higher fields. Eventually, at a field around 2500 Oe, the second jump becomes 

smeared and its switching becomes reversible. These measurements c learly elucidate the nearly 

cubic four-fold magnetic anisotropy, biased by a small two-fold preference along [ II 0] , that is 

generic in our (Ga,Mn)As epilayers. 

Unusual multiple switching, somewhat analogous to that demonstrated in this work, has also 

been observed in ultrathin epitaxial Fe films, through the magneto-optic Kerr effect (MOKE). A 
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switching pattern analogous to that of Fig. 3.12 is measured in Ag/Fe/Ag(OOI) system by 

Cowburn et a/. [27], although with significantly less resolution in this metallic system. To explain 

their results a simple model is invoked, incorporating a well-defined domain wall pinning energy 

into a complex, anisotropic magnetocrystalline energy surface (A weak in-plane uniaxia l 

anisotropy is superimposed along one easy axis of a strong cubic anisotropy). Our experimental 

data can be described by an explanation based on similar domain reversal energetics, but in our 

case the in-plane uniaxial easy axis is collinear with a hard ax is of the cubic anisotropy. The 

corresponding free energy density of such a single domain magnet can be written as 

(3.6) 

w here Ku, K 1 are in-plane uniaxial and cubic anisotropy constants, M is magnetization, H is the 

external field that is applied at the angle rp11 with respect to [II 0]. An example plot of this 

energy function is provided in Fig. 3. 13a. 

(a) (b) 

l(("l (\ (\ j\ I 1 10 
<. uhir ;m i-.otrPp~ 

\ I I \ I I h~ro applied lic ld eio) e~o) \/ I ,; \/ 
- ::: ~ (I :r ~ 

~ 
tVV\1\J 

11C 

/ l "ulm:l 0 I (I I unia,ial i 1111 : 

aJli'ol r''P~ 
/..:rn app l1.:d li,·ld ejo> eio) 

- :; ~ (I :r 2 

f !\;~ J ..... 1 ( ~\( \ J \
1 
CL~b i..:CO I OI - un i a, iali l iOJ 

\ ··'·····-~ j :tll l ~\l ll"llp~ 
:; ~ ll :r ~ \lagn.: t ic li,· ld ~ I o" 

Fig. 3.13 (a) Magnetic energy density as a function of magnetization orientation In vanous 

situations of magnetocrystalline anisotropy. (b) The equilibrium positions for a mixed cubic and 

uniaxial anisotropy energy surface. 

5 1 



The equi librium state is defined by the stable conditions, 

aE a2E - = K" sin 2cp - K, sin 4cp + MH sin(cp- cp11 ) = 0 , with --, > 0. 
ac;o ac;o-

(3.7) 

At zero fields, four distinct magnetization states, corresponding to four local energy minima, 

can exist: 

(0) _ TC _ s; (0) _ 3TC s; 
c;o, - 4 u ' c;o2 - 4 + u ' 

m (0) = _ 3Tr _ 8 m (0) = _ Tr + 8 
't'3 4 ' '1"4 4 ' 

(3.8) 

where 8 = arcsin(K/1 I K 1 ) . These stable solutions are represented in Fig. 3. 13b. Domains can 

exist over short length scales in a demagnetized thin film at zero field. Upon application of an in­

plane field, these small-scale domains quickly become suppressed and the whole sample evolves 

into a macroscopic single domain state described by Eq. (3.8). This behavior is unique to a high 

quality , high an isotropy, single-crystalline epitax ial materials . When the applied field is reversed, 

magnetization reversal is achieved through an intermediate state, representing a local energy 

minimum, corresponding to the sample magnetization oriented almost orthogonal (90°) to the 

initial and fina l directions of the magnetization.(Fig. 3. 14) Domain states mediate the transitions 

from one local energy minimum to another. For a domain wall to become liberated to propagate 

through the sample, the external field must be increased to the point where a characteristic 

pinning energy, e, is exceeded, i.e. , 

)-11 c 
Fig. 3. 14 An illustration of two-jump 
process occurring in a cubic magneto­
crystalline anisotropy ferromagnet. 
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Fig. 3.15. lllustration of the procedure to 
yield magnetic anisotropy constant from 
high field orientational planar Hall meas­
urement data (6000 Oe). The magnetization 
angles are first computed from experimental 

data by Eq. (3 .5). Then phase Jag between 
external field and magnetization are ploned 

as a functi on of magnetization angle, which 
is nicely fitted by a non-linear function [Eq. 

(3.7)] to yield anisotropy parameters. 

Here M 1, M 2 are the initial and final magnetization, and He is the switching field. If H, is small 

compared to the anisotropy field, coherent rotation of M 1 and M 2 from the equilibrium position 

defined by Eq. (3.8) is negligible. For transitions from [100] to [010], a 90°-domain wall with 

core magnetization a long [110) is required to propagate across the sample. Eq. (3 .9) gives 

H , ·x=-c110 / 2Msin(45° - S) , in which c 11 0 is the corresponding domain wall pinning 

energy. Considering a ll poss ible orienta tiona! trajectories, we can describe the loci of transitions 

as follows: 

H( · x = ±c11 0 / 2M sin(45° - S) 

H( · y = ±c110 j 2M sin(45° + S). 
(3 .1 0) 

At low fie ld, these describe two parallel sets of lines that are in excellent correspondence with 

the switching pattern observed in our experiments (Fig. 3.12). At high fields two new pieces of 
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physics become important. First, coherent rotation of magnetization must be cons idered and , 

second, the specific energy of a domain wall (energy/area) also becomes significantly 

reduced.[28] As a result, high fi eld transitions progress ively evolve towards the ( 11 0 ) directions. 

Severa l add itional points are worthy of mention. First, planar Hall res istance measurements 

enable determination of crystallographic orientation with remarkable precision ; we estimate our 

angular error in establishing the [ 11 OJ directions to be less than 0 .04°. Second, apart from the 

singularity along these ( 11 0) directions, ne ither s ingle transitions nor three-transition processes 

are observed. This justifies our assumption that in-plane uniax ia l anisotropy does not exist a long 

the cubic easy axcs.[29] 

We are able to deduce both the cubic and uniaxia l anisotropy fields through PH E 

measurements. To achieve this, a large, constant magnetic fi e ld is app lied in the plane while its 

orientation is rotated continuously. Fig. 3.15 shows data from such measurements for clockw ise 

and counterclockwise sweeps of magnetic field orientation, with fie ld magnitude fixed at 500 Oe, 

I 000 Oe, 2000 O e, 4000 Oe and 6000 Oe. When H < H cA, w here H cA - 2500 Oe is the 

dominant cubic anisotropy fie ld, the magnetoresistance reverses whenever the magnetization is 

swept across the cubic hard ax is , as expected. The planar Hall resistance becomes reversible for 

fie lds greater than 2500 Oe, in which case the magneti zation rotates coherently wi th the external 
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Fig. 3. 16 (a) Comparison between experimental data and calculated planar Hall resistance with 

optimized parameters. (b) Table showing the fining resu lt for measurements made at in plane 

magnetic fie lds with magnitudes 4000 Oe and 6000 Oe. 
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field. For a given external field angle rp11 , the macroscopic in-plane magnetization orientation, rp, 

can be calculated by using PHE expression in Eq. (3 .5). By fitting the computed data set ( rpH ,rp) 

to Eq . (3.7), we can unambiguously extract the anisotropy constants H cA = 2K1 I M = 2400 Oe, 

H,A = K " I M = 1600e. The fitting procedure is illustrated in Fig. 3.15 . Fitting the 

experimental data for magnetic fields varying from 4000 to 6000 Oe gives consistent results (See 

Fig. 3.16). 

These results can be compared with theoretical predictions for the (Ga,Mn)As system. 

Recently significant progress has been made in the theoretical understanding of magnetic 

anisotropy in 111-V magnetic semiconductors [30-33]. It seems generally agreed that in addition 

to an intrinsic cubic anisotropy, a substantial out-of-plane uniaxial anisotropy exists for this 

material , with a sign that depends upon the growth conditions, i.e. whether tensile or compressive 

biaxial-strain exists at the interface. However for magnetization in the plane, there has been no 

discussion of whether an additional two-fold (uniaxial) bias to the cubic anisotropy might exist. 

As far as the cubic anisotropy is concerned, calculations predicted that the cubic easy axis 

fluctuate between [I 00] and [II OJ depending upon the hole concentration and the degree of spin­

splitting. For experimentally relevant hole concentrations, these calculations predict a cubic easy 

axis along [I I 0]. Our experiments do not agree with these theoretical preidictions. To date, all of 

our measurements indicate that the cubic easy axes are instead along the (I 00) axes. Further PH E 

studies on additional sample sets are needed to determine if the cubic anisotropy can exhibit 

fluctuations with the aforementioned parameters, as predicted by theory. Our experimental results 

do agree, however, with existing theory regarding the magnitude of the computed cubic 

anisotropy field , which we find to be about 2400 Oe. 

3.4. Temperature Dependence of PHE and Coercivities 

We have also studied the temperature dependence of PH E, which should be of significant 

importance in e lucidating its underlying physical mechanisms. Our measurements are performed 

in a 3He cryostat with magnetic field at fixed orientation but swept in magnitude. Fig. 3.17a 

shows the results of these measurements for a I 0 f..lm Hall bar, measured under conditions of 

careful temperature regulation, stepped from 50 K down to 0.32 K . The magnitude of both the 

PH E and the coercivities increase rapidly with decreasing temperature (Fig. 3.17b). ForT < I OK, 

both the PH E and sheet resistivity diverge logarithmically down to the lowest temperatures 
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Fig. 3.17 (a) Temperature dependence of the planar Hall resistance. (b) Plots of the planar Hall 

resistance j ump, 8 . .R
11

, and sheet resistance, R0 , versus temperature (semi-logari thmic scale). (c) 

Compari son between the magnetores istance ratio, /1R11 I R0 , obtained from transport 

measurements on a I 0 11m wide Hall device, and sample magnetization, M, measured by SQUID 

magnetometTy on a macroscopic (3 mm x 3 mm) sample . 

measured, T - 0 .32K, while the ratio ( M 11 I R0 ) rema ins nearly constant. Here, !1R11 is the PHE 

resistance j ump and R 0 is the zero-field sheet resistance. Simi lar observations o f an anomalous 

m in imum in the resisti v ity near 20K have also been reported by Oiwa eta/. in (Ga,Mn)As [34 ). 

In this work we present data on samples with conductivity comparable to the Mott minimum 

metallic conductivity (J'mm ~ 0.03N,1' 
3e 2 I n ~ 25 Sem-I (R, - 27000). Accordingly, the 

ano malous low temperature resisti vity may ari se from the onset of hole localization near the 

metal-insulator-transition. The resisti vity anisotropy ratio, !1R11 I R 0 , sho uld provide information 

about the hole spin polarization . It is strik ing that the low temperature res istivity tends toward 

indicating an insulating state, while the magnetic phenomena, as represented in the PH E j ump 

amplitude co ntinues to increase. We fi nd that M 11 I R 0 decreases monoto nica lly w ith 
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increasing temperature, and qualitatively tracks the magnetization of a 3 mm by 3 mm sample 

measured by SQUID magnetometry (Fig. 3.17c). However, it appears to be significant that the 

broad tail in the temperature dependence near Tc evident in the SQUID measurement is absent in 

the planar Hall data . This may reflect local variat ions in the Curie temperature in this alloy 

system - in the 1 Of.lm wide Hall devices spatial variation of T is greatly reduced compared to 
c 

that in the macroscopic 3mm sample used for SQUID measurements. 

The temperature dependence of the coercivity reflects the competition between magnetostatic 

energy and thermal energy on the domain wall motion. Fig. 3.18 shows a semilog plot of both 

coercivites (Hc1 and Hd vs. temperature. Again, a log(T) behavior spans most of the temperature 

range. This is unexpected from a pure thermally assisted reversal mechanism since most thennal 

process follow an Arrhenius behavior. At low temperature, quantum tunneling of domains may 

take effect and exhibit new interesting phenomena. We haven't yet observed a low temperature 

saturation of the coercivity. Measurements in a dilution refrigerator are required to extend the 
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3.5. Barkhausen Jumps in Micron-size Samples 

When the size of the device is reduced to 6~m, we observe clear small Barkhausen jumps 

occurring in close proximity to the switching fields (Fig. 3.19). This appears to demonstrate that 

the propagation of domain walls is constrained by geometry [35, 36]. We picture this as arising 

from the impairment of free propagation of domain walls across the mesoscopic sample, perhaps 

especially impeded at Hall cross-junctions when the width of the voltage probes becomes 

substantial to that of the channel itself. A typical Barkhausen jumps is smally, only of order 0.2 

n, i.e. equivalent to 0.25% reversal of the wire. The corresponding Barkhausen volume is 

estimated to be 3.4 x 10·5 ~m·3 . This volume corresponds to a moment of only 2 x I 05~6 . It is 

intriguing to consider the possibility of Macroscopic Quantum Tunneling (MQT) of 

magnetization for this number of spins. Note that our apparent measusrement resolution in this 

work is about two orders better than this, approaching I 03~6 -. 

1000 750 500 250 0 ·250 -500 -750 -1000 

Magnetic Field {Oc) 

Fig. 3. I 9 Barkhausen jumps that are evident solely in 6 ~m wide devices near the resistance 

transitions. 

3.6. Summary 

Large Hall resistance JUmps are observed in microdevices patterned from epi taxial 

(Ga,Mn)As layers when subjected to a swept, in-plane magnetic field . This giant "planar Hall 

effect" is four orders of magnitude greater than previously observed in metallic ferromagnets. 

This enables extremely sensitive measurements of the angle-dependent magnetic properties of 
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(Ga,Mn)As. An interplay between cubic anisotropy and weak in-plane uniax ial anisotropy 

explains the unusual switching patterns for di fferent in-plane fi elds. Small Barkhausen j umps 

become evident when the device size is reduced to - 6 J..lm. 

We be lieve our Hall effect-based magnetometry approach provides an important complement 

to MOKE hysteresis measurements that are widely employed to study thin film magnetism. In 

the latter approach, significant second-order magneto-optical interactions often render MOKE 

hystcrsis loops complicated and difficult to interpret.[37] Further complications a lso arise in 

semiconducting (i. e., OMS) materia ls s ince MOKE measurements are based on sample 

illumination; at low temperatures both carrier density and temperature can be s ignificantly 

perturbed by the light beam. The direct magneto transport technique described here enables very 

high-resolution measurements of magnetization in micromagnets - approaching one part in I 05 
-

w ith only very small perturbation. 
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Chapter 4. Out-of-Plane Measurement - Extraordinary 

Hall Effect 

4.1. Extraordinary Hall Effect 

The intriguing planar Hall effects in (Ga,Mn)As encourage us to explore magnetotransport in 

the material when the magnetization is oriented out of plane. Of course the conventional Hall 

measurement configuration is where the field is appl ied perpendicular to the fi lms. 

For a s ingle-domain magnetic material , in completely isothermal conditions, when a magnetic 

field H and current density j arc externally applied, the e lectrical field induced within the sample 

can be expressed as [38, 39], 

(4. 1) 

Fig. 4. 1 Coordinate system in 3-D space for out of plane experiments. 
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Here m is a unit vector directed along the magnetization, R0 is the nom1al Hall resistivity and Rs 

is extraordinary Hall effect coefficient. In this equation, the four terms represent, respectively, 

the longitudinal magnetoresistance, the planar Hall effect, the normal Hall effect and 

extraordinary Hall effect. For ferromagnets, the extraordinary coefficient Rs in many cases is 

much greater than the ordinary coeffcient R0 , which is I I pe in hole doped magnetic 

semiconductor. For example, in (Ga,Mn)As epilayers studied in this thesis, the hole density is 

pretty high ( - 10-20 cm-3) and the ordinary Hall resistance is estimated to be 0.2mQ/Oe. This 

makes the direct influence of the external field negligible and, thus, for the sake of simplicity in 

the remainder of the paper we shall consider only the extraordinary contribution and refer to it as 

nom1al Hall resistance. From Eq. ( 4.1) the transverse and longitudinal components of the vector 

E are 

Ex= iP1 + J(P11 - P 1 )sin 2 Bcos2 9 , 

E,. = j(p11 - p1 )sin 2 Bsin qJCOS(/J + j(R0 H 1 + R5 4Jr M s cos 8) . 

(4.2) 

(4.3) 

The expressiOns are made using the coordinate system shown m Fig. 4.1, where the external 

electric field is applied along the x direction, the polar angle e and azimuthal qJ specify the 

orientation of the saturated magnetic moment. If the planar Hall effect is the only term to be 

investigated, then the magnetic field has to be applied in the plane of the film in order to ensure 

that M 1 is zero. The intention in this section, however, is to measure the magnetoresistance when 

the field is applied at some angle to the film plane. In this case M 1 is not zero and the 

extraordinary Hall effect has to be taken into account. 
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4.2. Out-of-Plane Transport Measurement Results 

Fig. 4.2 Longitudinal re­

sistance R shcct for ex ternal 
fields applied in three or­

thogonal orientations. The 

result for a planar Hall re­

sistance RrHE is also pre­
sented for comparison. 

Inset: enlarged view of 
low fi eld magnetore­

sistance at low field 

regiOn. 

Fig . 4 .2 shows the long itudina l magnetoresistance R shcct measured at 4 .2K for magne tic fi eld 

oriented along z direction and a long two orthogona l in-plane ang les (20° degree off x and y 

respectively). The fie ld sweep range is ± I 0000 Oe, I 0 times larger than we have performed in 

planar Ha ll resistance measurement. There is a large overall negati ve magneto resistance for all 

fi eld orientations. For the externa l fi e ld less than 6000 Oe, the norn1al sheet resistance is higher 

than both in-plane sheet resistances, in accordance w ith planar Ha ll resistance measurement result 

where p - PJ. < 0 . The negative magneto resistance behavior pers ists beyond I T (the limit of 

our vector magnet). It is immediately c lear why the jumps and spikes observed in the low field 

region have been overlooked by other research groups: Due to the rapidly chang ing large 

resistance backgro und, one has to step the magne tic fi eld small enough to resolve local small 

jumps in the low fie ld region. An enlarged view of sheet resistance in the field range ± 1500 Oe is 

reproduced in the inset of Fig. 4 .2 . The normal sheet res istance exhibi ts a pan-shape in the low 

fie ld region, w ith jumps at about ± 1300 Oe and a flat magnetoresistance region between them . 

The resistance change is - 35 n, about half the s ize of p lanar Ha ll res istance j umps (72 D ) at th is 

temperature . 
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On the other hand, in transverse (Hall) measurement, with almost zero background, the Hall 

signal is enormous and one could not possibly miss it. Fig. 4.3 shows the Hall resistance RH 

measured as a function of perpendicular field . For comparison, the planar Hall resistance loop at 

20° off f II 0] axis is also presented. At very large negative field , the extraordinary Hall resistance 

saturates corresponding to a saturated magnetization along the -z direction. This justifies our 

assumption that the ordinary Hall effect is negligible. On sweeping the field up, a broad Hall 

res istance jump starts at around -1500 Oe and ends at -I 000 Oe. Then the planar Hall resistance 

varies linearly before a second jump arises at I 000 Oe. The magnetization is fully reversed at 

1500 Oe and saturates again beyond this field intensity. It is apparent that the transition processes 

in both transverse measurement and longitudinal measurement are s imultaneous and related. The 

total resistance change is 306 n, we have 

(4.4) 

From which, an extraordinary res istance coefficient Rs = 0.60 / 0e can be deduced. 

When ramping down the field , a large hysteresis occurs in the field range of ± I 000 Oe. 

om1al Hall resistance difference between the two hysteresis curves matches the magnitude of 
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Fig. 4.3 Longitudinal resistance Rshcct and Hall resistance RH for a I 00 ~un wide llall bar subject 
to a perpendicular field. For comparison, the result for a planar Hall resistance Rr HE is also 

presented. 
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planar Hall resistance jumps. This matching is repeatable in a ll the samples we have measured. 

Hence we believe that this hysteresis originates from different in-plane magnetization 

configuration when the magnetic field is swept across zero magnetic field . 

4.3. Modeling of Perpendicular Magnetization Reversal Process 

In Sect. 3 .3, based upon a mixture of cubic anisotropy and a weak in-plane anisotropy, we are 

able to explain the unusual switching behavior in the planar Hall resistance measurements. 

Anisotropy fields (the ratio between anisotropy energy and magnetization) are deduced from 

transport measurement data. As one can imagine, in a perpendicular magnetic field , in addition to 

the conventional in-plane and out-of-plane uniaxial anisotropy fields, the magnetic moment 

should be a lso under the influence of the other two out-of-plane cubic easy axes. Unfortunately, 

unlike the purely uniaxia l anisotropy, the case of cubic magnetorysta lline anisotropy was not fully 

explored before, even though it represents a lot of important materials. A full description of the 

magnetization reversal process needs to contain precisely all means of magnetic energy 

contributions. The following expression describes a complete free energy for magnetization in the 

3-D space, 

w here the direction cosines (a1, a 2 , a 3 ) = (Mx I M , M , I M ,M = I M) . KU\ and Kuo are in-plane and 

out-of-plane uniaxial anisotropy constants, respectively, and K 1 is cubic anisotropy constant, the 

higher-order magnetocrystalline energy contributions are ignored. The fourth term is 

magnetostatic energy, i.e., demagnetization field induced shape anisotropy . The last term 

represents Zeeman energy. As we have demonstrated before, the in-plane uniaxial anisotropy is 

very weak; hence, in the analys is of out-of-plane magnetization reversal, for simplici ty we will 

abandon this term. The out-of-plane uniaxial anisotropy, originated fTom the compressive strain 

that exists at the (Ga,Mn)AsiGaAs interface, favors the alignment of magnetization in the plane 

and accordingly has a positive va lue. Theoretical calculation predicted a value of the uniaxial 

anisotropy field of about 4000 Oe. [32) Combining it with the shape anisotropy, an effective out­

of-plane uniax ia l anisotropy energy can be defined as 
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( 
2K ) , , 

£,, = 2tr I +~ (M · n t = 2trl] (M · n t , 
4trM, 

(4 .6) 

H 
where '7 = I+ uo is a number on the order of I 0 ( In our sample 4nM = 265 Oe). By using 

4trM, 

the coordinate system depicted m Fig. 4 . 1, for a fie ld H applied perpendicular to the film, the 

magnetic free energy density is written as 

(4.7) 

Since the field is applied along the :: direction, no additional angular variable is needed to 

describe its orientation. The stable equilibrium conditions can be expressed in polar coordinates 

as 

8£ = 0 
8 () , 

These equations put a restriction to the angle <p of the equilibrium pos ition, 

cos2<p = 0 , 

(4.8) 

(4.9) 

(4. 10) 

( 4 .11) 

(4. 12) 

which is the same as the in-plane s ituations. Depend ing on the magnetization history , the 

magnetization remains in the directions of min imum energy with <p- 45°, 135°, 2 15° or 305°. The 

weak in-plane uniaxial anisotropy may cause the actual <p orientations to deviate by a very small 

angle from those angles . An effective one-dimensional energy dens ity can be found by 

substituting the va lue determined by Eq ( 4 .12) into Eq. ( 4. 7), 
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I . , , , 
Eeff (8) = - K 1 sm - 28 + 21rqM - cos- B - MH cosB. 

4 
(4.13) 

This free energy density expression is analogous to the in-plane energy density [Eq. (3.6)}, 

but w ith opposite s igns for both the cubic term and the uniaxial term. It is worthy to mention that 

here the out-of-plane uniaxial anisotropy is much stronger than the in-plane uniaxial anisotropy. 

As we wi ll show later, the competition between this uniaxial anisotropy and cubic anisotropy 

provides a unique magnetization reversal process and is able to account for a ll the anomalous 

normal magnetoresistance behavior. At zero ex ternal field , the stable solutions for Bare multiple 

of 90°. Since B is in the range of [0°, 180°], instead of four equilibrium orientations, now only 

three exist at zero fie ld: 0°, 90° and 180°. For nonzero external field , they may move away from 

these va lues and can be solved directly from Eqs. (4.8)- (4 .11 ) or from the analysis of the 

effective energy density described by Eq. ( 4. 13), 

M sin e{ H - [ (H,.A + 4m7M)cos B- 2H,.A cos3 B ] } = 0 (4.14) 

HcA cos4B - 4m7M cos2B + H cosB > 0 (4. 15) 

Here, H,.A- 2 IK111 M is the cubic anisotropy field whose va lue has been obtained through planar 

Hall res istance measurement. Eq. (4. 14) gives 

sine = 0 => el = 0°, e3 - 180° (4. 16) 

e2 - 90°- bo, with (H,A + 47rqM)sin bo- H + 2HcA sin3 bo (4. 17) 

The first two solutions are north/south poles in polar coordinates, representing a saturated out of 

plane magnetization. The third solution is a close to plane solution ( B- 90°). To which direction 

the magnetization points is determined by the criteria Eq. (4. 15) and the magnetic history. Fig. 4.4 

exemplifies the situation when a large positive magnetic field is applied. In such a case, 

magnetization is saturated in the positive z direction and Bcoord inate stays at zero. 
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Fig. 4.4 An illustration of three energy minima for out-of-plane free energy. Horizontal axis is 

the polar angle. In this particular diagram, a large positive field is applied. 

We base upon the analysis of the magnetic anisotropy energy in Eq. (4.13) to understand the 

abnormal magnetization reversal shown in Fig. 4.3. In a high positive field , the magnetization 

saturates at (} = (} ~, which is the only stable solution. On reducing the magnetic field , a new stable 

magnetization orientation (} = (} 2 starts to develop. In the presence of thermal excitation and 

interaction of local defects, magnetic domains can be launched in this new polarization. This 

nucleation field, hereafter it is referred to as H" and is defined by 

c:P E((},H N) = 0 and 8£((} , H N) = 0 . 
8 (}2 8 (} 

(4.18) 

Simple calculus yields, 

H - H - J6HcA (I 4m7.M )3 2 
Cl - A" - + 

9 H r4 

(4.19) 

This critical field has its direct origin from cubic anisotropy energy surface of (Ga,Mn)As. There 

is no correspondence in a conventional magnetic material with uniaxial anisotropy, evident from 

the fact that Hc 1 approaches infinity when H cA goes to zero. 

The domains of the second phase grow continuously on further reducing the field. Note that 

for perpendicularly magnetized films, the energetics is different from the in-plane case, where 

single domain behavior appears on a macroscopic scale and magnetization switching is achieved 

through domain wall nucleation, depinning and subsequent sweeping through the sample. In the 
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latter case, distinct domain wall pining energy has to be overcome in the switching process. For 

perpendicular magnetization, the initial and final magnetization states are not so well defined, it is 

hard to describe the domain wall pinning energy by a definite value. Imaging of magnetic domain 

structures in (Ga,Mn)As has been achieved by scanning Hall microscopy and scanning SQUID 

microscopy at low temperature.[24] The film with perpendicular anisotropy has a maze domain 

structure more similar to that of conventional ferromagnetic materials, whereas the film with in­

plane magnetization has unconventional domain structures that show no evidence of domain wall 

in a fairly large area (about 300 1-1m by 300 ~-tm) . Therefore, it is reasonable to assumed that on 

decreasing the external field , once the free energy at e 2 matches that of e!, i.e. , {; = 0 in equation 

(3.9), domain wall nucleation processes terminate and all domains fall into this new, more 

favorable stable configuration. Coherent domain wall rotation starts to dominate magnetization 

reorientation. This critical field, J-10 , can be obtained by solving the equation 

(4.20) 

For H cA = 0, i.e., only uniaxial anisotropy tern1s are present, this equation gives H cz = 4m7 M , in 

agreement with the coercivity predicted by the Stoner-Wohlfarth model for uniaxial crystalline 

anisotropic materials. For nonzero H cA values, the root is not straightforward. An analytical 

solution does exist but it is very complicated. By expanding to the second order of cosB, a nice 

approximation can be derived: 

[ I l H C? = 2JrqM I + 0 

- 2(I+HcA/ 4m]M) 
(4.21) 

This is the beginning field of the linear norn1al Hall resistance in Fig. 4 .3. After all the magnetic 

moments settled down in the intern1ediate equilibrium state, the magnetization starts to evolve 

coherently with external field according the Eq. ( 4.17). At this point, it is more convenient to 

express M in tern1s of its out-of-plane component, 

(4.22) 

Since M .L - 0 , the third-order tern1 can be ignored. Consequently the perpendicular component 

of magnetization is a linear function of external field, 

(4.23) 
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In the limit of H cA = 0, the conventional uniaxial magnetic behavior is restored. For magnetic 

moments close to in-plane orientations, effectively, the cubic anisotropy field combines with 

uniaxial anisotropy fields and behaves like an ordinary uniaxial magnet in regards to the z­

component of the magnetization. This linear evolution of magnetization comes to an end at 

external field HC3 = - Hcz, where its energy matches the magnetic energy at () = () 3 . Following 

that, nucleation process to create domains () 3 dominates. This nucleation process persists until the 

intermediate state() = () 2 vanishes at a large negative threshold field Hc4 = - Hc 1• Domain walls 

disappear beyond this field and the magnetization reversal is accomplished. 

Both longitudinal magnetoresistance and normal Hall resistance shown in Fig. 4.2 and Fig. 

4.3 can be explained by incorporating the analysis of the magnetization process described above. 

In a down-swept field , the overall transition sequence of ()coordinate is summarized as, () = 0° 

~ nucleation, ~ () = () 2 - 90°, coherent rotation, ~nucleation~ () = 180°. For longitudinal 

resistance, sin 2 
() in Eq . (4.2) changes from 0 to a value close to 1 then back to 0. From Eq. (4.2), 

the size of the two jumps is I p
11

- p J_ I I 2 - 36Q , consistent with the value observed. For the () = 

() 2 region, ()deviates from 90° degree by a small number, therefore the sheet resistance exhibits 

an almost constant value that matches the sheet resistance with in-plane magnetization (Fig. 4.2 

inset). The two jumps in the norn1al Hall resistance and normal sheet resistance reflect the 

magnetization transitions from 0° to 90° and from 90° to 180°. When the field is ramped down, 

the nucleation starts at around 1460 Oe (HN) and ends at about 990 Oe (H c2) . Employing 

simulated H cA = 2400 Oe in section 3.3, we estimate 4ff!JM = 1635 ± 65 Oe. A more accurate 
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100 'i' 
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r / 
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Fig. 4.5 Characteristic fields for 

films with perpendicular field: 

Nucleation fields : ±H":-J, domain 

annihilation fields. Magnetization 

precesses coherently in the linear 

Hall resistance region . 
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value can be deduced by fitting to the linear part of the Hall resistance. To first order in M l., the 

Hall resistance in Eq. (4.3) gives, 

(4.24) 

By applying Eq. (4.23) and Eq. (4.24), we have, 

Ru = Rs 47rM H = 303 D. / 2 /-/ . 
f-l eA + 4m7M f-I cA +4m7M 

(4.25) 

A typical fitting is presented m Fig. 4.5, indicating H ,A + 4m7M = 3972 Oe. And the effective 

uniaxial anisotropy field is 

47rryM = 1572 Oe. (4.26) 

Using 47rM = 265 Oe measured by SQUID magnetometer, the value of '7 is found to be 5.93, 

giving a perpendicular uniaxial an isotropy field 1307 Oe. 

In conclusion, through planar Hall resistance and normal Hall resistance measurement, we 

have deduced all the magnetic anisotropy fields with high precision: Cubic anisotropy field -

2400 Oe, in-plane uniaxial anisotropy field - 133 Oe (along [110]), out-of-plane uniaxial 

anisotropy field (planar cone) - 1307 Oe. To our knowledge, this kind of techniques has never 

been established before. The deduced out-of-plane uniaxial anisotropy field is less than the 

theoretical prediction made by Dietl et al.l32] Systematic study of magnetic anisotropy on 

(Ga,Mn)As epilayers with varymg thickness and Mn concentration will enable further 

examination of existing theories regarding the origin of the magnetic anisotropy and 

ferromagnetism mechanism. Meanwhile, we have measured the spontaneous magnetoresistance 

anisotropy constant p 1 - p
11

- - 72D. , and the extraordinary Hall resistance coefficient 

47r MRs = 153D.. Both of them have their origin in the spin-orbit interaction; it is not clear how 

these numbers are related. 

Our next task is to understand the hysteresis behavior in the low field region of the normal 

Hall resistance data. The fact that the resistance difference is exactly the size of the planar Hall 

resistance jumps convinces us that the magnetization must fo llow a trajectory depicted in Fig. 4 .6. 

As illustrated, the magnetization falls into different stable trajectories with orthogonal rp values. 
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When the perpendicular field is swept across zero, the in-plane angles are normal to each other 

for the up-sweep cycle and the down-sweep cycle, producing a resistance difference the same as 

that for the spontaneous planar Hall resistance jumps. 

~ up sweep field 

o ~ down sweep tiel< 

Fig. 4.6 Illustration of the origin of 

hysteresis in out-of-plane Hall meas­
urement. When the perpendicular mag­

netic field sweeps across the zero, the 

in-plane magnetizations are orthogonal, 

giving a resistance difference same as 

the spontaneous planar resistance 

JUmps. 

We attribute the hysteresis to uncontrolled misalignment of the vertical magnetic field with 

the film normal. If the external field is applied exactly along the fi lm normal, the magnetization 

trajectory will be random. But in all our experiments, once set up, reproducible hysteresis patterns 

are observed on all samples. Suppose the external field is slightly tilted away from the firm 

nonnal by coordinates(~, q;u) , the equation (4.5) is rewritten as 

(4.27) 

The terms containing angle qJ look very similar to the in-plane magnetic anisotropy energy with 

cubic energy replaced by K 1 s in 4 
() and the effective magnetic fie ld replaced by J-1 sin ()sin ()0 . 

The qJ coord inate evolution depends on the ratio between these coefficients, whose va lues vary 

significantly on approaching the poles. It is not surpris ing that, for the external field not perfectly 

aligned along the field normal, the magnetization qJ coordinate will switch alternatively along 

possible configurations in successive field cycle. 
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4.4. Summary 

The normal Hall resistances also demonstrate usual behavior that we find is characteristic of 

competing interplay between cubic magnetocrystalline anisotropy and an effective uniaxial 

anisotropy that combines interface induced out-of-plane uniaxial anisotropy energy and 

demagnetization energy. By the simulation of the measured nonnal Hall resistance, our model 

successfully interprets all the relevant data and provides the out-of-plane uniaxial anisotropy 

constant for the first time. 
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Chapter 5. Domain Wall Measurements 

Tn this chapter, we describe some of the first applications of the unique magnetotransport 

properties of epitaxial (Ga, Mn)As. The most striking are our detailed studies of single magnetic 

domain walls in (Ga,Mn)As. Magnetic domain walls are a boundary between different magnetic 

domains. fn general , they are very small (< I 0 nm across), hence very difficult to measure. We 

have been able to carry out the first electrical measurements on individual domain wall dynamics. 

We shall describe these experiments in the section below. This studies culimante with the 

manipulation of an individual domain wall. The unique, and first direct measurement of the 

resistance across a single domain wall enables by our approach are discussed and compared with 

the rich and conflicting background of existing theoretical predictions. 

5.1. Dynamics Measurements of Individual Domain Walls 

5.1.1. Motivation to Study Domain Dynamics in (Ga, Mn)As 

Tn the previous chapters, we have demonstrated intriguing macro- and micromagnetic 

properties involving single domains in (Ga,Mn)As films. Phenomenological models explain the 

observed data with a high degree of accuracy. To understand the underlying physics in detail , a 

systematic investigation of the dynamical properties of domain wall (DW) is essential. Such 
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understanding is crucial for engineering a spin transistor or a memory unit, since these require 

precise control of magnetization reversal. After decades of concerted study on metallic 

ferromagnetic thin fi lms, it is generally agreed that in high-quality thin samples magnetization 

reversal occurs by nucleation followed by domain wall propagation. Experimentally, time­

resolved imaging of magnetic domains based upon the magneto-optical Kerr effect (MOKE) is 

extensively used to study domain wall motion [ 40, 4 1]. This usually involves a significant amount 

of image processing and data analysis. Recently, the propagation of magnetic DWs in a 400A 

permalloy magnetic wire was investigated by employing the giant magnetoresistance (GMR) 

effect [35]. The observed GMR jumps in these experiments are of order In. This method enables 

a new approach for probing magnetic domain walls at ultra-low temperature with extremely small 

levels of excitation. This opens new experimental possibilities such as observing macroscopic 

quantum tunneling of magnetization. Direct exchange interaction with additiona l ferromagnetic 

layers and the stray field of these layers might limit its application. 

In the study of single DW dynamics, there have been a number of efforts to reduce the 

dimensions of magnets to achieve a magnetically uniform media, free of size or shape 

distribution. Due to the extremely high quality of GaMnAs epitaxial thin fi lms, most especially 

that their magnetocrystalline anisotropies are well defined throughout the entire sample, single 

domain behavior occurs on a macroscopic scale in these films. This enables fundamental studies 

in magnetism and new exciting properties to be manifested in fairly large devices. (0. 1- 1 mm). 

In microjunctions patterned from epitaxial GaMnAs layers, we have observed and 

characterized enormous planar Hall resistance j umps on the order of I 00 n at liquid helium 

temperature. This "planar Hall effect" is four orders of magnitude larger than previously observed 

in mesoscopic metallic ferromagnets, two orders of magnitude larger than the GMR signal size in 

[35]. Here we use this enonnous planar Hall effect to a llow detection of local magnetization 

switching with extremely high sensitivity- sensitivity that rivals that of SQUID-based techniques 

l42]. 

5.1.2. Review of Experimental Techniques of Ferromagnetodynamics 

Ferromagnetodynamics studies the magnetization change in both space and time. Tn this 

section, we shall briefly first review early experimental techniques employed ever since the 

beginning of last century and then outline the state-of-the-art development on the subject from the 

experimentalists ' point of view. 
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Experimentally, the subject really began just after 1930, when the idea of ferromagnetic 

domains was very new and very little was known about the way in which the magnetization could 

change with time. The title of a long paper appeared in 1906 by Lyle and Baldwin [43] -

"Experimental on the propagation of longitudinal waves of magnetic flux along iron wires and 

rods" - tells us a great deal about the early attitude towards ferromagnetism. In those days, 

ferromagnets were considered to be homogeneous media. Lyle and Baldwin made experiments in 

which they excited the center of a long iron wire by means of a coil wound around it. They then 

explored what was happening along the length of the wire with a search coil and came to the 

conclusion stated in their article ' s tit le. 

The concept of magnetic domains was first introduced by Pierre Weiss [44] in his famous 

paper on the molecular field theory of ferromagnetism, but it was not taken up by 

experimentalists until Barkhausen showed that the magnetization could change in a very 

discontinuous way (Barkhausen effect). The first "Bitter pattern" observation of magnetic 

domains was published by Francis Bitter in 193 1. 

Landau and Lifshitz (l45], 1935) introduced the idea that the magnetization could change by 

a movement of the boundary between domains, and that domain magnetized in the direction of 

the applied field would expand at the expense of the domains magnetized against the applied 

field . However, it was experiments performed by Sixtus and Tonks [46, 47] that were leading 

those theorists and made it a popular theory that was cited by generations of scientists. 

(a) The Experiments of Sixtus and Tonks. The apparatus of class ical experiments by 

Sixtus and Tonks is shown in Fig. 5.1. Tt was centered around a nickel-iron a lloy wire that was in 

tension. The magnetization was first saturated by applying a large bias field using the bias field 

coil. Then the bias field was reduced to zero and reversed to a field j ust below the coercive fie ld 

of the wire. Magnetic reversal of the wire was achieved in a controlled way by passing a pulse 

current through the nucleation field coil to initiate a seed domain in this region of the wire. The 

nucleated reversed domain was then driven by the bias field , and the propagation of one end of 

the expanding domain along the wire could be observed by means of the voltage pulses induced 

in the two pick-up coi ls shown in Fig. 5.1 . By measuring the time difference between the two 

pulses, for various spacings and positions of the two coi ls, it was possible to work out the velocity 

of propagation of the domain boundary. 

Sixtus and Tonks discovered that the velocity along the w ire was linear to the applied field. 

They suggested that the eddy current loss induced by moving magnetic boundary would give rise 
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to a viscous damping term, linear in velocity. In order to compare their experimental results with 

theory, Sixtus and Tonks also supposed that the boundary was cone-like , as shown in the inset in 

Fig. 5 .1. The cone occupies a length many times its diameter. O ' Handley used this technique to 

study domain wall kinetics in ferromagnetic glass Fe96P 12C7Cr45B0.5 and found that the length of 

the cone was almost constant, independent of velocity and position, at 25mm, more than 200 

times the diameter of the wire. 

___.... n 1c kel-1ron w~re 
~ m ten s1on 

p1ck up COl i 2 

/ p 1ck-up coli 1 

\ 
) 

nucleatmg 
f ield coli 

Fig. 5.1 Apparatus used by 

Sixtus and Tonks ( 1931 ). The 

magnetization of a nickel -iron 

wire reverses by the propaga­

tion of a domain boundary of 

the kind shown (inset) . 
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(b) The Use of Optical Techniques. The induction methods we described above were 

clearly open to some ambigui ty and there was urgent need for a more direct technique for 

emerg ing attempts to make high-speed memories and storage media ever s ince 1956. The first 

high-speed photographs of ferro magnetodynamics were taken at Caltech by Conger and Moore 

( 1963) of the magnetic reversal process in a 0. 1 f . .un thick film . A thin layer of ZnS w ith color 

contrast K err effect was deposited on the surface of the magnetic film. In 1969-1970, also at 

Caltech, Humphrey group pushed high-speed ferromagnetodynamics to a time resolution of 10 

ns, which laid the foundation fo r subsequent intens ive studies o n magnetic bubbles. 

In today 's magneto-optical microscopy, spatial resolution down to 150 nm can be obta ined 

with ultrahigh time resolution. A n example of the experimental sample environment is given in 

Fig. 5.2. The magnetic domain structure is visualized by means of a magneto-optic microscope 

equ ipped w ith a CCD camera. The images are subsequently digitized and improved by image 

processing. In the OW velocity measurements, a short negative magnetic pulse fie ld is applied in 

the little coi l to initiate a few nuc leation centers in a remanent saturated magnetiza tion state. 

Immediately after recording the nucleated domains, a longer drive field is applied for a duration t 

and a second image is recorded. From the comparison between these two images, the average 

DW velocity is deduced. 

(c) Magnetoresistance Method. E lectrical and transport measurements are prom1s tng 

methods for investigating fast magnetization reversal dynamics. Very recently, fast domain wall 

A Toanahm "" L___j andndcocamm ~ 

Lm(atl) 
polan.l'cd li~ht 

[7 

H 

Fig. 5.2 Left : experimental sketch for typical magneto-optical microscopy. Right: procedure to 
obta in the domain veloc ity. 
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motion tn a submicrometer magnetic w1re has been detected by use of the giant 

magnetoresistance effect. The experiment is based on a non-coupled-type GMR multilayers 

composing Nife(200A) /Cu( I OOA)/Nife(50A). The GMR change is directly proportional toM in 

one of the ferromagnetic layers. After sitting the external field close to the coercive field of the 

top FM layer, the resistance change is monitored as shown in Fig. 5.3b. The velocity is calculated 

as a ratio between the wire length and reversal time. 

This experimental method is complementary to the prevailing magneto-optic microscopy in 

that it can be applied to extreme situation such as ultralow temperature or ultrasmall volume 

where the sensitivity of MOKE is limited or undesirable. However, we would like to point out 

that the infom1ation the GMR two terminal wires offered is ambiguous: The total magnetization 

change measured does not unequivocally reflect a domain wall expansion. The effect of the other 

FM layer on the magnetization of focus layer is unpredictable. Above all the resistance change is 

less than I% on top of a significant two terminal resistance background. 

(a) 20um (b) ( <IJA'Jik· -

IC . 5 

Fig. 5.3 (a) SEM image and schematic illustration of the sample. The sample consists of a 
NiFe(200A)/Cu(lOOA)/NiFe(50A) trilayer. (b) Time variation of the resistance during the M 

reversal of the 400-A NiFe layer at 77 K. 
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5.1.3. Time of Flight Measurement Using PHE Setup 

The giant PHE in (Ga,Mn)As enables us to study the domain wall motion in our lithographic 

wires. Samples for these experiments are the same group of samples used in the planar Hall 

resistance measurements (and normal Hall measurements). A sketch of our measurement setup 

and a SEM image of a typical sample are presented in Fig. 5.4b. Three pairs of voltage probes 

with I 00 ~m separation were patterned. To avoid introducing geometrical pinning of domain 

walls [36], the size of the voltage probes are minimized with respect to the fixed Hall bar width of 

I 00 ~m. In all measurements, a constant de current ( I 0 ~A) supplied by a floating battery supply 

is driven through the Hall bar. Induced Hall voltages are picked up by triax ial cables and led to 

three electrically isolated room temperature differential amplifiers ( I MHz Amplifer) . A 

(a) 

(b) 
40 100~m 

20 
G 

0 0::: 
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Fig. 5.4 (a) Measurement setup. After a domain wall is nucleated at one side of the sample, it 

propagates sequentially across three Hall bars and success ively generates gigantic planar Hall 

voltages. High input impedance differential amplifiers are used to make tTue potential 

measurements. (b) A typical planar II all resistance (R) vs magnetic field (H) loop for a I 00 ~m 

wide I I all bar. 

79 



multichannel Agilent digital oscilloscope is used to acquire time records of the generated voltage 

waveforms. De signal coupling is used both at the input of the amplifiers and at the input of the 

oscilloscope. The temperature of the samples is regu lated from 0.3 K to 45 K. The same set of 

magnets is used to generate a magnetic fie ld that is rotatable in any direction of 3-D space. 

(Ga,Mn)As films are magnetized in plane due to a combination of compressive lattice­

mismatch-induced strain and demagnetization effects. A representative R - H full loop with a 

field ramping rate at I 0 Oe/s a long 15° is shown in Fig. 5 .4b (obtained at 5K). The first jump 

corresponds to a magnetization transition from [ 0 I 0] to [I 00]. The second jump completes the 

reversal by switching from [I 00] to (0 I Ol In (Ga,Mn)As, except for those directions exactly on 

the overall easy axes, the magnetization transitions evolve via the formation of a 90°-domain 

wall. In this chapter, we concentrate on the time-domain study of the first jump, which occurs 

with a high degree of sharpness, at a low switching field, and involves initial and final states that 

are very close to zero fie ld equilibria. To our knowledge, domain wall dynamics associated with a 

90° magnetization switching have never been investigated before. 

Prior to each sweep, a strong negative in-plane fie ld is supplied to saturate the magnetization 

in a selected direction. Then a positive constant field is established in close proximity to the first 

coercive field to launch the nucleation of domain wall and to drive the OW propagation across the 

sample. Domain walls are always injected from the wide current contact pad into the wire [48]. 

With this protocol, completely reproduc ible s ignals are detected, regard less of the magnetic 

history of the sample. 

5.1.4. Longitudinal Time of Flight Measurement 

Fig. 5.5 shows a series of time dependence of planar Hall measurements at 5 K with driving 

constant fields varying from 74 Oe to 88 Oe. The measured voltages are normalized to the sense 

current to yield an effecti ve "resistance" response. The successive, sequential in the voltage-time 

records in the oscilloscope ' s three channels correspond to a single domain wall passing through 

the individual Hall probes. At a given field , the three rises have identical magnitude and rise time. 

It is found that domain wall propagation between adjacent pairs of voltage probes evolves equal 

time intervals as expected, given their constant spacing of I 00 ~-tm . Normalization of all the 

switching curves in the absc issa axis by the half switching time yields a universal curve 

irrespective of the magnetic field strength and Hall probe position. Furthennore, during the 

switching process, the res istance varies a lmost linearly with time, which is evident both at fast 
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domain wall motion limit (88 Oe) and s low domain wall motion limit (74 Oe). All this behavior 

appears consistent with the picture that the domain wall propagates across the Hall bar while 

retaining a constant shape. Therefore, a well-defined domain wall velocity can be computed by 

measuring the time-of-flight between Hall probes. 
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Fig. 5.5 (a) Planar Hall responses at three Hall crosses with in-plane field decreases from 88 Oe 

to 74 Oe. Inset: A magnified view demonstrates the fast dynamics that occurs at 88 Oe. 

In the class ical experiment by Sixtus and Tonks, two search coils (0.65 em) were used to pick 

up the magnetic pulse generated by DW transport in a bulk NiFe wire (65.5 em long). Here an 

integrated DW dynamics measurement has been realized in a single chip. By measuring time of 

passage of single DW through a set of probes, the DW orientation with respect to Hall bar can be 

estimated. During the switching process, the resistance varies almost linearly with time, which is 

evident both at fast domain wall motion limit (88 Oe) and slow domain wall motion limit (74 Oe). 
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Fig. 5.6 (a) A comparison of resistance switching curves for T = 0.35K, 5K, and 20K. (b) 
Estimated domain wall profile corresponding to (a). 

At the temperature range above helium temperatures, extended tails do exist at the beginning and 

the closing stages of the reversal. On further increasing temperature, domain wall becomes 

frustrated and kink structure start to develop. However, those tails are not present at the lowest 

measured temperature (0.35K) and the switching curves become extremely linear, as exemplified 

in Fig. 5 .6a (The horizontal axis value is nonnalized to time-of-flight between adjacent probes, 

whereas the vertical resistance is nonnalized to unity). Based on the calibration from the 

measured time-of-flight of single DW through a set of probes, the DW profile in the Hall bar can 

be estimated. ForT = 0.35 K, the ratio of passage time and propagation time between neighboring 

Hall crosses is typically 1.4 ± 0.2. Assuming the domain walls take a V shape,[46] this gives a 

DW angle of 20° ± 2° with respect to Hall bar direction (lll 0 J crystalline direction), hence the 

cone angle is 40° ± 4°. (Fig. 5.6b) At elevated temperature ( 4 K < T < 25 K ), except for possible 

existence of prolonged tails, the overall domain wall shape does not change a lot. The Fig. 5.6b 

illustrates the instantaneous configuration of such a domain wall in the Hall bar. For comparison, 

domain wall shape at elevated temperature (T > 4K) is also drawn. 

We note that GMR method employed in [35] essentially measures a two-terminal resistance 

change of a magnetic wire. These results reflect the volume expansion of spin-reversed region. 

The domain wall ("wave-front") profile we exhibit here is not accessible by such a technique. 
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Here, by employing separate local probes, not on ly is a large background subtracted , but the 

evolution of OW can be monitored in real time. The extraordinary Hall effect was used to study 

domain wall dynamics in micron-scale cross-junctions patterned from Co fi lms [36]. The 

res istance change in this case is in the range from 0.0 In to 0 .1 n, and AC lock-in measurements 

are requ ired to improve sensitiv ity. This restricts experimentation sole ly to very s low dynamics, 

on the orders of seconds. 

5.1.5. Domain Wall Dynamics 

At temperature below 25 K, we observe steady domain wall propagation through the sample. 

Fig. 5.7 presents the measured dependence of OW velocity on applied fie ld strength, for 

temperature at 5 K, I 0 K, and 20 K, respectively, representing a span of four decades of domain 

wall velocity. The upper speed limit orig ina tes from the finite time required for the magnet coil to 

establish a high fi eld, i .e., the finite ramp rate of the magnet. A pulsed magnetic fi eld would 

0.08 
I 

01 

fK / 
001 t: // > I f 10 K 

f 
20 K 

c;; 1(-3 1 - ..Q 

1(~ f 
~ 

(/) -E 0.06 
>-
>-....... ·c:; 

u:-5 

20 ! 40 60 80 
- Magnetic Field, Oe 

IJ. 

0 
Q) 0.04 > 

I 
f 

ro 
~ 

- 1 
10K/ 

000~~ 
0 

0 ~ 0 c. 
0 l. 

- <9<9 ~66£..6. 

c 
ro 0.02 E 
0 
0 

0.00 
I 

20 40 60 80 

Magnetic Field, Oe 

Fig. 5. 7 Domain wall velocity as a function of magnetic field at 5 K, I 0 K, and 20 K shown in 

linear and semi log formats (inset). The external fi eld orientation is 15° away from [II OJ. In the 

normal plot, the solid lines represent fi ts to the high fi eld velocities. In the semilog plot, the solid 

lines are linear fits to the low field region. 
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enable us to access much faster domain dynamics. The ultimate limits of our dynamic electrical 

measurement are imposed by the parasitic electrical coupling, bandwidth of amplifier, and the 

time resolution of oscilloscope. The lowest measurable domain wall speed is unlimited if one 

waits long enough for the triggering signal, which arrives after large waiting times for nucleation 

and subsequent expansion of large domains. 

The overall v -H curves are highly nonlinear. Depending on the magnitude of the magnetic 

field, the v (H) variation can be divided into two regimes. For dri v ing field H larger than a 

threshold J-/0, (which is related to the coercive field He), the influence of disorder-induced pining 

can be ignored. In this case, as expected, a linear v - H relation is obtained that is characteristic of 

viscous flow of domain walls. The wall velocity can be expressed as 

(5.1) 

with f.1 is the domain wall mobility. This mobility varies strongly with temperature, increasing 

from 1.4 mm/ s·Oe at 5 K to about 14 mm/s·Oe at 20 K . The linear regime also expands when 

temperature is raised . Our results are summarized in Table. I. 

The temperature dependence of the OW mobility is of importance because it can gtve 

information about the source of spin damping in the magnetic system. Two types of processes 

govern the mobility of domain walls in ferromagnets : (i) Interactions of DWs with local obstacles 

present in the specimen, e .g ., with dislocations or small particles of a second phase. Often these 

obstacles are referred to as pinning centers. (ii) Nonlocal dissipative processes, e.g., eddy current 

damping. The eddy current damping has a limiting mobility p- gp /(p0 M , d) .[49] Here pis the 

resistivity, Ms is magnetization, g is a geometrical factor and d is the film thickness. The high 

resistivity of (Ga,Mn)As yields an extremely small value for this kind of damping. When the 

temperature is relatively high and the damping is purely of magnetic origin, the relation j..l oc r -2 

(four-magnon interaction, see, e.g., Ref.[50]) holds in single crystals of high quality . However, 

our experimental result does not follow this prediction. 
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Table 5.1 . Characteristic parameters determined for MnGaAs in two field regimes. 

Temperature Mobility 0. v. 

(K) (mm/s·Oe) (Oe' 1
) (1Jm3) 

5 1.39 0.185 6.0 X )0'6 

10 6. 11 0 .260 18.6 x 1 o·6 

20 14.2 0 .342 s2.2 x 1 o·6 

On reducing the magnetic field well below 110 , domain wall velocity in our system decays 

dramatically. Similar behavior has been reported in Co films [ 41 ], where a domain-wall glass 

state was assumed to sustain a low field domain creep rate v oc expr - (UP I kT)(H0 I J-!)
114

]. Here 

U P is the collective pinning energy and is relevant for describing vortex dynamics in scalable 

random media [51]. Here, we find that our data are better fitted by a direct them1ally activated 

depinning formula l52] , 

(5.2) 

where £ , is the activation energy for DW propagation, VN is the activation volume. 

L1M = M 2 - M I with M I is the initial magnetization (close to r 0 To]) and M 2 the magnetization 

after switching (close to [I 00]). qJ11 is the magnetic field orientation and a = M 5 V8 I k 8 T , with 

M s representing the saturated magnetization of (Ga,Mn)As. From the low-field slopes of our 

semi-logarithmic curves (Fig. 5.7, inset) we can estimate the activa tion volumes for different 

temperatures (Table 1). A typical value of activation volume is I o·5J..lm-', which is equivalent to a 

film area of about 150 nm2
. The domain wall thickness is about 10 nm. Considering the high 

quality of the epitaxial sample and the stability of time resolved signal , such a size of pinning site 

could only exist continuously on the wire edge, where both the exchange interaction and 

magnetic anisotropy are drastically reduced from that of a continuous film. 

By investigating the v - H curves along various sweep angles, we have further confirmed the 

validity of Eq. (5. 1 ). Fig. 4 is the measured dependence of DW velocity on applied field swept 

along 5°, 15°, 22°, and 30° orientations. After scaling the magnetic field by cos (/)11 , all curves fall 

onto one universal curve. This suggests that only the fie ld component along r II 01 direction is 
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effective in driving the domain wall. At temperature higher than 25 K , domain wall nucleation 

dominates the magnetization reversal process. In this case, our time of flight method cannot 

consistently provide direct inforn1ation on the domain wall velocity. 
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Fig. 5.8 Domain wall velocity vs. magnetic field orientation. Angles are measured with respect to 

[I I 0]. Inset: Domain wall velocity vs. rescaled fie ld (the component along [II 0]). Data points of 

different angles condense onto a single universal curve. 

5.1.6. Manipulation of Single Magnetic Domain Wall 

In the previous sections, we have shown that the domain wall motion rate is controllable - in 

a range of four orders of magnitude by supplying external magnetic fields of different strengths. 

This offers an excellent opportunity to manipulate a domain wall in real time. After the nucleation 

of a domain wall, we drive it very s lowly across the Hall bar and watch the planar Hall voltage 

from the center pair of Hall probes. By removing the external field as soon as this voltage hits 

zero, we can fTeeze this specific domain wall between these two probes. The domain wall remains 
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stationary ever since. An example of such an operation is illustrated in Fig. 5.9. We did not found 

domain wall overshooting in the planar Hall measurement, indicating a quick magnetization 

damping on the time scale shorter than the field removal time. We kept recording the planar Hall 

signals from the three pair of probes, as shown in the figure, for next three days. No change was 

detected in ei ther channel. This domain wall remained inactive as long as the temperature is 

regulated lower than 25K. The motion can be resumed by applying a suitable magnetic field and 

leads the reversal of the entire sample. 

Our ability to trap a single magnetic domain wall enables us to study some other properties 

associated with a stationary domain wall, such as domain wall resonance and macroscopic 

quantum tunneling of domain walls . Relevant experiments are in progress. 

5.1.7. Summary 

In conclusion, we have performed the first measurements of single domain wall propagation 

through patterned (Ga,Mn)As conductors possessing in-plane magnetization. The dependence of 

DW velocity on applied field is characteristic of them1ally assisted domain wall motion. By 

employing the enormous planar Hall effect that we have shown is intrinsic to the dilute 

ferromagnetic semiconductor (Ga,Mn)As, the profile and propagation of 90° single magnetic 

domain walls in a I 0011m wide wire are clearly recorded in real time voltage wave fonn. Domain 

Field Removed at t=O 3 days later 

1¥ 
H 

R~ 
-1 0 0 0 100 200 3 0 ( 

t (seconds) 

Fig. 5.9 Freezing of a single domain wall. The domain wall is driven at a slow speed and the 

planar Hall resistance of the central probes is monitored to reflect the passage of the domain 
wall . The crossing-zero of this signal triggers the removal of external magnetic field. The domain 

wall is found to be stationary ever since. 
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wall (DW) velocities are determined from time-of-flight between multiple electrical probes 

fabricated on the sample. Measurements as a function of magnetic field strength, field orientation, 

and temperature allow us to estimate magnetic parameters of (Ga,Mn)As and elucidate the 

physical mechanism driving DW propagation motion. For fields well below the coercivity 

threshold, a thermally assisted magnetization switching theory can be applied to interpret all the 

data. Our results exhibit a new, simple and precise method to investigate thin film domain 

dynamics. Our technique can be applied to temperature down in the millikelvin range, where 

thermal fluctuations cannot overcome anisotropy barrier and macroscopic quantum tunneling 

(MQT) of domains should set in. 

5.2. Resistance of Individual Domain Walls 

5.2.1. Motivation to Study Single Domain Resistance 

Even though small and difficult to measure, domain wall resistance has become popular due 

to the challenge it poses on both experimental and theoretical investigations on the spin coupled 

electron transport across the domain wall. Considering that the wall width is much greater than 

the Fermi wavelength, early theoretical studies [53-551 described adiabatic electron transfer 

across the wall and predicted that that the domain walls have negligible effect on the resistance of 

3d ferromagnets. A possible disturb of the current distribution due to Hall effect of adjacent 

domain magnetizations was also pointed out. In earlier experimental approaches, domain wall 

resistances are inferred indirectly by measuring the excess resistance when large ensemble of 

domain walls are nucleated in the samples. l56-58] Recent progress in domain imaging and 

nanofabrication allows resistance measurement of pre-imaged nanoscale wires with significant 

reduc~d number of domain walls.[ 59-62] Experimental results are quite conflicting. Both positive 

and negative domain wall resistance have been reported. Theoretical justifications of either 

positive andJ'or negative domain wall resistance also cxist.l63-65) The major difficulty associated 

with these experiments involves non-intrinsic contribution to the magnetoresistance either in an 

uncontrolled remnant domain pattern or in geometrical constrained domain walls (where both the 

domain wall and current density configurations can be largely modified). Unambiguous 

qualification of individual domain wall is highly demanded. In this work, we successfully drive 

and isolate a single domain wall in (Ga,Mn)As single crystal epilayers. The resistance across the 

wall is measured locally. Since only one single domain wall is involved in an everywhere uniform 

crystalline structure, the magnetoresistance (MR) of domains and DWR are properly separated. 
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5.2.2. Single Domain Wall Resistance of Epitaxial (Ga,Mn)As Films 

Our ability to identify a single domain wall ' s presence between voltage probes allows us to 

make direct electrical resistivity characterization of individual single domain walls. This is 

achieved quasistatically. The driving field is adjusted to let the domain wall propagate across the 

sample at very slow speed (typically 100 s from probe to probe). A constant de sensing current is 

driven between contact 1 and 5. Longitudinal resistances of top side and bottom side of the Hall 

bar ( R~ ""' R15_24 , R~ = R15.~ 6 ) are measured simultaneously. Meanwhile the Hall resistances of 

left and right probes ( R~ = R15,28 , R~ ""'R15_46 ) are also recorded to monitor the entrance and exit 

of the DW. The analog outputs from the differential amplifers are digitized by the same multi­

channel oscilloscope. (Balance circuits are required for longitudinal resistance measurement to 

suppress digitization noise). 

Experimental results at SKare discussed frrst. Fig. 5.10b shows the longitudinal resistance 

change in the event a single domain wall is trapped in the conduction channel (reflected by PHR 

changes in Fig. 5.1 Oa). In R.~~ trace, a resistance enhancement as large as 30 Ohms is recorded, 

corresponding to about 0.6% of the total resistance. However, we should not literally regard it as 

intrinsic domain wall contribution to the resistance. Evidently, the resistance measured from the 

boltom side exhibits decreased resistivity. Because the presence of domain wall between probes, 

planar Hall resistance mixes into the measured longitudinal resistance and contributes most of the 

excess resistance with a sign dependent on the wall propagation direction. In fact, a potential sum 

rule holds: the difference between R~~ and R;:, equals that between PHE resistances R1~ and 

R:~ . This is illustrated in Fig. 5.1 Oc. To accurately describe the domain wall resistance, local 

current distribution has to be numerically simulated and its modification of resistance should be 

subtracted from the measured MR. This scheme is not practical since the exact shape of domain 

wall is unknown. Instead, we take the average of the measured longitudinal resistances, 

5Rxx = R~ + R;:,, as if a single big contacts capable of electrical potential averaging were used 

on each side of the sample. The result is displayed in Fig. 5.1 Od. In the regions that DW enters or 

leaves the probes, the non-uniform current distribution still has significant effect, on the order of 

0.2% of the resistance background. The non-unifom1 current distribution can be decomposed into 

a uniform current and a d.c. eddy wrrent loop localized on the domain wall. When the whole 

piece of DW is enclosed between probes, 5R., would reflect resistivity contribution from a 
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single DW. The linear part in the center of Fig. 5.1 Od indicates a linear resistance change domain 

wall propagates in the channel. Except for a small negative offset, this is consistent with an 

interpolation of asymptotic resistance values of initial and final states. This offset, corresponding 

to 0.440, is within our resistance measurement sensitivity, which is about 1 part in I 0,000 or 

0.5 n. Similar conclusion can also be made at lower temperatures, for example at 0.35K shown in 

Fig. 5.10e, where the contribution of eddy current is largely suppressed. In contrast, tor 

temperature higher than I OK, frustrated domain wall enhances eddy current and it is very hard to 

isolate the linear resistance part. We conclude that, when properly separated from MR of 

domains, single domain walls in (Ga,Mn)As epilayer do not supposedly yield high resistivity. If 

present, the value should be less than 0.01 % of the bulk resistance of (Ga,Mn)As. Our results 

suggest that local spin modulation does not cause additional correction to electrical resistance. 

The proposal of utilizing single domain wall separated region as spin-diode requires revision. 

[66]. 
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Fig. 5. 10 Time-resolved magnetoresistance measured across a single domain wall at 5K. (a) 

PHR of two pairs of Hall probes monitoring the entrance and exit of a single domain wall. (b) 

Longitudinal resistances across the wall are measured simultaneously from top and bottom of the 

Hall bar. (c) Resistance sum rule is satisfied: difference between Hall resistances equals to the 

difference between longitudinal resistances R~- R.~. (d) The variance of the average between R~ 

and R':x suitably separates major part of domain magnetoresistance and reflects excess domain wall 

resistance when the domain wall is completely resident between probes. (e) Temperature 

dependence of the overall ressitance variance. 
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Part II: Suspended Two-Dimensional 

Electron Gas 
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Chapter 6. Freely-Suspended Two-Dimensional 

Electron Gases: Realization and 

Applications. 

6.1. Introduction 

Recent developments in Nanoelectromechanical systems (NEMS) allow chip-based 

fabrication of motional devices that are scaled down from the realm of microelectromechanical 

systems (MEMS). The high resonant freq uencies o f NEMS in vacuum offer unique advantages, 

e.g. they open new possibi lities to atta in effic ient electromechanical filters and resonators. On the 

other hand, suspended, thermally isolated devices also offer prospects for very sensitive 

bolometers and represent model systems for high sensitivity calorimetry [67]. 

Compared to MEMS, motion transduction in NEMS presents a significant engmeenng 

challenge. Traditional methods in MEMS, such as electrostatic transduction and optical 

interferometry, cannot be scaled down to provide the necessary sensitivity. This gives rise to the 

need for novel, fully- integratible sensors and actuators for NEMS. Below, we describe our work 

with micromachined GaAs heterostructures. These are able to provide an enhanced piezoresistive 

signal f68-70] meanwhi le providing a direct FET-like readout that employs gate e lectrodes. 

In our approach, a two-dimensional electron gas, known for its high mobility at low 

temperature, is incorporated in the free ly-suspended nanostructures. In-plane isolated gates arc 

fabricated to provide actuation. These imply potential benefits comparing with conventional 

approaches with metallic or silicon materials systems: l) Both actuation and transduction can be 
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achieved on the chip by electrical methods, suitable for the requirement of integration of 

mechanical systems. 2) GaAs/AIGaAs high mobility devices can operate at high speeds (>250 

GHz) that are far above the highest attainable resonant frequencies in NEMS ( - 3GHz). 3) Due to 

their high mobility, GaAs/AIGaAs HEMTs are known for producing the lowest noise, which is 

essential for an imbedded system that has a lot of parasitic factors affecting the observed signal. 

In addition to offer new scheme of detecting motion in NEMS, this system establishes a 

novel mesoscopic system where both electrons and phonons are confined, and their interactions 

provide new physical phenomena, such as resonant phonon emissions and adsorptions in free 

standing quantum dot or coupled dots. 

In the remaining sections of this introductory chapter, we first discuss the design of 

heterostructure for the purpose of construction of suspended high mobility 2DEG. The 

mechanical characteristics and responses of suspended beams and mechanical-electrical 

properties of GaAs are described next. Section 3 of this chapter presents our motivations to study 

electron-phonon coupling in suspended wi res and quantum dots. This chapter ends with a 

summary of the processing techniques of suspended 2DEGs. 

Chapter 7 demonstrates our successful realization of suspended quantum wires and 

suspended quantum dots. The mesoscopic transport phenomena in ballistic Hall bars are explored 

and employed to characterize the 2DEG electrical properties such as electron densities, mobilities 

and depletion depths. The observation of Columb blockade and single electron charge effect in 

suspended quantum dots are reported in the final part of this chapter. 

Chapter 8 describes the implementation of suspended 2DEG beam as self-sensing 

displacement detector. The chapter begins with the description of the static mechanical-electrical 

response of doubly clamped 2DEG beams by AFM manipulation methods. The chapter next 

discusses the measurement of mechanical resonance rrom doubly clamped beams. The resonant 

frequencies are around I 0 MHz and correspond to an out-of-plane fundamental vibration mode. 

The beams are driven electrically by rf voltage applied on the in-plane side gates. The drive 

mechanism is attributed to a novel dipole-dipole interaction. The deflection readout is achieved 

by measuring the electrical potential drop across the 2DEG with constant d.c. sensing current. 

Combined piezoelectric and piezoresistive mechanisms can be employed to interpret the observed 

mechanical-electrical resonance signal. 
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6.2. Materials 

The wafer material was a specially designed MBE-grown 2DEG heterostructure. The 

structural layer stack comprises seven individual layers having a total thickness of 115 nm (Fig. 

6.1 ) . The top and bottom are formed by thin GaAs cap layers preventing oxidation of the 

AIGaAs:Si donor layers that follow beneath. The central I 0 nm thick GaAs layer fom1s a 

quantum well sustaining a high mobility 2DEG located 3 7 nm below the top surface and 

surrounded by two AIGaAs spacer layers. Below the structural layer stack is a 400 nm 

Alo.sGao.2As sacrificial layer. Note that the stack structure was intentionally made asymmetric to 

a void neutralizing the piezoelectric effect of GaAs. 

The calculated band structure is also shown in Fig. 6.1. Different from the ordinary 2DEG 

heterostructure configurations, here an additional GaAs layer at the bottom is included to avoid 

carrier depletion from the lower surface once exposed to the vacuum. The calculation indicates 

that the donor regions are particularly susceptible to illumination, and that parallel conduction 

might be possible. However, in our measurements no obvious contribution from such channels is 

evident even after continuous illumination. 

Fig. 6.1 Heterostructure design and calculated band structure of suspended 2DEG. 
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6.3. EJectro-mechanicaJ Background of GaAs 

6.3.1. Beam Mechanics Summary 

We first present a review of the characteristics of doubly clamped beams to allow a 

comprehensive of understanding and for the purpose of optimization in GaAs NEMS devices. For 

a beam with thickness t, width w, and length L, its deflection function u(x,t) obeys the following 

differential equation, [7 1] 

(6. 1) 

where E is Young ' s modulus of the cantilever material and I is the moment of inertial of the beam 

cross section. A - wt is the cross-sectional area, a- is internal stress and p mass density. Solving 

this equation us ing conditions of fixed boundaries gives an expression for the resonance 

frequency of the beam. The lowest mode wi ll v ibrate at a frequency, 

(6.2) 

For GaAs the mass density IS p = 5315 kg/m3 and for beams with length a long the [ I I 0] 

direction E - 1.2 X I 011 N/m 2 [72]. Thus in the absence of internal stress for GaAs beams wi th 

rectangular cross sections j~ can be written as 

!~ = 4890_!,- Hz 
L-

(6.3) 

w ith t and L in meters . This freq uency is independent of the cantilever width due to the linear 

dependence on width of both the spring constant and mass. 

Tn order to sense the deflection of the beam, we would like to know the strain produced by a 

given force , generally a uniform force. A static deflection produced by a uniform force results in 

a uniax ia l stra in field in the beam, 

(6.4) 
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where xis the distance from the beam base and z is the distance from the center of the beam in the 

plane of the bending. The maximum strain occurs at the center of both ends of the beam, with 

F0 L 16t 
c max = - - -, = --, u( L/ 2) 

2Ewr L-
(6.5) 

is the maximum strain produced by a force F0 corresponding to a deflection of the center of the 

beam of u(L/2). Dynamic response of the beam at frequency f is given by its complex force-to­

deflection transfer function, 

(6.6) 

where fo is the resonant frequency and Q is the quality factor of the beam. 

6.3.2. Piezoelectric and Piezoresistive Effect of Ga(AI}As 

Mechanisms that are responsible for an electronic response to strain 111 GaAs are the 

defom1ation potential and the piezoelectric effect. The forrner usually gives a resistance change to 

a strained material , whereas the latter may cause an electrical potential change in addition to 

resistance change. 

The deformation potential is the change in semiconductor band energy in response to a 

compressed or expanded unit crystal cell. For the conduction band in GaAs this change dE, is 

given by [73], 

(6.7) 

Here a is the hydrostatic defom1ation potential with a value between - 7 to - 9 eV. This wi ll yield 

a resistance change in a uniformly material. For 2DEG, the conduction band of the strained 

region is shifted and electrons w ill flow into or out this region to balance the chemical potential , 

effectively producing an e lectrical potential gradient that might ga tes the electrons and cause 

additional resistance change. 

Piezoelec tric effect is found in crystals lacking a center of inversion symmetry in which a 

strain or deformation can induce an e lectronic polarization. GaAs is considered as one of the 

weaker piezoelectric materials, having piezoelectric constants of similar magnitude to that of 
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quartz and about I 00 times smaller than that found in good piezoelectrics like the ceramic PZT. 

Nevertheless, comparing to Si based semiconductors that have inversion symmetry, GaAs is a 

better choice. 

The anisotropic nature of crystals complicates the description of piezoelectric properties in 

the sense that a stress in one direction, whether shear or uniaxial, may cause the polarization in 

any given direct ion. Thus, a piezoelectric tensor is required to relate each polarization component 

to the stress tensor. Phenomenologically, this can be described by 

J 6 

~ - I > ·.k Ek + :Ld, .. p p' (6.8) 
k-1 p-1 

where P, is the component of polarization in the i = (x, y, z) direction, c;k are dielectric 

constants of the crystal. a
1

k represents the components of the stress tensor and d ip represents the 

components of the piezoelectric tensor for GaAs. Two types of piezoelectric effect can be 

distinguished: (a) The longitudinal effect is expressed by d
11

• The charge is generated at the same 

surfaces on which the stress is applied. (b) For the transverse effect, du with j = 1 .. 3 and i *- j are 

the piezoelectric constants for a charge produced on the surfaces nom1al to e, caused by a stress 

paral lel to e1 . Tf the crystal has the surface A, and A1 nom1al to e, and e1, respectively, the charge Q, 

A 
caused by a force F; is expressed as Q, =--:-d,J'~ . Note that the sensitivity of the force can be 

I 
s 
' 

enhanced by the geometry A, I A
1

. (c) The piezoelectric shear effect is denoted by the 

piezoelectric constant diJ with j - 3, 4, 5, 6. For ( I 00) oriented AlxGa1.,As, the nonzero 

piezoelectric constants are d14 - d25 = d36 - ( - 2.69 - 1.13x) x I 0 12 C/N .[74] Since in this 

orientations only shear effect appears, other orientations of the crystal have to be used for the 

longitudinal and transverse effect. The piezoelectric matrix d,P for (I 00) orientated material w ith 

a rotation around the e1 axis is, l75 J 

d <'OO) = d,. ( ~ 
bl - bl <52 0 

2~, ] 0 0 0 <52 (6.9) 

0 0 0 - 261 <52 
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with 51 = cos cp sin cp, 52 = cos2 cp - sin 2 cp . The maximum sensitivity of the transverse effect is 

achieved with cp = 45" . The advantage of this configuration is that a stress applied in the e 1 axis is 

not affected by a possible shear due to a nonidea l mounting. Additionally this is easy to 

100 

1 10 

Fig. 6.2 System of coordinates used in ( I 00) oriented GaAs. 

reproduce, since its faces are parallel to the natural cleavage planes of GaAs which are the { 11 0} 

planes. Ga/\s integrated circuits are usually realized on ( I 00) oriented substrates. 

To quantitatively predict the magnitude of the e lectronic response in a two-dimensional 

electron gas due to the piezoelectric effect in a deflected beam, we need to know the stress 

distribution and then derive the bound charge. For beams with symmetric cross section, there 

exist a neutra l line running in the center of 

the beam where there is zero strain. The 

VO lume below (above) this line IS (a) 
compressed (expanded), giving opposite 

po larization coupled through d12 term, as 

shown in Fig. 6.3. The induced bound 

charge distribution given by p , = n. p at 

interface and p 11 = - \1 · P in the bulk. For 

a beam consisting of more than one 

material , such as the heterostructure we 

used, bound charge induced at every 

(b) 

Fig. 6.3 (a) Strain distribution in a bending 

beam. Dashed line IS neutTal plane. (b) 

Polarization and charge distribution on the 

beam. 

interface. All these charges act on the 2DEG as an effect ive gate and deplete or increase the 

2DEG carrier density. 
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Fig. 6.4. (a) Experimental data from decoupled metallic wire in Seyler et a/. [80] The peaks 

corresponding to multiple inelastic phonon emissions. (b) Suspended GaAs wires in Potts et a/. 

[81] 

6.4. Electron-Confined Phonon Interaction 

6.4.1. Free-Standing Wires 

In ensemble of nanoscale metallic particles, confined phonons have been shown to drastically 

in-fluence the electronic band structure.[76] In free-standing patterned nanostructures, the 

disconnection from the bulk substrate offers the possibi lity to study the influence of wel l-defined 

ballistic phonons wi thout thermal excitation from the environment. This was first proposed by 

Kelly [77] and later examined in nanoscale free-standing metallic wires by Lee et a/. [78] and 

Smith et al.l79J. At 20mK, the dominant phonon wavelength Aph is of the order of 5 J.lm and 

exceeds the nanostructure ' s dimensions. Since only certain phonon modes are a llowed to 

transport in the nanowire, resonant emission and absorption of phonons shou ld be expected. 

As a matter of fact , acoustic waveguide modes coupling wi th electrons were observed a 

decade ago by Seyler and Wyboumel80]. An array of metallic lines with width varying from 

30nm to 90nm were deposited on silicon substrate. The dynamic resistance of the films was 

measured as a function of source drain potential drop. They discovered resonance structure on the 

order of 1 o·4R0.(Fig. 6.4a). 
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MBE grown sing le crysta lline semiconductors seem to be more appealing to observe s ingle 

phonon mode. Potts et a/. [8 1] successfully fabricated an array of free standing doped GaAs 

wires. (Fig. 6.4b ). The cross section is triangular with 0.4f..lm w idth. The conduction channel had 

an overall diameter of O. l2 f..lm. They did not find the resonance. 

6.4.2. Suspended Quantum Dots 

In a recent experiment, Fuj isawa et a /. l82] employed tunable two-level system provided by a 

coupled quantum dot device to investigate the ir inte raction w ith the bosonic environment, 

presumably dominant by phonons. Besides e lastic resonance tunneling between dots, they also 

observed extended inelastic spectrum and attributed it to a phonon ass isted tunneling process. The 

conclusion is not convinc ing because the coupled quantum dots are fab ricated from embedded 

normal 2DEG system. There is no direct evidence to assume the phonon energy is constra ined in 

a certa in range. By using suspended quantum dots, we are able to obta in discrete phonon energy 

band and will provide unambiguous demonstration of phonon emission spectrum if realized. 
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Fig. 6.5 Conductance spectrum through a 

coupled quantum dots device performed by 

Fujisawa et al. [82] The inelastic pan may 

originate from phonon emission. 

6.5. Fabrication of Self-Sensitive Suspended 2DEG Beams 

Samples were cleaved from a 2-ineh wa fer along { I 10} pre ference crystal planes. To obtain 

high yie ld, careful cleaning of sample surface is very important. The samples were fi rst cleaned 

fo llowing a standard procedue of 15 minutes bo iling consecutive ly in hot trichloroethylene(TCE), 

hot acetone, hot methanol. These steps remove most of the organic contaminations. Then the 

sample were dipped into IPA:H20 m ixture to remove meta l particles, rinsed in IPA and blown 
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dry. A 5- I 0 minutes ozone stripping was usually followed to completely vaporize some tough 

organic residues on the sample. But meanwhile an unwanted oxide layer formed on the sample 

and had to be removed by dipping into diluted HCl ( 1: I 0) for I 0 seconds. The latter has been 

proved essential to obtain a re liable etching rate in the following. 

Ohmic contact to the sub-surface 2DEG are formed by annealing thermally evaporated 

Au(800 A)Ni(200 A)Ge(430 A) metallic contacts at 450°C. The contacts were deposited by a 

combination of s tandard photolithography and liftoff technique. After confirming the fonnation 

of ohmic contacts using probe station both at room temperature and liquid N2 temperature, thick 

layer of PMMA is spun on the chip, followed by a single electron-beam lithography step to 

expose trenches in PMMA that isolate the beam from its s ide gates. PMMA was then employed 

as a direct mask against a low voltage ECR electron cyclotron reactor (ECR) etch perfom1ed to 

further etch the trenches to the sacrificial layer. To minimize the damage to the 2DEG from dry 

etching, s ignificant efforts have been expended to optimize the etching process. After 

experimenting with numerous plasma mixtures, a C 12/He plasma was chosen because of its 

excellent etching characteristics such as smooth surface morphology and vertical sidewall. A 

stable etching speed at 35A/s is obtained under conditions of less than I 50V self-bias (20W 

constant RF power), Cl2 and He flow rate ratio I :9, 3 mTorr pressure, and 300W microwave 

power. 

To avoid structure collapsing caused by large undercut area, shallow etching is desirable for 

mesa isolation. This was achieved by another PMMA masked ECR etching procedure. The 

electron beam lithography pattern was aligned to the former layer by the alignment mask etched 

in the fonner fabrication step. 30 nm to 60 nm etching from the surface is enough to ful ly 

electrically isolate the beam and its in-plane gates. 

After stripping off the PMMA, final structure relief is achieved by removing the sacrificial 

layer beneath the beams with diluted HF ( I : I 0). To prevent mechanical structure from sticking to 

the underlying substrate, critical point drying is usually followed to dry the sample. 
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Chapter 7. Mesoscopic Physics in Freely-Suspended 

2DEGs 

7.1. Suspended Quantum Wires 

As mentioned earlier, HEMT (high e lectron mobi lity transistor) heterostructures are highly 

vulnerable to damage created during the fabrication process. All high mobility, two-dimensional 

gas systems investigated so far are well buffered fTOm the substrate, from the bottom side, by 

careful designed MBE growth layers. By contrast, from the top surface the electron gas is buried 

under just a few thin layers. In our case, after structural relief, another free surface at the bottom 

of the heterostructure layers becomes exposed to vacuum. This inevitably introduces additional 

scatterers to the electron gas, which is generally only 60 nm away. One of the nanofabrication 

goals is to achieve nearly vertical walls; to achieve this, plasma etching must be performed 

instead of wet etching. The damage from dry etching processes can be disastrous for HEMT 

structures. As a matter of fact, before the optimization of our fabrication process, all the patterned 

electron gas channels become non-conducting after suspension. Unambiguous characterization 

methods are required in order to characterize the 2-dimensional electron gase after patterning. 

The suspended 2DEG itself represents a coupled electron-phonon system in which both the 

e lectrons and the phonons are subject to reduced dimensionality. Hence these structures enable 
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entering a new regime of mesoscopic physics. fn this chapter, we will describe our measurements 

on suspended Hall bars and compare the results with an more convenetional, unsuspended two­

dimensional e lectron gas systems. A high mobility electron gas exhibiting ballistic transport 

behavior on the device scale has been demonstrated . Universal conductance fluctuat ions in 

suspended wires will be discussed in the last section. 

7.1.1. Fabrication of Suspended Hall Bars 

The heterostructure, with wafer id. 03-25-97. 1 was grown by our collaborator, Wegscheider 

group, in Germany. The layer structure and band diagram have been discussed in Chap. 6. The 

initial mobility and density a re 4.0 x I 05 cm2Ns, 2.64 x I 05 cm2Ns, respectively. After 

illumination, we measured a density of 1.26 x I 012 cm·2 and mobility of 5. 1 x I 05 cm2Ns. The 

estimated second subband filling of quantum well is n - 2 x I 0 12cm·2 (courtesy to JPE). 

Therefore, even after illumination, the Fem1i level remains in the lowest subband. 

The processing begins by AuNiGe Ohmic contact deposition followed by annealing in a 

forming gas at 430°C. Good contact to the subsurface 2DEG is confirmed both at room 

temperature and liquid Nitrogen temperature (on cold copper block) by probe station. Then 

CrAuTi layers are evaporated to form bond pads coving Ohmic contacts and leading to the center 

of the chip. Ti is used as a protection layer [or dry etching. All subsequent electron beam 

lithography steps are aligned to these layers since they generally have better contrast under SEM 

than Ohmic contacts. I 00 nm thick Ti layer with Hall bar shape is patterned afterward by electron 

beam lithography and lift-off. Two kinds of dry etching techniques are performed in these 

experiments: chlorine assisted ion beam etching and C l2/He electron cyclotron reactor etching. 

Both methods yield a vertical sidewall but the latter is proved later to have minimum damage to 

the electron gas. A final I 0-15 seconds diluted HF etch releases the three-dimensional structure 

and removes Ti masking layer. The suspended structure obviously prohibits us blowing the 

sample dry. To gain a high yield, a C02 critical point drying is preferred. 
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Fig. 7.1 Aerial v1ew of the device, 
showing the clear undercut. This 

specific sample has two hall bars that 

are 0.7flm and 0.5flm (left one 

partially visible) wide and 5flm long. 

The Hall bars we investigated have widths varying systematically between 0 .5 and I flm. A 

typical freely standing 2DEG device is shown in Fig. 7.1. A clear undercut is seen beneath the 

Hall bar. In contrast to the usual Hall bar having a wide 2DEG region and small voltage probes, 

the Hall bars in our design have almost simi lar fairly small width in current and voltage leads 

(less than I f..!m) . To fully undercut larger size membranes, the leads that supporting the structure 

are undercut as well , causing the whole structure to collapse. Since more than ten squares of 

2DEG are measured, the influence of non-ideal Hall bars is considerably reduced. 

7.1.2. High Field Measurement Results 

Without illumination, the samples show inconsistent conductivity at low temperature and the 

carrier density is exceptionally low, possibly due to depletion. The Hall bars are in general not 

electrically symmetric. After brief illumination wi th a light-emitting diode, we can maintain a 

stable electron concentration on the sample in months ' period. Fig. 7.2a displays longitudinal 

magnetoresistance of a family suspended Hall bars wi th lithography width 0 .5flm, 0.7 flm and 0 .9 

flm respectively. Clear Shubnikov-de Hass (SdH) oscillations are observed in high field region. In 

the low field region, a broad peak centered around zero field appears due to localization effect. 

For the 0 .5 flm wide sample, an additional dip structure shows up for fie ld below 2000 Gauss; this 

have its origin in boundary scattering of the quantum wire. The e lectron density is obtained 

through the standard relation, L\(1 I B) = 2e I hn,' ns - 6.8, 6.5, and 6.6 X I 0 11 cm"2 

correspondingly. Quantum Hall e ffect is also evident in Fig. 7.2b, where a linear fitting in the low 

field regime can also directly y ield electron density given that R11 = H/n5e, where H is the 

external field . The value of ns is 6.7 x 1011 cm·2 for 0.5J.-1m wide Hall bar and 7 .2 x 1011 cm·2 for 

0. 7 J--Im and 0. 9 J--Im Hall bars, all consistent with the longitudinal measurement result. 
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Fig. 7.2 (a) Longitudinal magnetoresistance R(B) for Hall bar with three Hall bars with 0.5flm, 

0.7flm and 0.9flm lithography widths. (b) Hall effect of corresponding Hall bars. Quantum Hall 

effect is evident at high field. 

However, mobil ities of the suspended Hall bars are difficult to obtain considering the fact that 

the actual e lectrical width of the channel is unknown and may be affected by etch conditions. 

Fortunately, the electrical width can be inferred from the boundary scattering peak, shown in the 

longitudinal resistance trace as a hump representing the fact that the scattering of electrons from 

the channel sidewalls usua lly has a non-specular, or diffusive, component. l83] This results in a 

magnetoresistive peak centered at a characteristic fi eld 8 '""' = 0 .55nk F I e W , where k F is 

Fermi wavevector whose value can be calculated from the electron densi ty and W is the electrical 

w idth ofthe channel. (We shall di scuss this in more detail in Sect. 7 .1.3) This express ion shows 

that B max is larger for narrower channe ls. Having extracted the correct va lue for W, we can then 

obtain mobility f rom R . = (n ep f 1 L / W w here we use the minimum value for R (If) w here n 1 D 

the boundary scattering phenomena have died off but Shubnikov de Haas phenomena have not 

yet commenced. Values for a representative sampling of chips are summarized in Table 7 .1. The 

Table 7.1 Carrier densities, electrical channel widths, and mobilities for a family of suspended 
Hall bars. 

Litho width E lectrical width n,(SdH) n,(Ha ll) 1-l 
~m ~m 10 1 1 cm·~ 1011 cm·= (cm 2Ns) pm 

0.50 0.20 6.8 6.7 110,000 1.5 

0.70 6.5 7.2 169,000 2.2 

0.90 6.6 7.2 137,000 1.8 
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channel depletion for 0.5 ~m wire is estimated to be 300 nm. 

7.1.3. Evidences of Ballistic Electron Transport in Sus2DEG Wires 

The electron mean free paths deduced from our measured electron densities and mobilities 

vary from 1.5~m to 2.2~m, exceeding the Hall bar width and but less than the Hall bar length. 

This falls into quasi-ballistic electron transport region, where the electrical properties of a 

semiconductor sample can show large deviations from the classically expected properties. This 

section concentrates on the magnetoresistance effects demonstrated in our fabricated high­

mobility 2DEG system, involving four kinds of phenomena: diffusive boundary scattering, last 

Hall plateau, negative transfer resistance, and universal conductance fluctuation. 

7.1.3.1. Diffusive Boundary Scattering 

In a quasi-ballistic submicron wire, the majority of electrons wi ll be scattered by the 

boundaries before they suffer an elastic collision within the wire. If the boundary scattering is 

specular, the longitudinal momentum of the electron is conserved. The conductance of a wire of 

length Land width W can then be expressed as G = neJ1W I L where pis the mobility measured 

in a wide sample and is the sheet density. If some fraction of the boundary scattering is diffusive, 

however, the extra scattering will lead to a smaller effective mobility, J.le rr and a corresponding 

reduction in the conductance. The effect of diffusive boundary scattering on the weak localization 

(quantum interference) corrections was considered in [84]. 

By applying a perpendicular magnetic field, the contribution that boundary scattering makes 

to the total resistivity of a narrow wire can be varied. At low fields , the resistivity is initially 

increased but can be reduced to the bulk va lue by a suffic iently large magnetic field. The reasons 

for this behavior are illustrated in Fig. 7.3. At zero and very small magnetic fields (Fig. 7.3a), the 

electrons with a large component of momentum parallel to the wire interact infrequently with the 

edges and can contribute significantly to the conductivity. However, as the field is increased, 

these electrons are forced to collide with the edges (Fig. 7.3b) and the extra diffuse scattering will 

increase the resistivity. The low-field positive magnetoresistance saturates and a maximum in the 

resistance occurs at a magnetic field, Bmax. such that WILe = 0.55 where Lc = nkF I eBmax is the 

cyclotron radius at this field. This value for the ratio WILe is derived from a calculation based on 

classical electron trajectories[85] but a fully quantum mechanical calculation gives a very similar 
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result [86]. At still higher fields the cyclotron diameter will be smaller than the wire width and the 

electrons will be confined to the edges (Fig. 7.3b ). At this stage diffuse backscattering is 

suppressed over distances of order /0 and we recover the bulk resistivity Po· 

The magnetoresistance of a 0.51-lm wide suspended quantum wire is shown in Fig. 7.2a. 

Above about IT, the data is practically identical to that from a wide sample of the same material. 

Below 1 T, the increased resistance indicates the localization effect. The peak around 0.28 T is 

also clearly observed. We already showed in Sect. 7. 1.2 that the electrical width of the wire cou ld 

be deduced from this peak position. 

A 

B 

c 

Fig. 7.3 (a) At low magnetic fields the 

electron trajectories are forced to interact 

with the edges, increasing the degree of 

backscattering. (b) At fields B = Bmax the 

backscattering is maximized and !lcrr is 

reduced to its lowest value. (c) For fields 

such that 2rr < W the backscattering is 

suppressed and 1-'ef! ~ flo . 

7.1.3.2. Last Hall Plateau and Negative Transfer Resistance 

These two phenomena are related classical behavior of electron transport in microjunctions. 

Fig. 7.4 shows the typical weak magnetic fie ld behavior of the Hall resistance and the transfer 

resistance. The Hall res istance is quenched below its class ical expected value for magnetic fields 

/ B /< Bmax , and then rises to a plateau. These phenomena occur well before the onset of the 

quantum Hall plateaux and some cases the quenching is so strong that the Hall resistance is 

negative around zero magnetic field . [73 , 87, 88]. We observed similar behavior in our suspended 

structure as shown in Fig. 7.2b. 
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The transfer resistance in a cross-shaped junction is negative for zero magnetic field under 

quasiballistic conditions. Application of a magnetic fie ld perpendicular to the plane in which the 

current flows makes the transfer resistance increase, and pos itive peaks are typically observed at 

B = ±Bm•x. For comparison, we present our result of typical transfer resistance measurement in 

(a} 

(b) 
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Fig. 7.4 Typical weak magnetic-field behav­

ior of the Hall resistance RH and the tTansfer 

resistance R8 at a quasi-ballistic j unct ion: 

(a) Basic structure and measurement con­

figuration; (b) Hall resistance behavior, wi th 

the classically expected linear behavior 

shown by the dashed line; (c) transfer resis­

tance behavior, with the positive value ex­

pected for a macroscopic sample shown by 

the dashed line. 

Fig. 7.5 Transfer resistance at 

one single junction and at two 

j unctions. 

~M cy cz 
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Field (T) 
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Fig. 7.5. 

The theoretical effort to explain these phenomena involves a semiclassical billiard-ball 

model[89] as we employed in Appendix B. Ballistic electron can be regarded as hard balls 

bouncing back and forth between the wire boundaries. When an e lectron is injected into the Hall 

junction, the magnetic field tried to guide it to the exit at one of the voltage probe. But on most 

occasions, before it reaches that exit, it is bounced back into the opposite probe. The "rebound" 

trajectories depicted in Fig. 7 .6a contribute a lot in balancing nom1al Hall voltage and form the 

" last Hall plateau". Similarly, in weak magnetic field , flaring at the end of the wire focuses the 

classical electron trajectories thereby enhancing the probability of forward transmission. In 

contrary to diffusive transport, the voltage is accumulated at the opposite probe and gives a 

negative transfer resistance. 

Note that in Fig. 7.5 we also perfonned an "offset" transfer resistance measurement, in which 

case the current is flown in one junction while the voltage accumulation is measured on a remote 

j unction. If the mean free path is longer than the junction-center distance, we should also expect a 

negative magnetoresistance. However, we observe a normal , diffuse-like positive peak at zero 

field in this case. The size of this cross junction is 0.9 flm and the distance between these two 

junctions is 4f1m. We confirm fTom transfer resistance measurement that the e lectron mean fTee 

path is indeed between 0.9flm and 4flm. 

Fig. 7.6 Examples of electron trajectories giving ri se to the various magnetoresistance anomalies. 
(a) Rebound. (b) Collimating. 
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7.1.3.3. Universal Conductance Fluctuation 

By ramping the magnetic field in smaller steps, we observed striking aperiodic resistance 

fluctuations in the low field region just before SdH osci llations start to develop. Fig. 7. 7 shows 

magnetoresistance curves for a family of suspended quantum wires from 0.35 11m wide to 0.70 

11m wide. Resistance fluctuations have been observed in narrow wires fabricated in metal 

films[90 , 91), GaAs/AIGaAs heterostructures[92, 93], and Si MOSFETl84, 94]. The fluctuations 

are a consequence of variations in the interference pattern of the various electron paths when the 

magnetic field is changed. In a two-probe configuration at T - 0 K, the amplitude of the 

fluctuations in the conductance G ( = I IR ) of a diffuse system is of the order eJ/h. These 

conductance fluctuations are called universal conductance fluctuations because their size is 

3000 

~ 2000 
~ 

Fig. 7.7 Magnetoresistance curves for suspended 

quantum wires ranging from 0.35 11m to 0.70 11m 

wide. Data was taken at 4.2K. 
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Fig. 7.8 Fluctuating part of magnctorcsistance after 

substracting the background. 
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independent of the materia l and geometrical properties .[95] At higher temperatures, the 

fluctuations are a function of the phase coherence length 1¢ = ~Dr¢, the thennal diffusion leng th 

IT= ~!W I k8 T and the sample size L:[96] 

3 , [ , l-1/2 oR =N.a.J6 e2(1¢)- 1+__2_(!t_)-
R2 ' h L 2Jr I T 

(7. 1) 

This expla ins the reduction of fluctuations as the w ire width is increased. The fluctuation part of 

the magnetoresistance curves L1R(B) is obta ined by subtracting the background res istance from 

the measured data. Results for M(B) of 0.35 j..lm wide wire are shown in Fig . 7.8. A repeated 

measurement after one them1al cycle is a lso plotted and a different res istance pattern is displayed. 

The fluctuations are on the order of h/e2
, which means that the phase coherence length I is on the 

order of the channe l e lectrical width O. l 5j..tm. 

The magnitude of the fluctuatio ns decays in wider suspended wires, indicating that electrical 

width of the conducting wire exceeds the phase coherence length and the fluctuations tend to be 

averaged out. 

To ana lyze the experimenta l data, it is useful to calculate the magnetic fi eld sh ifted 

autocorre lation function of the resistance fluctuations F(!!.B ): 

F (!!.B ) = ( fj,R ( B) X !!.R ( 8 + 1!.8)) , (7 .2) 

w here ( ) means an average o ver the magnetic fie ld range. The autocorre lation function 

corresponding to the data shown in Fig . 7.8 is plotted in Fig . 7.9. A kink structure is visible at 500 
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Fig. 7.9 Conductance fluctuations autocorrelation function fo r suspended 2DEG. 
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Gauss. For UCF, the correlation function should monotonically decay with field. One possible 

origin may come from the discrete acoustic phonon mode for suspended beams. 

7.2. Suspended Quantum Dots: Fabrication and Preliminary Results 

We have successfully fabricated suspended quantum dots and obtained preliminary results 

from these dots. Two kinds of dot geometry are employed as shown in Fig. 7. 1 0. For suspended 

structure, in-plane gates are pre ferred over top split gates, not only because the fabrication of 

metallic top split gates involves many more tricky steps, but also minimal mechanical 

perturbation is achieved by isolated in-plane gates. In geometry I, four isolated 2DEG area serve 

as in-plane gates and can be tuned independently. G I works with G2 and G4 to pinch down the 

conducting channels leading from the dot to the source and dra in. The plunger gate G3 is 

capac itively coupled to the dots and enables direct tuning of the electrical states in the dot. The 

geometry II , having only two gates, offers a simpler device des ign. G I is used to pinch and isolate 

the quantum dot. G2 is the plunger gate. The yield of devices with Geometry II is higher but 

Geometry I devices are capable of providing a better control of the tunneling rate of quantum dot 

to the source and drain. 

(a) (b) 

Fig. 7. 10 Two classes of suspended quantum dots we have fabricated. A puddle of electrons are 

confined in the center islands. 

The fabrication of suspended quantum dots is s imilar to the recipe we used fo r resonators 

with in-plane gates. To avoid the collapse of the gates (they are actually cantilevers), the deep 

EC R etching to the sacrificia l layer is executed first. Then a well-calibrated shallow wet etching 

or EC R etching process is followed to remove the top 60nm ofGaAs/AIGaAs. After the structure 

release, only the area around the quantum dot (51-!m x 51-!m) is undercut. 
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For the devices we show in Fig. 7. 1 0, the dots have a lithography size of about 300nm x 

400nm. The design has account for the larger depletion depth in suspended structure than 

ordinary 2DEG structure. After deducting the depletion region, the dots have a diameter of about 

I OOnm and contain about 120 electrons. As a matter of fact, channels that lead to the dot are 

already depleted after suspension. In order to fonn an isolated island by tunnel barriers of 

comparable size, we applied positive voltages to pinch gates to open the channel to obtain the 

same conductivity in both contacts. Typical pinch curves for gates G I , G2 and G3 are shown in 

the insets of Fig. 7 . I I . Then the conductivity through the is land is measured as a function of the 

gate voltage applied to plunger gate . ( for example G3 in geometry I devices). Fig. 7 . I I shows the 

measured conductivi ty as a function of the plunger gate voltage at 4.2K. Even at this elevated 

temperature, Columb blockade oscillations are still evident. The period of the oscillation in gate 

voltage is about 400 mY, which is exceptionally large comparing to ordinary split-gated quantum 

dots.(typically 2 mY) This can be rationalized by the improved 3-D confinement for the 

suspended quantum dot and the much smaller dot-gate capacitance of the in-plane gates. The air 

gap between gates and dot has a dielectric constant as low as I and could reduce the dot-gate 
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capacitance by a factor of 13 for GaAs. 

This unique property of suspended quantum dot is actually very valuable in our proposed 

experiment to study phonon spectrum in coupled quantum dots. The energy resolution will be 

improved by a factor of 200 due to elongated horizontal axis. 

The high sensitivity of the isolated dot also enables us to study the behavior of a single defect 

sitting on the dot. Fig. 7. 12 shows the conductance of a quantum dot reflecting a discharging 

event of a defect. 

Experiments are in progress to perform the measurement at dilution refrigerator temperature 

by employing improved materials. 
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Fig. 7. 12. Shot noise from 
a single defect sining on 

the suspended quantum 

dot. 
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Chapter 8. Integrated 2DEG-Based Strain Sensors for 

NEMS Displacement Detection 

8.1. Characterization of Mechanical-Electrical Response by AFM 

Pushing 

In the previous chapter, we have fully characterized 2DEGs within freely-suspended Hall 

bars and have shown that considerably high electrical mobility can be maintained. Before the 

benefits of suspended 2DEGs can be fully explo ited in NEMS, their mechanical behavior must 

also be properly quantified. Below we descr ibe use very stiff AFM tips to bend doubly-clamped 

beams fabrica ted from 2DEG heterostructures described previously, whi le we simultaneously 

record the resistance of the beam. The coupled mechanical-electrical response can be 

characterized by the resistance change induced by the static deflection. 
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Fig. 8. 1 (a) Schematic v1ew of the test setup. (b) AFM tip displacement and 2DEG beam 

resistance variance with repeated cycle of - 0.5 s. 

The experimental setup is shown in Fig. 8. 1 a. Two battery sets a re used to supply a constant 

voltage across the series combination of two I 0 MO ballast resistors and the device. This 

provides a constant de bias current across the sample. The resistance variance due to the applied 

strain is reflected by a voltage waveform in the osci lloscope. After the beam was imaged by 

tapping-mode AFM, the AFM tip was positioned above the center of the beam and the AFM was 

switched to the force mode. The AFM tip was programmed to push and bend the sample 

downward in the linear response region. Then the tip was retracted at the same speed as it was 

pushed. The pushing-retracing cycle was repeated in a pattern represented by the lower trace in 

Fig. 8.1 b. The AFM tips used in these experiments are Si tips having spring constant larger than 

40 N/m, s ig nificantly larger than the calculated spring constant of the beam ( - 0.25 N/m). 

Therefore, the de flection of the tip can be ignored and we can use the displacement of the 

piezotube to represent the travel distance of tip. The piezotube voltage was used as the triggering 

source for sampling and averaging. 

The samples probed in this experiment are doubly c lamped beams having dimensions I 0 ~-tm 

x 0.5 j..lm x 0.1 j..lm. The fabrication is similar to the suspended Ha ll bar as we discussed before. A 

picture of a sample containing a pair of doubly c lamped beams is shown in Fig. 8.2 . 

11 7 



Fig. 8. 1 b shows the trip displacement and 

sample resistance evolution during repeated 

measurement cycle. The maximum tip travel 

distance is 120 nm (lower trace) . The resistance 

of the sample decreases whenever the beam is 

bent down and recovered as the beam is released. 

The magnitude of the resistance change is about 

600 Ohms. Therefore the mechanical-electrical 

response of the 2DEG beam is deduced to be 

about 5x I 09 Q /m or 5 Q/nm. It is notable that the 

Fig. 8.2 A pair of doubly-clamped beams 
containing 2DEG for AFM pushing 

experiments. 

mechanical defonnation and electrical resistance response are both reversible after many cycles. 

The drifting of the s ignal mainly comes from the lateral uncontrolled motion of the AFM tip. 

Fig. 8.3 (a) SEM image of a doubly clamped beam. The in-plane gates are fonned by the 2DEG. 

(b) Sketch of measurement setup. A constant de bias current (I b) is sent through a big rf-choke 

(- mll) before reaching the beam. Gate drive voltage consists of both de and rf components: 

V~ = v;o> + uge""' . The induced signal can be expressed as V = V co> + u e'c(()l+rp>, where the de 

voltage potential V co> = f h R dc is blocked by a capacitor C and the osci llating component is 

amplified at both liquid helium and room temperature. 
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8.2. Dynamic Response Measurement 

8.2.1. Experiment Setup 

A typical device is shown in Fig. 8.3. The beams are 0.5f.lm wide and 6f.lm long, having a 

calculated spring constant of 0.25 N/m. When cooled to liquid helium temperature, their two­

tem1inal resistance is about I 00 kQ. After illumination, this drops to about 5 kQ. The electrical 

width of the beam is about 0.3 J.lm with ~ = 170 n. 

In nanoelectromechanical (NEMS) system, both the induction and the detection of motion 

pose important challenges. In our devices, the actuation is relatively trivial and very effective. 

The rf-drive is supplied directly to one of the side gates, which is large area of 2DEG connected 

to the output of network analyzer through alloyed Ohmic contact. Since the gate-beam separation 

can be as narrow as I 00 nanometers, a small driving amplitude proves sufficient. In this paper, all 

the trenches have a constant width of 0.5f.lm. The devices are first measured at 4.2 K in vacuum. 

A constant de sensing current ranging from 0 to 26f.lA is supplied to the vibrating beam through a 

I OmH rf-choke, whose value is chosen big enough to avoid loss of the small s ignal that is 

induced. The oscillatory signal is picked up by a low temperature amplifier placed in close 

proximity to the device, whose output is led out of the cryostat through a coaxial cable. Before 

connecting the s ignal to the input of network ana lyzer, a room temperature amplifier may be used 

to improve signal to noise ratio. The combined amplifiers have a voltage gain of about 200 in the 

frequency range of these experiments. 

8.2.2. Observation of Mechanical Resonance 

We observed very strong vibration signal around the first mechan ical resonance. The magni­

tude response curves at various driving amplitudes are shown in Fig. 8.4a. Calculations confirm 

this resonance corresponds to the first out-of-plane vibrational mode. When the drive amplitude is 

increased above 45m V, the response curve becomes nonlinear and assumes an asymmetric 

Lorentzian shape. In the linear response region, the amplitude at resonance is proportional to the 

ac gate voltage amplitude. 
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Fig. 8.4 (a) Voltage drop across the beam as it is driven to its lowest mechanical resonance with 

increasing drive amplitudes. The de bias current is fixed at 5~lA. Inset: The peak va lue of 

amplitude response as a function of driving amplitude in the linear regime. (b) Magnitude 

response curve at various de bias current. Inset: The signal amplitude at resonance with sensing 

current increase from -26 f..lA to 26 f..lA . 

To c larify the origin of the observed signal, we fixed the drive at I 0 mY and then varied the 

de bias current from -26f..lA to 0 then to 26 f..lA. The response amplitude vs drive amplitude at 

resonance is presented in Fig. 2b. Two features are evident from this data . First, at the highest 

currents close to 20 f..lA , the signal becomes saturated for two reasons: (a) Joule-heating of the 
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small beam, and (b), saturation of the drift velocity at such high applied electrical field 

( - 15k V /m). Second, at intermediate current, the signal strength at resonance is proportional to the 

de bias current, as indicated in the inset of Fig. 8.4b. In addition, when we reverse the current 

direction, we also find that the induced signal changes its sign ( 180 degree phase change). 

Therefore we conclude that the dominant contribution to the observed signal is a change of 

resistance due to beam vibration . This appears to originate from both piezoresistive effect of bulk 

GaAs and transverse piezoelectric charge gating of 2DEG. Note that a small signal is observed 

even for zero current bias. From the s lope of the linear part in the inset of Fig. 8.4b, a nominal 

drive of I Om V induces a resistance change of about I On in the device. 

We now estimate the sensitivity of this technique. By looking at the critical amplitude at the 

onset of nonlinearity, we can detem1ine the amplitude of vibration of the resonating beam. This 

critical displacement amplitude depends only on the geometry of the beam, and is approximately 

given as [97 J 

2h 
x, - ~~r=o .=5Q=(=l -====v2=) ' 

(8. 1) 

where h is the thickness of the beam in the vibration direction, and v is the Poisson 's ratio for 

GaAs. Plugging in measured va lues of Q = 2600 and v = 0.31 , we obtain X c = 6 nm, which is 

attained at a drive level of about 45mV. The minimum resolvable s ignal is achieved at 0.1 mY 

drive and about 5 f..!A sensing current. Hence, at the highest possible current of 20 f..!A , we can 

detect a resonance at x 0/450/4 - 0.03A, or 3 x I o·1A/.JHz, which is consistent with our estimate 

based on Johnson noise from beam resistance at 4.2K. The corresponding force sensitivity is 

75fN/.JHz, comparable with previous schemes to detect small NEMS resonators by optical 

inteiferometry [98] and the magnetomotive method [99]. The required force to drive the beam to 

non-linearity threshold is 1.5nN. The displacement resolution can be improved by using 2DEG 

heterostructures with even higher mobility, or by operating at - I 00 mK with a state-of-the-art 

low temperature preamplifier. 
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8.2.3. Actuation Mechanism of In-plane Gated 2DEG Beam 

Note that in Fig. 8.4 a ll the driving force we applied corresponds to an applied a .c . gate 

voltage. We did not find any s ignificant change of resonant frequency or magnitude with de bias 

on the gate. This is indicative of a coupling mechanism different from electrostatic force between 

the gates and the beam. Electrostatic force is proportional to the product of de and ac components 

of gate potential so that the response should directly scale w ith the de gate voltage [ I 00). This 

assumes a direct Coulomb interaction between coupling plates. In our in-plane gate configuration, 

the net charge on the beam is C(v;o> + vf! e "<){ ) . The capacitance between coplanar 2DEG areas 

has an estimated value of 18 aF I IJ.m,[ I 0 I ) which is very small compared to parallel plates. With a 

nominal I V de gate voltage, there are only a few hundred induced electron charges on the beam. 

The upper bound of the electric field applied on the gate is d is the beam-gate separation (Fig. 

8.5). Thus the total electrostatic force applied on the beam with angular frequency w is 

f = CV:0\
1
e"'x I d . Only a projection of this force drives the beam along the out-of-plane (y) 

direction. A reasonable estimate of the effective y -component of this force is 

(8.2) 

where y 0 is a static offset due to, e.g .. uncontro lled asymmetry of suspended beam. A I Onm mis­

alignment of the beam w ith re-

spect to gate should be observ­

able in our devices (but is not 

seen). Therefore, we take this 

number as the upper limit of in 

the estimation of y0 . At a nomi-

nal IV de gate vo ltage, 45mY 

ac gate voltage, the force origi­

nating from the e lectrostatic 

drive mechanism is calculated 

.-dr .._ 

c 6 ' ' 

. ·J,lr 
t-- r --+-r' : 
I : : 

' ' 

Fig. 8.5 Cross-sectional illustration of dipoles fo rmation on 

the beam {p1) and on the driving gate {dp2) . 

to be t; ;::;: 0 .2pN. This is four orders of magnitude smaller than the force required to drive the 

beam into non-linear response. 
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Given the absence of electrostatic a.c. forces , we propose that a new driv ing mechanism, a 

short-range dipole-dipole interaction, is dominant in our nanoelectromechanical system. This 

dipole-dipole interaction potential can be expressed as 

u = f-1- p 2dpl 
1 , 

4JTc0 r · 
(8.3) 

which can be understood as rf-coupling between two dipole moments dp 1 and p 2. Here dp 1 is the 

dipole momentum of a slice of the gate, dp1 = E:,.c0 LVace ;"" dr and PJ is the fixed dipole moment 

due to piezoelectric effect of strained (GaAs/ AlGaAs beam. y is the beam displacement, 

p 2 = 3Ed A w /
2 6.y I L and L. w and t are beam length, width and thickness (Fig. 8.5). c,. is 

dielectric constant of GaAs. Here E - 85Gpa is Young 's Modulus and dA - 3.8 pC/N is the 

appropriate piezoelectric constant of AlGaAs.[75] The resulting force a long y direction is 

f = oU = 3&,. (Ed { wt 2 Jv e'"" 
. J oy 4Jr 11 \ d 2 ar 

(8.4) 

This force is indep endent of the de gate voltage, consistent with our observation. At 45mY 

a.c. gate voltage drive,J;. is estimated to be 1.2nN from this mechanism, four orders of magnitude 

higher than the direct Coulomb interaction. This is consistent with the force we observe at the 

onset of non-linearity. Because of its short-range characteristics, this dipole-dipole interaction is 

unique to NEMS and is insignificant in microelectromechanical systems (MEMS). 

8.2.4. Temperature Dependence of Mechanical Response 

We have a lso studied the temperature dependence of our stra in sensitive devices. Measure­

ments were performed at three different temperatures in vacuum. The results are shown in Fig. 

8.6. The drive and sensing current are kept at the same level. The devices perfonn exceptionally 

well at liquid helium and nitrogen temperatures, but at room temperature, the response is 

diminished. The decay of signal strength at resonance with respect to temperature can be 

explained by the s ignificant reduction of 2DEG mobility at higher temperature. At elevated 

temperature the increased two-tenninal beam resistance acts as a la rge voltage divider, and only a 

small fraction of induced signal voltage drops across the input of rf-amplifier 
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Appendix A. Introduction to Spin Injection and Transport 

This appendix serves as a self-contai ned introduction to the subject of electrical spin injection 

in submicron scale devices. The main body of the text is taken from a chapter I authored for the 

book edited by D. D. Awschalom, D. Loss and N. Samarth, "Semiconductor Spintronics and 

Quantum Computation", May 2002, Springer Verlag, New York. For completeness, with 

acknowledgement to the co-authors F. J. Jedema, A. T. Filip and B. J. van Wees, I also included 

their contributions to this book chapter. 
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Experiments to explore the transfer of a spin-polarized electric current within small devices 

have been ongoing for nearly 30 years. But attaining the same level of exquisite control over the 

transport of spin in micro- or nanoscale devices, as currently exists for the flow of charge in 

conventional electronic devices, remains elusive. Much has been learned since the time of the 

first demonstrations of spin polarized tunneling by Tedrow and Meservey. During this period we 

have witnessed the transfom1ation of spin-based electronic devices from laboratory experiments 

to the realm of commercially available products. This has been driven especially, just in this past 

decade, by the robust phenomena of giant magnetoresistance (GMR) [ I]. Even more recently, 

magnetic tunnel junction devices , involving transport of spin-polarized electrons across 

interfaces, have proceeded to commercial development [2]. Meanwhile, spin injection devices­

and by " injection" we here denote transferal of spin-polarized carriers into an otherwise 

nonmagnetic conductor (or semiconductor)- have not reached a similar, commercially viable, 

state of maturation. In fact , it is fair to say that, at present, even the fundamental physics and 

materials science of the spin injection process remains in need of significant elucidation. 

Y ct the problem of spin injection continues to capture the focus of many researchers 

including ourselves. Ongoing interest in spin electronics--especially in semiconductors of late­

is, in part, motivated by the expectation that, in the near tenn, this field may lead to the large 

scale integration of semiconductor micro- and nano- devices capable of performing very high 

speed logic and memory operations, such as performed via conventional charge based electronics, 

but at a fraction of the power. In the long term, surveying the spectrum of other possible solid­

state embodiments, many researchers anticipate that the spin degree of fTeedom may provide the 

most robust foundation upon which practical realizations of qubits and quantum computers may 

ultimately be constructed. All of these prospects clearly require us to understand how to transfer 

electron spins across interfaces, and how to preserve their polarization during this traversal. 

In this chapter, we shall review some of the most important developments in the field of spin 

injection that have emerged since the earliest experiments. We strive herein more to develop a 

coherent overall perspective, rather than for absolute completeness of coverage. Below we shall 

attempt to summarize the evolution of thinking about spin injection by describing, in part, the 

succession of research that has ensued. 
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A.l. Background 

A.l.l Spin Polarized Tunneling 

In 197 1 Tedrow and Meservey (TM) first studied spm polarized tunneling using 

superconductor/insulator/ferromagnet devices based upon Aluminum/Aluminum Oxide junctions 

[ I 02- 1 04]. Their experiments took advantage of the fact that application of a magnetic field splits 

the superconductor quasipartic le density of states into spin up and spin down bands. T his split­

ting, equal to the Zeeman energy of e lectronic spins in the magnetic field, a llows the 

superconductor to be used as a spin analyzer. Varying the voltage between the ferromagnet and 

superconductor produces a tunneling current that is sensitive to the deta iled combined density of 

states in both the ferromagnet and the superconductor. The ferromagnet' s density of states can 

then be obtained by deconvolving the tunneling conductance. Polarization values obta ined fo r 

some of the e lemental ferromagnets by T M were 44% for Fe, 34% for Co, and I I% for N i. These 

are in d irect proportion to the saturation magnetization of the bulk materials: 1.7 14 x 103
, 1.422 x 

I 03
, and 0 .484 x I 03 emu/cm3 respectively [ 49]. 

This correspondence may be intuitive ly sensible, but is not pa rticularly stra ightforward to 

understand quantitatively. Even the ostensibly s impler question as to whether it is majority o r 

minority spins that comprise the larger percentage of the tunneling current is complica ted. The 

sign of the polarization observed by T M in their tunneling experiments was, in fact, the opposite 

expected for majority spins. Attempts at resolving this apparent discrepancy took several years. 

Investigation into the precise nature of the injected e lectrons continues today, but first discussions 

were fi rst provided by Steam s [ 105], la ter by Sloncezwski [106], and, subsequently, several other 

groups [107- 111 ]. Collectively the picture that has emerged from th is work is that the tunneling 

conductance can vary dramatically from band to band, and the contribution from one particular 

minority channel band at the Fem1i energy may be predominant in the overall majority spin 

conductance. A deta iled analysis of the e lectronic band structure of materials at the interface is 

therefore required to understand the complex behavior observed in experiments. 

In 1975, Julliere extended this c lass of tunneling experiments to a system w ith two 

ferromagnets (Fe/Ge/Co); these were carried out at 4.2 K where the Ge became semi-insulating 

[ ll 2]. 1n this work the magnetization of Fe and Co could be varied independently, which resulted 

in a variation of the tunneling conductance fo r the parallel and antiparallel magnetization 

configurations. Based upon TM ' s previous analysis , Julliere expressed this magnetoconductance 
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(the difference in conductance values for the parallel and antiparallel magnetization 

configurations) as t'J.G I G ==- 2~ P2 /(1 + RP2), where R and P2 represent the conduction electron 

spin polarizations in the Fe and Co. The maximum measured value was 14%, somewhat be low 

the anticipated value based on the 26% polarization previous ly deduced by the measurements of 

TM. Importantly, Julliere pointed out that both coupling between the ferromagnets (resulting in 

less-than-saturated magnetization), and spin-flip scattering in the Ge or at the interfaces, could 

reduce the overall effect. This first demonstration of spin-filtering, without the use of a 

superconducting analyzer film, opened up concrete experimental prospects for spin injection at 

higher temperatures. 

A.1.2 Spin Injection in Clean Bulk Metals 

Fcrromagncls \ 

p 

Fig. A . I Sketch illustrating the basic components of 

a three-terminal spin injection device. External mag­

netic fields are employed to controllably switch the 

relative orientation of the ferromagnetic electrodes 

(Fl , F2). The ground connection (current return) for 

the paramagnetic conductor (P) is attached many 

spin diffusion lengths from the region of spin injec­
tion, and is therefore far from the cloud of induced 

magnetization (shaded region) . The ground connec­

tion for the detected voltage need not necessarily be 

the same as the ground for current return , allowing 

for nonlocal four-tenninal measurements, as de­

scribed in the text. 

In 1976, A. G. Aronov predicted that e lectron spin resonance (ESR) signals could change in 

the presence of a spin-polarized current injected directly from a ferromagnet into a normal metal 

r 113]. The injected spins, he proposed, would also induce a po lari zation of the nuclei as the spins 

scattered. His proposal implies that one should be able to quantify the injected spin density 

through a local measurement of the spin polarization of e ither the conducting electrons or the 

nuclei . 
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Direct evidence of spin-polarized transport w ithin an "Ohmic", non-tunneling configuration 

was first provided in 1985 by Johnson and Silsbee (JS) . They carried out experiments where a 

non-ferromagnetic, paramagnetic meta l (P) was placed between two metallic ferromagnets [ 16]. 

Fig. A. I provides a conceptua l illustration of the experimental configuration for this c lass of ex­

periments. A current sourced throug h a ferromagnet, Fl , acquires a spin polarization due to the 

remnant magnetization of the ferromagnetic material. Injection of this current into a nonmagnetic 

metal, P , induces a net spin polarization within it (represented as a shaded c loud of mag netization 

in Fig. A. l ); this decays spatially with a characteristic length scale A.sl If the separation, d, 

between the two ferromagnets Fl and F2, is less than this spin diffusion length, one would expect 

that the second ferromagnet , F2 should " interact" in some characteristic way with this 

nonequilibrium spin polarization. As described below, for conditions of open-circuited output ter­

minals this interaction results in an induced voltage, V5 , as shown in Fig. A. I . The initial ideas 

and experiments involved diffusive electron transport; this is valid in the limit where both d and 

A.,1 greatly exceed the mean free path for momentum scattering . 

For s uch experiments it is crucial to confim1 tha t the induced vo ltage, V., is truly 

representative of spin accumulation within the paramagnet, rather than simply being the result of 

spurious, uncontrolled potential drops w ithin the device. In the spin injection work to date, there 

are two principal ways in which this has been pursued. The first, and most unambiguous of these 

techniques was employed by JS in their 1985 experiments; it is based on what is called the Hanle 

effect. (Below, we sha ll describe the second technique, which we term "polarize/analyze" 

experiments.) The Hanle effect experiments involve application of an external magnetic field to 

induce precession of the injected spins as they traverse from injector to collector across the 

device. Changing the magnitude of this field changes the rate of precession and, hence, the total 

precession angle accrued by each carrier during its traversal of the device. (Specia l care must be 

taken to insure the magnetization of both the ferromagnetic injector and collector remain 

unaffected by the applied field which is usually applied perpendicular to the plane of the sample). 

T he total spin current from injector to collector obviously involves the entire ensemble of 

diffusing carriers, hence there can be a rather wide variation in the path lengths that are traversed. 

This leads to a wide variation in transit times, and in the total precession accrued by the 

individual spins during their traversa l. When the external field is sufficient to result in an average 

total precession during trans it of order n , the net effect sums incoherently over the ensemble, and 

the spin-induced s ignal at the collector V, becomes suppressed. These arguments directly lead to a 

field scale for the decay of the Hanle effect in a diffus ive system [ 11 4] . 
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Fig. A.2a provides a schematic of the actual device geometry employed by JS. In their first 

experiments P comprised a - 50 1-1m thick aluminum foil ; atop this a thin permalloy (a NiFe alloy) 

film was lithographically patterned to form both the ferromagnetic injector and detector 

e lectrodes. The device dimensions were quite large by contemporary scales, but this was compen­

sated by the high purity of the single crystal AI foil employed, which in some devices was 

reported to y ield an electron mean free path of 17 ,urn. The spin diffusion lengths, Asf (discussed 

below), were therefore also correspondingly large, reportedly approaching 500 f..ll11 . In these 

experiments the separation between injec tor (Fl ) and detector (F2) was varied between 50 1-1111 

and 300 f..ll11. 

Representative Hanle effect data obtained at liquid helium temperatures from these devices 

are shown in Fig. A.2b. The signal levels observed in these first experiments were exceedingly 

low- at best of order tens of picovolts, even for current drive levels up to - 30 rnA. The data 
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were obtained by sourcing current through Fl and into the AI bar, then extracting it from the near 

end, i.e. , away from F2. A SQUID picovoltmeter was used to measure the induced voltage Vs at 

F2 with respect to opposite end of the AI foil. From this a spin transresistance, R, = V, I I s , could 

be deduced. This nonlocal, four-tem1inal measurement configuration (sometimes termed a 

"potentiometric" measurement) is conceptually equiva lent to that pictured in the three-terminal 

device of Fig. A. l . Here it allows further decoupling of the "spin component" of transport, arising 

from diffusion of spin-polarized electrons in the AI from one ferromagnet to the other, without 

obfuscation fTom potentially large background voltage offsets potential drops associated with the 

regular unpolarized components of transport. However, the measurements can still be plagued by 

small background offsets due to asymmetries in electric fie ld gradients (aris ing from device 

asymmetries) and from Hall vo ltages in the paramagnetic conductor. The latter can be especially 

vexatious in semiconductors; we shall discuss them in more detail below. 

I 
I 
I I 

F1 \; 

Nft 

(a) 

I 
I 

F2\/ 

(b) 

Fig. A.3 Schematic diagrams of the densities of states (horizontal axis) versus energy (vertical 
ax is) in the ferromagnets and paramagnets. In (a) the zero current bias case is shown while in (b) 

bias current from Fl to P preferentially builds up one spin population (shaded) 

Particularly noteworthy is that despite the clear evidence that the Hanle effect provides for 

spin injection- to date, the data of Fig. A.2b are still , to our knowledge, the only such traces that 

can be found in the entire literature of spin injection . 

A.l.3 Conceptual Picture of Spin Injection 

A conceptual understanding of the basic orig in of spin-induced signal is provided in Fig. A.3 

for the all-metallic case, based upon the qualitative picture developed by JS in their early work 

r 114, 115]. A series of density of states diagrams representing the device components are shown, 

each with spin down on the left of the vertical axis and spin up on the right. This represents the 
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case in which the magnetization of the ferromagnets is parallel. At zero current bias, as shown in 

Fig. A.3a, the Fermi levels in the injector (Fl ), paramagnet (P), and detector (F2) all line up and 

the system is in equilibrium. When a current is sourced into Fl , as shown in Fig. A .3b, spin 

polarized electrons are injected from Fl into P; as a result its down-spin population increases, 

while its up-spin population decreases as the initially unpolarized carriers depart from the current 

return lead. The steady-state balance between spin injection and spin relaxation in P directly 

determines the amount by which the electrochemical potentials of its two spin subbands are 

offset. The open-circuit boundary condition on F2, which corresponds to an ideal voltage 

measurement, implies that (in steady-state) there is no net current flow into F2. For this to hold, 

the down-spin e lectrochemical potential of F2 must rise to match that of the down-spins in P. In 

this very simple picture it is assumed that the device is fom1ed from ideal (Stoner) ferromagnets , 

Fl and F2, possessing 100% spin polarization at the Fermi energy, and that P is a simple free­

electron paramagnetic metal. 

Based on this simple picture of spin injection it is possible to arrive at a crude estimate of the 

spin-induced voltage [ 114, 115]. Magnetic moments are injected into P at the rate Jm per unit 

area, this magnetization current density injected into the paramagnet can be written as, 

(A. I) 

where J e is the electric current density; JiB is the Bohr magneton; e is the electron charge, and lJ is 

a phenomenological parameter that subsumes all "nonidealities" associated with the injection 

process, such as partial polarization at the Fermi energy, differences in Fermi velocities, and 

partial or inefficient spin transfer across the interface. We shall discuss it further below. 

Jn steady state, these injected spins are relaxed at the rate l/r5c, where Tsc represents a simple 

relaxation time approximation for the spin flip scattering rate (i.e., some form of k-space average 

over the Fern1i surface electrons). Therefore the resulting nonequilibrium magnetization, M, in P 

IS 

M = J ., Tsj = IJij.JBJ eT sj 

d ed 
(A.2) 

where d is the separation between Fl and F 2 and 171 is the " non-ideality parameter" for injection 

across the Fl-P interface. Again, we stress that this result applies to the diffusive case which 
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holds for d » f = vF r , where vF and rare the Fermi velocity and momentum life time in P, 

respectively. We also assume that the separation dis smaller than (or at least comparable to) the 

spin diffusion leng th A.s1 = ~ v:.-rr v I 3 , so the effect is not diminished by spin relaxation. The 

spin-induced voltage detected at F2 is proportional to the ri se in chemical potential in F2 

associated with the injected spins in P. Since M /f.18 is the number ofnonequilibrium spins: 

(A.3) 

where N(EF) is the density of states at the Fermi level. This is va lid assuming linear response, 

i.e., that Vs is sufficiently small so that N(E) has a roughly constant value - N(Ef) over the 

energy range of the injected electrons. Assuming P is a simple, free electron metal, 

N(£,.. ) - 3n / 2£f. , where n is the volume density of electrons, we arrive at 

-- 2'7/72 EFr v 
Rs 

3e2 nAd 
(A.4) 

Apparently the success of the simple description above hinges upon the phenomenological 

parameters , 171 and q2 • (In the simplest picture used here, one assumes that the interfacial 

properties are uniform and identical over the entire contact area A, hence '7 = 17
1 

= 17
2 

• Buried 

within these " fudge factors" are the real phys ics of spin injection from the ferromagnet into the 

paramagnet (and vice versa). 

With knowledge of all parameters on the right side of expression Eq. (A.4) , va lues for R, can 

be extracted. However, it is c lear that there is s ignificant ambiguity regarding the va lues for rsr 

that should be applicable to such experiments, and a lmost complete lack of a priori knowledge 

about the appropriate values for the spin injection efficiencies 171 and 172• If we assume rsr is equal 

to T2 - IOns, as measured in CES R experiments on Aluminum at 4K r 11 6], and furthermore 

assume the ideal situation holds where 171 = '72 = I, the maximum expected spin transresistance 

should be of order Rs - I !-!D. The value found in the JS experiments is s ignificantly smaller, R, -

2nD. Alternatively, one can tum the problem around by assuming the interfaces behave 

identica lly , and deduce values for q 1 - 172 = '7· from the measured va lues of R, and values of rsr 

(assumed equal to T2) obtained from the literature. For these early AI spin injection devices, the 
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values for 17 deduced for range from 0.043 to 0 .075. Given that Tedrow and Meservey observed 

Fermi surface spin polarization for metallic ferromagnets in the range of tens of percent, it 

initially appears that an additional order-of-magnitude suppression of the spin injection occurred. 

Presumably this may have arisen from uncontrolled interfacial effects. But the results of this 

qualitative and rather incomplete picture should not be interpreted too literally. Soon after the 

publication of the JS experiments, van Son [ 11 7] et a!. provided a more detailed model of 

transport across the metal-metal interface that provides deeper insight to the problem. After 

careful matching of the chemical potential for different spin bands, they found that the spin 

splitting could be significantly suppressed due to the high conductivity of metals. This shall be 

described in further detail in Sect. A.4 of this chapter. 

A.1.4 S pin Injection in Impure Metal Films 

In 1993 Johnson announced the realization of a spin (injection) transistor based upon thin 

metallic films [ 17]. From the results obtained, prospects for non-volatile transistor-like memory 

elements and spin injection logic clements were raised [ 118-120]. The devices formed a sandwich 

structure, as depicted in Fig. A.4a, in which the two thin metal film ferromagnets, Fl and F2, 

were positioned on opposite sides of a 1 . 6~-tm-thick disordered, polycrystall ine, Au fi lm (labeled 

P). A second normal metal contact, N, (which sensed the average local , spin-averaged 

e lectrochemical potential in P) was positioned near the detector ferromagnet F2 to provide a local 

"ground" reference for the spin-dependent voltage that was detected. 

Evidence for spin injection in these devices was based solely through the second of the two 

aforementioned techniques, namely polarize/ana lyze experiments. These are somewhat easier to 

carry out, compared to spin precession experiments; the measurements involve application of a 

magnetic field in the plane of the sample, along the easy axis of the ferromagnets. This is swept to 

cause their relative magnetizations to switch. A voltage jump at the detection terminals, i.e., in V, 

is expected when the injector and de tector magnetizations change from parallel to antiparallel. In 

other words, these devices yield a two-state output depending on the relative orientation of the 

magnetization in the two ferromagnetic contacts. 
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Representative data from these experiments are shown in Fig . A.4b. The pronounced dips in 

voltage correspond to anti parallel orientation of the magnetization in the ferromagnetic contacts. 

An injected current of several rnA resulted in a spin-induced voltage at the output of order several 

JIV-immensely larger than in the first experiments. The possible explanation advanced at the 

time was that the much smaller size of the paramagnet y ielded a profound increase in the 

efficiency of spin accumulation. The magnitude was much greater than should be expected, 

however, even for I 00% polarization of the injected electrons. This profound signal enhancement 

occurred despite the known, and dramatic reduction in A.sr, (deduced to be - 1.5~-tm) , suffered as a 

direct result of the much lower quality of the impure, polycrysta lline Au films employed for P . 

The data could only be explained by values of '7 exceeding unity . This is obviously unphysical 

and reflects an incomplete understanding of the nature of the data obtained. Furthermore the 

device geometry of [ 17] suffers from the fact that the current flows not only perpendicular, but 

also parallel , to the F layers . This means that any magnetoresistance in the layers (in particular 

AMR) may contribute to, or even completely dominate the measured signal. 
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Fig. A.4 (a) The geometry of John­

son 's all-metal "spin transistor". (b) 

Data obta ined from a polar­

ize/analyze experiment with such a 

device {Johnson, 1993} . 

Eight years elapsed before furthe r confim1ation of spin injection phenomena in a ll-meta l 

systems was obtained. These latter experiments, in conjunction with significant theoretical 
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development that occurred in the intervening period, have significantly enhanced our 

understanding of the complexities of spin injection. These more recent experimental and 

theoretical developments in diffusive spin injection are described in Sect. A.4. 

A.2. Toward a Semiconducting "Spin Transistor" 

A.2.1 W hy a Spin Transistor? 

Johnson motivated his work on the all-metal spin transistor by proposing that such devices 

would offer new routes for realizing nonvolatile memory and spin-based logic elements [ 118-

120]. However, since that time, as mentioned, spin injection has continued to be a topic of 

fundamental research while the much more robust phenomena of GMR and magnetic tunneling 

have already evolved into commercial products. Although the push to develop spin-injection 

based memory elements has evaporated in the intervening period, interest in low power logic may 

remain [ 121]. In fact, recent concepts for novel , all-semiconductor spintronic devices have 

emerged, and these are generating new enthusiasm for "spin transistor" research ll22-124). More 

specifically, motivation for realizing robust electrical spin injection now arises from recent 

developments in "spin transfer" r 125] and "spin imprinting" [ 126]. The fom1er refers the use of 

spin-polarized currents to achieve magnetic actuation (e.g. , domain reversal in nanomagnets), and 

the latter refers to prospects for electrical control of the polarization of localized nuclear or 

electronic moments. Both phenomena may ultimately play important roles in future spintronic 

systems and in the longer-term quest for realizing solid-state quantum logic. 

A.2.2 Why Semiconductors? 

Semiconducting materials offer the possibility of new device functionalities not realizable in 

metallic systems. Equilibrium carrier densities can be varied through a wide range by doping. 

Furthermore, because the typical carrier densities in semiconductors are low compared to metals, 

electronic properties are easily tunable by gate potentials. There is, of course, a vast body of 

knowledge concerning semiconductor materials and processing; these are amongst the most pure 

materials available commercially. All these attributes converge to allow definition of 

microelectronic devices with power gain, enabling the fan-out necessary to create massively 

integrated systems. Additionally, recent advances have allowed optimization of interfaces, at the 

level of atomic-scale control , between different epitaxial materials. In fact, many of these 
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processes have already been scaled up to commercial production lines. These factors , in concert 

with recent advances in materials science of high-quality magnetic semiconductors now make 

semiconductor materials perhaps the first , and natural choice for future spintronic applications, 

especially those involving large scale integration of spintronic devices. 

A.2.3 Concept 

, vc 
Schollky 1 Gate 

.L. 

Fig. A.5 A spin-FET proposed by Datta and Das, conceptually similar in operation to an electTo­
optic modulator. Two magnetic contacts serve as spin polarizer and spin analyzer. The 

propagation medium between them- capable of inducing a gate-controllable net rotation of spin 

orientation- is a two-dimensional electron gas (2DEG). 

In 1990, special attention was drawn to the possibilities of spin injection in semiconducting 

systems by the proposal of Datta and Das for a "spin transistor". Thei r idea was based upon the 

manipulation of the spin state of carrier v ia controlled spin precess ion [3]. This device is at first 

glance much like a conventional FET; it has a current source, a current drain, and a channel in 

between with a tunable conductance. However, the spin transistor was based upon contacts 

envisaged as spin selective, i.e., capable of injecting and accepting only one spin component of 

the carrier distribution. Of course, polarize/analyze experiments are configured precisely in this 

manner. However, the s imilarity with previous spin injection experiments carried out with 

diffusively propagating carriers ends here. 

The Datta/Das proposal was couched m tem1s of spin-coherent transmission through a 

hypothetical transistor. Their idea was drawn from direct analogy to an electro-optic modulator 

(EOM), a device that provides e lectrically tunable optical transmittance. An EOM operates by 

first polarizing the incident light, then rotating the resulting beam ' s polarization by propagating it 

through an optical medium with birefringence that can be tuned electrically. Finally, modulation 

of the beam's intensity is reali zed when this transmitted beam is "analyzed" by a second polarizer 

just before exiting the device. In the spin transistor, by analogy, the proposed method of 
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achieving controlled rotation of the transmitted "beam 's" spin orientation was through gate­

tunable spin-orbit coupling for the electrons within the device channel. This will be described in 

more detail below. 

Ini tially it might seem that the same conditions required for observation of the Hanle effect in 

a diffusive system-namely, that the spin diffusion length greatly exceeds the device 

dimensions-should be sufficient for the operation of spin transistor. This is not the case; the 

requirements for operation of the spin transistor are far subtler. The substantia l additional 

complexity arises from the fact that the magnetic field that induces spin precession is here not 

simply an externally applied uniform magnetic field as in the Hanle case. Instead, as described 

below, for the spin transistor it is an effective " Rashba field" that is relevant. Its dependence upon 

carrier momentum introduces new ways in which spin coherence can be scrambled as the carriers 

propagate from the injector to collector within a spin transistor. 

For a completely ballistic device, these issues become somewhat simplified as is described in 

Appendix B of this thesis. But even in this limit if the injected electron distribution is 

characterized by finite occupancy of multiple momentum states (subbands), significant 

complexity persists. Hence the simplest case, considered by Datta and Das, is that of a ballistic 

device involving occupancy of a single transverse subband (Appendix B). At this juncture even 

for unpolarized electrons it remains quite difficult to realize ballistic, s ingle-subband transport 

within devices having any appreciable length. Since the original demonstration of single-subband 

transport in a quantum point contact r 127' 128], such transport over longer "device scale" 

dimensions has been demonstrated solely, to our knowledge, in quantum wi res fabricated by 

cleaved-edge overgrowth [ 129] and in nanotubes [ 130]. 

A.2.4 Prerequisites for Realizing a Spin Transistor 

There are four fundamental requirements for successful implementation of a spin transistor: 

injection of a spin polarized current, spin coherent propagation, induction of controlled spin 

precession, and spin-selective collection. Below we shall first briefly review the status quo of our 

knowledge regarding spin coherent propagation and the gate control of spin precession. The state 

of the art of e lectrical spin injection and spin-selective collection will emerge in subsequent 

sections of this chapter. 
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A.2.5 Spin Lifetime in the Conduction Channel 

In the past four years, it has been proven experimentally that spin coherence can persist in 

doped semiconductors on very long temporal ( >100 ns at low temperatures) and spatial scales (> 

I 00 11m) [ 4 , 13 1-134]. All of these experiments were carried out using optical techniques, 

involving time resolved pump-probe method. This involves excitation of spin-polarized electron­

hole pairs by short pulses of circularly polarized light from an ultrafast laser. This excitation 

results in carriers far from equilibrium. In general the spin polarized holes are found to relax 

quickly, but the spin polarized electrons pers ist for long times. At present, the extent to which the 

spin dynamics of these hot electrons differ from those of spin-polarized e lectrons at Fermi surface 

is unclear. Since spin scattering is closely related to momentum scattering, one might expect the 

spin relaxation rate at the Fermi surface to be even slower than that observed for hot carriers. But, 

to date, difficulties in manipulating near-equilibrium electrons, have precluded measurement of 

spin lifetime at the Fem1i surface. But the picture that emerges is extremely promising for 

electrical spin injection devices. 

A.2.6 Gate Control of the Spin Orbit Interaction (Theory) 

Most Ill-V semiconductors have zincblende lattice structure, which IS asymmetric with 

respect to inversion. The intrinsic crystal fields lead to a conduction band spin splitting 

proportional to k3
, even at zero magnetic field. Spin-orbit coupling can also be induced by an 

inte1jacial electric field within a heterostructure. Carriers confined to moving in an asymmetric 

quantum well will experience an effective magnetic field , called the Rashba fie ld that may induce 

spin precession [ 135]. The rate of this Rashba-field-induced precession should be tunable through 

an external gate voltage, which can serve to alter the pre-existing, "built-in" confinement 

potential. The Rashba Hamiltonian is usually written as 

(A.5) 

where the spin-orbit interaction parameter a is linearly dependent on ( £=) through the energy 

gap and the effective mass, a represents the Pauli spin matrices, and cr is the direction of the 

electric field . The total Hamiltonian, assuming that the Rashba effect dominates all other spin-

coupled factors, is. where HI~ n2k 2 12m· is the kinetic energy part of the Hamiltonian. The 

eigenstates for up and down spins are then r 1351, 
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Fig . A .6 Shubnikov de Haas oscil lations in a two-dimensional hole gas providing an especially 

clear demonstration of the beating characteristic of spin split bands. (A fter Ref. [ 139]). Spin­

splitting in these experiments was changed by applying an electric fie ld perpendicular to the 2-D 

plane E 1 . Through simultaneous use of both front and back gate electrodes the spin spli tting 

could be tuned while the electron density was held fixed. (a) Magnetores istance traces, all at a 

density of 3.3 x I I cm·2 but at different values of £ 1 . The data shown are from the low-mobility 

lOll i (top trace in each panel) and high-mobi lity 1233] (bottom trace in each panel) directions. 

(b) Fast Fourier transforms (FFT) of the Shubnikov de Haas osci llations, showing that the spin 

splitting is being tuned through a minimum. 

(A.6) 

So that the sp in sp litting energy, LIR, at zero magnetic fie ld at the Fem1i energy is LIR = 2akp. 

In traversing a distance L in the quantum we ll , an e lec tron w ill precess an amount f'..O = wL L I vF, 

where wL - D. Rm ·L I n! k r . The ang le through which an e lectron precesses in traversing a distance 

L is thus [3 ], 
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(A.7) 

Values for a given by Nitta eta/. ( 136, 137] and Heida eta/. (138] range between 0.5 and I x 

10'11 eYm, corresponding to an energy splitting LIR = 1.5 to 6meY. From the expression above, 

the tunability of spin-orbit coupling is derived through tuning the value of the parameter a by an 

external gate. We now examine the evidence for such tunability. 

A.2.7 Gate Control of the Spin Orbit Interaction (Experiment) 

Gate control of spin splitting in quantum wells has been demonstrated in vanous two 

dimensional electron gas systems. There have been considerable theoretical studies on the spin­

splitting of the conduction band in z incblende compounds [ 139- 143]. Experimental estimates 

have been presented, mostly through extrapolations to zero field of magnctotransport data and 

(with reduced accuracy) through electron-spin resonance experiments. Other experimental 

measurements of this splitting have been obtained from spin relaxation r 144], spin precession 

[ 145], weak-localization magnetotransport measurements [ 146], and zero-field Raman scattering 

experiments [14 7]. 

Table 8.1 Observed spin band splitting and Rashba coupling parameter in various InAs 

quantum well s. 

Quantum Well type ~R a 
Tunability Reference 

(meV) (xl0-11 eVm) 
GaSb/ lnAs/GaSb 3.7 0 .9 Luo [148]0} 
AISb/InAs/ AISb 3.3 -4.5 0 .6 No Heida ( 138J8} 
AISb/ lnAs/ AISb 0 0 Brosig [ I 49] I} 
AISb/ lnAs/ AISb 0 0 Sasa [I 50]2} 
AIGaSb/1 nAs/ AISb 5.6-1 3 I .2-2.8 Sa sa [ 150]2} 
I nGaAs/1 nAs/1 nGaAs 5. 1-6.8 0.6-1.1 Yes Nitta [I 5 I] I } 
lnGaAs/1 nAs/ lnGaAs 9-15 2-4 Yes Grundler [ 152]2} 
Si02/ lnAs(p-type) 5.5-23 1-3 Yes Matruyama 

153 3 

(a) A1GaAs/GaAs systems. There has been extensive study of both two-dimensional 

e lectron gases (2DEG) and two-dimensional hole gases (2DHG) in GaAs heterostructures. Using 

e lectron-spin-resonance techniques, the spin splitting at zero magnetic field for an AlxGa1. 

, As/GaAs 2DEG was found by extrapolation to be about 30 ~-teY [154]. This result, however, was 
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later argued to be an artifact of extrapolation from the small magnetic field range over which the 

experiments were performed, namely in the regime where the Fermi energy located between spin­

split Landau levels [ 155]. Through Raman scattering a spin splitting energy of 0.74 meV was 

measured at zero magnetic field for an 18nm-thick quantum well. By detecting the beating pattern 

in the Shubnikov-de Haas oscillations, Ram vall [ 156] et a/ measured an increase in the spin 

splitting from 0.46 to 0.6 1 meV with fixed electron concentration. Given their control of the 

density, this increase was attributed to gate-controlled increase in the value of a. These measured 

zero-field spin splittings are quite small compared to those reported for 2DEG's in narrow-gap 

systems (usually 1.5 to 3.5 meV). The dominant mechanism inducing such zero-field splitting is 

generally considered to originate from interfacial potential. Nevertheless, in most cases direct 

modulation of a through an external gate does not seem to be unequivocally demonstrated. 

Magneto-transport measurements of 2DHG ' s in both triangular and square quantum wells of 

GaAs/ AIGaAs were made by Storn1er [ 157] and Eisenstein et a/ [ 158]. Their results reveal a 

lifting of the spin degeneracy in triangular quantum wells, but the spin degeneracy remains in 

structures with symmetric wells. Recently, very convincing evidence has been provided for wide 

tunability of a in both classes of quantum wells, via the application of both substrate and surface 

gate biases [ 159], [ 139]. 

(b) lnGaAs system. This is the system originally motivated the idea of the spin transistor, 

and it enables achievement of both high mobility and high zero-field spin-splitting. Extremely 

c lear MR oscillations were first reported by Das eta/. [ 160], and the 1.5-2.4 meV spin splittings 

deduced from them were attributed to the Rashba mechanism. Nitta eta/. subsequently measured 

the spin-orbit interaction in lnGaAs in an inverted lnGaAs/lnAlAs quantum well [ 136]. In this 

case the spin-orbit coupling was tunable from 0.6 to I x 10"11 eVm by a gate potential. The 

corresponding changes in the spin-splitting energy were from 6 to 4.5 meV. Later, in experiments 

performed on a quantum well with higher In concentration, anisotropic spin-orbit coupling was 

found [ 16 1] with va lues as high as 7.8 x 10· 11 eVm in certain crystallographic directions. On the 

other hand, Engels et a/. [I 62] also found that s ignificant tuning of a is possible in a modulation 

doped lnP/ InGaAs/ lnP quantum well , by biasing with a top gate. 

(c) lnAs quantum well. Because of its small effective mass and narrow bandgap, this system 

has received much attention for its potential application as a medium for realizing the spin 

transistor. Spin splitting is generally predicted to increase in smaller band gap materia ls [ 142]. 

These materials also have the additional advantage that ohmic contacts can be eas ily be formed 
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between them and ferromagnetic metals since there is no Schottky barrier at the interface. 

Conflicting results have been presented in lnAs 2DEGs over the past decade. Zero-field spin 

splittings as large as 3.7 meV were first observed by Luo eta/. [ 148] in lnAs/GaSh quantum 

wells, via magnetotransport measurements. The Rashba mechanism was purported to be 

dominant over intrins ic, crystal field effects and a spin-orbit coupling constant as - 0.9 x I 0"11 

eVm was deduced for a 7.5nm well. In the lnAs/AlSb system, tunability was not initially 

demonstrated [ 138], [ 149, 150], a lthough many attempts were made to realize spin injection 

devices in this system. Even the spin splitting itself remains controversia l in this materials system. 

Heida et a/. [ 138] first reported a spin splitting of 3.3-4.5 meY at zero magnetic field . The va lue 

of a derived from their measurements did not change significantly with electron density. 

Subsequent experiments indicated that the expected beat pattern in the magnetoresistance is 

completely absent in square quantum wells made from this materials system l 149, 150]. These 

difficulties subsequently induced more careful heterostructure designs involving asymmetric 

quantum wells. These efforts have now proven to be quite successful. One method that was 

deve loped is to replace AISb on one side of the quantum well by AIGaSb [ 150], which gives a 

fairly large band splitting ( 13 meY) and (values as high as 3 x 10"11 eVm). The o ther trend is to 

asymmetrically insert an lnAs quantum well into an inverted lnGaAs/ InAIAs heterostructure 

(lnGaAs system). Nitta et a/. reported that the spin spl itting parameter, (for such an InAs inserted 

lnGaAs/ lnAlAs quantum well) is of order of I o -II eVm, and was directly controllable by an 

applied gate voltage [151]. Very recently , Grundler revealed a very pronounced band splitting on 

a similar structure tuned by a positive back-gate voltage [ 152J. An astonishingly high value for 

the resulting Rashba parameter, a, was reported, and it was tunable over a factor of abou t 2 using 

an additional front gate without perturbing the well. On the other hand, comparably large tuning 

of a has been achieved in a 2DES confined in inversion layers of metal-oxide-semiconductor 

fie ld-effect transistors on p-type bulk lnAs [ 153]. A potentia l of triangular shape with a rather 

steep and high barrier is formed at the lnAs/Si02 interface. 

In summary, zero field spin splitting has now been observed in all of the above systems. It is 

genera lly agreed that in heterostructures such as 2DEGs, 2DHGs, and quantum wells, this is 

dominated by inversion asymmetry arising not from the crysta l lattice, but from the artificial ly 

grown interfacial structure. It is clear that the Rashba coupling constant a can be tuned to a very 

large extent in a carefully designed selected quantum well. 

The status quo regarding the remaining two prerequisites for realiz ing the spin transistor­

spin injection and spin-selective collection- will emerge through discussions in subsequent 
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sections of this chapter, which review recent work. We shall provide an overall summary of the 

state-of-the-art in Sect.A.3. 

A.3. Initial Experiments on Spin Injection in Semiconductor 

Heterostructures 

A.3.1 Motivation and Initial Data 

We begin this section by applying the model of JS to estimate the performance of a spin 

device in which the paramagnetic metal is replaced by an InAs quantum well. The result we 

obtain is of historical significance because the profound increase in the spin transresistance that 

was indicated provided part of the original incentive to attempt experiments in high mobility two­

dimensional electron gases. However this s imple estimate is expressly carried out for a diffusive 

system; similar ideas for ballistic spin polarized electron transport in high mobility electron gases 

are explored in Appendix B. 

For a two-d imensional system such as an lnAs quantum well , the Fermi energy is 

2 2 
fi kF 
2m· 111 

(A .8) 

with m the e lectron effective mass in InAs (- I /40 of the free e lectron mass l l 63 ]), h the 

magnitude of the Fermi wavevector, and ns the sheet density of electrons. Plugging this into Eq. 

(A.4) and substituting w (the width of the injection region) in this two-d imensional case for A (the 

injection area, which was relevant in 30 ) , we arrive at: 

(A.9) 

The appropriate value of Tsf that should be used to characterize the decay of non-equilibrium 

magnetization decay in InAs devices is not obvious at the outset. As a first approximation, we 

take the value Tsf = 1.75 ps, obta ined from weak antilocalization experiments [ 164]. This is likely 

to be a significant underestimate of the spin lifetime, since weak antilocalization experiments 

probe the e lectron' s phase-breaking time, a much more sensitive quantity. For suppress ion of the 

spin accumulation, the entire distribution must be relaxed. On the other hand, Boggess et a/. [ 165 J 
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determined a spin re laxation time around 19 ps by subpicosecond pump-probe measurements in 

bulk InAs, even at room temperature. But such experiments involve hot carriers, and re laxation at 

the Fenni surface might be quite different. 

Also unknown are the appropriate va lues of the spin transfer efficiencies , ry1 and 172 • To be 

conservative , in the absence of detailed knowledge of interfac ial spin transfer in these devices, we 

use a value of 0.05 for the parameters 171 and 172 This is in the middle of the range found in the 

orig inal JS experiments. Of course the ferromagnetic metal/ InAs interface is completely different 

than the metal/metal interfaces of the JS experiment, but these initial guesses provided a point of 

departure fo r subsequent, more enlightened estimates. For a device w ith w = d = I ,um , Eq. (A.9) 

gives us Rs - 200 mn, about five orders of magnitude larger than in the all -metallic A u devices 

(the "Johnson spin transistor"), and eight orders larger than in the orig inal JS experiments on AI 

foi ls. More importantly, a signal of this strength should be easily detectable, precluding the need 

for sensit ive SQ UID voltmeters. Moreover, if realized, this would offer substantia l device 

potent ial. 
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Fig. A.7 Two geometries used in an lnAs devices pattemed by photoli thography (a and b). Black 

areas denote contacts (NiFe on top of exposed InAs) , densely spotted areas are NiFe, sparsely 

spotted areas are conducting mesas, and white regions show metal interconnections. Channel 

widths were either 3 or 6 , .. un and separations varied from 6 to 64 11m. In (c) and (d) data are 

shown fo r devices similar to that in (a), while in (a) shows data fo r a device that of (b) . Black 

traces are for down field sweeps, grey traces are for upfield. 
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There are two significant problems with the estimate above: (I) Transport is presumed 

diffusive, whereas 2DEG gas channels are known to be ballistic, or quasi-ballistic, over typical 

microdevice dimensions. Hence different spin-scattering mechanisms are operative [ 166]. (2) The 

physics of spin transfer across the interface is lumped into the phenomenal constant ry, which 

subsumes important concerns such as the nature of interfacial magnetism, interfacial spm 

relaxation, and band matching and electron transmission through the interface, which may 

actually be spin dependent [I 0 , 167, 168]. These are, in general, not likely to be constant factors 

but instead may exhibit sensitive dependence upon the non-equilibrium spin population itself. In 

recent, relevant experiments with optically excited (hot) electrons, the detailed and complex 

physics of the spin transport across interfaces is beginning to emerge. Similar work near the 

F ern1i surface is clearly necessary and important to understand spin dynamics in electrical 

devices. 

Despite these uncertainties, the surpris ing magnitude of the estimate for R spm motivated 

several groups to pursue spin injection into lnAs 2DEGs [6, 9, 169, 170]. Experimental results 

obtained by the Caltech group are reviewed first. 

(a) 

~ • • ,.Y •• 
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Fig. A.8 (a) Schematic side view of a device showing the magnetic fringe fi eld whose 

perpendicular component, 81., induces Hall vo ltages in the conducting underlayer. The SEM 

micrograph in (b) shows a NiFe magnet of width 500 nm positioned over a GaAs cross-junction. 
Magnetization and current fl ow are directed vertically, while Hall voltage is read out across the 
horizontal legs. 

Monzon et a/. carried out an extensive set of experiments usmg several different device 

geometries patterned by photolithography (PL) and, in later work, by electron beam lithography 

(EBL). Two representative PL geometries are shown in Fig. A.7. Measurements were obtained by 

sending a Jow-fTequency a.c. drive current through Fl and detecting the voltage at F2 by a lock-in 

amplifier while s lowly sweeping an applied, in-plane, magnetic field. In the diffusive regime 
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these polarize/analyze experiments should produce the characteristic signature of spin transport, 

namely a dip in detector voltage when Ft and F2 are anti-aligned. This group explored a very 

large number of devices at both small and large separations-and many showed such signals, 

suggestive of spin-coupled transport. However, as exemplified in Fig. A .7d, other forms of 

hysteretic behavior was a lso observed . After much effort this group arrived at the conclusion that, 

despite their similarity with the expected polarize/analyze signals, the data obtained, such as 

represented by the traces of Fig. A .7(c and e), are unlike ly to be the resu lt of spin injection and 

accumulation in the 2DEG. The origin of the signals that were seen could ultimately be traced to 

what is termed the " local Hall effect". 

A.3.2 Local Hall Effect 

Two-dimensional electron gases (2DEGs) have extremely large Hall resistances compared to 

metals. This is a consequence of their vastly smaller carrier densities, which makes them 

extremely sensitive to magnetic fields. And strong magnetic fringe fields near the edges of 

ferromagnets are, of course, the rule rather than the exception when working at micro- or 

nanometer scale dimensions . The Caltech group performed extensive experiments to understand 

the role that fTinge magnetic fields might play in their devices l8, 17 1J. Fringe field close to the 

edge of NiFe ferromagnets can be of order IT, and it is reasonable to assume that such a field, 

though it dies off quickly away fTom the ferromagnet, can induce sizable " local Hall" vo ltages in 
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Fig. A.9 H e versus w for numerous magnets with nominally the same deposition conditions and 

with aspect ratios of I 0. All data were taken at room temperature. Vert ical lines connect data 

points from magnets of the same width. Inset: A series of hysteresis loops for magnets of aspect 

ratio I 0, but with varying widths. Traces are offset vertically . 
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the low density lnAs. Special devices were developed which allowed separate evaluation of these 

local fields , in the absence of any spin injection phenomena. Fig. A .8 shows the device 

configura tion utilized to characterize this local Hall effect. A small patterned ferromagnet film , F, 

is deposited atop of a semiconducting cross-junction so that one edge ofF is positioned directly 

over the center of the cross. A small ac bias current is applied to the cross-junction while an 

external , in plane magnetic field is varied. Fringe fields from the edge of F induce an ac Hall 

vo ltage that is directly proportional to the magnitude and direction of the particle ' s magnetization. 

This Hall voltage is then detected with a lock-in amplifier. 

Fig. A .9 shows data NiFe magnets deposited by e lectron beam evaporation onto Hall cross 

j unctions patterned fTom 75nm thick n+ GaAs (n ~ I 0 18 em·\ These data not only confirm the 

important role of these local Hall fields, but also demonstrate the utility of small , low electron 

density Hall devices for characterizing nanomagnets. Fig. A.9 displays results for a family of 

magnets of different w idths, all with aspect ratio (length/width) - I 0. 

The shape of the hysteresis loops, and the coercivity of the magnets, H" both vary greatly 

with aspect ratio and w idth. As seen, for the narrowest magnets the hysteres is loops become very 

square, indicative of quasi-sing le domain behavior. This work demonstrated that the switching 

characteri stics for micro- and nanofabricated NiFe magnets were quite reproducible, indicating 

that the previous polarize/analyze experiments were not compromised by uncontro lled magnet 

variation. 

These results confirmed the suspicion that much of what initially appeared to be 

polarize/analyze effects in spin injection was, instead, most like ly the result of uncontro lled local 

Hall fields. The sizable Hall coefficients of semiconductors place a very high threshold for 

believability in such experiments; the experimenter must conclusively prove that local Hall fields 

play no role in their experiments. It no longer seems likely that that there is a substantial body of 

work following these initial efforts that lacks sufficient safeguards against the local Hall effect. 

O ne must conclude that these latter efforts fail to surmount this threshold. The Caltech group 

subsequently used these results to design refined configurations to suppress such phenomena in 

nanoscale semiconductor spin devices; this is described in the next section. 
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A.3.3 Results from Smaller, Optimized Devices 

Fig. A.l 0 shows SEM micrographs of two devices fabricated by electron beam lithography . 

These devices differed in several significant ways from the previous optically patterned devices 

investigated by the Caltech group. First, the magnets were completely planar. In the earlier 

devices the magnetic films were patterned over the edge of a mesa and the resulting height 

variations, albeit small , are likely to have given rise to local domain structure in the magnetic 

films. Second, the magnets were sufficiently narrow to be in the regime where square hysteresis 

loops, indicative of nearly single domain behavior were found in the local Hall measurements. 

The ends ofthese nanomagnets, from which the fringe field s ofthese nanomagnets emanate, were 

situated far from the lnAs conduction channels to minimize local Hall phenomena. Finally, each 

chip had a set of diagnostic devices including local Hall measurements on separate nanomagnets 

co-fabricated with those on the spin devices, and magnetotransport devices (without 

nanomagnets) allowing complete characterization of the InAs quantum wires beneath. The forn1er 
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Fig. A.! 0 SEM micrographs of InAs quantum wire devices patterned by electron beam 
lithography. The channels are fonned by trench etching on either side of the narrow channels 

(a,b). These devices have FI-F2 spacings of 1.5 f-lm . Magnet dimensions are 500 nm x 10 1-lm 

and 750 nm x 7.5 j..lm. Data fTom similar devices are shown in (c and d). 
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indicated that magnets switched sharply (within a few Oe) and at well separated coercivities 

attained by patterning the magnets with different aspect ratios . The latter indicated that the carrier 

mobility decreased in the patterned channels decreased somewhat due to the fabrication 

processes, but the e lastic mean free path always remained above 2t-tm. Many dozens of spin 

devices patterned by e lectron beam lithography as exemplified by Fig. A. l 0 , were studied [9]. 

ln contrast to the previous generations of optically patterned devices, hysteretic phenomena in 

this relined family of devices were extremely scarce, occurring on only a few devices. Fig. A . l Oc 

shows data from a device similar to that of Fig. A. l Oa, with 750 nm Ft -F2 separation. The 

hysteresis loop has - I mn full-sca le deflection assumed to be the result of local Hall fields. 

Noteworthy is the fact that the scale of these local Hall signals is hundreds of times smaller in 

these devices compared to those observed in previous, unoptimized device configurations. This 

underscores the importance of controlling the role of local Hall fields in such work. Here, both 

moving the edges of the ferromagnets far from the conduction channel of the device and 

implementing quasi-single domain magnets profoundly reduced the role of magnetic fringe fields 

in nanoscale device operation. It was concluded that convincing spin transresistance signals were 

complete ly absent in these very large families of optimized devices. The observed magnitude of 

the residual, strongly suppressed local Ha ll signals (- I mn, Fig. A. l Oc ) were taken as an upper 

bound on the spin transresistance of these devices. This upper bound can, in turn, be used to 

establish an upper bound on the spin transfer effic iency operative at the interfaces. The previous, 

simplistic estimates indicated that a spin-coupled resistance of 175 mn should arise for a spin 

transfer effic iency across the ferromagnet/ lnAs interface of '7 = 0.05 . As mentioned, however, in 

most of the devices measured by the Caltech group a s ignal of only a f ew mn would have been 

readily detected. Within this s imple model , obtaining such small spin transresistance va lues 

would require '7 ~ 0.005 , meaning that the spin polarization of the current injected into the lnAs 

must be signi ficantly less than I%. 

As a final , cautionary note, we describe data displayed in Fig. A . l Od from one particular 

device studied by the Cal tech group. This structure was similar to the one shown in Fig. A. l Ob 

with a 1.5t-tm injector-to-collector separation. For this geometry one does not expect to see a 

hysteres is loop even if the LH E is significant. The trace, obtained from just this one device out of 

the very large fami ly, looks tantalizingly like the type of spin injection data expected from a 

polarize/analyze experiment. But these data were inconsistent with expectations; instead of 

exhibiting two features with the same polarity, both a peak and a dip were observed. Furthern1ore, 
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the widths of these features were not consistent with the measured coercive transitions m co­

fabricated nanomagnets. The conclusion one must draw here is that the polarize/analyze 

experiment, while an excellent method of quickly determining whether magnetoelectronic 

phenomena are at work in a device, cannot alone provide conclusive proof of spin injection. The 

more rigorous demonstration provided by the Hanle effect is more convincing. Hanle effect 

experiments performed on the particular device of Fig. A. I Od failed to show the expected 

behavior. However even Hanle effect experiments are not a panacea. As shall be described in 

Appendix B, in the ballistic or quasi-ballistic regime it may prove difficult to separate the spin 

injection phenomena from magnetoresistive backgrounds arising from ballistic junction scattering 

phenomena. But without the c lear demonstration of Hanle phenomena, any c laim of spin-coupled 

transport must be treated with skepticism, because local Hall fields from micro- or nanomagnetic 

contacts are clearly unavoidable (and can play a role even in all-metal devices). 

A second significant body of work on spin injection from ferromagnetic metals into small 

lnAs 2DEG devices originated from the University of Groningen [ 170]. An electron micrograph 

and schematic layout for a representative device is shown in Fig. A. II a and (b). Both non-local 

measurements, and standard spin-valve type measurement were made on these devices. 

Fabrication involved patterning a two-dimensional electron gas (2DEG), ex isting within a 15 

nm thick InAs layer, into I !-lm wide mesa structure. Before mesa etching and metal deposition, 

the whole cap layer was removed by selective wet etching. After this process, the channel 

mobility decreased to 1.5 m2/V·s. Ferromagnetic contacts were then made across the 2DEG 

mesa, after removing the oxide by Kaufmann sputtering. 

Various ferromagnetic metallic contacts (Py, Co, Ni) were investigated. These metallic 

ferromagnets were configured to incorporated multiple tem1inals on each, enabling on-chip 

characterization of their magnetic properties. In contrast to the characterization by Caltech group 

carried out on co-fabricated nanomagnets v ia the local Hall effect measurements, characterization 

here of the actual magnets used in the spin devices was possible by four-terminal anomalous 

magnetoresistance (AM R) measurements. Different magnet widths were chosen to obtain 

different coercive fields for the injector and collector. 
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Fig. A. II (a) Scanning electron microscope micrograph of an InAs spin 111Jection device 

fabricated by the Groningen group. The I!Jm wide 2DEG channel is horizontal, and two 

ferromagnetic electrodes are vertical. (b) Sketch of the two measurement configurations. The 

indices "SV" and "NL" refer to the classic spin-valve and the nonlocal geometry, 

respectively. (c) Non-local measurements for a Py/2DEG/Py device. Top two curves give the 

AMR traces for the two ferromagnetic electrodes, showing different coercive fields in one 

sweep direction. o spin signal is observed in any of the geometries. The dashed lines 

correspond to a sweep of the magnetic field towards positive fields . 

Fig. A.l I c shows the results obtained at 4.2 K. By measuring the magnetoresistance of the 

ferromagnetic e lectrodes, as shown in the top two traces, it can be established that the two 

e lectrodes have different coercive fields. However, the non-local voltage measurements displayed 

in the bottom trace of Fig. A. II c show that no spin signal was detected when the two fer­

romagnets switch from a paral lel to an antiparallel configuration. More than 20 devices with 

different ferromagnetic materials were carefully characterized. None showed signals that could be 

attributed to spin injection, conlinning the results of the Caltech group. 

A number of groups have recently reported the observation of very weak sp tn injection 

signals among these are: Hu e t a/. [5], Gardelis eta/. [6], Hammar et al.f7]. However, our v iew is 

that, to date, concerted effort fa iled to produce a conclusive demonstration of electrical spin 

injection phenomena in ohmic all-electrical ferromagnetic/semiconductor (2DEG) devices. 

Princ ipal obstacles present in such structures appear to be the strong " local Hall effect", as 
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described above, but perhaps more importantly, the effects of "conductivity mismatch", as 

described in the fo llowing section, which are most severe for Ohmic contacts between 

ferromagnetic metals and non-magnetic semiconductors. In this context, it is noteworthy that the 

all of the initia l efforts centered upon Ohmic contacts to the e lectron gas. This was motivated by 

the desire to realize low impedance devices which, it was presumed, would be most amenable to 

large scale integration for memory or logic applications. In the intervening period, however, 

engineering for memory devices employing (by comparison) relatively high impedance magnetic 

tunnel junctions has been developed. So the presumed constraint to create Ohmic devices has 

been lifted. As we shall describe, this "evolved" perspective opens important new horizons for 

efficient spin injection into semiconductors. 

A.4. Spin Injection in Diffusive Systems 

This section deals with the basic physics of spin injection, accumulation and detection in 

media where the transport is diffusive, which means that the electron mean free path I is shorter 

than the dimensions of the system. For metall ic systems this is usually the case. For 

semiconductors both diffusive and ballistic (e.g., in two-dimensional electron gases) transport 

regimes are encountered. A description of spin injection in the ballistic case is discussed in 

Appendix B. Here we discuss the linear transport regime, where the measured voltages are linear 

functions of the applied currents. This should be contrasted with the non-linear transport regime, 

which is relevant for various semiconductor diode structures. For further reading, particularly 

concerning the role of spin accumulation for the giant magnetoresistance (GMR) effect in 

multilayer structures we refer to reviews r 172, 173]. 

A.4.1 Basic Model for Spin T ransport in Diffusive Systems. 

We first give a review of the basic model for the spin transport (which we will call the 

"standard" model). The description of electrical transport in a ferromagnet in terms of a two­

current (spin-up and spin-down) model dates back to Fert and Campbell ll 74]. Van Son et a/. 

lll 7] extended the model to describe transport through ferromagnet-normal metal interfaces. A 

firm theoretical underpinning, based on a Boltzmann transport description, has been given by 

Valet and Fert r 175]. They applied the model to describe the effects of spin accumulation and 

spin dependent scattering on the giant magnetoresistance effect (GMR) in magnetic multilayers. 

This model allows for a detailed quantitative analysis of the experimental results . An alternative 
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model , based on them1odynamic considerations, has been put forward and applied by Johnson 

[ 176]. In principle both models describe the same physics, and should therefore be equivalent. 

However the Johnson model has a drawback in that it does not a llow a direct calculation of the 

spin polarization of the current (77 in Ref. [ 176]), whereas in the standard model all measurable 

quantities can be directly related to the parameters of the system. 

In the standard model transport in the ferromagnet is described by spm dependent 

conductivi ties: 

a 1 = N1e
2 
D , with D = 1/ 3 vF1 11 

0'.1 = NJ.e
2
DJ., with DJ. - 1/ 3 vF.! IJ. 

(A . l 0) 

Here N u denotes the spin-dependent density of states (DOS) at the Fermi energy, and Dt.J. the 

spin dependent diffus ion constants, expressed in spin-dependent Fermi ve locities vru and 

electron mean free paths 11 :.. Note therefore that the spin dependence of the conductivities is 

determined by both density of states and diffusion constants. This should be contrasted w ith 

magnetic F I I I F or F I I I N tunnel j unctions, where the spin polarization of the tunneling 

e lectrons is detem1ined by the DOS only. According to the Eqns. (A. l 0), in a bulk ferromagnet 

the current is spin-polarized, with a polarization is given by 

(A. I I ) 

The next step is the introduction of spin flip processes, which can be described by a spin 

relaxation time rn, the average time to flip an up-spin to a down-spin, and r H for the reverse 

process. Note that the detailed balance principle imposes that N;/r .! = N. r :.1 , so that in 

equi librium no net spin scattering takes place. This implies that in a ferromagnet r ;:. and r H are 

generally not the same. Usually these spin-flip times are larger than the momentum scattering 

time r = 1/ vf . The transport can then be described in terms of parallel diffus ion of the two spin 

species, where spin-flip processes couples the carrier densities in the two spin reservoirs . It 

should be noted, however, that in certain ferromagnets (e.g., various permalloy alloys [ 177]), the 

spin flip times can become comparable to the momentum scattering time. In this case, ·an 

(additional) spin-mixing resistance arises [ 172], which w ill not be discussed further here. 
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The effect of spin-flip scattering can be described by the following equation (assuming 

diffusion in one dimension only): 

D 8
2 
(P t - P! ) = (Pt - P J. ) 

ax2 ' v ' 
(A. I2) 

Here D = D1 D (N r+N J. )/ (Nr Dt + N J.D! ) is the spin-averaged diffusion constant, and the spin-

re laxation time T
5
r is given by : 1/ r,r = I ' tt + I ' tt . The general solution of Eqns. (A. l 0) and 

(A. I2) for a uniform one-dimensional ferromagnet or nonmagnetic wire is now given by 

P t = a + bx + c l CY1 exp(- x~ )+ d I CYr exp( x~ ) I As( I Asf 
(A. I3) 

Here, as before, the spin diffusion length is .?..,r = .J Dr,r where D = v~r I 3 is the elastic diffusion 

constant. The coefficients a, b , c, and dare determined by the boundary conditions imposed at the 

junctions where the conducting channel is coupled to other conducting channels , etc. Tn the 

absence of spin flip scattering at the interface, the boundary conditions are: I) continuity of 

P t , p , at the interface, and 2) conservation of spin-up and spin down currents i t, h across the 

interface. 

t 
F N Fig. A. l2 Electrochemical 

J.l t I potentials (or densities) of 
'' spm-up and spin-down 

~ electrons with a current 1 

nowing through an FIN 
t.J..I interface . Both spm 

accumulation as wel l as 

spm coupled resistance 

can be observed (see text) . 

The figure corresponds to 
·2 ., o F A., = 5A., . x(A.) 
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It should be noted that physics of spin injection and detection with FIN tunnel junctions is 

quite different from that of clean, Ohmic FIN contacts. The most important difference is that for 

tunnel contacts the spin polarization of the current is detem1ined by the composition and 

properties of the first few atomic layers of the ferromagnet next to the tunnel barrier. A non­

magnetic ("magnetically dead") region o f only a few atoms thick can completely suppress any 

polarization in the transmitted current. By contrast, as will be shown in the next section, for clean 

contacts the spin polarization is determined by a region of thickness A.r away from the interface. 

Since usually A.,. > I , this can be considered as a "bulk" property of the ferromagnet. As long as 

spin-flip processes can be ignored, a non-magnetic interface wi ll have no effect on the spin 

polarization. 

A.4.2 The F/N Interface 

Van Son et a/. [ 11 7] applied Eqns. (A . ll )a (A. l3)b to describe the spin accumulation and 

spin-coupled resistance at a (clean) FIN interface. Fig. A.12 shows how the spin-polarized current 

in the (bulk) ferromagnet is converted into a non-polarized current in the paramagnetic region (a 

non-magnetic metal or semiconductor) away from the interface. As can be seen, two phenomena 

occur. First a "spin-coupled" interface resistance arises given by 

!:ip 
R = -

' el 
(A.I4) 

The second phenomenon is that at the interface the electrochemical potentials 1-'r, p~ of spin­

up and spin-down electrons diverge. This implies that spin accumulation occurs, which has the 

maximum value at the interface: 

(A. IS) 

with!:ip given by Eq. (A. l4). In addition the expression for the spin polarization of the current at 

the interface is 

P = lr- 1~ = a~- u~A.r 
l + !~ u ,.A.r +(I - a : )u, A., 

(A . l6) 
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For conventional ferromagnets aF is expected to be in the range 0. 1 < aF < 0.7 . Thus, the 

expressions above show that the magnitude of spin-coupled resistance, spin accumulation and 

polarization of the current is essentia lly limited by cr N1 A.N or cr/ A.,. , whichever is largest. Since 

the condition A." << A.N holds in almost all cases for metallic systems, this implies that the spin­

flip length in the ferromagnet is the limiting factor. This problem becomes progressively worse, 

when (high conductivity) metallic ferromagnets are used to inject spin-polarized electrons into 

(low conductivity) semiconductors. We wi ll discuss this "conductivity mismatch" problem in 

Sect. A.4.8. 

a 

b 

I 
~ 

Py2 

Fig. A.l3 Sample layout in the 
experiment of Jedema et a/. (a) 

Scanning electron microscope image 
of the mesoscopic spin valve 

junction. The two wide strips are the 
ferromagnetic electrodes Py I and 

Py2. The vertical arms of the Cu 
cross (with contacts 3 and 8) lay on 

top of the Py strips, the hori zontal 

anns of the Cu cross form contacts 5 
and 6. Contacts I, 2, 4, 7, and 9 are 
attached to Py I and Py2 to allow 

four-terminal AMR measurements 
of the Py electrodes. (b) Schematic 
representat ion of the non-local 
measurement geometry. Current is 

entering from contact I and 

extracted at contact 5. The vo ltage is 

measured between contacts 6 and 9. 
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A.4.3 Spin Accumulation in Multiterminal Spin Valve Structures. 

The fundamental way to study spin accumulation effects is to use spin-valves. These can be 

F IF, FIN IF, or the corresponding multi layer ( ... FIN IF IN/ ... ) structures. Spin accumulation effects 

play an important role in these systems (for reviews see [ 172, 173]). However, the effects of spin 

accumulation are often difficult to separate from the magnetoresistance of the ferromagnets 

effects such as anisotropic magnetoresistance (AMR), spin dependent interface scattering, 

(anomalous) Hall effects, etc. A solution is provided by using a multitem1inal geometry, in which 

separate current and voltage contacts are and can be configured for non-local measurement. This 

technique was employed by JS, in their spin injection on single crystal AI at low temperatures 

(Fig. A.2). However, due to the relatively large size of their samples and the extremely low 

resistances (in the n D. range) that resulted, SQUID based measurements were required to 

measure the small signals. A second experimental system employing nonlocal measurements was 

the Johnson spin transistor (Sect. A. l.4). This technique was also employed in the experiments of 

Jedema et a/. [ 18], who fabricated and studied mesoscopic spin va lve structures for the study of 

spin accumulation in metal systems. The device geometry is depicted in F ig. A. l3 . Two 50 nm 

thick ferromagnetic permalloy (Py) strips, with composition of Ni0.8Fe0.2, are deposited on a 

substrate. Their aspect ratio (length/width) is chosen in order to obtain different coercive fields. In 

a second evaporation step, a Cu cross is deposited. Care is taken that the interface between the Py 

and the Cu is kept clean, by using Kaufman ion source to ion mill any oxide or contamination 

before deposition. 

Referring to Fig. A. l3, in the "potentiometric" [ 176], or (equivalently) "non local" [ 18] 

geometry, current is sent from I to S and the voltage is measured between 6 and 9. The voltage 

drop in the injector ferromagnet is not measured, whereas there is no net (charge) current, and 

therefore no voltage drop, within the ferromagnetic electrode that measures the voltage. Therefore 

all magnetoresistance effects emanating from the ferromagnets themselves are eliminated from 

these measurements. 

By matching solutions Eqs. (A. l3) at the FIN interfaces and the center of the Cu cross, one 

obtains the following expression for the measured resistance in parallel Ri , and in anti-parallel 

configuration l l70]: 
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R 
Rn r = ± - = ± . 2 

(A.17) 
2 CY,.. A(M + 1)[ Msinh (L j 2A.,.., ) + cosh(Lj 2A.,... )] 

Here A is the cross sectional area of the Cu w1res, and M ~ (I - a~ )A.,..,CYF I A., .. CY,.., . In the 

experiments one expects A.N >> A.f . Then Eqn. (A. l7) has two limits: For L <<A.,.., the spin signal 

scales as M oc 1/ L , whereas for for L >> A.N the signal is attenuated exponentially: 

f).R oc exp(- L/ A.,, ). Also, depending on the ratio of spin flip lengths and conductivities in the 

ferromagnet and nonmagnetic regions, the signal can be attenuated, even in the absence of spin­

flip scattering. We will discuss this "conductivity mismatch" in Sect. 0. For comparison, in the 

"conventional" spin valve measurement current is send from electrode I to 7 and the voltage is 

measured between 4 and 9. For this case the following expression is obtained: 

R 1 1 l - R,.,.., ± !'J.R (A.18) 

with M given by. Eqn. (A. 18). The magnitude of the spm signal is twice that in the other 

geometry. However, as pointed out already, this geometry suffers from the fact that a resistance 

Rseries of the ferromagnet is measured. The AMR contribution is given by M I R = C cos
2 q; , 

where q; is the angle between the magnetization direction and the current direction, and C is of 

the order of 3 %. This shows that in the case of imperfect switching, when the magnetization does 

not switch through 180° at the coercive field , a problem arises, this has been indeed observed by 

authors of Ref. ri 70]. 

A.4.4 Observation of S pin-Injection and Spin-Accumulation in an All-Metal Spin 

Valve 

Jedema et a/. [ 18] succeeded in using the principles described above to demonstrate sptn 

injection and detection in an all-metal spin valve structure. Representative data fTom their 

measurements are shown in Fig. A.14. When the applied magnetic field is swept from negative to 

positive, an increase in the res istance is obtained when the ferromagnetic strip with the smallest 

coercive field switches. and an anti-parallel magnetization is obtained. When the coercive field of 

the second strip is exceeded, a drop in the resistance is observed, corresponding to parallel 

orientation of the magnetization of the injector and collector. The hysteresis behavior observed in 

Fig. A.14c,d corresponds to the situation where the direction of the magnetic field sweep ts 
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reversed, whi le the second strip has not switched yet. As can be seen in the data, the spin valve 

signal increases when the temperature is reduced to 4.2 K . 

Equation (A . l 7) shows that there are three unknowns in the experiment: a F, AF, and AN. In 

order to determine the values of these, a series of measurements was performed with increasing 

electrode spacing L. ranging from 250 nm to 2 flm. By fitting the measured M to (A. l3), the 

spin flip length could be extracted. At room temperature it was deduced that...i.N ::::: 350 nm , and 

A.N ::::: I 000 nm at 4.2 K. It was also concluded that the fitting procedure was not sensitive enough 

to obtain a F and A,F separately, however the product a FA.F was deduced to be - I nm. Using an 

estimated value A,F = 5 nm obtained from the literature [ 175) y ields a F- 0.22 . 

A.4.5 Comparison With the Johnson "Spin Transistor" 

The s ignals of Jedema eta/. r I 8], when scaled to the cross sections uti lized in the impure Au 

film devices of Ref. [ 17] (the "Johnson spin transistor"), are about I 04 times smaller than 
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Fig. A. I 4 Spin valve effect at T = 

4.2 K (a), and room temperature (b) 

in the non-local geometry for a sam­

ple with 250nm Py electrode spac­

ing. An increase in resistance is ob­

served, when the magnetization con­

figuration is changed from parallel 

to anti-para llel. The solid (dashed) 

lines correspond to the negative 

(positive) sweep direction (c), (d) 

illustrate the "memory effect". For 

clarity (c) and (d) are offset 

downwards. The stzes of the Py I 

and Py2 electrodes are 2.0 x 0.5 f.lm2 

and 14 x 0. 1 flm2 
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obtained in that prev ious work. However in that earl ier work it was necessary to invoke a spin­

polarization great ly exceeding I 00% to explain the results in terms of spin accumulation [ 167], 

[I 78]. In contrast the recent results of Ref[ I 8] correspond to a spin polarization of about I -2%. 

(Note that the ampli tude of the spin signal scales with the square of the spin polarization). Given 

the unexplained discrepancies of the earlier work, and the more consistent values obtained in the 

recent work, it is our opinion that the results of [ I 08, I 09] are associated with spin injection and 

spin accumulation. 

Tn this light, it should be noted that for the sandwich structure used in [I 7], the current not 

only flows perpendicular to the F/N/F layers, but also parallel to them. Therefore the 

magnetoresistance of these layers (in particular the AMR) can contribute to the measured signal , 

if the magnetic switching of the layers is not perfect. One expects this to be the case if a 

multidomain structure is fom1ed before or during the switching. The data of [ 17] indeed show that 

the switching of the layers is not abrupt. Jedema et a/. [ 18] noted in their "conventional" spin 

valve measurements that a contribution of the AMR to the signal could a lso be observed. In 

particularly unfavorable cases, this could fully overwhelm spin accumulation signals. 

A.4.6 Future Prospects for Spin Accumulation and Spin Transport in All-Metal 

Devices 

The average time for spin relaxation found in the recent metal-based spin injection work at 

Groningen is about I 03 times the momentum relaxation time. Similar ratios have also been found 

from conduction electron spin resonance (CESR) experiments, which allow the determination of 

the spin flip time T2 from the width of the observed resonance [I 79]. The spin-orbit interaction 

was found to be the dominant mechanism for spin flip in non-magnetic materials . It can be 

induced by phonon scattering, or by scattering from static imperfections, such as impurities, 

dislocations, and surface scattering . This implies that the spin-diffusion length A,1 - ~ Drs1 

scales in direct proportion to the electron mean free path . We believe that by reduc ing the 

scattering (in particular surface scattering which is the limiting factor for thin films), it should be 

poss ible to ex tend the spin-flip length to several micrometers . This will make it poss ible to study 

the effects of spin accumulation in more complicated devices, such as the "spin-flip" transistor 

proposed by Brataas eta/. [ 180] 

The second issue is that the observed spin s ignals in all-metal lateral spin valve dev ices are 

small, in the mn range. This is due to their high conductivity, but also, as pointed out above, it is 
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due to the fact that the polarization obtained so far in lithographically defined structures is only 

about 1-2%. As wi ll be discussed in the next section, however, by using tunne l junctions as 

injectors and detectors it should be possible to increase the polarization to about I 0% or more, 

and this should make it possible to increase the s ignals to about In. 

A.4.7 Spin Injection in a Diffusive Semiconductor 

Fig. A. IS (a) Simplified resistor model for a device consisting of a semiconductor (SC) with 

two ferromagnetic contacts (FM) I and 3. The two independent spin channels are represented 

by the resistors R,u, Rscr .< ,and R,u ,. (b) and (c) show the electrochemical potentials in the 

three different regions for parallel (b) and antiparallel (c) magnetization o f the ferro magnets. 

The solid lines show the potentials for spin-up and spin-down electrons. the dotted line for flo 

(undisturbed case). For parallel magnetization (b), the slopes of the electrochemical potentials 

in the semiconductor are different for both spin orientations. They cross in the middle 

between the contacts. Because the conductivity of both spin channels is equal, this results in a 

(smal l) spin-polari zation of the current in the semiconductor. In the antiparallel case (c), the 

slopes o f the e lectrochemical potentials in the semiconductor are equal for both spin 

orientations, resulting in unpolarized current flow. (Note that the slope of !' in the metals is 

exaggerated). From [12]]. 
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The discussion above shows that, since the time of the anomalous results of [ 17], significant 

additional understanding of spin injection and accumulation in thin fi lm metallic systems has 

been attained. These recent experiments can be fu lly understood within the framework of the 

standard model , and the parameters extracted are in acceptable agreement with those obtained 

from CESR experiments and the analysis of magnetotransport in multilayers. This raises once 

again the question whether spin injection in semiconductors can also be achieved in similar 

fashion, i.e., by using direct, Ohmic injection from ferromagnetic electrodes. In the next section 

the diffusive model is applied to this situation. 

A.4.8 Conductivity Mismatch 

If we apply the standard model to deduce the expected (nonlocal) signal for the device 

geometry pictured in Fig. A. I Sa, we find that 

M a:,AN 
Rn .H = ± 2 = ± CY NA [ (M2 + I) sinh(L/ A"' ) + 2M cosh(L/ AN)] 

(A. l9) 

with M = (1 - a:, )ANCYF I A"CY"' . The crucial point to be noted here that, unlike the case for 

metal/metal contacts, for metal/semiconductor (2DEG) contacts the ratio of conductivities is 

about I 03
, and therefore one finds M ~ I 03

. As seen from Eq. (A.l9), this leads to a very large 

attenuation of the spin signal , even when L «AN , and no spin flip scattering takes place within 

the 2DEG. Although it cannot be excluded that there may be additional reasons for the 

suppression of the spin signal in metal/semiconductor devices (such as random spin precession 

induced by the spin-orbit interaction in InAs channel, or non-ideal interfacia l transfer), it follows 

that the "conductivity mismatch" has very major consequences for this system. The conductivity 

mismatch problem has been described in detail by Schmidt eta/. [ 12] 

The fundamental reason for suppression due to conductivity mismatch is that the ratio of 

spin-up and spin-down currents is detem1ined by the total resistance encountered in a region of 

the length AF +A"' . In the above case the spin-independent resistance of the semiconductor 

dominates, leading to an equalization ofboth currents. 
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Fig. A. l 6 Dependence of a2 and 

&?IRon j]. In {a) a2 is plotted over 

j3 for different ratios O"rm I a-,<. For a 

ratio of 100, a2 is well below 0.1% 

for j3 < 99%. In {b), aga in a 2 is 

plotted versus j3 with a-fi, I a-,< = I 00, 

with the corresponding values for 

&?IR on a logarithmic scale. For j3 

between 0 and 90%, &?IRis smaller 

than I o·7 and thus difficult to detect 

in the experiment. After Ref [ 12] 

Fig. A.l6 shows the calculated results from [ 12]. It is clear that, except for aF very close to 

one, the attenuation of the spin signal due to conductivity mismatch is substantial. In our opinion 

a direct ohmic contact between a high conductivity ferromagnetic injector/detector and a low 

conductivity non-magnetic medium will always y ield a strong s uppression of spin injection 

phenomena. 

A.4.9 Possible Solutions to Conductivity Mismatch 

Two solutions offer themselves: The first is to use injectors w hich have aF c lose to I , e.g., 

using magnetic semiconductors. For the case where non-fully spin polarized ferromagnets are 

used, a possible so lu tion to the problem is the use of tunnel barriers, so that the spin-dependent 

resistance of the tunnel barrier becomes comparable to the spin-independent resistance of the 

nom1al metal [ 170, 181]. It should be noted however that the mechanism for spin selectivity 

changes, and this will impose more stringent conditions on the fabrication technology. Recent 

work on tunnel injection will be discussed further in Chap. B.2. 
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A.S. Projections and Conclusions 

A.S. l Retrospective: The Spin Transistor 

The concept of a spin transistor is founded upon the assumption that spin polarized electrons 

can survive traversal over an entire device structure. This involves three distinct and important 

pieces of physics. First, the transfer of spins across the injection interface, i.e., between a 

magnetic and a non-magnetic material , must be poss ible without wholesale loss of polarization. 

We have seen that conductivity mismatch can seriously impair this process for Ohmic contacts 

between metals and semiconductors. Second, once the " source" interface is traversed, spin 

polarization must be largely preserved while the spin current undergoes propagation through the 

device. This means that there must be minimal spin relaxation within the paramagnetic channel, 

i.e., the initially unpolarized e l c~ctron gas in which the electron propagates from "source" to 

"drain". Third, the final prerequisite is implementation of a spin analyzer at the far end of the 

device, which is capable of collection- i.e., resolving the chemical potential imbalance between 

spin bands arising from spin injection. It is clear that understanding the deta iled physics of these 

three e lements of device operation- injection, propagation, and coJlection- and using this 

infom1ation to engineer materials and device geometries for next-generation structures, wiJI be 

the foc us of much spin electronics research in the next decade. 

Realizing the spin transistor is one of the longest standing hopes of spin-based electronics 

[ 182J . A lthough the initia l motivation for work on this has diminished somewhat, advances on 

many fronts of spin electronics (briefly outlined in Sect. A.2. 1) have heightened interest in 

achieving robust and contro Jlable spin-polarized currents in smaJJ devices. Despite the 

widespread interest generated by the proposal of Datta and Das, and the past decade of effort that 

ensued, the "spin transistor" has not yet been achieved. It is thus fa ir to say that it remains a 

singular chaJlenge for the community of researchers interested in these issues. In fact, since the 

initial demonstration in 1985 of spin injection in metal-based devices, the recent work of Jedema 

et a/. [ 18] represents the only unambiguous work confirming that aJI-e lectrical spin injection 

devices are possible. To be fa ir, most effort has been placed on semi-conducting systems with 

Ohmic contacts apparently owing to the prevail ing assumptions that they offer both the greatest 

device potentia l and the highest likelihood for adoption by the mainstream microelectronics 
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community. We shall examine these assumptions below. Thus far, however, most putative c laims 

of all-electrical , spin injection devices in semiconducting materials have been engulfed in a 

shroud of controversy. The disappointingly small signals observed have failed to convince the 

greater magnetoelectronics communi ty that robust spin injection effects have yet been attained. 

Nonetheless, if we take the most positive of interpretations, data fTom these experiments allow an 

upper bound to be placed on the magnitude of the current polarization induced-and this appears 

extremely small , of order I% at best [5, 8, 169, 170, 183- 185]. As mentioned, what is most 

troublesome about signals a t this level is that conventional magnetoresistance measurements are 

plagued with a host of comparable, obfuscating, non-spin-injection related magnetoelectronic 

phenomena, such as AMR and the local Hall effect (Sect. A.3 .2 and A.4.5, respectively). 

Accordingly, obtaining the correct interpretation of the signals obtained in such devices is very 

problematic. 

But the situation is actually not as grave as this discourse might initially lead one to believe. 

Recently, very s ignificant advances within three separate areas of spin electronics have emerged, 

and these provide growing optimism that spin injection transistors will soon be realized. We list 

these advances here, and then separately review each of them in more detail below. First, robust 

e lectrical spin transfer across interfaces has been demonstrated in spin polarized light emitting 

diodes (LEDs). The emission of circularly polarized light from these devices provides rather 

compelling evidence that e lectrical injection of hot, spin polarized carriers can indeed be 

achieved. What is interesting about these structures is that they involve e lectrical spin injection 

across epitaxial interfaces. Such interfaces are far more ideal than those employed in efforts with 

a ll -electrical , Ohmic spin injection devices to date. Second, there is also a growing body of work 

confim1ing the first reports of successful spin injection, carried out almost a decade ago, across a 

tunnel barrier. These two sources of evidence soundly demonstrate that spin polarization, in 

amounts varying from very small to substantial, can be preserved in injected currents if they 

tTaverse an optimal contact interface. Third, long lifetimes for spin-polarized carriers have been 

observed in optica lly excited systems [ 13 1, 186]. This demonstrates that carriers can propagate 

within a semiconducting electron gas without s ignificant loss of spin polarization. Collectively, 

this recent work- and the body of spin injection research that has preceded it- serves to 

demonstrate that new materials , ideal interfaces, and optimal device geometry are crucial for 

realizing new classes of magnetoelectronic devices. 
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A.5.2 Recent Advances in Spin Transport across Interfaces 

(a) Optical Methods. Optical methods have recently provided compelling evidence that, with 

optimal conditions, spins can be effectively transferred through epitaxial semiconductor 

heterointerfaces. This has been most clearly demonstrated by Malajovich et a/. [ 187] in 

experiments where optically generated, spin polarized carriers were allowed to diffuse across an 

epitaxial interface between ZuSe and GaAs. Loss of polarization was surprisingly minimal. This 

group subsequently demonstrated that spin-transfer efficiency could be increased by five to forty 

times, when electric fie lds are used to ' drag ' spins across a semiconductor interface [188]. They 

applied laser pulses, tuned to create a long-lived ' reservoir ' of spin-polarized carriers in the 

sourcing epilayer and then, in two separate experiments, showed that both externally applied and 

"built-in" internal electric fields could be highly effective at transferring spins from this reservoir, 

across an epitaxial interface, to another semiconductor. In the latter case, "built-in" fields were 

created during growth, through controlled doping of semiconductor layers, to employ the natural 

potential arising at pin junction. 

(b) Ohmic Contacts. As originally envisaged, the spin-FET involved ferromagnetic 

source/drain electrodes and a semiconducting electron gas "channel" that were electrically 

connected by Ohmic contacts. With Ohmic contacts, the two-terminal (drain/source) device 

impedance is kept quite low, and this circumvents problems arising in high impedance devices 

such as limited fan-out (due to source loading), slow dynamical response, and large power 

dissipation at steady bias. These were the principal reasons that motivated efforts on the spin 

transistor over the past decade that were focused upon Ohmic structures. 

Efficient spin injection is possible, even for diffusive transport m a "half metallic" 

ferromagnet where the conduction electrons are nearly I 00% spin-polarized. There are a number 

of materials that have this nearly complete polarization [ 189, 190]; however, these have not yet 

been applied to semiconducting spintronics, presumably due to the significant difficulties 

associated with integrating them into advanced growth and fabrication processes for high-quality 

semiconductors. 

Recently Hammar eta/. [7] reported a novel , indirect means of detecting spin injection across 

a single interface between a metallic ferromagnet and a heavily doped lnAs 2DEG. The 

observations, reported to persist even above liquid nitrogen temperature, were interpreted as the 

consequence of a spin dependent resistance that the authors believe is intrinsic to such an 

interface. As in other spin injection experiments involving Ohmic contacts between metallic 
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ferromagnets and semiconductors, however, only a very minute change in device resistance could 

be correlated with changes in ferromagnet orientation. Given the host of other phenomena of 

comparable magnitude known to be operative at ferromagnetic/semiconductor interfaces, 

compounded with the unknown quality of the interfaces studied, these results have not met with 

widespread acceptance to date. Alternative explanations, including ones based upon the local Hall 

effect, have been advanced [ 191 -193]. The underlying physical mechanism proposed for this 

effect involves a non-equilibrium spin polarization induced by current flow in a spin-orbit-split 

conduction band [ 194]. Recently theoretical models for a spin-dependent interfacial res istance 

involving spin-orbit coupling have been formulated in both the ballistic [ 195, 196] and diffusive 

[ 197] regimes. However, very fundamental questions have been raised rega rding correctness of 

such interpretations [ 198]. To date , the feasibility and effectiveness of this current-induced spin 

polarization for spin injection appears to be unsettled. 

Convincing evidence of spin injection has been realized in efforts involving polarized light 

emission induced by spin polarized carriers injected across a pin junction. Among such 

experiments, the spin-LED recently reported by Ohno et a/. ll5] employs spin injection from a p­

type ferromagnetic semiconductor (GaMnAs) into an intrinsic GaAs region. The spin polarized 

current subsequently flows through the intrinsic region into an n-doped InGaAs quantum well. 

Hence one may consider this device as first involving spin injection across an Ohmic, unipolar 

junction, and then involving injection across a subsequent barrier. 

Finally, we note that recent experiments with nanoscale point contacts formed between 

ferromagnetic and non-ferromagnetic metals have demonstrated that ballistic injection of highly 

(> 40%) spin-polarized currents into the non-ferromagnet is possible [ 199, 200). 

(c) Tunnel Contacts. We have mentioned the underlying reasons why Ohmic contacts have 

been pursued most vigorously to date. Given the s ignificant difficulties mentioned above, 

however, it now seems worthwhile to explore the possibility of electrical spin injection by 

alternate methods i .e., by tunnel or Schottky contacts despite the fact that the resulting two­

temlina l device impedances may be larger. Especially noteworthy in this context is the recent 

adoption of magnetic tunnel junction structures for memory applications by the commercial 

sector. This demonstrates that large two-tenninal impedances need not preclude utility for 

commercial electronics. A tunnel contact has the additional advantage that it can provide a 

diffusion barrier between ferromagnetic metals and semiconductor materials. This is important 

given the extensive past work (described below) demonstrating the ease with which these systems 

can interdiffuse, even at relatively low growth or processing temperatures. 
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Of course the most ideal barrier is vacuum itself. A decade ago, Alvarado and Renaud [ 19] 

showed that spins can be injected into a semiconductor by vacuum tunneling. They demonstrated 

this using a scanning tunneling microscope outfitted with a ferromagnetic tip. Recently, La Bella 

and coworkers have extended this work to image the orientation-dependent spin injection 

probability and the spin lifetime for spin polarized carriers injected into a pristine surface of 

GaAs [201 ]. 

Recent theoretical work by Rashba [ 18 1 ], Smith [202] , Heersche et a/. [203] and Flatte e t a/., 

has explored the effectiveness of spin injection via tunneling contacts. Collectively, what is 

emerging from these investigations is that, for the case of small transmission, the spin-dependent 

density of states for the two electrodes determines transport across a tunnel barrier. Tn this limit of 

regime of linear response the electrodes remain in equilibrium and their respective spin­

dependent conductivities play a minimal role in determining transport across the interface. Hence, 

either a FM (ferromagnet metal)-semiconductor Schottky diode or a FM-insulator-semiconductor 

tunnel diode may be effective for injecting spins into a semiconductor system. 

(d) Schottky Contacts. There has been growing interest in the study of epitaxial 

ferromagnetic metal/semiconductor heterostructures. Such efforts have a long history; more than 

twenty years ago, Prinz showed that single crystal Fe films could been stabilized on GaAs 

through molecular beam epitaxy [204]. The lattice constant of GaAs (a0 - 5.654 A) is almost 

exactly twice that of Fe (a0 = 2.866A). Much recent e ffort has continued the focus upon GaAs 

materials; among systems explored are Fe/GaAs [205-208], Py(permalloy)/GaAs [209], and Fe­

Co/GaAs [21 0]. Tt was realized very early in the course of these studies that, under non-optimal 

growth conditions, a magnetically dead layer can exist at the interface between these materials. 

This has been shown to arise from intermixing, yielding a magnetically depleted phase [206] or 

half-magnetized [208] phases such as FegGa2.xAs,. However, it has also been found that, under 

optimal conditions, growth of only a few monolayers is sufficient for the ferromagnetic film to 

recover the full magnetic properties of the bulk l211]. Additional work has been carried out on 

the Fe/TnAs [212-214] system. The crysta l structure of TnAs is very similar to that of GaAs, but 

the lattice mismatch of Fe and TnAs (a0 - 6.058A) is 5.4%, poorer than that of Fe/GaAs. Tt has 

proven possible to grow single crys tal bee Fe on InAs ( I 00) surface, however Ohmic rather than 

Schottky contacts are achieved [2 13]. Tn a ll these grown materials, c lear in s itu MOKE (magneto­

optic Kerr effect) hysteresis loops have been demonstrated after only 5-8 monolayers of Fe is 

deposited. 
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For spin injection devices, Schottky barriers represent another alternative to Ohmic contacts. 

The differences between the spin-split conduction bands of the ferromagnetic metal and the spin­

degenerate conduction band of a semiconductor yield a spin-dependent interfacial transmissivity. 

The picture is conceptually clear for ballistic electrons; for a high quality epitaxial interface, it is 

generally assumed that the transverse momentum of incident e lectrons is conserved after transport 

through the barrier. In this case a straightforward description emerges for the spin-dependent 

ballistic transmission and reflection probabilities of the interface [215, 2 16]. Such simple pictures 

are almost certainly not expected to hold for ordinary interfaces, however ballistic electron 

emission microscopy (BEEM) studies demonstrate that, for "generic" surfaces, diffuse scattering 

is predominant [217). 

Spin injection across a Schottky barrier between a ferromagnetic metal and a semiconductor 

appears to be very promising. Zhu et a/. [2 18] have recently reported a room temperature spin­

injection efficiency of 2% with a Fe-GaAs Schottky contact. In their experiments the injected 

spin polarization was detected by polarization-resolved e lectroluminescence. This has been 

confirmed by recent experiments of Hanbicki et a/. [2 19], who studied spin injection from an 

epitaxial Fe layer grown on AlGaAs/GaAs quantum well LED structures. Also using 

polarization-resolved electroluminescence, they deduced a 30% spin injection efficiency for such 

structures at 4.5K, which shrank by a factor of about three (to - 9%) at room temperature. 

An interesting variant on spin injection involves the use of spin-polarized "hot" electrons 

with energies much greater than EF [220, 22 1). Filipe et a/. [Ill demonstrated a novel spin filter 

effect involving spin injection across a Schottky barrier. Q uas i-monoenergetic, spin-polarized 

electrons are tunneled across a vacuum gap into a thin ferromagnetic metal layer deposited upon 

an n-doped GaAs substrate. Spin-dependent transmission probabilities are deduced by measuring 

the current transmitted through this Schottky barrier. Before the deposition of ferromagnet, the 

n+- GaAs surface was oxidized by an ozone system to form a 2-nm-thick oxide layer. This oxide 

layer proves to be very effic ient in preserving spin polarization. A spin filter efficiency up to 

about 25% has been achieved. 

In recent experiments [222), hot electrons have been tunnel injected from a STM tip across a 

barrier into a ferromagnetic layer, in a technique termed BEMM (ballistic elec tron magnetic 

microscopy). Since the majority-spin and minority-spin electrons have much different inelastic 

mean free paths, passage of hot electrons through, for example, a 3 nm Co layer has proven 

sufficient to result in a ballistic electron current with > 90% spin polarization l218]. This highly 

polarized hot-electron current can then be employed to interrogate, for example, underlying 
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metal-semiconductor interfaces. In this situation the spin-dependent transmiss ion probabi lity of 

the barrier can be probed. If spin-flip scattering at the interface is minimal , then the ballistic 

electron current entering the semiconductor wi ll be highly polarized (> 90%). Furthermore, the 

energy of the injected electrons, relative to the bottom of the conduction band in the 

semiconductor, is tunable via the bias voltage across the tunnel barrier. However, the 

disadvantage o f hot electron injection is that the overall efficiency (y ield) is low. 

A.5.3 Recent Advances in Spin Injection via Semimagnetic Semiconductors 

Oestreich et a/. have explored use of a semimagnetic Mn-based di luted magnetic 

semiconductor as the spin-injecting contact. In the presence of a large applied magnetic field, 

electron spins in this large-g material w ill be strongly polarized [223]. They used time- and 

polarization-resolved photoluminescence to demonstrate that optically excited carriers became 

spin aligned in a Cd 1_, Mn,Sc layer, and that spin-polarized e lectrons were transferred into an 

adjacent CdTe layer with little loss in spin polariza tion. 

Fiederling et a/. [14] have demonstrated efficient electrical injection of spin-polarized carriers 

from the epitax ially grown semimagnetic semiconductor, ZnMnSe, into a GaAs semiconductor 

heterostructure. A light-emitting diode structure (spin-LED) was constructed which enabled 

direct proof, by spin polarized emission measurements, that the current was spin polarized. As in 

other spin LED structures, the diode is a lways biased at more than I volt to achieve appreciable 

emission. This vo ltage scale is greater than the band gaps of the quantum wells employed. The 

device incorporated an intrinsic spacer layer (GaAs), in which the e lectrons have a very high 

energy relative to the Fem1i level. Recent efforts in this area have been reported by Jonker eta/. 

[224] 

Given the ability to grow ZnMnSe epitaxially upon GaAs, semimagnetic contacts appear to 

be a very interesting alternative for spin injection devices, at least in initial research efforts r 13]. 

There are several notable drawbacks that must be considered, however. Large magnetic field 

operation precludes the commercial viability of this approach. Perhaps most important is the fact 

that the applied (large) magnetic field obviously detem1ines the direction of polarization. For 

fundamenta l experiments there is no clear way to perform polarize/analyze or spin precession 

(Hanle effect) experiments- such as can be done w ith f erromagnets g iven the ir spontaneous, 

remnant polarization, which enables both configurations w ith antiparalle l magnetic contacts , and 

the app lication of magnetic fields non-collinear w ith respect to the injected polarization. 

17 1 



A.5.4 Recent Advances in Spin Propagation in Semiconductors 

In the past four years, it has been proven experimentally that spin coherence can persist in 

doped semiconductors on very long temporal scale, exceeding > 100 ns at low temperatures. 

Local optically excited, spin polarized "puddles" of carriers have been transported laterally 

through semiconducting materials for distances over I 00 ~-tm by applied electric fields, while 

maintaining spin coherence [ 4, 13 1-134]. As mentioned, the spin polarized holes are found to 

relax quickly, but the spin polarized electrons persist for long times. At present, the extent to 

which the spin dynamics of these hot electrons differ from those of spin-polarized electrons at 

Fenni surface is unclear. Since spin scattering is closely related to momentum scattering, one 

might expect the spin relaxation rate at the Fermi surface to be even slower than that observed for 

hot carriers. But, to date, difficulties in manipulating near-equilibr ium electrons, have precluded 

measurement of spin lifetime at the Fem1i surface. But the picture that emerges is extremely 

promising for electrical spin injection devices. 
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Appendix B. Spin Transport in the Ballistic Regime 

Pursuit of spin injection phenomena in two-dimensional e lectron gas systems has been 

motivated by the expectation spin transport phenomena should become greatly enhanced in these 

materials (see Sect. A.3 . 1 in this chapter). This is especially true for devices with submicron 

dimensions , where mean free paths for momentum scattering can easily exceed device 

dimensions. Furthermore, sufficiently narrow conductors of such materials become quantum 

wires in which current is carried by only a small number of transverse subbands [225]. If a 

quantum wire is short enough, intersubband scattering becomes inconsequential and quantization 

of electrical conductance is manifested [ 127, 128]. Most previous modeling of electrical spin 

injection and spin transport phenomena has been predicated on the assumption that electron 

transport is diffusive. In this section, we describe simple modeling allowing exploration of spin 

injection and precession phenomena when transport is ballistic. Although the approach taken is 

straightforward in concept, it provides a very important intuitive understanding about the unique 

aspects of ballistic spin transport, and underscores significant gaps in our current understanding 

of the problem 's details. These models also provide important benchmarks for observational 

expectations in ballistic systems. The previous discussion makes it clear that this is in a realm 

where the s ignatures of spin transport phenomena may be ambiguous or even obfuscated by other 

phenomena. As mentioned (Sect. A.3 .2), semiconducting systems can be profoundly sensitive to 

..__ N ~ Density of States Ni --. 
(elatom-Ry) 

N~ 

Fig. 8 .1 Calculated DOS for nickel (after J. Callaway and C.S. Wang: Phys. Rev. 8 63, I 096 

(1973)), and a simple Stoner model for ferromagnetic electrodes. 
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extraneous magnetic fields gtven their large Hall coefficients. The models described here 

culminate in predictions for observable precessional phenomena, analogous to the Hanle effect in 

the diffusive regime, which should constitute definitive experimental demonstrations of spin 

injection, transport, and detection in a ll-electrical semiconductor devices. To date these remain to 

be realized. 

Ballistic transport in nanoelectronic devices is usually described within the BUttiker-Landauer 

model. Current flow is pictured as reservoir-to-reservoir transport in contrast to the case for 

diffusive systems; here we do not usually define local electrochemical potential, which would 

give rise to a continuous voltage drop within the conducting channel. Instead, current flow is 

viewed as a ballistic, or, in certain situations, phase-coherent, flux of carriers that propagates 

without scattering through the conducting channel. Equilibrium occurs solely at the reservoirs 

formed by Ohmic contacts at the ends of the channels. Conductance is then described as the ratio 

of the electron flux (proportional to the current) to the steady state electrochemical potentials of 

these reservoirs . 

For spin electronics, one needs to transform these ideas to the cases where transport is spin 

polarized. One is immediately faced with a complication: what is the underlying physics of spin­

selective contacts? BUttiker ' s multi-tenninal forma lism is based on the ansatz that the reservoirs 

are pe1jectly absorbing. Specifically, he assumed that every electron impinging from the channel 

upon a "collecting" contact is admitted, and thereby contributes to the development of that 

reservoir 's electrochemical potential in steady state. For the rather low density electron gases 

which form quantum -wires, -point contacts and -dot structures, this is physically justifiable. The 

density of states of the metallic contacts is immense compared to that of the channels themselves. 

It is therefore almost a certainty that a state can always be found within the reservoir that is well­

matched, both in energy and momentum, to the discrete "modes" of the electron gas channels. 

It is not so clear, however, what the correct picture should be for spin selective contacts. Is it 

possible that spin-polarized reservoirs can be created that will reflect impinging carriers in the 

"wrong" spin state? For the ferromagnetic metal/semiconductor contacts, this seems highly 

unlikely . Except for the so-called "half metallic" ferromagnets , there is appreciable density of 

states in both (polarized) d-like and (unpolarized) s-like bands at the Fermi surface in metallic 

ferromagnets (Fig. B. l ) . Any carrier of the wrong spin type that impinges upon a polarized d­

band state is quite likely to find a match within the s-band. This brief discussion, rather than 

striving to be definitive, is meant to serve as an introduction to important issues regarding spin­

polarized contacts in the ballistic regime. 
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Fig. B.2 Model for ballistic sp111 transport 111 a two-dimensional electron gas. (a) 

Measurement configuration: a current 1 is injected through the 2DEG via a ferromagnetic 

contact Fl and an Ohmic contact L. The spin tTansresistance Rs = V/1 arises fTom spin­

polarized carriers traversing a distance L from the net path o f the current, which induce a 

nonlocal voltage, V berween a second, similar, pair of contacts F2 and R. (b) The conductor 

beneath the ferromagnetic contacts (DSPR) is assumed to be a disordered, but spin 

preserving region . (c) The full -eight-reservoir model; complete ellipses represent spin­

relax ing reservoirs, and half ellipses represent spin-resolved reservoirs. Fl and L are current 

contacts, F2 and R are vo ltage probes. ~ap denotes the 2DEG device channel in which spin 

precession occurs. Other multimode leads are denoted by three arrows and ellipsis. Panels 

(d), (e), and ( I) illustTate decomposition of the eight-reservoir model. [Panel (e) depicts the 

reduced four-reservoir problem.]. 

The semiconducting spin injection transistor envisaged by Datta and Das [3] was predicated 

upon single-subband, ballistic transport from source to drain. In this first formulation of the 

problem, the specific deta ils of how spin polarized current might be injected into the channe l 

were sidestepped their focus was upon control lable, spin-selective transport within the channe l 

itself. Be low we shall explore spin transport and precession in ballistic regime in more deta il , 

investigating the role that effects such as multisubband transport and scattering will play in real 

devices. W e can a lso make some general statements about spin transmiss ion at contacts. Concrete 

microscopic models for the contacts, however, arc only possible for the case of specific, wel l-
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controlled experimental realizations of the interfacial transport involved. Recent advances in 

epitaxy are now permitting growth of heterostructures with nearly ideal interfaces between 

ferromagnetic and non-magnetic semiconductors. This research is greatly accelerating our rate of 

understanding of interfacial spin transmission- and it should also begin to clarify what is 

physically possible regarding the realization of spin selective contacts. 

A three- or four-terminal spin transistor device (cf. Fig. A. l and Fig. A.2) is most clearly 

characterized by spin transresistance Rs, defined in Fig. B.2a, which provides the most direct 

demonstration of spin transport. In the diffusive regime for the geometry shown, if the current 

contact Fl is replaced with one that is unpolarized no voltage will appear between the analyzer 

contact F2 and a suitably defined ground reference R. In this case these voltage contacts, being 

well outside the net current path, remain at the same equipotential. However, if the current from 

Fl is spin polarized, the injected magnetization can lead to steady state spin accumulation that 

persists over the entire length of the channel when A..<J ~ L . This spin accumulation induces 

disequilibrium between the electrochemical potentials at the collecting contacts on the far end of 

the device, F2 and R , and thereby yields a finite va lue of Rs. As before A. = I e 0 € s I 2 is the ,, v 

spin diffusion length, f. = v, .. r , and C 
0 

= vFro are the spin and momentum mean free paths, r, and 

r0 are the effective spin and momentum relaxation times. 

8 .1. M ultiprobe model for Ballistic Spin Polarized Transport 

To describe spin transport in the ballistic regime BOttiker's picture for mesoscopic transport 

within a multiprobe conductor is employed[226]. Here it is augmented with a simple, 

experimentally motivated model that describes the essential physics of spin-selective contacts 

[227]. The procedure involves four principal steps: (a) a simple description of spin-resolved 

contacts is developed, based upon careful consideration of the ferromagnetic/semiconductor 

contacts in real devices. (b) An eight-reservoir model is constructed, in the spirit of Blittiker ' s 

formalism, to describe the spin injection experiment. (c) Careful consideration of the boundary 

conditions yields constraints upon the spin-resolved currents and chemical potentials. This 

process leads to an expression for Rs in terms of reservoir-to-reservoir, spin-resolved transmission 

probabilities, r,;fJ, of the 2DEG that fom1s the device conduction channel. Here the indices i, j 

specify the reservoirs themselves, and a , /3 their constituent spin bands. Finally, (d) the 
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requisite T,
1
ap are calculated semiclassically, using a modified Monte Carlo numerical technique. 

This is carried out by following the electrons ' ballistic trajectories and the phase of their spin 

wavefunctions as they pass through the device, while the phase of their spatial wavefunctions is 

ignored. To account for the properties of real devices, it is also necessary to include both junction 

scattering and scattering at the surfaces and in the interior of the channel. For unpolarized ballistic 

systems, this semiclassical approach has provided a theoretical description remarkably consistent 

with experimental data at T - 4K, the regime where the e lectron phase coherence length is 

smaller than typical dimensions of nanoscale devices [228]. We expect that the semiclassical 

model is capable of providing equally valuable insights for spin polarized systems. 

Fig. B.2b depicts a simple model for spin-selective contacts based on experimental 

considerations. It comprises two elements: F2, a fu lly spin-polarized reservoir which is in perfect 

contact with what we shall term, a disordered (i.e., momentum-randomizing) but spin-preserving 

region (hereafter denoted as DSPR). The DSPR consists of separate spin-up and spin-down bands 

that internally equilibrate, in the sense of momentum relaxation, while preserving the overall spin 

imbalance. The separate spin-resolved reservoirs comprising the DSPR (li, 1-L-, 2i, 2J-) model 

low mobility regions always present beneath unalloyed ferromagnetic metal contacts, e.g. , in 

typical TnAs devices (Sect. A.3 of this chapter). Disorder within these special regions y ields 

significant momentum randomization and, hence, a short ( 0 . However, in contrast to the usual 

picture describing unpolarized reservoirs [226], we assume these special contacts are small 

compared to A,r, thus any spin disequilibrium within them is preserved. This, in fact, IS 

consistent completely general and with the more restrictive constraint, o,r 2:: L , which IS 

fundamental to any spin injection experiment. If significant spin relaxation occurs anywhere in a 

"spin transistor", including in the vic inity of the ferromagnetic contacts, spin-selective transport 

will be suppressed. For sake of c larity , we consider the most ideal situation, initially assuming 

that Fl and F2 are fully polarized at the Fermi surface (half-metals). This approximation serves to 

illustrate the most important aspects of the underlying physics. Of course, many complexities in 

real devices may diminish spin transport effects , such as partial spin polarization and additional 

unpolarized bands at EF in Fl and F2, variations in band structure near the interfaces, magnetic 

disorder and spin scattering at the FIS interface, momentum and spin scattering in the 2DEG, and 

thermal smearing. Here our aim is to c lari fy at the outset what may be expected in ballistic 

systems under the most favorable of conditions. 

177 



Measurement of Rs involves four tem1inals (Fig. B .2a), two that are sp in-selective (Fl , F2), 

and two that are conventional, i.e. , momentum- and spin-relaxing (L , R). Here we assume the 

spatial extent of these contacts is sufficient to allow both spin and momentum relaxation; they are 

"conventional" reservoirs as described by Bi.ittiker [226]. As depicted in Fig. B .2(d, e, f) , the full 

problem separates into three sub-components . Fig . B .2d represents the spin-up and spin-down 

currents (!Li , / LJ.) that flow between Fl , It, 1..!- , and L. A Sharvin resistance [229], 

Rsh = (h / 2e2 )(kFw) l 7r = (h / 2/ )Nch' arises between lt, 1..!- and the multichannel conductors 

connecting them to L. Under conditions of c urrent flow this yield the spin-resolved electrochem­

ical potential differences J..11r - J..IL = 2eR,J Lr and p1~- J..IL = 2eR,J 1.! . Here, the factors of2 arise 

because transport is spin resolved; kF, w, and N ch are the Fem1i wave vector, channel width, and 

number of occupied modes w ithin the 2DEG device channel , respectively. Similarly, at the 

rightmost side of Fig. B .2f, current flow between the reservoi rs 2t, 2..!- and R establishes the 

electrochemical potential differences J..12r- J..IR = 2eR,J R. and J..12~ - J..IR = 2eR,JR~. A lso, 

f..lnr = J..12r since no current flows between these reservoirs . Note that a ll /'s here represent net 

currents (forward minus reverse contributions). Tn o ur model , the following sum rules hold: 

T = I L + l 1r, T = TL't + JL! , 0 = TR't + TR~, and l 1r + !,~ = '~r + '~~ = 0 . As the reservoirs in Fig. 

B.2f are voltage contacts, net current is conserved separately for each spin band, 

TR't + 12r = TR~ + !2 ~ = 0. These express ions can be manipulated 

P it J..IL + 2eR,h (T - T1r ) 

J..ll ~ J..IL + 2eRsJ Jr 
(B . I ) 

J..l"r J..IR- 2eR,/ 2r 

f../2! J..IR + 2eR,J 2r 

Given these relations, calculat ion of Rs reduces to a four-term inal problem that solely 

invo lves the four spin-resolved reservoirs: It, 1..!- , 2t, and 2 ..!- and the 2DEG device channe l that 

connects them [Fig. B .2e]. Modify ing Bi.ittiker's formula to account for the spin-resolved 

transport, the fo ur-terminal linear response at zero temperature becomes 

T - !!_ [CN - R aa ) - T ap J '·" - h ch , J..l,.a 11 J..l1.p 
(B .2) 
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Transport within the ballistic multimode 2DEG conductor, is hence fully represented by the 

transmission coefficients T ap , and the reflection coefficients R aa . These describe carriers 
I) tl 

incident from the lead i with spin polarization a , that are transmitted into lead j with final spin 

state f3 ; and carriers incident from i, a that are reflected back into the same lead and spin 

channel. The coefficients U,, in Eq (B. I) satisfy the sum rule " U = " U = 0 ensuring the 
'J ~) lj ~I I) 

current sum rules, and that all currents vanish when the J..i, are equal. 

Simplification of Eqs. (B . I) and (B.2) yields 

/ It ;.IL + I 

II~ 
= S 

j..JL 

/ 2t j..JR 
(B .3) 

/2~ f-I R 

where fJ1 = f.11 I 2Rshe and S = (J + U) 1 U . The elements of S satisfy the same sum rules that 

constrain U (for identical reasons). These steps lead to an explicit expression for the R5. For 

parallel alignment of polarizer and analyzer (Ft , F 2), which we denote by the superscript ( ii ). 

these steps yields 

(B.4) 

For antiparallel alignment, only the sign changes: R~u, - -R~rt 1 • 

We obtain the requisite elements of S numerically, extending the semiclassical billiard model 

[228] to allow tracking of an electron ' s spin wave function along ballistic trajectories between the 

spin-resolved reservoirs ( I t , t ...l. ,2t,2...!.) at either end of the 2DEG device channel. We consider 

e lectrons confined within a hard-wall channel , of length L and width w, at zero temperature. T,
1
a/f 

are calculated by injecting and following a large number of electron trajectories (typically > I 04
) , 

made up of straight line or circular arc segments that specularly reflect from the walls until they 

are collected into one of the reservoirs. We implic itly assume that, compared to the Fermi energy, 

the spin splitting is small (and, hence, that the r,;P are essentially energy-independent on this 

scale). This is valid for the narrow gap, low density semiconductor systems tha t are the focus of 

our study. For a uniform external field , Bcx" we decompose the spin wavefunctions into linear 
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combinations of spin eigenstates. If, say, B cxt is applied along z (nonnal to the 2DEG plane, Fig. 

8 .2), then the z-polarized states (hereafter denoted as I+), 1-) )) form the basis, and we then 

represent ±x and ±y polarized state as I ±x) = ( I+) ± 1-) ) I J2 and 

I ±y) = ( I+) ± i 1-) )/ J2 , respectively . For this field orientation, the phase of an electron' s 

spin wavefunction evolves as it traverses the 2DEG device channel. For example, if at time zero 

an electron subject to B ext II z is characterized by I a-) = C, I+) + c 1-)' then at a later time f , 

IO",t)= C, exp(-iw/ 12) I+) + C exp(iwLr / 2) 1-) . Here wL = g*eB / 2m is the Larmor 

frequency for that particular path segment, g the effective electron g-factor, and m the free 

electron mass. (The case involving a Rashba field , described below, is more complex.) Total 

precession is then accumulated for each complete trajectory as part of our Monte Carl procedure. 

B.2. Results of Spin Resolved 4-Probe Model 

In Fig. B.3a we display R~tt) as a function of perpendicular magnetic field strength . The 

prominent and striking new feature is that Rs is oscillatoJy, a ballistic phenomenon not found in 

the diffusive reg ime. In Fig. B.3b and Fig. B .3c, we display R~it) calculated for three orientations 

of the external field- two that are in-plane and the perpendicular case, displayed again for 

comparison. In all three cases the Fl , F2 magnetizations are parallel and y -oriented. 

When the external field is along y, the injected carriers remain in spin eigenstates and do not 

precess. fn this s ituation R~iiJ is a positive constant. However, with an x -oriented field 

precession is maximal, and Rs osci llates. Since orbital effects are absent for an in-plane field, the 

oscillations in this case arise purely from spin precession and the osci llation period. M , is 

determined by the condition 2mr = wLtrR• i.e. , M = h l(g ' J..18 frR ). Here trR = S i vF is a typical 

transit time from I ~ 2, and f..JB is the electronic Bohr magneton. LJB is thus inversely 

proportional to S, a typical path length averaged over the injection distribution function . The 

decay of Rs occurs on a fie ld scale where m, c5 t,. - 1f; i.e. , for B = rm /(g • f..1 
8
0 tTR ) , beyond which 

precessiOn among the different contributing trajectories tends to get out of step. Here 

0 ( TR = ~~~R - ( t TR r iS the variance in path lengthS traversed While propagating from ) ~2. 
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0.4 Legend : field orientation w .r.t. to M1, M2 
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Fig. 8 .3 Ballistic spin transresistance in an extemal field nonnalized to 8
0 

= p , !(ew) . (a) For a 

channel with Ll w = 15 in a perpendicular field, we plot two traces representing w
1
/wc - I and 

0.19, appropriate for a typical metal and for ln.As, respectively. (b) and (c) Spin transresistance 

for three different configurations and two channel lengths Llw = 3 and 15. Here, wJ w, ~ 0.19 

(InAs). 

The perpendicular field (Bext II z ) is special- it induces both spin and orbital effects. (The 

characteristic field scale for the latter is B0 = p ,. I ew. at which the cyclotron diameter 

de = 2v,.- I We equals the channel width, w.) The frequency ratio wL I we = (g * I 2)(m * I m) 

describes the relative importance of orbita l and spin transport phenomena. Here, PF is the Fermi 

momentum, rue = eB I m * the cyclotron frequency, and m* the effective mass. For lnAs 

(m*- 0.025, g*- 15) this ratio is - 0 .19, for lnGaAs - 0 .1, whereas it is roughly 1.0 for most meta ls . 

In the latter case spin and orbital effects w ill have similar periodicity so disentangling them is 

difficult. As mentioned, electrons confined within an lnAs heterostructure are subject to an 

intemal Rashba field that is present even for zero app lied magnetic fie ld. This can be modeled by 

a term H R = a[B x k] · z. Comparing Hn to the Zeeman term we write the effective Rashba f1eld 

as 
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- 2a50 k x z 
BR = ---""'---- (8 .5) 

g * Jln 

Using data from He ida et a /. [ 13 8], we estimate the typical strength of this intemal fi e ld to be 

about 5T for an lnAs 2DEG. T he spin precess ion induced by B8 dramatica lly alters the T.;P . For 

each stra ight- ( B ext = 0 ) or arc- ( B ext '1'- 0 ) segment of the electron 's trajectory (traversed between 

reflections from the boundaries) its spin precess ion can be calculated ana ly tica lly and 

incorporated into the Monte Carlo procedure. 
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Fig. B.4 Spin transresistance vs. reduced Rashba frequency, w8 = 2m* a w I n2
, at zero applied 

field , for two different device channel lengths, Llw = 3 and 15. The Rashba field strength, 

characterized by w8 , can be tuned by an external gate vo ltage. Shaded regions delineate the 

range of tunabili ty expected for InGaAs devices [ 138] of three widths, 0.1, 0.3, and 0.5 f..LITI . 

Fig. B.4 displays how Rashba-induced spin precession is manifested in Rs for zero extemal 

fie ld. We represent the effective Rashba fi eld strength by the d imensionless frequency 

at w8 = 1 an e lectron precesses one rad ian after travers ing a di stance w. As 
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shown, the oscillations initially decay quickly but exceedingly slowly thereafter. No spm 

precession occurs for wR = 0 , hence t = 1 yielding R~t 1 = R~ • ' 1 = Rsh I 3 . For finite wR, Rs 

displays strong dependence upon the orientation of the magnetizations, M , (of Fl ,F2; assumed 

parallel) in relation to device channel 's principal axis (X). For M II x (parallel to the channel) , 

precessional effects are maximal. With increasing Rashba field , the variance in contributing path 

lengths causes the oscillations in Rs to decay, as was described previously for the case of finite 

external field. Here, however, contributions from short paths (direct propagation between the 

DSPR 's involving few or no boundary reflections) continue to add coherently for large iiJ R, 

resulting in very slow decay. For M II _i';, most of the injected carriers experience a Rashba fie ld 

nearly aligned with their spin. At intermediate Rashba field these yield small oscillations that 

center about a finite value of Rs. The other carriers make a contribution to Rs at small iiJ R, but 

this becomes incoherent and thus quickly decays for large iiJR. 

B.3. Eight-Probe Model: Junction, Bulk, and Boundary Scattering 

In general , transport under the ferromagnetic contact w ill not be completely di ffusive. In this 

situation one must consider the effects of junction scattering in this region l225). Fig. B.5 

represents the s implest idealized case that captures the essential physics of junction scattering in a 

ballistic spin transport device. The polarized contacts are now modeled as a DSPR offset from the 

main channel by a ballistic "t''-junction. To analyze this situation, one must be explici tl y consider 

8 reserviors; i.e., two spin reservoirs for each of the four physical contacts. The junction 

scattering matrix couples all of these ballistic channels. The requisite analysis is conceptually 

depicted by Fig. B.5b. For simplicity of the analys is , the ex ternal fie ld is assumed to be applied 

only wi thin the ballistic channel itself. In this configuration, the boundary constraints on currents 

and potentials can be succinctly represented as: f.lnt = f.l~;, f..IL~ = f..ILL, f.lRt = f..IR~, / 1t = 1 , 

114 - 0 , - 1 - 1,1 + I , , 0 = I Rt + I R", and l~t - 12 - 0 . As a resu lt of the increased number of 

trajectories able to carry the curren t in this model, osci llations in the spin transresistance damp 
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more quickly than for the previous four-probe mode l. Fig. 8 .6 illustrates that only one oscillation 

peak is observable for this case. 

v 

b ~ t t t ... ~ t t t ... 

Fig. 8 .5 Ful l eight-probe model for ballistic spin injection in rwo dimensions which includes 

ballistic junction scattering effects. (a) The measurement configurat ion : a current, / , is injected 

through the 2DEG device channel via an a ferromagnetic contact (F I ) and ohmic contact (L). 

The spin transresistance, Rs ~ VI 1, ari ses from spin polarized carriers a distance L from the net 

current path, which induce a non local vo ltage, V, between a second, similar, pair of contacts (F2, 

R). (b) The full 8-reservoir model ; complete ellipses represent spin-relax ing reservoirs , half 

ellipses represent separate spin-resolved reservoirs . Fl and L are current contacts, F2 and R are 

voltage probes. T,~fJ denotes the 2DEG device channe l in which spin precession occurs. 

In real devices, we must consider the role played by scattering. Spin flip scattering w ill serve 

to equalize the spin populations and uniformly suppress the spin transresistance. The effects of 

momentum scattering processes on Rs will also be important, but are more subtle. There a re two 

kinds of random scatterings that must be considered : boundary scattering and bulk elastic 

scattering. In the simplest relaxation time treatment, they can be characterized by a mean free 

path 10 , and by a boundary specularity parameter p, respectively. For the latter, p = I implies 

completely specular reflection, while p = 0 represents completely diffuse scattering. 

Operationally, bulk scattering is modeled by imposing a probability P(l) = exp( - ///0 ) on all 
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ballistic trajectories, which is essentially the approach of Chambers[230]. It represents a g iven 

carrier's likelihood of survival (i.e., remaining in a specific momentum state) on a given 

trajectory after traversing a distance/. Similarly, as we follow an electron's successive reflections 

at the channel boundaries (modeled as hard walls) , the probability of a momentum-randomizing 

diffuse boundary collision is I - p per interaction. The evolution of spin transresistance in the 

presence of two types of diffusive scattering is depicted in Fig. 8 .7. As expected, the scattered 

trajectories act to suppress the "coherence" of spin transport in the junction. The oscillation peaks 

are notably suppressed when the mean free paths is about an order of magnitude larger than the 

channel width, or when the boundary specularity is less than about 90%. (The effects of these 

phenomena are coupled). In the completely diffuse limit, negative transresistance disappears and 

we get a monotonically-decreasing Hanle effect, such as observed in the first spin injection 

experiments (Fig. A.2), emerges l l 76]. 
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Fig. 8 .6. Spin transresistance as a function of applied magnetic field for three field 

configurations (indicated) and two measurement geometries. We assume a frequency ratio, 

(I)) (l)c = 0.19, appropriate for InAs. 
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The dependence of the spin transresistance upon the sp in-orbit coupling strength for fini te 

bulk and boundary scattering is shown in Fig. B .8. We find that both tend to wash out spin related 

phenomena, i.e., both the asymptotic effects and the high fie ld oscillations. 
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Fig. B. 7 Spin transresistance as a function of perpendicular magnetic field in the presence of 

diffusive scattering. The clean limit is plotted as black curves ror comparison. (a) results ror the 

rour-probe model. (b) Results ror the eight-probe model that includes junction scattering. Here, 

the mean rrcc path is nonnalized to the channel width; the specularity parameter p , is defined in 

the text. 

B.4. The Spin Transistor: A Closer Look 

The spm transistor was originally envisaged as allowing external control of the spm 

precession rate, via a gate potential acting in concert with the intrinsic confinement potential. In 

Fig. 8.4 we show how a typical range of tunability, here assumed to be of order 30% 

(Sect.A .2.6) , translates into direct modulation of R5 , for three device widths. O ur calculations 
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clearly illustrate that the "conventional" spin transistor configuration, M II y, (which is most 

easily fabricated) is , in fact , not optimal-even for a ve1y short channel ( L - f 5 ) . We find that 

tunability is maximized for M II .X. 

As originally conceived, the spin transistor was pictured as a one-dimensional device, with 

only a single transverse subband populated. Realizable devices in the near term will more likely 

employ two-dimensional or, perhaps, quasi-one-dimensional channels. Their increased phase 

space for scattering can lead to quick suppression of Rs, especially in the presence of moderate 

levels of diffuse boundary or bulk scattering within the channel. These results confirm that an 

extremely narrow channel is a basic requirement for a spin transistor. 
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Fig. 8 .8 The influence of random scattering on spin transresistance as a function of the strength 

of the Rashba effect. Three scattering mechanisms are considered: junction scattering, impurity 

scattering, diffuse boundary scattering. The upper two panels are results fTom the four-probe 

model. The lower two panels are from eight-probe model. 

B.S. Other Theoretical Treatments 

Ballistic spm polarized transport in the presence of Rashba precessiOn 111 semiconductor 

nanowires has also been recently addressed by Mireles eta/. [231J and by Seba et a/.[232]. The 

first authors include interfacial (Rashba) spin-orbit scattering, and extend the spin-independent 

Ando method [233] to generate a spin-dependent transfer matrix. By applying spin selective con-
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tacts, an oscillatory conductance is calculated. The results they obtained are very s imilar in form 

to those generated previously by the simple approach described here, and displayed in Fig. B.4 

and Fig. B.6. 

The second recent approach to this problem, carried out by Seba et a!. [232], treats a s ituation 

m which sole ly spin-orbit scattering is considered. A wave function similar to that orig inally 

employed by Ellio tt [234] is introduced to describe the spin fl ip process. They derive the rather 

surprising result that the spin-dependent transmission probabilities oscillate with increasing 

device length and may even reverse sign after traveling a certain distance through a region of 

disordered semiconductor containing a fixed concentration of scatterers. 

ln both of these recent theoretical models, the two-terminal conductance from a 

ferromagnetic source to a fe rromagnetic drain is calculated. Thei r motivation is to interpret the 

recent experiment by Hu et a!. [5]. We point out that hysteretic features in two-tenninal resistance 

observed by Hu et a!. are not a definitive demonstration of successful spin injection, since local 

Hall phenomena can not be precluded and a Hanle effect was not observed. 
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Appendix C. The QPC Spin Polarization Detector 

C. I. Concept of a QPC detector 

Quantum point contacts (QPC) or quantum dots (QD) can be employed to resolve the spin 

polarization attained after e lectric injection. In a QPC at zero magnetic field, conductance steps 

appear at quantized values proportional to 2g0 = 2eJ/h. (F ig . C.2a) It is well known that in a 

sufficiently large applied field , the quasi-1-D modes within the constriction become spin-split 

[225]. Hence, as the applied magnetic field is increased, the fundamental step he ight evolves to 

ha lf its zero field value, g 0 = e1/h (Fig. C.2b ). In effect, spin splitting induces a new set of plateaus 

that are not observed at zero field . The same phenomenon should be manifested when the spin 

bands become unequally populated within the constrict ion through sp in injection. 

Under the conditions of spin injection, one expects that the spin polarization of carriers within 

the 2DEG near the point of the injection wi ll be spin-split. Thus there should exist a local 

nonequilibrium spin imbalance within the semiconductor electron gas, which we shall represent 

as l:!.f..i - f..lr - f..14.. If thi s spin polarized pool is used as the transport current wi thin a QPC, the gate 

voltage dependence of the conductance wi ll appear as 

(a) (b) 
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Fig . C. I . Conductance vs . gate voltage for a typical quantum point contact device. 
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Fig. C.2. Conductance vs. gate voltage for spin-resolved quantum point contact device. 

(C. I) 

Therefore, the perturbation to the conductance of the QPC is second order in the spm 

imbalance. In effect, compared to voltage positions of the plateaus expected in the equilibrium 

situation, the onset of the rising (to the quantum plateaus) is either acce lerated or delayed for the 

spin-down and spin-up band, respectively, due to spin polarization. This shift is directly 

proportional to the spin splitting induced by injection. 

C.2. Nonlinear a.c. Detection Scheme for Enhanced Sensitivity 

The nonlinear dependence of the response of a QPC to spin injection offers a means of very 

sensitive detection. Schematic layout is shown in Fig. C.3. The QPC is formed by split gates at 

the center of the 2DEG channel, which are biased with respect to one end of the channel. The 

QPC is immersed in a spin polarized distribution of carriers, that have been spin injected from the 

single domain nanomagnets outward toward the Ohmic contact. Injector contacts formed by a 

variety of techniques, e.g. , Ohmic, tunneling and Schottky, will be investigated. 
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Fig. C.3. Schematic layout of the QPC spin polarization detector. 

To achieve high sensitivity we proceed as follows : an a.c . injection current, applied at 

frequency U>
111

J to spin polarize the channel , y ie lds an electrochemical potential difference that 

w ill oscillate as 

f-1 (I) = f..f.J0 cos( W 111J I + rPmJ ) . (C.2) 

This current can be injected in a symmetric manner so that no net electrochemical potential 

difference appears between the (source and drain) contacts at either end of the QPC. If we then 

measure the QPC conductance using a separately modulated transport current, of the form 

! (I) = !0 cos ( Wtr I+ r/J,, ) , (C.3) 

the vo ltage drop from reservoir-to-reservoir (source to drain) along the QPC, V QPC (t) , w ill then 

vary as 

( ) [ 
V - I I ('f a ( l:if-lo )

2 ~] - 10 cos w, t+¢, a( " ) - ---, -- cos(CV10/ + ¢'"J ) . 
8 av - e 

f{ 

(C.4) 
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In Eq. 4.7 we have retained only second order terms in the small expans ion parameter t'-.f-1 /(eV
11

) . 

Expanding out the time-varying terms to determine the spectral response, we find three 

important harmonic components to the vo ltage waveform across the quantum point contact which 

we tabulate in Table C. I , where we have defined the following " resistances", 

R(V) - I 
11 - cr(Vg) 

Ru (V ) = _ I - if cr ( !'-.J.io )2 
11 16 cr2 8V 2 e 

g 

(C.5) 

These results show that by carefully nulling any voltage drop induced by the spin injection 

current (at its "carrier" frequency cvini ) , we can clearly select out the specific response from 

induced spin po larization by looking at the magnitude of e ither the cv"- 2 cv'"J o r the cv" + 2 cv,"J 

terms. In fact, for small polarizations, with initial measurement of the (unpolarized) 

Table C. I . Voltage wavefonn components across the QPC Spin Detector 

Frequency Phase Magnitude 

(() tr </Jtr 1 0 [R(Vg )+ R 11 (V~: ) ] 
(()tr- 2 (() mJ ¢1,- 2</Jmj l 0R"(Vg) / 2 

CVIr + 2cv"'J ¢1, + 2 </J inj IR"(V) / 2 0 g 

cr(Vg) and 82cr(V
11 

)1 o V/ curves, it w ill be poss ible to directly extract the e lectrochemical 

potentia l difference in the vicinity of the QPC induced by spin injection. 

The basic requi rement in the above is that V QPC << k JJT I e, and that e V QJ'C << t'-.f-10 << c1 . • 

Another very important assumpt ion is that the potentia l well of electron gas is rig id . In this case, 

application of Vg only shifts it upward or downward w ithout changing its shape. Th is holds only 

locally for small changes about a fi xed bias point, but should hold adequately to justify our 

present ana lysis. 

If we vary the distance between the po int contact and fe rromagnets, we wi ll expect the 

measured !'-.j..to wi ll decay exponentially with a characteristic length ~Drs/ . This decay is 

schematically depicted in Fig. C.4. 
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d 

Fig. C.4. Schematic depiction of the spatial decay of the chemical potential difference arising 

from a spin injected current. 

C.3. Estimate of Potential Sensitivity of the QPC Spin Polarization 

Detector 

From (C.5), we find the ratio of the " resistances" is 

(C.6) 

This ra tio will allow us to determine the magnitude of the spin polarization signal compared 

to the (electrical) no ise background, and thereby to place limits on the minimum detectable 

polari zation via this technique. 

To make progress, however, it is crucia l to model the experimental smeanng of the 

conductance steps s ince this wi ll degrade the attainable resolution. If we assume that the 

broadening of the conductance steps originates solely from them1al smearing of the Fermi 

function, the conductance may be written as 

(C.7) 

We note that, if desired, the broadening of the conductance curve due to elastic scattering can be 

empirically incorporated into th is fo rmula by take T as an effective scattering pa rameter, i.e., T* . 
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From this representation, it is not difficult to obtain the fo llowing relation 

L [exp((£1 - £ F) / kT) - l]exp((£1 - £ F) / kT) 

_ 1_ 1 [I+ exp((£1 - EF ) I kT)]3 

(kT)2 L I 

1 I + exp((£
1

- Er- ) I kT) 

(C.8) 

This leads to the following ratio of magnitudes for the "resistances" defined in Eq. 4 .8. 

R 11 (V ) 
I! _I_ ( flpo )

2 

If/ ( £1 - E r ) . 
16 kT kT 

(C.9) 

We have already stated our assumption that k 8 T << tlp0 . In Fig. C.5, this ratio Eq. (C.6) is 

depicted as function of subband spacing. Note that in a rea l device, the subband spacing is not 

identical to the change in Vg change but a small fraction ( - 0.1) of V g· Therefore, in real "device 
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two different effective electron 
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units" the second derivative response may actual ly be scaled upward by a fac to r of o rder - I 00. 

To translate this to actual units , we assume that with state-of-the-art detection providing 

voltage sensitivity of order 0 . I nV/..JHz, and transport currents of order I 0 nA (which should 

obviate electron heating and its associa ted problems of undesired smearing, at least above roughly 
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- 0.3K), a resistance noise floor of I OmQ/,fHz is obtained. With I Os averaging times sensitivity 

of order a few mn should be possible. From Eq. 4.12 we arrive at the conclusion that 

16 
[R" (Vg) / R(Vg)] 

[lf/(£, - EF! k8 T)] 
(C. l O) 

Hence, considering the results plotted in Fig. 4.8, and assuming we work below the second 

plateau ( R(V
11

) - 8.6 kQ , R 11 (V
11 

) \ I R(V) - 0.003 / 8600 = 3 x I 0 7
) the minimum measurable 

m m g 

chemical potential di fference should be of order 

~ 3 x 1 o-7 

l'ol - k8 T 16 - 40neVatT=0.3K 
nun 3 (C. II) 

If the model of van Son et a/. holds for our 2DEG systems, this would correspond to a 

minimum detectable polarization of order 0.0 I%. This high level of sensitivity will go a long 

way towards resolving outstanding issues regarding the efficiency of even the worst of current 

spin injection systems. 

C.4. Initial QPC Spin Polarization Detection Devices 

We have begun to investigate fabrication of various components of the QPC spin polarization 

detector schematically depicted in Fig. C.3. The first experimental issue is obtaining quantized 

conductance characteristics that arc as sharp as possible. We have achieved remarkably good 

quantization with trench-etched devices even at T - 4.2K. As seen in the micrographs of Fig. C.6 

and Fig. C.7, these are defined to have an adiaba tic , gradual ly flared geometry to enhance the 

accuracy and robustness of the quantization. A lthough we have not yet tested these at 

temperatures below I K, at liquid helium temperature they have provided the strongest quantized 

features that we have seen. 
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Fig. C.6. Experimental data from a trench isolated adiabatic point contact device at 4 .2K. 
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Fig. C.7. Experimental data from a second trench isola ted adiabatic point contact device at 4 .2K. 

The fabrication of the in-plane self-gated QPC is great challenge. High mobility 2DEGs are 

usually very sensitive to defects induced in the fabrication process. Any dry etching process 

involved will be fatal in such a small structure, where the damage from side along can be as high 

as I 00 n111 deep. Though hard to control at sub111icron level, wet etching is the only existing 

technique that provides minimum perturbation to the electron gas. Before this work, there has 

been no recipe to achieve prec ise patterning of nanoscale devices in GaAs through a pure wet­

etching process. 

The quantum point contacts are fabricated fTom conventional high electron mobility transistor 

(HEMT) structures. The following layer sequence was grown by Molecular Beam Epitaxy 

(MBE) : I 1-1m GaAs buffer, 20-40 n111 Ga0.7Al0.3As spacer, 20-40 n111 Ga0.7Al03As Si doped barrier 

layer, and a 5 nm GaAs cap layer. The 2DEG forms in the GaAs at the GaAs/GaA lAs interface. 

Three wafers with different spacer and barrier thickness are experimented, and correspondingly, 
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2DEG are buried at 45nm(GEN90 I), 65nm(GEN880), and 85nm(GEN90 I) below the surface of 

the heterostructure. At 4.2 K the carrier density is 1-3 X I 0 11 cm"2 and the mobility is 1.13 X I 06 

cm2/Vs, measured in the dark. GEN90 1 has very shallow 2DEG and allows a lower resistance for 

a Schottky type spin injection through the GaAIAs barriers. 

(a) 
(h) 

(b) 

(c) 

(d ) r= -=~ 

(e) -l l t n . .J \ 

(f) F!~ (i) 

(g) I - I 

Fig. C.8. (a)-(g) Quantum point contact fabrication procedure: (a) Chip cleaning. (b) Very thin 
layer of photoresist is spun on the wafer. (c) PMMA coating. (d) Exposure and developing of 

PMMA. (e) Descum. (f) Citric acid etching. (g) Mask removal. (h) A top view of of semic ircular 

shaped trenches in GaAs. (i) A side sketch of a shallow etched QPC with in-line gates. 

In order to perform the shallow etch with well-controlled edges, we developed a special 

PMMA masked shallow wet-etching recipe to fabricate the in-plane gated QPC. The patterns are 

directly transferred from PMMA without any intermediate mask lift-off processes. This is a 

simple idea but not widely practiced mostly because PMMA docs not stick very well to GaAs 

surface I ike photoresist. 

The sample was processed with a 40 x 60 11m2 mesa, etched I OOnm, and AuGeNi ohmic 

contacts to the 2DEG were formed by conventional UV lithography and lift-off. In the process of 

wet etching, any kind of surface contamination will lead to preferential etching around the 

contaminations, evident from blurred edge profile and non-uniform etching on the sample. In 

addition, a clean surface is also required for a better adhesion to PMMA masking layer. An 

exhaustive cleaning procedure is performed before processing: The samples are first boiled in hot 

TCE, acetone, methanol respectively for 15 minutes; then the sample is dipped in IIPA:4H20 

solution to remove metal partic les trapped on the sample surface; after it is rinsed in DI water and 
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blow dried , the sample is transferred to an ozone dry stripper for 5 minutes to descum (vaporize) 

residual organic contamination on the chip surface, meanwhile forming a unifom1 oxide layer. 

This oxide layer is undesirable in that it causes initial delay in later wet-etch process and gives 

rise to uncontrolled etch rate. To remove this thin oxide layer, the sample is pre-etched in 

NH3: H 20 (I: I 0) solution for I 0 seconds and dried in flowing N 2 gas. This also improves PMMA 

adhesion to the substrate. Within five minutes , the chip is baked to dehydrate or vapor primed in 

oven filled with N 2 . 
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Fig. C.9. A complete QPC polarization detection device. 

We usc a very thin layer of photoresist as adhesion promotion layer for PMMA. Shipley 

photores ist 1813 is diluted until a very thin film (- 20A) can be obtained. After this very thin 

resist layer is spun and baked on the wafer, a 130nm thick PMMA layer is coated, and a normal 

trea tment of PMMA is followed. PMMA is exposed and then developed to form a pattern 

consisting of two semicircular shaped trenches. The sample is then post baked for 3 minutes at 

115°C, a temperature chosen to let PMMA just start to flow and seal the micro-poles formed 

during development, but without affecting the gap of the trenches. Afterward, the sample is ashed 

for 30s to remove residual photoresist at the bottom of the open trenches in PMMA. Transfer of 

the pattern into GaAs/GaAIAs heterostructure is performed by an etching solution of Citric acid: 

H20 2: H 20 solution (5:2: I 00 by volume, 120s). One drop of the solution is placed on the sample 

surface by means of a syringe. The surface tension will keep the drop remaining on sample 
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surface and the etching process is quenched by rinsing in de ionized water. Simply dipping the 

sample into the etch solution destroys part of the resist layer and has very low yield . The overall 

fabrication process and a fin al device are illustrated in Fig. C.8. 

In order to increase the to ta l value of current that can be injected ac ross the surface and to 

effectively diss ipate heat generated by the sensing current, an array of identical magnets are 

employed in the first generation devices, in addition, an on-chip Hall cross on the their ends to 
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Fig. C. I 0. (a) Local Hall characterization of micro-magnet array. (b) I-V curve measured from 
the permalloy array/2DEG conctacts. In this device, the 2DEG is located about 85nm beneath the 

surface. 

perform magnets characterization, as shown in Fig. C .9. By using the local Hall techniques, we 

found that the magnets switch coherently at well-defined in-plane magnetic fi e ld (Fig. C . I Oa). In 

Fig. C. l Ob, we display the I - V curve of the same magnet array. At a positive bias of 1.2V, we 

obtain a current density of 1.6x I 06 A/m2
. The heterojunction used in this device has 2DEG layer 

buried 85nm below the heterostructure surface; injecting into shallower 2DEGs can signi ficantly 

increase th is injection curren t. 

A complete prototype device displayed in Fig. C.9 wi ll be tested shortly. Recently c lear 

0.5(2e2/h) conductance steps have been observed[235] in a quantum point contact with a 

ferromagnetic N i dot embedded at its center. A lthough how this N i dot makes contact to 2DEG, 

and how it affects the electron gas are both unknown- this observation appears to confi m1 such 

an a lternate scheme for detecting spin polarization. 
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Appendix D. Imaging Injected Nonequilibrium Spin 

Polarization by MRFM 

Another potentially important fonn of detection maybe achievable through the emergtng 

capabilities of magnetic resonance force microscopy (MRFM) (236-239). The magnetic 

resonance force microscope is a novel scanned probe instrument that combines the three­

dimensional capabi lities of magnetic resonance imaging with the high sensitivity and resolution 

of atomic force microscopy. In the present context, it may allow non-destructive, scanned probe 

imaging of spin-polarized carriers within miniature spintronic devices. 

When a spin-polarized current impinges on a paramagnetic acceptor it induces a difference in 

the chemical potentials at the interface for the up and down spin bands ( 111 and ~~~ , respectively, 

with l:!.p ,_ 111 - ~~~ ), 

I:!.IJ = PeFsc I O"p , (D. I) 

where P is the spin polarization of the injected current, e is the electron charge and a-F is the 

electrical conductivity within the injector. If the acceptor' s density of states at the Fermi energy 

E: F is written as N (c F) , then the induced magnetization M within it can be written as 

(D.2) 

To provide an initial estimate of the spatial resolution we can attain, we consider injection 

from a semimagnetic MnZnSe Ohmic contact (injector) into an n+ GaAs epilayer. (Similar 

estimate could be made on the injection from ferromagnetic semiconductor GaMnAs Ohmic 

contact to p+GaAs.) We assume a carrier density of n = 1017 cm·3 , a bulk GaAs mobility 1-1 = 

4x I 03 Ncm2 (P = 0.5). Using these values we find M - 2x I 0 1
R llBcm"1 = 2x I 061lB!lm·3 

immediately adjacent to the injection interface. We expect that this spin polarization wi ll decay 

with distance from the interface on a length scale of 100 11m l l33] , a lthough that length was 

determined for hot, optically injected carriers. 
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10J.lm (or SJ...Un) x 300J...Un 
n+ GaAs Channel 

Mn:ZnSe 
Semimagnetic Contact 
(300Jllll X 10J..U11) 

300 nm ZnMnSc 
I 00 nm n+ GaAs 

250 JliTI i-GaAs 

Fig. D. l. Geometry for imaging decay of injected spin polarization with distance from injection 

interface. 

Given that the sensitivity of our present microscope is approximately I 03 ~8, this injected 

density will permit us resolve volumes with linear dimensions substantially smaller than I ~m 

even on the tail of the spin accumulation curve far from injection interface. Recently, Martin 

[240] extended calculation to non-equilibrium spin current drift from ferromagnet into 

semiconductors and demonstrated significantly spin diffusion for a high non-equilibrium current 

density. Thurber et a/. [241] accomplished the first spin polarization imaging by force-detected 

nuclear magnetic resonance. Instead of electron spin injection, they created and then observed 

nuclear spin polarization contrast in GaAs. Such nuclear spin contrast could be used indirectly to 

image electron spin polarization in GaAs-based spintronic devices. 
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Appendix E. Measurement Setup 

Measurements in this thesis mostly are carried out in low temperature cryostats inserting into 

helium bath. If temperature va riation is not desired, experiments were made at 4.2 K in a simple 

dipper that bas ically is a leak-tight brass can attached to a stainless s teel tube. When temperature 

regulation is needed, a commercial He3 cryostat with a base temperature of about 300 mK is 

used. 

Chips were mounted and bonded into a standard 28-pin chip carrier with wires running up the 

inside of the pumping line to connectors at the cryostat top. Heat sinking to the wires is provided 

at the coolest stage of the cryostat. 

The measurement setups vary in each chapter of this thesis. But they base on an very simple 

electronics diagram shown in Figure E. l . In order to minimize noise from the line ground, 

separate ground is used for devices. The voltage output of a signal generator, usually at a 

frequency of 14Hz (sometimes de constant voltage), is fed into an opto-isolator, powered by a set 

of batteries and mounted in an electrically isolated panel. The voltage waveform at the output of 

the opto-isolator is reference to battery ground. This voltage is then applied across the series 

combination of a ballast resistor of I 00 Mn or I Mn to provide a constant sensing ac or de 

current. 

The voltage signals generated in the standard four point measurement are in general sent to a 

differential preamplifier (EGG I Par I Stanford Research) with a gain of I 0- 10000 and then to a 

lock-in amplifier (or oscilloscope for de measurement). 

Magnetic fie ld is supplied by feeding the current from magnetic power supply to a set of 

superconducting solenoids in the liquid helium bath. High field is achieved in a single 8 T 

superconducting solenoid in a separate dewar. In most measurements of the thesis, the magnetic 

fields are provided by a 3-axis superconducting magnet, consisting of one solenoid for the 

vertica l and two split coils for the lateral in-plane fields . Each of these magnets could be operated 

alone to provide I T fie ld, or could be operated together to generate a field up to I T in any 

direction. 
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Fig. E. I . Schematic diagram of the experimental setup. All wtres are coax and shie lding is 
provided by the enclosure. 
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