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ABSTRACT 

A study is made of mode-like properties and identification of nonlinear systems and 

their applications in structural seismic analysis. 

In the thesis, mode-like behavior of nonlinear systems is examined. The modal 

frequencies and mode shapes of nonlinear systems are found to be dependent on the 

response. Based on approximation, amplitude-dependent mode shape is defined and 

approximate methods for calculation of modal frequencies and mode shapes (instantaneous 

and amplitude-dependent) are presented. Based on amplitude-dependent modal relationship, 

amplitude-dependent models of modal equations which are valid in large range of response 

and suitable for unique identification are proposed and the corresponding modal 

identification procedures are developed. The applicability of the new models and 

identification algorithms is tested through the analysis of an ideal 3DOF nonlinear system. 

As applications, the seismic responses of a 47-story building and a 4-story building 

are investigated using the presented methods. The modal parameters and modal equations 

of the structures are identified. 
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CHAPTER! 

INTRODUCTION 

Dynamic behavior of systems is of considerable importance for the safety of 

structures. A major task of structural analysis is to find dynamic properties and to determine 

mathematical models of the system. Earthquake records provide much valuable information 

concerning the dynamic behavior of structures. They are an important resource for structural 

analysis. Since the San Fernando earthquake of 1971 the quality and quantity of seismic 

records have increased markedly. Increasing needs for seismic analysis have led considerable 

progress in the field of structural dynamics identification. Over the past 20 years, various 

techniques for seismic analysis [1-20] and more general system identification methodologies 

[21-52] have been developed. 

Since many structural seismic responses are in the nonlinear (large amplitude) range 

and many civil engineering structures possess hysteretic nonlinearities, seismic analysis often 

requires the use of nonlinear system identification techniques. Among the nonlinear system 

identification techniques, most approaches analyze only single-degree-of-freedom (SDOF) 

system. The used models are hysteretic or polynomial. For application to multi-degree-of­

freedom (MDOF) system, some approaches assume that the response of the system is 

dominated by the first mode and that the system can be described as SDOF system by 
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ignoring the effect of other modes. These approaches use the response data only at one 

degree of freedom. The approaches for MDOF system [38-44] assume the mathematical 

model of a system to be a set of second-order nonlinear ordinary differential equations in the 

physical coordinates domain, expressing all restoring force terms as polynomial, and 

determining the coefficients of this polynomial by response data. The method uses the 

complete response data of all degrees of freedom and allows any number of modes. 

However, if a system has many degrees of freedom, there will be many unknown coefficients 

to be determined. Furthermore, if the equations of motion have been determined, calculation 

of a new response requires solving the entire set of nonlinear differential equations even 

though the response of the system may be dominated by only a few modes. 

As is well known, modal analysis is a powerful tool for dynamic analysis of linear 

systems. By modal analysis, a complicated N-dimensional problem can be reduced to a small 

number of independent one-dimensional problems. Modal analysis is especially efficient 

when a system is dominated only by its first few modes. For nonlinear problems, the same 

approach is of much interest for simplification of the analysis process. Furthermore, modal 

analysis is also needed to acquire the system natural frequencies and mode shapes which are 

very important information of structures. 

In many dynamic responses of nonlinear systems mode-like behavior can often be 

observed. For example, resonant peaks are often observed in frequency spectra of the 

response, and the systems assume certain displacement configurations which are associated 

with those resonant frequencies. Therefore, there exists a practical basis for modal analysis 

of nonlinear systems. In the references of [53-55] modal analysis is extended to nonlinear 
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systems. 

In many cases, linear modal identification methods are used to analyze nonlinear 

systems. Such approaches result in equivalent linear modes. Employing nonlinear models, 

several nonlinear modal identification procedures have also been developed [45-52]. These 

approaches fall into two categories. One is in the frequency domain in which equivalent 

natural frequencies and mode shapes are determined. Another is in the time domain in which 

modal equations are the identification target. In practice, modal equations are expressed as 

nonlinear functions with constant coefficients to be determined for response data. 

For safety analysis of structures, a good model of the system is particularly important 

for response prediction. However, the models determined from existing modal identification 

techniques often fail to predict response of systems to a different loading. One reason is that 

the modal equations of the nonlinear systems are dependent upon the level of motion. 

Theoretically, a modal equation with constant coefficients determined from a specific 

response is only valid for the motion of same level. For motions with other level, such a 

model is invalid. If a system vibrates at a level which is close to the motion of a modal 

equation, the equation may be a good approximate model of the system. If the system 

vibrates at a different level which is far away from the level of the modal equation, the model 

may result in significant error in prediction of the response. Since a structure may vibrate in 

a wide amplitude range from small amplitude levels to the damage regime during 

earthquakes, an effective model which is applicable to a wider loading range is required to 

represent the system adequately. An important task of this thesis is to develop such a model 

in the modal domain. 
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For development of modal equation model and modal analysis of nonlinear systems, 

a good understanding of nonlinear modes is necessary. Basic properties of mode-like 

behavior of nonlinear system are to be studied. It is the first objective of this thesis to obtain 

more knowledge about nonlinear modes. To identify the modal quantities (modal 

frequencies and mode shapes) and the modal equations from recorded response data, a 

corresponding identification procedure needs to be developed, which is the final goal of the 

thesis. 

The thesis starts with the concept of modes. Rosenberg's definition of modes of the 

nonlinear systems is given and mode shape is defined in Chapter 2. Examples of mode-like 

response of nonlinear system are shown. 

In Chapter 3 approximate methods for calculation of nonlinear modal frequencies and 

mode shapes are proposed, and the properties of nonlinear modes are examined. The 

relationship between free vibration mode and resonance of forced vibration is shown. This 

relationship provides a basis for the use of free vibration mode in the analysis of forced 

vibration. 

Chapter 4 mainly discusses model of modal equation. Based on the modal properties 

of the nonlinear system, amplitude-dependent modal equation is proposed. Since such modal 

equations are parametric differential equations, parameters need to be estimated a priori to 

solve the equations. An algorithm for amplitude estimation is presented in this chapter. 

For feasible and unique determination from recorded data, two specific modal 

equation models and the corresponding identification methodologies are presented in chapter 

5 and 6 respectively. To verify their efficiency, these models and identification procedures 
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are applied to identify modes of an ideal nonlinear system and the resulting models are used 

to predict the response of the system to another loading. 

In chapter 7, the proposed models and identification procedures are applied to the 

analysis of response data recorded during the Lorna Prieta earthquake in 1989. A forty-seven­

story building and a four-story building are analyzed. The modal frequencies, mode shapes 

and modal equations of dominant modes of the system are determined. 

The last chapter presents conclusions of this dissertation. 



6 

CHAPTER 2 

NONLINEAR VIBRATION MODES 

2.1 NONLINEAR VmRATION MODES 

2.1.1 Linear Modes 

The vibration modes of a linear system are special states of motion of the system. 

These states are the natural ones of the system when it executes an undamped free 

vibration with a single frequency. When a linear system is in such a motion, the system 

will assume a certain displacement configuration (or shape). This displacement 

configuration is referred to as a mode shape of the system and the frequency is called a 

natural frequency (or modal frequency) of the system. A natural frequency and a 

corresponding mode shape constitute a so-called mode of the linear system and the system 

in a modal motion is said to be vibrating in a mode. When a linear system vibrates in a 

mode, the ratios of all displacement coordinates to a given coordinate (as a reference) 

remain constant throughout the motion and thereby all coordinates of the system can be 

determined from the reference coordinate at any instant of time. 

2.1.2 Nonlinear Modes 

Based on an analogy to linear modes, the concept of vibration in modes was 
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extended to nonlinear systems by Rosenberg in early 1960's [53-55]. According to 

Rosenberg, a nonlinear system is said to be vibrating in a mode when all masses execute 

undamped equiperiodic free motions, when all masses pass through their equilibrium 

positions at the same instant and reach their maximum positions at the same instant, and 

when the displacements of all the masses is uniquely determined, at any time t, by the 

displacement of anyone mass. A state of the system represented by such a motion is 

known as a mode of the nonlinear system. Mathematically, a vibration in a mode of a 

nonlinear system is a motion which satisfies all of the following properties. 

(i) There exists a constant, T, such that 

Xi (t) = Xi (t + T) I i = 1, ... , n, (2.1) 

where Xi is the ith coordinate. That is, motion has period T. 

(ii) If to is any instant of time, there exists a single te in to ::;; t ::;; to + TI2 such that 

Xi (te ) = 0, i = 1, ... , n. (2.2) 

(iii) There exists a single ~ ::j::. te in to ::;; t ::;; to + TI2 such that 

i=l"",n. (2.3) 

(iv) Let r (fixed) be anyone of the i = 1, , .. , n, Then every Xi can be represented 

by a real single-valued functional of ~ (called reference coordinate), for all t, in the form 

i=l,"',n. (2.4a) 

Both Xi and Xr are functions of time, That is 

i=l,"',n. (2.4b) 
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In more general form, every Xi can be represented by a real single-valued 

functional of a single variable, u (called modal coordinate), for all t, in the form 

Xi = :${i (u) , i=l,···,n. (2.5a) 

As functions of time, equation (2.5a) may be expressed as 

i=l,,,·,n. (2.5b) 

Such a motion is also called a vibration-in-unison. In other words, modal 

vibrations of a nonlinear system are the vibration-in-unison of the system. Such a 

vibration is called a normal mode by Rosenberg [55]. 

2.1.3 Modal Frequency and Mode Shape 

According to the definition, when a nonlinear system vibrates in a mode, there 

exists a functional relation between anyone coordinate and the reference one, represented 

by equation (2.4). This relation is called the modal relation [53]. The frequency of the 

modal vibration is referred to as the nonlinear natural frequency (or modal frequency). 

A mode of a nonlinear system is constituted by the modal relation and modal frequency. 

When a nonlinear system vibrates in a mode, the system will assume a certain 

displacement configuration (or shape). This displacement configuration or shape of system 

is defined as the mode shape of the system associated with that mode. 

The mode shape can be represented by the ratios of all displacements of masses 

to a given coordinate (as a reference). If a system vibrates in a mode, the mode shape of 

the system is determined by 
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i = 1, ... , n; r - - - fixed. (2.6a) 

In this equation, Xr = 0 is a singular point. If (MXr) is a continuous function at Xr = 0, the 

<MO) is defined as the limit of (MXr) as Xr tends to zero. If the function of (MXr) is not 

continuous at this point, the mode shape value at Xr = 0 can be defined as 

<l>i (0 +) + <l>i (0 - ) 
=--=---~--

2 
i=l,···,n. (2.6b) 

It is obvious that <l>r = 1.0 and all other <l>i are functions of Xr. Therefore, the mode shape 

will depend upon displacement. Since eventually all <l>i except <l>r vary with time, a mode 

shape of a nonlinear system is also called an instantaneous mode shape. 

If a mode shape is known, the modal relation (2.4) can be expressed as 

(2.7) 

The mode shape vector is formed as <l> = (<1>1' '" , <l>n )T. If there are several modes, 

each mode is denoted by a subscript based on the order of modal frequencies. For 

example, the mode shape associated with jth modal frequency is denoted as <l>j. The ith 

component of jth mode shape is donated as <l>i j' 

2.2 EXAMPLES OF NONLINEAR MODE-LIKE BEHAVIOR 

Nonlinear modes have been studied by many researchers since it was first defined. 

Several different nonlinear systems have been examined [53-66]. However, the above 
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rigorously-defined nonlinear modes may not be found for general nonlinear systems due 

to the complexity of the nonlinear problems. On the other hand, even if such modes could 

be found, they could not be isolated since the superposition principle is in theory 

inadmissible for nonlinear systems. Therefore, their performance in a general vibration 

(non-pure mode vibration described in section 2.1) of the system cannot be studied 

analytically. 

However, mode-like behavior can be observed in the response of many nonlinear 

systems. Practically, the mode-like states of such nonlinear systems may be regarded as 

"modes." By approximate methods, such modes can be approximately isolated and 

examined. Further, these nonlinear systems can be analyzed approximately using a modal 

analysis approach. 

In order to have some intuitive knowledge of modal behaviors of nonlinear 

systems, a 3DOF elastically nonlinear system is examined. The system is shown in Figure 

2.1. It has softening springs, linear dampers and is subjected to a base acceleration z(t). 

The example problem simulates a dynamic shaking table test. 

The governing equations of motion are 

ml Xl + C l Xl - C 2 (X2 -Xl) + klxl - K1Xi - k2 (X2 -Xl) + K2 (X2 -Xl) 3 = -ml Z 

~X2 + C 2 (X2 - Xl) - C3 (X3 -X2 ) + k2 (X2 -Xl) - K2 (X2 - Xl) 3 - k3 (X3 -X2 ) 

+ K3 (X3 -X2 ) 3=_~ Z 

m3 x3 + C3 (X3 -X2 ) + k3 (X3 -X2 ) -K.3 (X3 -X2 ) 3 = -m3 Z 

(2.8a) 



X1 X2 X3 

,.., 

k2,k2 
,." 

k3, k3 

M1 M2 M3 

C2 C3 

•• 
Z 

Figure 2.1. 3DOF system with cubic springs and viscous dampers 

..... 

..... 
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In matrix form, equation (2.Sa) may be written as 

M:i +Cz +Kx + f (x) = -Mlz (t) (2.8b) 

where 

(2.80) 

and the vector is I = (1, 1, I? 

The physical parameters of the example system are given as 

ml = 1000 kg, m2 = 750 kg, m3 = 500 kg 

kl = kl = 3x105 kg/cm, k2 = k2 = 2x105 kg/cm, k3 = k3 =105 kg/cm. 

Two cases of damping coefficients will be given later. 

A swept sinusoidal excitation is applied to this system. The input function (base 

acceleration) is z = Z sin(ae). This function provides a wide-band frequency signal which 

is frequently used in fast sweep sinusoidal testing using an electro-magnelic or hydraulic 

shaker. The magnitude of the force can be selected so that the amplitude of response is 

large enough to generate significant nonlinear behavior. The frequency band can also be 

selected. If v max and v min are the highest and lowest frequencies respectively, the parameter 

a is defined as a = 1t(vmax - vmin)fT, where T is the sweep period. The corresponding time 
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history and Fourier Amplitude Spectrum of the excitation are shown in Figure 2.2. In the 

examples, vrnax = 25 (Hz) and vrnin = 0 (Hz). T = 40.96 sec. So a = 1.917. 

2.2.1 Undamped System 

Consider an undamped system, i.e., c1 = c2 = c3 = 0 or C = O. The corresponding 

equation of motion is then 

M::i: +Kx + f {x} = -MJ:z (t) . (2.9) 

The function of base acceleration is given as z = 8sin(1.917t2). 

By Newmark's method, the response of the system is calculated. Inter-mass 

restoring forces are shown in Figure 2.3. In the figure, nonlinearities of the system and 

their distribution are shown. The strongest nonlinearity is located near the free end where 

the restoring force curve becomes almost horizontal at about maximal relative 

displacement. It is clear that the system vibrates in the nonlinear range. 

For a linear system, the Frequency-Response-Function (FRF) is defined as the ratio 

of the Fourier Amplitude Spectra of the output and input of a system. This represents the 

dynamic response properties of the system in the frequency domain. For a nonlinear 

system, a similar function, referred to as Fourier Amplitude Ratio (FAR), may be used. 

This function is defined as the ratio of the Fourier Amplitude spectra of the output and 

input of the system. For the given input (base acceleration), the FAR is defined as 

FAR (f) = FAS [x (t) ] 
FAS [z (t)] 

(2.10) 

where FAS = Fourier Amplitude Spectra. It should be noted that a FRF of a linear system 
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is dependent only upon the system itself and that the FAR of a nonlinear system will be 

dependent upon system response as well as on the system properties. Even so, it is still 

a useful measure of the dynamic frequency response properties of nonlinear system. 

F ARs of three coordinates of the system are shown in Figure 2.4. In the figure, 

mode-like behavior can be observed very clearly. Three peak (resonant) frequencies can 

be seen. They are 1.29Hz, 2.64Hz and 3.86Hz respectively. The mode-like frequencies are 

well separated. Compared with linear natural frequencies of the system which are 1.33Hz, 

2.85Hz and 4.24 Hz respectively (calculated by letting f(x) = 0), the nonlinear resonant 

frequencies are lower than the corresponding linear ones, as expected since the system is 

softening. The first peak has the biggest amplitude, the second is smaller and the third is 

very small. Therefore, in the response of the system, the first mode is dominant, the 

second mode has a small contribution and the third mode can almost be neglected. 

Since the mode-like frequencies of the system are well separated, the modal 

responses of the system can be approximately estimated by band-pass filtering. In 

practice, the band-pass filtering is performed in three stages: (1) taking a forward Fourier 

Transformation on the response in the time domain, (2) eliminating the frequency 

components that are lower than the specified low frequency cutoff or higher than the 

specified high frequency cutoff in the frequency domain, (3) taking an inverse Fourier 

Transformation to obtain the filtered response in time domain. The first mode response 

of the system is approximately obtained by means of a band-pass filtering with the 

frequency band from 0 Hz to 2 Hz. This is shown in Figure 2.5 where xi! stands for the 

first modal displacement of ith mass. 
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As seen in the figure, after about 5 second, the mode response becomes stable and 

remains almost constant in amplitude. Since the driving (excitation) force is frequency­

increasing, the system behaves in three stages. The first stage is the time range in which 

the driving frequency is lower than 1.1 Hz. During this period, the response of the system 

is small since the driving frequency is far away from any natural frequencies of the 

system. The second stage is the system-resonance period of 3-5 second when the driving 

frequency is passing through the resonant (peak) frequency band (about 1.2 - 1.4Hz). 

When the driving frequency is close to and passes 1.3 Hz, the system experiences its first 

resonance. After this time period, the driving force has high frequency and little influence 

to the first mode of the system. The first mode of the system behaves like a free 

oscillation in this time period. Since the system has no damping, the mode vibration 

remains the response amplitude of resonance. Therefore, the modal response after 5 

seconds can be regarded as a free response of a mode to the "initial" motion which is the 

first resonance of the system. In addition, it can be recognized that the mode-like 

vibration during 0 - 5 second is transient motion. 

The instantaneous mode shape can be calculated approximately by equation (2.6). 

For this system, n = 3. Letting r = 3, <l>u = XU/X31' <1>21 = x2lx31• The time histories of the 

instantaneous mode shape components (<1>11> <1>21) are shown in Figure 2.6 (a). <1>31 == 1 is 

not shown in the figure. For comparison, the corresponding linear mode shape components 

are also plotted in this figure. The components of the linear mode shape remain constant 

at all times during the oscillation. The modal response X31 is given in below Figure (2.6b) 
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to show the relation of the mode shape and modal response. 

In figure 2.6, the time histories of instantaneous mode shape components consist 

of many small curve segments. Each curve segment corresponds to a half-cycle of 

oscillation. Between any two adjoining segments, there is a jump or discontinuity of the 

mode shape value. These discontinuities occur around the instants of time when masses 

pass their eqUilibrium positions. Since the denominator (X31) is near zero at these instants, 

it results in considerable numerical error in calculating XU/X31 and x2lx31• In every 

segment (also in a half-cycle of oscillation), the mode shape components vary with time 

and the values are lower than the linear ones. This shows that the mode shape of the 

nonlinear system is different from the linear one and dependent on the displacement. 

However, it can be seen that the values in a segment change not much. 

2.2.2 Damped System 

As the second example, consider the system with linear damping. The coefficients 

of the viscous dampers are 

c1 = 300 kg sec/cm, c2 = 200 kg sec/cm, C3 = 100 kg sec/cm. 

The base acceleration is given as z = 10 sin(1.917e). 

Inter-mass restoring forces are plotted in Figure 2.7. The figure shows that the 

system has strong nonlinearity and the biggest nonlinearity is located between the second 

and third masses. 

Using the same process described above, responses of the system and FARs of 

three coordinates are calculated. FARs are plotted in Figure 2.8. It can be seen that first 
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mode is very obvious and that the response of the mode is large. The others are small and 

not well identifiable. According to the FARs, the first mode dominates the response of 

the system. 

The first mode responses at three masses are estimated by a filter of 0 - 2 Hz and 

the instantaneous mode shape is estimated with <1>11 = x11/x31 , <1>21 = x2lx31 • The filtered 

responses of three masses are plotted in Figure 2.9 and the instantaneous mode shape 

components are plotted in Figure 2.10 in contrast with the modal response X 31 • Same as 

the first case, after 5 seconds excitation force is in the high frequency range and has little 

influence on the first mode, so that the first mode response behaves like free vibration. 

However, the response amplitude decays with time due to the damping. From Figure 2.10, 

the change of mode shape with the response level can be seen. In the figure, when 

amplitude is large and in the nonlinear vibration range, the mode shape components differ 

from the corresponding linear values. As the amplitude decreases, the mode shape values 

tend to those of linear case. 

2.2.3 Summary 

In the above examples of nonlinear systems, mode-like motions were 

approximately extracted from a general vibration and instantaneous mode shapes were 

obtained. Through these examples, mode-like behavior is observed. Through direct 

observation of the mode-like motions, the following properties of nonlinear modes have 

been found. 

(1). The frequencies of nonlinear modes differ from their corresponding linear 
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ones. For the examined softening system, the frequency of each mode is lower than the 

corresponding linear natural frequency. 

(2). The nonlinear mode shapes are dependent on the level of motion (or modal 

amplitude). The values of the nonlinear mode shapes differ from their linear counterparts. 

As modal amplitude decays, mode shape values tend to those of the corresponding linear 

mode. 

(3). Nonlinear mode shapes do not remain constant during oscillation, even in a 

vibration cycle. Nonlinear mode shapes instantaneously depend on the modal 

displacement. However, the change of mode shape during a half cycle of oscillation is not 

much. 

In fact, the first two properties were already shown by both rigorous and 

approximate analytical analyses of nonlinear modes by Rosenberg and Szemplinska­

Stupnicka [55,69]. The examples show that a general nonlinear system may possess modal 

properties. Practically, the mode-like states are regarded as modes of the nonlinear system 

although it may not be confirmed in theory that the definition in the last section is 

satisfied rigorously. 

Based on the observation of Figure 2.6 that instantaneous mode shape component 

values in a half-cycle of oscillation are very close, an instantaneous mode shape can be 

considered as an approximation of mode shape for half a period. As a result, the mode 

shape becomes constant over the half-cycle. There may be different choices to determine 

the approximate values of the mode shape. For examples, the average value. of the 

instantaneous mode shape over a half-cycle may be regarded as an approximation or the 
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peak value of the instantaneous mode shape in the half-cycle may be defined as another 

approximation. More discussions will be given in the next chapter where approximate 

calculations of instantaneous and constant mode will be presented. 
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CHAPTER 3 

MODE SHAPES OF NONLINEAR SYSTEMS 

3.1 BACKGROUND 

According to the definition in chapter 2, a nonlinear mode consists of a set of 

functionals xl-) of modal relation (equation 2.4) and a corresponding modal frequency. 

If a modal relationship can be represented by mode shape, the mode consists of mode 

shape and the frequency instead. The task of determining a mode is to find the 

functionals of the modal relation (2.4) or a mode shape with a corresponding natural 

frequency. By these two calculation targets, existing approaches for evaluation nonlinear 

modes fall into two categories. 

In the studies of the first category, functionals ~(-) of modal relation are 

calculated based on the original defmition (2.4). A few special nonlinear systems were 

examined and nonlinear modes were found. Since in general it is very difficult or might 

be impossible to find exact solutions for modes of a nonlinear system, several studies 

have presented methodologies for calculating approximate solution [63-66]. 

Another category of mode calculation is the approximate evaluation of the mode 

shape and frequency. Szemplinska-Stupnicka [68-69] has presented an approach which 

is based on an approximate definition of the mode shape. In this approach, mode shapes 
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are assumed to be constant over a cycle of oscillation and Galerkin's method is used to 

determine the values of the constants. 

In the studies of direct structural dynamic response integration [70-76], the 

instantaneous tangent stiffness matrix of a nonlinear system is used to calculate 

eigenvectors at a corresponding time. The resulting eigenvectors were also called 

instantaneous mode shapes, analogous to a linear system. The instantaneous mode shapes 

were calculated through an eigenvalue problem with an updated stiffness matrix. This 

approach was originally motivated by an attempt to reduce the computational effort of 

calculation of the system response by using the instantaneous mode shapes as a basis for 

response solution. Although the approach is originally not proposed for use of calculation 

of mode shapes, sometimes it may provide a good approximation of the instantaneous 

mode shape if the system is weakly nonlinear. 

In this chapter, approximate methods for evaluating the mode shape will be 

presented and examples to illustrate these methods will be given. The properties of 

nonlinear mode shapes will be discussed. 

3.2 CALCULATION OF INSTANTANEOUS MODE SHAPE 

3.2.1 Normal Mode Method 

In the ftrst category, the functionals xj(e) in relation (2.4) are the targets of 

calculation. Most studies were accomplished by Rosenberg and his co-workers in the 

1960's [53-65]. In their studies, modes were called normal modes, which is the same as 

the linear system. Rosenberg pointed out that the functions ofxj(xr) constitute a trajectory, 
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namely the modal line. in the (Xl' X2 ••••• Xn)-space and that the trajectory is governed by 

the following differential equations: 

n n 

2 (Uo + U (Xl' X2' ... , Xn) ){ xi' ( 1 + k xj2) - ")' x{xjXj'} + 
J"~ f;1 

i, j = 1, 2, ... , n, i,j'¢r (3.1) 

where primes denote differentiation with respect to x.. and U(x1• X2• • Xn) is the 

potential function of the autonomous system as described by the equation: 

i=1,2,···,n. (3.2) 

in which Uo = -U «X1)max, ...• (Xn)max) is the maximum potential of the system that is 

obtained when all the masses reach their maximum positions. The solutions of equations 

(3.1). which satisfy the conditions that all xj(O) = 0 and that the trajectory of the solution 

intersects the surface defined by U«XI)max, (xz)max •... , (Xn)max ) orthogonally. are the 

desired modal relation functions. 

For some special nonlinear systems, the modal relation functions are linear. i.e., 

Xj = cj x... The corresponding trajectory is a straight line. Such a mode is called a similar 

nonlinear mode [55]. A few examples of such nonlinear systems have been given [53-55]. 

However. such nonlinear systems are very limited. For general nonlinear systems. the 

modal relations are nonlinear and the modal lines are curved. The corresponding modes 

are said to be non-similar. In general. equations (3.1) are so complicated that "the 
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prospect of finding the general solution may be confidently regarded as hopeless" [55]. 

In reference [66], an asymptotic solution of a mode, say the jth mode, is represented by 

the polynomial series 

_ {(O) (1) ( ) ) {(3) ( )) 3 {(5) ( )) 5 X ij - Cij + Cij Arj Xrj + Cij Arj Xrj + Crj Arj Xrj + ... 

i-station, i = 1, ... , n r -- reference station (3.3) 

where ~j is the amplitude of the modal displacement Xrj and Ci /
k
), k = 1, 3, 5, "', are 

amplitude-dependent coefficients which are determined by a perturbation method. 

Nevertheless, these approaches are still complicated so that their application is very 

limited. However, some properties of nonlinear modes have been found through these 

studies. 

The following features are important characteristics of nonlinear modes. 

(1) For a similar nonlinear mode, the natural frequency is dependent on the energy 

level of motion of the system but the modal line (represented by the functional) is not. 

(2) For a nonsimilar nonlinear mode, the modal line as well as the natural 

frequency depend upon the energy level of motion. 

It can be further seen through the definition of mode shape that the mode shape 

of a similar mode must be constant. For nonsimilar modes, a (jth) mode shape is 

represented using the asymptotic solution 

X ij {(O) (1) ( ) ) {(3) ( )) 2 {(5) ( )) 4 
cl>ij = - = Cij + Cij Arj + Cij Arj Xrj + Cij Arj Xrj + ... (3.4) xrj 

i=l, .. ·,n. 

It can be seen that the mode shape is dependent not only upon amplitude but also on 
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instantaneous displacement. That is, the mode shape varies instantaneously with 

displacement. For example, the instantaneous mode shape corresponding to the time when 

the masses reach their maximum position (response peak) and the one corresponding to 

the time when the masses pass through their equilibrium positions (Xi = 0) are different. 

Therefore, the mode shapes of a nonlinear system are said to be instantaneous. 

3.2.2 Approximate Method 

It may be understood that it will be difficult to find the instantaneous mode shape 

analytically. A practical approach for approximate estimation of the instantaneous mode 

shape is needed. In this section, one approach is proposed, which is based on the 

following assumptions. 

Assume that a mode shape can be separated and the modal relation can be 

represented as 

x = If (u) u (3.5) 

where x is displacement vector, '¥(u) = ("'I(U), ... , 'l'n(u)l is mode shape vector and u 

is a modal coordinate. From (3.5), the velocity and acceleration vectors can be obtained 

as 

:i: = ('I"u + '1') U (3.6) 

:I: = ('P"u + 2lf') u2 + (If'u + 'P) ii (3.7) 

where the primes denote differentiation with respect to u, that is, '¥'(u) = ("'I'(U), ... , 

"'n'(u)l and '¥"(u) = (",t(u), ... , "'n"(u)l. Assume that the values of mode shape vary 
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slowly with respect to u so that 

'P'(u) = a 'P" (u) = a (3.8) 

Then, (3.7) is simplified as 

:i: = 'P (u) 11 • (3.9) 

Consider an autonomous system described by 

Ia + ]{x + f (x) = 0 (3.10 ) 

where M, K are mass and stiffness matrices respectively, and f is vector of the nonlinear 

part of restoring force. 

According to the definition in chapter 2, modes of a nonlinear system are 

determined in the case when the system executes a vibration-in-unison. It is assumed that 

modal coordinate acceleration can be approximately expressed as 

11 = -c.u2 U • 

Then, (3.9) is approximated as 

I: = _(j)2 'Y (u) u . 

Substituting (3.5) and (3.12) into equation (3.10) yields 

-(j)2M'Pu + K'Pu + f ('Yu) = 0 . 

If the system is cubic, U can be factored out. So equation (3.13) becomes 

As an example, for the system of Figure 2.1, u = x3, 'lf3 == 1 and 

(3.11) 

(3.12) 

(3.13 ) 

(3.14) 
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(3.15) 

If C('I') is a zero vector, (3.13) is a standard linear eigenvalue problem. It has n 

solutions (Le., n linear natural frequencies and n natural modes), which can be found in 

a straight forward manner. When C('I') is not zero, equation (3.13) is a set ofn nonlinear 

algebraic equations. 

Let the nth coordinate of mass be the reference coordinate and the value of the 

mode shape at this mass be unity. That is, 

,1 • . == 1 
'I'nJ 'V j (mode solution numbe:r) . (3.16) 

Hence, for each Uth) mode, there are n unknowns in the equation (3.13) or (3.14), which 

are coj , 'l'lj'''' , 'I'(n-l)j' Thejth mode shape vector is 'I'j = ('I'lj'''' ,'I'njl. 

In general, the nonlinear algebraic equation (3.13) or (3.14) can not be solved in 

an explicit form and the number of solutions is a priori unknown. A numerical scheme 

is needed to solve these equations. In the equation (3.14), if u is small, the system is 

weakly nonlinear and the equations may have n solutions near the linear ones. It is 

assumed that the nonlinear equations have n solutions in the neighborhoods of the linear 

ones. According to the reference [77], once the neighborhood of a root or of a place 

where there might be a root is known, the Newton-Raphson method for nonlinear systems 

of equations can be effectively used to find the root, if it exists, or of spectacularly failing 

to converge, indicating (though not proving) that the expected nearby root does not exist. 

The Newton-Raphson method is used herein to solve the equation. 
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In the process of the Newton-Raphson method, initial values of 0) and 'I' are given 

and the procedure will converge to a solution of 0) and '1'. If an appropriate set of initial 

values for a mode is given, the modal frequency and mode shape of that mode can be 

found. Based on the above discussion, if the linear natural frequencies are not close to 

each other, the regions of possible roots for nonlinear modes are well separated and the 

Newton-Raphson procedure can effectively converge to a solution. All nonlinear modal 

frequencies, 001, ••• , 000 , and mode shapes, 'PI' ... , 'Po, can be expected to be obtained 

respectively by independently performing the numerical procedure with corresponding 

initial values. If the modes are very close, there may be difficulty in converging for some 

modes. Therefore, the presented approach is intended for use in the case where modes of 

system are well separated. In the equation (3.13), u is a parameter. For anyone of the 

given values of u, a run of the Newton-Raphson process gives a set of 0) and 'P. These 

parameters can be solved in an u-incremental manner. Therefore, the resulting 0) and 'P 

will be functions of the modal coordinate u, i.e., c.o(u) and 'P(u). 

In reference [68], the above n solutions ( n modal frequencies, 0)1' •• , , 0)0' and n 

mode shapes, 'PI' ... , 'Po) which are associated with the linear eigenvalues and 

eigenvectors are referred to as primary modes. Besides primary modes, there may exist 

some other additional modes (like subharmonic modes, etc. [78]) which were called 

secondary modes. In this thesis, only the above primary nonlinear modes are considered. 

Time history of mode shape in a vibration event can be predicted as functions of 

the modal response. As an example, the time history of the first mode shape of the 

undamped nonlinear system given in last chapter is predicted using the first modal 
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displacement which was estimated in section 2.2.1. This is done by placing the modal 

response in equation (3.14) and solving the equation in a u-incremental manner. The 

result and the measured instantaneous mode shape of the system are shown in Figure 3.1 

with the modal displacement (filtered displacements), u. As shown in Figure 3.1, the 

predicted values give an acceptable estimation of the real mode shape but the curves of 

the calculated value do not represent the measured ones. As seen, the calculated results 

of mode shape associated with the large displacement (close to the peak of response) give 

better approximation to the measured mode shape than those associated with small 

displacement (near eqUilibrium position). The calculated mode shape components 

associated with small displacement are nearly equal to the value of linear mode shape. 

In fact, this is expected from equation (3.13) or (3.14), which become linear when u 

approaches zero. It is indicated that the mode shape is the linear one when u = o. 

The observation shows that the real instantaneous mode shape in a half cycle (a 

coarse segment) does not change as much as calculated. It is suggested that a constant 

mode shape might be a good approximation. This leads to the following approaches. 

3.3 AMPLITUDE·DEPENDENT MODE SHAPES 

3.3.1 Galerkin Method 

Based on the observation of the measured mode shapes, a mode shape which 

remains constant over a half-cycle can be assumed to be an approximate solution for the 

nonlinear mode shape. In the 1970's, Szemplinska-Stupnicka assumed that the mode shape 

is constant over a cycle of oscillation. Consequently, the general response of the system 
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vibrating in a mode can be represented as 

x(t) =.u(t) (3.17) 

where «P is a mode shape vector and u is a modal coordinate. The relation (3.17) is the 

modal relation in the case of a constant mode shape. In addition, Szemplinska-Stupnicka 

assumed that the free modal vibration is approximately harmonic. That is, the modal 

response solution has the approximate form: 

x (t) = • Asin(<.> t) (3.18) 

and the solution of the modal coordinate has the form 

u (t) = Asin (<.>t) • (3.19) 

In reference [68-69], the mode shape «P and frequency co are determined by the Galerkin 

method. According to the variational principle, an actual solution of x(t), is such that the 

functional 

T 

H (2) = f [T (:t) - u (x) ] dt (3.20) 
o 

is an extremum for the path of motion, where T and U are kinetic and potential energies 

respectively. 

As a trial solution, the approximation of (3.18) is substituted into the functional 

H(e), leading to a new functional, H( «P, CO ). The optimal solutions are those «P and co 

which minimize the functional H(<<P, co), i.e., 
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T 

ii(fi, CIl) = J [T(fi, CIl, t) -U(fi, CIl, t)] dt =minimumw.I:.t. fi, CIl. 
o 

According to the Galerkin method, the solution of the variational problem 

T 

Je(fi l CIl, t)sin(CIlt)dt=O 
o 

(3.21) 

(3.22) 

where e(<ll, 00, t) is the residual vector of the equation (3.10) after substitution of (3.18). 

In more detail, the equation is 

T J [-CIl2 MfiAsin (CIlt) + KfiAsin (CIlt) + f (fiAsin (CIlt))] sin (CIlt) dt 
o 

=0. 

(3.23) 

In equation (3.23), the part within the square brackets represents the residual (or 

error) of equation (3.10) due to the approximation of the solution at time t and the 

functional part in the integral represents the weighted residual with the weighing function 

sin( rot). The integral represents the sum of the weighted residual over a period of 

oscillation. The condition for determining the solution (3.18) is that the sum of the 

weighted residual is zero. Therefore, the solution determined by (3.23) is optimal in the 

sense that the sum of the weighted residual is minimized. Equivalently, the solution 

makes the functional H(CI», (0) a minimum. Since the functional is an integral over a period 

of oscillation, the optimization of the solution is based on the idea that the "global (or 

overall) error" of the solution over the whole period is a minimum. 
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Mter integration, (3.23) becomes 

where 8(<1>, A) is a vector given by 

T 

S (ft, A) = A2T J f (ftAsin (<Ilt)) sin(<.>t) dt. 
o 

For a system with a cubic nonlinearity, 

Equation (3.24) thus becomes 

(3.24) 

(3.25) 

(3.26) 

(3.27) 

Equations (3.24) and (3.27) are nonlinear algebraic equations in terms of the 

parameter A. They are similar to equation (3.13). The only difference lies in that the 

parameter in these equations is the modal amplitude A, instead of the modal 

displacement u. Similar to equation (3.13), these equations can also be solved with the 

Newton-Raphson method in A-incremental manner. As discussed in section 3.2.1, the 

mode shapes are amplitude-dependent. instead of varying with displacement 

instantaneously. they are constant over a cycle of oscillation. 

3.3.2 Peak Approach 

The Szemplinska-Stupnicka's approach provides one calculation of the constant 
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(amplitude-dependent) mode shape. In the approach, ell and 0> which are determined by 

(3.23) are optimal in the sense that the "global error" of modal solution (3.18) over the 

whole period is minimum. But this solution may not provide a minimized "local error" 

(the error between the approximate solution and the real response at one time t). For 

example, at the instant when the motion reaches its maximum position, the ell evaluated 

by the Galerkin method may not be the displacement configuration, or shape, taken by 

the whole system at this time when the system executes a motion (modal vibration) with 

frequency 0>. 

Frequently, the shape that the system assumes, when all coordinates reach their 

extremum positions (response peak), may be more useful, and is easy to measure. Such 

a displacement configuration can be represented as 

(3.28) 

i = 1, ... , n; :r--fixed, :refe:rence 

where ~ = (Xj,)max is maximum value (response peak) of displacement of ith mass. q,j are 

ratios of displacement peak values. This displacement configuration is the instantaneous 

mode shape of the system at the time when all masses reach their maximum positions. 

This displacement configuration can be considered as another choice of approximation of 

constant mode shape. It may be approximately calculated as below. 

Assume that all coordinates reach their extremum positions at the same instant of 

time, ~, when the system vibrates in a mode with frequency 0>. Let Xmax and ~ax be 

respectively the peak value vectors of displacement and acceleration, i.e. ~ = x(~) and 
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~ax = x(1J,). Then, at that instant, 1J" the equation of motion is 

(3.29) 

Assume that 

(3.30) 

where A is the amplitude of modal response and <1lp is the instantaneous mode shape at 

the instant 1J,. Further assume that 

~ = _C!)2 Xmax . (3.31) 

Then, substituting (3.30) and (3.31) into (3.29) yields 

_C!)2 M4P'pA + K 4P'pA + f (4P,PA) = 0 • (3.32) 

The mode shape <1lp is determined by this equation. If the system has a cubic 

nonlinearity, equation (3.32) becomes 

(3.33) 

It can be seen that equation (3.33) is different from equation (3.27) but has the 

same form as equation (3.14). Hence, <1lp is different from <1ls (subscript, s, denotes result 

of Szemplinska-Stupnicka process). As in the Szemplinska-Stupnicka method, these 

nonlinear algebraic equations can be solved with the Newton-Raphson method in the A­

incremental manner. As assumed previously, if the system has n nOFs, equation (3.32) 

or (3.33) has n solutions for the set Ol and <1l. Each Ol and <1l is evaluated with initial 

values as before. A subscript, p, is added to Ol (A) to indicated that it is calculated by the 

peak approach. The Olp and <1lp will be functions of the modal amplitude A. 
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In reference [48], it is assumed that the potential function U(x1, x2, .,. , xn) is an 

even function since potential energy of a system is always positive and that restoring 

forces are odd functions of their arguments. Reference [66] pointed out that functions 

xl-) must be odd functions of their arguments because of the symmetry of the potential 

function and expressed xl-) as odd polynomial series (3.3). Therefore, the resulting mode 

shape cl>i j is even functions of the reference coordinate Xr j (equation 3.4). From the 

definition, the peak mode shape is obtained by letting Xr j = A; where A; is the amplitude 

of Xr j' Therefore, the peak mode shape will be expressed as even polynomial series. 

Consequently, squared modal frequency from (3.32) will also be an even function. The 

modal frequency and mode shape components are expressed as 

(3.34) 

i=l, "', n (3.35) 

where A; is the jth modal amplitude, Pro and p. are truncated order numbers which are 

chosen for satisfactory curve-fittings of Olp and q, p. 

It can be found that the equation (3.32) or (3.33) will become a standard linear 

eigenvalue problem if the modal amplitude A tends to zero. The resulting eigenvalues and 

eigenvectors will be linear natural frequencies and mode shape vectors. Therefore, the 

limit values of the functions (3.34) and (3.35) will be linear natural frequencies and mode 

shape values as A tends to zero. These values are given by the constant terms of these 

functions. 
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For the 3DOF cubic system in Figure 2.1, the first two modes are calculated by 

the peak method. Figures 3.2 and 3.3 show co.,(A) and components of Cllp(A) for the fIrst 

and second mode respectively. The modal frequency and mode shape of the first mode 

are expressed as 

(3.36) 

4>11 (Ai) =O.30-0.05A;-O.007At (3.37) 

(3.38) 

It is clear that the nonlinear modal frequency and mode shape change with the 

modal amplitude. As shown in the fIgures, when the modal amplitudes increase, the 

modal frequencies of both modes decrease, as expected since the nonlinear system is 

softening. As the modal amplitudes increase, the two components of the fIrst mode shape, 

<Pll and <P2I , and the second component of the second mode shape, <P22 , decrease, but <P12 

increases in a small amplitude range (about A2 < 0.3) and decreases beyond that range. 

It is clear that nonlinear mode shape is different from linear mode. For the fIrst 

mode, whose linear natural frequency is 1.33 Hz, linear mode shape is (0.30, 0.65, 1l; 

when Al = 1.38 em, modal frequency becomes 1.19 Hz and mode shape is (0.25, 0.59, 

1l. The frequency changes 10.5%, <P 11 and <P21 change 16.7% and 9.2% respectively. For 

the second mode, the linear natural frequency is 2.85 Hz and the mode shape is (-0.67, -

0.61, 1l. When A2 = 0.34 em, the modal frequency becomes 2.35 Hz, changing 17.5% 
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and mode shape becomes (-0.71, -0.94, ll. <1»12 and <1»22 change 6% and 54% respectively. 

The linear and nonlinear mode shapes associated with the above amplitudes are shown 

in Figure 3.4. It can be seen that the change of modal quantities is significant. 

3.3.3 Generalized Approach 

Comparing equations (3.27) and (3.33), one can see that the coefficients of the last 

term in the two equations are different. Hence, the resulting mode shapes, CPp and CPs will 

be different. As known, CPp is determined at the time when the motion of the system 

reaches its maximum position. Physically, it represents the displacement configuration that 

the system assumes at that time. Therefore, it can be seen that this definition is based 

more on the point of view of observation or measurement. Following the same idea that 

the peak mode shape is a special measurement of the instantaneous mode shape, CPs can 

be also found to be a special measurement of the instantaneous mode shape and the 

"constant" mode shape can be defined with other choices. Extending the definition of the 

peak mode shape, a general definition of an amplitude-dependent mode shape can be 

given as below. 

Assume that a nonlinear system is vibrating in a mode and the corresponding 

mode displacement is x(t). Let the modal coordinate be u (u = xn for pure mode 

vibrations) and A be the amplitude of u. Let ta be such a time that u ( ta ) = (X. A, 0 ~ 

(X. ~ 1. At the instant ta' the displacement of the system vibrating in a mode is denoted 

by x ( ta ). Define the displacement configuration of the system at this time to be the 

mode shape for all time in the period and represent the mode shape as 
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(3.39) 

The modal relation for this mode over the period is approximated to be 

x (t) =~« (A) u (t) . (3.40) 

The mode shape is approximately evaluated at the time tao Assume that the system 

vibrates in a mode with frequency 000 At the instant ta, the equation of motion is 

(3.41) 

Assume that the acceleration response of the system at the instant ta is 

(3.42) 

According to the definition (3.39) 

(3.43) 

Substituting (3.42) and (3.43) into (3.41) yields 

(3 .. 44) 

For MDOF systems with cubic nonlinearity, the nonlinear algebraic equation for 

evaluating CPa and IDa will be 

(3.45) 

When a = 0, CPa is the linear mode shape since the nonlinear term in equation (3.45) 
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vanishes so that the equation becomes a standard linear eigenvalue problem. When 

a = v"! /2 ,equation (3.45) becomes (3.27) which is the result of the Galerkin method, 

i.e., <b a =v'~"/2 = <be • When a = 1, equation (3.45) becomes (3.33) which corresponds 

to the peak approach, i.e., <l>a. = 1 = <l>p. 

As before, n solutions of wa.2 and <l>a. are assumed to exist and can be evaluated 

independently one by one with appropriate initial values if the modes are well separated. 

For any a '* 0, the wa. and <l>a. are functions of the modal amplitude. Therefore, the mode 

shape is amplitude dependent. 

According to the above definition, the mode shape is the displacement 

configuration that the system assumes at the instant ta. when it vibrates in a mode. The 

mode shape can be easily measured from the modal response. For example, for a cubic 

system, <b a '" ..{!/2 is measured by the ratios of the modal displacement at the instant 

ts when Xn = v"!/2 A, i.e., 

(3.46) 

Similarly, <l>a. = 1 is measured at the time ~ when all masses reach their maximum 

positions by the ratios 

(3.47) 

Clearly, the peak mode shape <l> a. = 1 is most easily measured. In later sessions, the peak 
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mode shape will be used for all analysis. 

3.4 APPLICATION OF MODE SHAPE 

3.4.1 Limitation of Application 

In linear systems, mode shapes of free vibration can be used to decouple the 

equations of motion of forced vibrations. The response solution of the system can be 

expressed as a combination of mode shape vectors. With special conditions, the response 

solution can contain only one single mode shape vector, that is, the system vibrates in the 

shape of the free vibration mode and the whole system can be defined by anyone 

coordinate of the system. 

For nonlinear systems, the application of modes is restricted. First of all, this is 

due to the fact that the superposition principle is theoretically inadmissible in nonlinear 

systems. Hence modal solutions, even if they exist, can not be used to construct a general 

solution of the system as linear modal solutions do. Secondly, the modal relations for 

free mode vibration cannot in general be used to describe the coordinate relations for 

forced vibrations. 

In reference [55], Rosenberg defined the steady-state vibration of forced nonlinear 

systems which is a vibration-in-unison of the systems. When a forced nonlinear system 

vibrates in a steady-state, all coordinates satisfy the relation 

i = 1 f'" f n f r - - fixed . (3.48) 

Substitution of these functionals uncouples the equations of motion so that the equations 

of motion can be solved. However, in general, the functional Xi [.] for steady-state forced 
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vibration and xi [e] for free mode vibration are different and forced vibration equations 

cannot be uncoupled by Xi [e]. Rosenberg has already pointed out that nonlinear "normal­

mode coordinates decouple the equations of motion for that mode only." In other words, 

the modal relation (2.4) exactly decouples the equations of motion only for the free mode 

of vibration itself, but not for other motions. Therefore, in general, the nonlinear modes 

can not be used to solve the steady-state forced vibration problem. 

At present, for nonlinear systems, there is no theory to show a general relation 

between a free vibration mode shape and a shape of steady-state forced vibration. 

Therefore, based on the existing studies, nonlinear modes can not be used to analyze a 

general forced vibration of nonlinear systems. However, in some case, nonlinear modes 

can be used in analysis of nonlinear forced vibration, as will be shown below. 

3.4.2 Resonant Vibration Shape 

It was shown by Rosenberg that a nonlinear system exhibits resonance as the 

frequency of external force tends to a natural frequency of the system. It can further be 

shown that the system assumes the configuration of the free vibration mode shape, when 

it is in resonance. 

Consider the nonlinear system (3.10), which is acted upon by a periodic force p(t), 

with driving frequency v. The equation of motion is 

M:I:+Kx+f (x) =p(t). (3.49) 

According to the peak approach, the mode shape of the system is determined by equation 

(3.32) which can be written as 
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(3.50) 

where Xi I Xr = cl>i , i = 1, ..., n; r -- fixed and OJ is a natural frequency of the system. 

Assume that the acceleration of the system (3.49) can be represented in the form 

of 

Xi (t) = - V 2 Xi (t), i = 1 , ... , n . (3.51) 

Then the ith equation of motion is 

n 

-mi V
2 Xi + L leis Xs + fi (Xl' ... , Xn) = Pi (t) 

s=l (3.52) 

i=l,···, n. 

Let Ai be the amplitude of ~(t) (i = 1, ... , n). Dividing the above equation by the 

amplitude Ar of the reference coordinate yielding 

(3.53) 

i = 1, ... , n, :r - - fixed . 

The system configuration at the time when all masses reach their maximum 

position is represented by the ratios of displacement peak values (A} / Ar, ... , An / Ar) and 

determined by the following equation: 

Pi(t) (3.54) 
Ar 

When v ~ OJ , the system goes to resonance. At resonance, Ar takes on a very large 
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value so that Pi (t) I Ar (i =1, "', n), can be ignored. On rejecting the terms Pi (t) I Ar on 

the right hand side, this equation becomes the same as (3.50). It is concluded that the 

resonant configuration, called the resonant vibration shape, of a nonlinear system 

resembles the corresponding free vibration mode shape. 

The above result is a useful property of a nonlinear mode. Using this property, 

free vibration mode shapes can be used in the analysis of resonant vibration. Hence, 

when a nonlinear system is in a resonant vibration, the mode shape vector of free 

vibration mode can be used to uncouple the equations of motion so that the system can 

be investigated as a set of SDOF systems. 

3.4.3 Practical Problems 

As pointed out above, free vibration modes of nonlinear systems can not in general 

be used in the analysis of forced vibration but can be used in resonant condition. 

In actual nonlinear vibrations, mode-like behavior can often be observed. 

Resonance occurs in neighborhoods of some special frequencies. Associated with these 

frequencies, a system assumes certain shapes or configurations. These frequencies and 

configurations resemble the modal frequencies and mode shapes of a linear system. 

Therefore, although the system may not possess exact modes, it may possess mode-like 

properties near resonance. In a practical sense, a nonlinear system having mode-like 

states is said to have "modes of vibration." In many practical problems, the mode-like 

behavior physically exists, which is generally represented by resonances. 

Two classes of nonlinear forced vibrations can be approximately analyzed using 
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the free vibration modes described previously. Systems of first class are those (undamped 

or lightly damped) subjected to exciting forces with a single driving frequency which is 

close to a natural frequency. In the second class, the systems (undamped or lightly 

damped) are subjected to wide-band excitations. The response of the latter system 

contains all frequency components in the excitation band. If the system has only one 

resonance in this range, those frequency components which are close to the resonant 

frequency dominate the response. If the damping of the system is small, the contributions 

of frequency components far from the resonant frequencies to the response are generally 

much smaller than those near the resonant frequencies. In this case, the system basically 

assumes the configuration of the free vibration mode shape. 

In most practical problems, physical systems generally do not vibrate in one 

single mode but several modes appear in the response at same time. If the modes are not 

close to each other, the modal method can still be used. First of all, it is assumed that no 

secondary resonance, like harmonic resonances internal resonance [78], occur, or that such 

a resonance is so small compared with main resonances that they can be ignored. Hence, 

inter-mode influence will not be considered. The modal responses may be approximately 

isolated by "frequency windows," each of which contains the resonant and nearby 

frequency components. In each band, the response of the system can be approximately 

analyzed using the concept of modes. Although the superposition principle is not strictly 

valid in nonlinear systems, in many cases, a linear combination of nonlinear mode 

responses [49] can still give a good approximation to the response. Therefore, the whole 

response of the system may be expressed approximately as the sum of the nonlinear 
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modal responses. 

Based on the above discussion, some complex vibrations of nonlinear systems, 

like earthquake response, can be investigated approximately as long as resonances of the 

systems are pronounced and well separated. 
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CHAPTER 4 

MODAL EQUATIONS OF NONLINEAR SYSTEMS 

4.1 BACKGROUND 

In vibrations of a linear system, a complete set of mode shape vectors spans a 

solution space. The mode shape vectors are base vectors of the space. All response of the 

system can be expressed as a superposition of the mode shape vectors. A vibration 

component of the system associated with a mode shape vector is referred to as a modal 

vibration of the system and the equation which governs this motion is called a modal 

equation. For modal vibration, the mode shape determines the displacement relationship 

between degrees of freedom and a reference degree of freedom. A modal equation 

determines response of the reference degree of freedom. The modal vibration of the 

system is completely described by the solution of the modal equations along with mode 

shapes. The same idea will herein be extended to nonlinear systems. 

4.1.1 Constant-coefficient Models 

In linear systems, modal equations can be obtained rigorously using the 

orthogonality of the free vibration mode shapes. For nonlinear systems, all practical 

approaches are approximate since, in general, the nonlinear modal method is an 
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approximate approach. Most approaches employ linear mode shapes or equivalent mode 

shapes and assume that the modal equations have the form of a SDOF system. The 

coefficients of the equations are often assumed to be constant and determined equivalently 

in some sense. From the previous chapters, it has been already shown that the modal 

quantities of nonlinear systems are dependent on response level. Hence, it may be 

recognized that modal equations should also be response-level-dependent. This inference 

indicates that an equation with specific coefficients is only valid for a vibration at a 

special level. For a vibration of the system at another response level, it may not give an 

acceptable approximation. The following numerical test shows such an example. 

The system considered is the damped system of chapter 2 which is shown in 

Figure 2.1. The system parameters were given in Chapter 2. The system is subjected to 

a ground motion excitation. The ground acceleration is generated using EI Centro 

earthquake data which is scaled by 0.075. The inter-mass restoring forces and Fourier 

Amplitude Ratios are given in Figure 4.1 and 4.2 respectively. The nonlinear behavior and 

mode-like phenomena can be observed. The first mode-like response is obtained by 

filtering from 0 - 2 Hz. A constant-coefficient modal equation is obtained by "best" 

fitting of the response time history to be 

x + O. 0778x + 67. 8536x - 4. 6005x 3 = -1. 5089 Z . 

The time histories of the filtered modal displacement and of the displacement 

calculated by the equation are shown in Figure 4.3a. In order to test this equation, it is 

assumed that the system is subjected to another ground excitation which is the EI Centro 
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earthquake ground acceleration scaled by 0.06. Since the excitation is lower than the first 

case, the system vibrates at a lower level. The filtered modal response and the predicted 

response by the above equation are plotted in Figure 4.3b. It is obvious that the equation 

fails to predict the modal response of the system to the new excitation. This example 

shows that a constant-coefficient modal equation is valid for a specific vibration level 

range, but may not be effective for other vibration levels. Hence, a constant-coefficient 

model of modal equation has limited range of application. In order to have a wider 

application, the modal equation of nonlinear systems needs a model which is applicable 

to various vibration levels. 

4.1.2 Uncoupling of Equation of Motion 

In linear systems, the response of a system can be described as the superposition 

of many modal responses. By means of the orthogonality of mode shapes, equations of 

motion can be uncoupled, leading to modal equations. However, nonlinear systems have 

no counterparts of superposition and orthogonality of mode shapes. Therefore, there is no 

basis for strictly uncoupling general nonlinear equations of motion and for decomposing 

the response of a system into components which can be defined by independent variables. 

In other words, no modal response is rigorously defined and decomposed, and no exact 

modal equations can be derived for general nonlinear vibrations. Therefore, in theory, 

equations of motion can be decoupled only in single-mode vibration. At present, there 

are three classes of single-mode vibration cases where equations of motion can be 

decoupled. 
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The first case is pure free mode vibration. When an autonomous nonlinear system 

vibrates in a single mode, a set of functional of a reference displacement, Xj(x..) , 

satisfying equation (2.4) can be found. Substituting these functional into the equations of 

motion uncouples them and results in a set of independent single-variable equations. The 

equation corresponding to the reference degree of freedom is the modal equation of the 

motion. The coefficients of the modal equation depend upon the response of the 

reference degree of freedom. 

The second case is steady-state forced vibration, where all displacements of 

degrees of freedom can be determined by one of them and a set of functional (equation 

(3.48». Equations of motion can be uncoupled by substitution of these functional and the 

number of independent variables is reduced to one. The steady-state motion of the system 

is determined by one independent variable. As mentioned previously, in general, the free 

vibration mode shape vector cannot be used to uncouple the equations of motion for 

steady-state forced vibration. 

The third case is the forced vibration with single resonance. In this case, the 

configuration of a system is the same as a corresponding free vibration mode shape. The 

nonlinear mode shape vectors can be used to uncouple the equations of the system. 

In this chapter, the modal equation of a single resonance will be derived and 

extended to the case of multiple resonance which has no exact modal equation in theory. 
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4.2 MODAL EQUATIONS OF SINGLE RESONANCE 

Consider a lightly damped nonlinear system described by the following equation 

of motion 

Mi: + ex + Kx + f (x) = p (t) (4.1 ) 

where M, C, K are mass, damping and linear stiffness matrices, f is the vector of 

nonlinear part of restoring force, p(t) is an external force vector. Assume that p(t) is a 

force with a single frequency which is close to the ith resonant frequency of the system 

so that only the ith resonance occurs. According to the last chapter, the free vibration 

modes are employed to generate modal equations for the resonant vibrations. 

4.2.1 Direct Method 

Since the solution (2.4) is the complete response of the system for single mode 

vibration, it can be directly substituted into the equation of motion. In the classical way 

[53,55,56], directly substituting the relation (2.4) into equations (4.1) leads to n 

independent single-variable equations. The equation associated with the reference degree 

of freedom is the modal equation. The coefficients of the equation depend upon the 

displacement x... Since the equation is displacement-dependent, there will be considerable 

difficulty in solving this equation or in identifying the coefficients in determining a 

system from a known response. Therefore, for practical application, it is necessary to 

simplify the modal equation by using the simplified mode shape. In this thesis, the 

amplitude-dependent modal models will be employed to obtain a modal equation. 

Let the ith amplitude-dependent mode shape be Wj and the ith modal coordinate 
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be uj" The response of the system may be approximately given by 

<4.2) 

where ~ is half-cycle amplitude of modal coordinate uj and Cl>j is the jth amplitude-

dependent mode shape vector. Substituting (4.2) into the equation of motion (4.1) yields 

(4.3a) 

or in component form 

micl>ijUj + L ciscl>sjUj + L kiscl>sjUj + fi (cI>jUj) =Pi (t). (4.3b) 
s s 

The equations (4.3b) can be written as 

(4.3c) 

i=l,···,n. 

Equations (4.3) are n independent equations. They should be identical and anyone of 

these equations can be used as the modal equation. 

4.2.2 Szemplinska-Stupnicka's Method 

In reference [68,69], Szemplinska-Stupnicka proposed a modal equation analogous 

to the modal equations of linear systems. Szemplinska-Stupnicka considered a case that 

the external force p(t) is harmonic and that the frequency of driving force is close to a 

natural frequency (say, the jth natural frequency) of the system. In this case, one (jth) 

resonance dominates the response of the system which can be regarded as vibrating in a 
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single mode. Szemplinska-Stupnicka assumed that the solution of ll.i is also harmonic and 

has the same frequency as the driving force. Hence, in equation (4.2) uj can be replaced 

by the harmonic function with the frequency of the driving force. Szemplinska-Stupnicka 

applied Galerkin's method to each equation, then, multiplied the ith equation by cl>ij' and 

added all equations with respect to the index i, yielding two algebraic equations for two 

unknowns (amplitude and phase). The solutions of the unknowns approximately determine 

the solution of uj • 

In Szemplinska-Stupnicka's process, the ftrst step is applying Galerkin's method, 

while the later operation makes a transformation of n equations into a single equation. 

This process can also be presented in another way, by taking the transformation ftrst, then 

applying Galerkin's method, as follows. 

First, multiply the ith equation in (4.3) by cl>i j 

Sum all equations with respect to the index is 

n n 

.E cl>ij (Ini cl>ij uj + E Ciscl>sj uj + E kiscl>sj uj + fi (e j uj ) ) 
~=l s B 

= .E cl>ijPi (t) 
~=l 

(4.5) 

or, equivalently, equation (4.5) can be written in matrix form 

Equation (4.5) is a SDOF nonlinear system. Inserting the assumed harmonic solution of 

uj and applying Galerkin's method, leads to the same algebraic equations as those 
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obtained in the Szemplinska-Stupnicka's process. 

Equations (4.5) are another approach for generating a modal equation for single 

resonance. Since this process leads to one equation. the solution of the modal response 

is unique. The process of obtaining equation (4.5) looks like an orthogonal operation. but 

it is only an analog to linear systems since no theory shows the existence of orthogonality 

of amplitude-dependent mode shapes. Hence. equation (4.5) is an approximation. 

4.2.3 I>isCllSSioll 

In conclusion. by both the direct method and the Szemplinska-Stupnicka method. 

uncoupling the equations of motion using modal relation (4.2) results in a nonlinear 

amplitude-dependent modal equation. For a ground acceleration excitation. a modal 

equation can be represented in a normalized form 

<4.7) 

where uj is jth nonlinear modal coordinate. ~ is amplitude of uj • ~ is modal stiffness 

restoring force which is a nonlinear function of Aj and uj • and <X.i (~) and ~j(~) are the 

modal damping coefficient and modal participation factor respectively. both of which are 

functions of modal amplitude ~. 

It is assumed that ~ is an odd function of uj • As an example. for a cubic system. 

the modal coordinate can be factored out. yielding a modal equation 

<4.8) 

where <X.i (~). ~j (~). K1 j (~) and K3 j (~) are amplitude-dependent coefficients. Since 
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all components of <Pj are even functions of modal amplitude as discussed in chapter 3, the 

coefficients of the resulting modal equation (4.3c) or (4.6) should also be even functions 

of modal amplitude. Hence, Clj (Aj ), ~j (~), Kl j (~) and K3 j (~) should be even functions 

of modal amplitude. More generally, the modal restoring force, fj(~' uj ), can be 

represented by a Taylor polynomial series with only odd terms (since ~ is odd function) 

as 

<4.9) 
+ ... = - A. (A.) Z t'J J 

where all coefficients are functions of amplitude. It will be assumed that the coefficient 

functions are even functions. 

Since the coefficients are amplitude-dependent, the modal equation will vary with 

amplitude. It indicates that a modal equation associated with a particular modal amplitude 

is only valid for the motion with that level. This can explain why in the example of 4.1.1 

the constant-coefficient modal equation fails to predict modal response to another loading. 

4.3 MODAL EQUATIONS FOR MULTIPLE RESONANCES 

When p(t) is a general wide-band external excitation, the system may vibrate with 

many resonances. As mentioned previously, since nonlinear systems do not possess 

counterparts of the superposition principle and orthogonality of mode shapes, no exact 

modal equation can be defined and derived for multiple mode vibration. However, "modal 

equations" for nonlinear systems with multiple resonance can be proposed in an 

approximate sense as stated below. 
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First, for nonlinear systems with multiple resonances, each resonance is regarded 

as a "mode" and the resonant response is defined as a "modal response." It is 

approximately estimated by filtering in a "frequency window," called modal window, 

when the resonant frequencies are not close to each other. A second-order single-variable 

differential equation which can describe the above resonant response is defined as a 

modal equation. So-defined mode in the multiple resonance case should possess all the 

features of a single mode discussed before. Hence, the modal equation in the multiple 

resonance case is assumed to have the general form of (4.9). In the later two chapters, 

two specific amplitude-dependent models will be proposed. 

For nonlinear systems with many resonances, when resonant frequencies are not 

close to each other, each mode is analyzed in a frequency band over which the system 

response is dominated by one mode (resonance). Let the mode under consideration be the 

jth mode. Over this frequency band, the system response can be approximately 

represented by 

(4.10) 

The system is analyzed one mode at a time. Employing the approximation represented 

in reference [49], the full response of the system is expressed as a linear combination of 

nonlinear modes as: 

s s 
x (t) t:z E Xj (t) t:z E .j (Aj ) u j (t) 

J =1 J=l 

<4.11) 

where s is the number of modes included in the analysis. 

In this thesis, the "modes" of nonlinear systems will be studied with the above 
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described idea. 

4.4 AMPLITUDE ESTIMATION 

Modal equation (4.9) is a differential equation with amplitude-dependent 

coefficients. Since it is a parametric differential equation and the modal amplitude is 

unknown a priori, an amplitude estimation is necessary in order to solve this equation. 

Therefore, a method for amplitude estimation must be developed before further 

examination of the modal equation. 

To estimate the amplitude ~, an energy equation is developed from the modal 

equation. Let Aj be changeable with time. For simplicity, consider the cubic equation 

(4.8). Multiplying by uj and integrating from to to t on both sides of equation, an energy 

equation can be derived. This yields 

t 

;u! (t) - ;u! (to) + fCX j (Aj ) Uj2 ('t)d't+ ;K1 j (Aj ) Uj2 (t) - ;K1j (Aj)U! (to) 
to 

t 

+ ~ K3j (Aj ) uj (t) - ~ K3j (Aj ) uj (to) = -f Pj (Aj ) u j ('t) z ('t) d't . 
to 

(4.12) 

In equation (4.12), the left-hand side is the increase in system energy (i.e., the sum 

of the increase in kinetic, viscous and potential energies) during the time interval to to t. 

The right-hand side is the work done by the external force over the same time interval. 

This equation can be simplified by choosing to and t. In this thesis, the instants 

when the oscillators passes through its equilibrium portion (i.e., uj = 0 ) are chosen as the 
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limits of integration. Consider two adjoining half-cycles numbered by k and k + 1, where 

the kth half-cycle is one with a known amplitude ~,k and the (k+ 1 )th half-cycle is of 

unknown amplitude Aj ,k+l to be determined. Assume that tk and tk+l are respectively the 

starting time instants of the kth and (k+ J)th half-cycles and that T J2 is the known period 

of the kth half-cycle and Tk+l/2 is the unknown period of (k+l)th half-cycle. Then tk+l = 

tk + TJ2. Choose to = tk, where uj (tk) = 0 and t = tk+l + Tk+1/2. In this case, the stiffness 

terms do not appear in the equation since ll.i(t) = uj (to) =0. 

In the (k+ 1 )th half-cycle, the response is unknown and is to be determined. Let 

the displacement and velocity in the (k+ 1 )th half-cycle be respectively estimated by the 

approximation 

Substituting equations ( 4.13) into equation (4.12) yields 

Tk+l 
-2-

(4.13a) 

(4.13b) 

+ ~j (Aj ,k+l) Cil j (Aj ,k+l) Aj ,k+l J COS (Cil j (Aj ,k+l) 't) Z (tk+1 + 't) d't 
o 

Tk 

2" 

= ~ il] (tk) -a,j (Aj,k) J il] (tk + 't) d't - ~j (Aj,k) 
o 

Tk 

2" 

J Uj ( tk + 't) Z ( tk + 't) 
o 

(4.14) 

In equation (4.14), all quantities on the right-hand side belong to kth half-cycle 
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and are known; all quantities on the left-hand side belong to (k+ 1 )th half-cycle and are 

unknown except for z. The equation (4.14) is a nonlinear equation for A j,k+l' In order to 

simplify the equation, the value of T k+l is approximately estimated and ffij(Aj,k+l) in the 

integral on the left-hand side is estimated from T k+l so that the integral on the left-hand 

side can be calculated. For a harmonic driving force, T k+l may be taken as the excitation 

period. For a broad-band input, Tk+1 may be estimated from ffij(~) as determined from the 

homogeneous system by a method presented in section 3.6, or some other appropriate 

method. 

From equation (4.14), an approximate amplitude ~,k+l can be estimated. Thus, the 

coefficients, 1(1 j(Aj), 1(3 j(Aj) , ~(~), ~j(~) , of the modal equation (4.8) can be estimated 

and the response in the (k+ 1 )th half-cycle can be predicted by any proper numerical 

procedure. During the initial (transient) stage of the response, the values of 1(1 j (0), 1(3 j 

(0), Clj (0), and ~j (0) can be used in solving the differential equation. In predicting the 

response from the modal equation (4.8), the amplitude needs to be updated for every 

vibration cycle (or half-cycle). 

The energy equation (4.14) is a nonlinear algebraic equation, which must be solved 

numerically. It can be assumed that ~,k+l = Aj,k + ~,k' Substitute this into equation 

(4.14) so that it can be simplified by ignoring the terms in ~,k of higher order than 

quadratic, the resulting algebraic equation for ~,k can be easily solved. 

In the above derivation, t and to are chosen so that the stiffness terms do not 

appear in the equation to be solved. Consider the higher-order modal equation (4.9). If 

t and to are chosen in the same way, stiffness terms will disappear in the equation and the 
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resulting algebraic equation will be the same as equation (4.14). Therefore, for higher-

order modal equation, the equation for amplitude estimation is also equation (4.14). 
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CHAPTER 5 

MODAL IDENTIFICATION USING 

SUCCESSIVE APPROXIMATION MODEL 

5.1 BACKGROUND 

In the last chapter, a general amplitude-dependent model of the modal equation 

was proposed to describe mode-like vibrations of nonlinear systems. If the modal 

equations of a system are known, modal responses of the system can be calculated. A 

reverse problem is how to determine a modal equation and modal parameters if a modal 

response is given. This problem is referred to as modal identification. 

For linear systems, the modal theory and identification technology are mature. 

Modal equations in the time domain and transfer functions in the frequency domain can 

be expressed in modal parameters (frequencies, modal damping ratios and mode shapes). 

These parameters can be identified by fitting the modal equations or transfer functions 

using the recorded vibration response data. Many identification algorithms have been 

developed. 

For nonlinear systems, however, since the modal theory is very limited, modal 

identification technology has not been well developed. Both mathematical models of 

modes and identification algorithms are current research subjects. In reference [49], 
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Frequency-Response-Function of nonlinear systems is expressed as a function of 

amplitude-dependent modal frequencies and mode shapes, and the modal frequencies and 

modal participation factors are identified in frequency domain by fitting experimental 

data. In general, there is a serious difficulty in identification of amplitude-dependent 

modal parameters and modal equations since. as mentioned previously, all nonlinear 

modal quantities and coefficients of modal equations are functions of amplitude. Many 

approaches use approximate constant models for simplicity. In those approaches, modal 

frequencies and mode shapes are identified as equivalent linear modes using linear modal 

algorithms and modal equations are determined by direct fit of response data in time 

domain. In many studies of seismic response, time-history-dependent models for hysteretic 

structural behavior were proposed and corresponding identification methods were 

presented. However, studies of use of amplitude-dependent models are rarely reported. 

Since amplitude-dependent models are necessary for nonlinear modal analysis with wide 

amplitude ranges, a goal of this work is to develop an adequate amplitude-dependent 

model of the modal equations and an effective methodology to identify the modal 

equations and modal parameters (modal frequencies, modal damping rations and mode 

shapes) using recorded response data. 

In the last chapter, modal equations were expressed in the form of a polynomial 

with amplitude-dependent coefficients (equation (4.9». Since this model has many 

stiffness restoring force terms and all coefficients to be determined are functions, 

numerically, this model cannot be directly determined uniquely. The amplitude-dependent 

model should be proper so that it is suitable for unique identification. There are a few 



77 

different ways to build such models. In this thesis, two approaches will be presented. Two 

amplitude-dependent polynomial models of the modal equation which are suitable for 

identification will be proposed in this and the next chapter respectively and two 

corresponding identification procedures will be presented. 

5.2 SUCCESSIVE APPROXIMATION MODEL 

In general, it is assumed that the jth (j = 1, ... , n) modal equation is given by the 

equation (4.7) in which <X.i(~)' ~j(~) and ~(~, uj) need to be determined. It is further 

assumed that the stiffness restoring force, ~ can be expressed in a form of successive 

approximation, that is 

OIl 

(5.1a) 

It is assumed that the first-order term is much "larger" in magnitude that any other term. 

That is, the first-order term dominates the stiffness restoring force because the higher-

order terms have smaller magnitude and give smaller contribution to the restoring force. 

Specifically, the order of magnitude of the terms is assumed to be the following: 

(5.1b) 

where 0(1) represents finite order, e is a small number and O(e) represents that tiS 3j is 

small compared with tiS 1 j' etc. 

A modal equation is expressed as 
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Uj + "j (Aj ) Uj + L til ij (Aj ) ul = -P j (Aj ) Z 
i=1,3,5, .. · 

(5.2) 

Physically, the model presents a weakly nonlinear system. Representing a 

nonlinear system by this model, system (5.2) may be called an equivalent weakly 

nonlinear system. If all tiS ilA;) except tiS lj (i.e. i = 3, 5, ... ) are zero, system (5.2) will be 

an equivalent linear system. It is clear that tiS 1 j is the jth equivalent linear natural 

frequency. Since higher order terms are very small so that their effect on the frequency 

of the mode can be neglected, tiS I j is a good approximation of modal frequency. That is 

(5.3) 

In the equation (5.2), the tiS i/S are functions of modal amplitude Aj. Using the 

previous assumption, the tiS i / s are assumed to be even functions of A; and are expressed 

as truncated polynomials. Let Pi be the truncation order for the function tiS ij(A). tiS ij(A) 

is expressed as 

i=l,3,5, .. · (5.4) 

where tiS it) (k = 0, I, 2, ... , Pi) are constant coefficients. 

5.3 "MODAL RESPONSE" 

Assume that the response of a nonlinear system x( t) has been measured from an 

experiment or recorded from an actual vibration event (if x(t) is measured, x(t) and x(t) 

can be obtained by integration). Based on the earlier discussion (Chapter 3), each 
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resonance is regarded as a mode and the modal response is given by corresponding 

resonant response. It is assumed that the resonances of the system are not close to each 

other and that the jth modal response. xj(t). can be approximately estimated by band-pass 

filtering based on the frequency spectrum of the response. 

It is assumed that the filtered response ~(t) satisfy the modal relation (4.10). The 

modal coordinates are defined by this equation. Since <Pnj=l. modal coordinates are given 

as: uj(t) = Xnj(t); uj (t) = xnj (t); iij (t) = x"j (t). 

5.4 IDENTIFICATION OF MODAL EQUATIONS 

A task of modal identification is to determine aj(~)' ~j(~) and GS ij(~) (i = 1,3, 

5, ... ) using the known modal response data. These unknowns all are functions of modal 

amplitude. With the model of (5.2), these functions can be determined successively. The 

methodology is outlined below. 

1. Linear terms 

First of all, linear terms will be determined. By the first-order approximation, the 

modal equation is 

(5.5) 

This is an equivalent linear system. GS 1 j(~)' Cl.i(~) and ~j(~) are respectively the 

equivalent linear natural frequency, equivalent linear viscous damping coefficient and 

equivalent linear participation factor. 

In equation (5.5), GS 1 j(~)' aj(~) and ~j(~) are amplitude-dependent. They will 

vary with amplitude during entire vibration event. But they are defined to be constant 
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over a half-cycle of oscillation. Let tk and ~+l be the starting and ending times of the kth 

half-cycle of oscillation respectively and ~(k) be the amplitude of this half-cycle. Over 

this half-cycle, the equation of motion is 

llj (t) + a:j (Aj(kl) u j (t) + tiS1j (A?l) Uj (t) = -P j (A?l) Z (t), tk ~ t ~ tk 

(5.6) 

using the measured data uj{t), Uj{t) , uj{t) and z{t) which belong to the kth half-cycle, 

tk S t S tk+1• From the least-square method, the equation for solving these unknowns is 

nk nk nk tiS (A.(kl) nk 

Eu; E urur E zrur 
lj J 

E llr u r 
r=l r=l r=l r-l 

nk nk nk nk 

E urur E .2 E ZrUr a: j (Aj(kl ) = E llr u r 
(5.7) u r 

r=l r=l r=l r-l 

nk nk nk nk 

E urzr E urzr E .. 2 E llr z r Zr Pj (Aj(kl) 
r=l r=l r=l r=l 

where nk is the data sample number over the kth half-cycle. 

For each half-cycle, tiS lj{~(k», (l.j{Aj(k» and Pj{~(k» are determined by solving the 

above equation. The set of results (k = 1, ... , q) are used to determine the functions of 

tiS d~(k», ~(~(k» and Pj{~(k». Using curve fitting, these are approximately expressed as 

truncated even polynomial series of the form 

(5.8) 
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Pc 

(A ) = ~ IV !kl A~k "j j .... J J 
=0 

(5.9) 

(5.10) 

where PI' Pa' p~ are determined for satisfactory accuracy of the curve-fittings. 

2. Cubic Term 

After the first-order approximation has been determined, the cubic term will be 

calculated by employing the model 

(5.11) 

where tiS 1j(~)' al~) and ~j(Aj) are already known. According to the expression of (5.4), 

tiS 3 j is written in the form 

(5.12) 

tiS 3 j is determined by minimizing the displacement error between the prediction by 

equation (5.11) and the measurement, with respect to all coefficients of the polynomial 

( A.) hi h (0) (1) (P3) Th b· . fu . f h ... . tiS 3j < ':i ' w c are tiS 3j , tiS 3j , ... , tiS 3j . e 0 ~ective nction 0 t e optimIzation IS 

where s is the response sample number, 1j is the ith sample time, u(1j) is the modal 

displacement at instant tj given by equation 
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(5.14) 

and um(4) is the measured modal displacement at instant 4. 

Th ... . rfi d' h (0) (1) (P3) Th e optilTIlzation process IS pe orme WIt respect to tiS 3 j ,tiS 3 j , ••• , tiS 3 j • e 

ranges and step-sizes of tiS 3/°), tiS 3 j (1), ••• , tiS 3 t 3
) are specified. The scheme starts with zero 

initial values (since 0 (tiS 3j) = 0 (E) ) and goes forward with the incremental tiS 3/°>' tiS 3j(1), 

•.• , tiS 3t3) until they reach the borders of their range. Response u(4) is calculated at each 

in the first stage of identification and tiS 3/0), tiS 3 j (1), ••• , tiS 3 t 3
) are updated. The optimal 

values of tiS 3r, tiS 3?)' ... ,tiS 3t3) are determined by taking those values associated with the 

minimum of E. The process is formulated as follows 

(5.15) 

subj ected to equation (5 . 14) . 

Final tiS 3 j will be given by the result of the optimization, that is 

(5.16) 

3. Higher-order terms 

Assume that the 1st, 3rd, 5th, ... , (h-2)th-order approximations of stiffness 

restoring force are known and that the functional coefficient of the hth-order term is 

expressed in the form 
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Ph 

W (A) )' W~~) A ~k • 
hj j = ~ J J 

{S.17} 

The hth-order approximation can be determined through a similar process 

performed for cubic term. In summary, the process is presented as follows 

B 

E(W~~), ... , Wi~h») = E [u( t i ; W~~) , ... , W~~h») -um(t i ) J2 
i=l 

subj ected to 

h 

Uj + "j (Aj ) Uj + E 
i=l,3,5,··· 

Pi 
~ _ (k) A2k i A (A)" 
£.J Wij j Uj = - ... j j Z 
k=O 

(5.18) 

(5.19 ) 

(5.20) 

(0) (1) (Ph) 
Whj init = Whj init = ... = Whj init = 0 (5.21) 

The determined ti1 h j is 

Ph 

( ) _ ~ (k) 2k) 
W hj Aj - Whj opt Aj • 

=0 

{S.22} 

4. Final modal equation 

Performing the above process for each progressively increased h (h = 3, 5, ... ) 

using the previously determined lower-order approximations each time, until the response 

prediction by the model (5.2) is satisfactory, the following modal equation can be 

obtained 
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U +« (Aj ) Uj +. L 
~=1,3,5,,,, 
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Ph 
Y' - (k) A 2k i_A (A)" ~ Whj opt j Uj - - .... j j Z. (5.23) 

In the above identification procedure, the first-order terms are determined uniquely 

by the least-square method. Higher-order terms are initially specified by zero initial 

condition. Therefore, the optimal results of these higher-order terms must be in the 

neighborhood of the origin. 

5.5 IDENTIFICATION OF MODE SHAPE 

For linear systems, a modal frequency and damping coefficient are given 

respectively by the coefficients of displacement and velocity terms of the modal equation. 

The mode shape can be calculated form the modal participation factors of all the stations 

since the mode shape is proportional to the vector of the modal participation factors 

associated with that modal frequency. 

For nonlinear systems however, the modal parameters cannot be given directly by 

the modal equation. In the model (5.2), the damping term is assumed to be linear. Hence, 

the modal damping coefficient can be directly obtained by the coefficient of the velocity 

term. The modal frequency is approximately given by the coefficient of the linear term, 

that is equation (5.3). 

If response of all degrees of freedom are available, mode shape can be estimated 

by definitions (2.6) for the instantaneous mode shape or (3.39) for the amplitude-

dependent mode shape respectively. As mentioned previously, the peak mode shape will 

be used in this thesis. According to the definition (3.47), the mode shape is determined 
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by the ratios of the peak values of response at each degree of freedom to a reference 

degree of freedom, n. That is, 

cl>ij 
= xij (tp ) 

Xnj (tp ) , 
i=l, ... ,n. (5.24) 

The <l>i j defined above are also functions of amplitude but are assumed to be 

constant over a half-cycle. Therefore, <l>ij(~(k») is calculated as the ratio of the peak value 

of displacement at one degree of freedom to the peak displacement at the reference degree 

of freedom in kth half-cycle. By curve-fitting, <l>ij(Aj) is expressed as a truncated even-

order polynomial series of the form 

i=l,···,n (5.25) 

where <l>it) (k = 0, 1,2, ... , pc!) are constant coefficients and Pcjl is in the truncating order. 

5.6 VERIFICATION WITH AN IDEAL SYSTEM 

As an example, the outlined identification methodology is applied to identify the 

first mode of the three-degree-of-freedom ideal system which was studied using a 

constant-coefficient model in the last chapter (section 4.1.1). 

The system is lightly damped and excited by a scaled EL Centro earthquake 

ground motion. The dynamic behavior of the system has been described in Chapter 4. The 

"first modal response," x1(t) (or Xll, x2l, X31 ') filtered over the band of 0-2 Hz is shown 

in Figure 4.3a. Setting <1>31 == 1, the modal coordinate U 1 is approximately given by u1(t) 
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All coefficient polynomials are truncated at fourth order, that is, Pa = PI3 = PI = 

P3 = ... = 4. The linear terms are determined by the least-square method and curve-fitting. 

This yields 

ti1 1j (A1 ) =70.94-7.66A;+O.95A{ (5.26) 

(5.27) 

(5.28) 

For the cubic term, process (5.15) is performed. With P3 = 4, the process is a 

three-dimensional optimization with respect to the ti1 31(0), ti1 31(1) and ti1 31(2). Through this 

process, the ti1 3l(Al) finally determined to be 

(5.29) 

Further calculation of the fifth-order term (ti1 5l(Al)) is also made. However, little 

improvement of the objective function £ is shown. Therefore, no higher-order terms 

greater than 5 are needed. The modal equation (5.2) is truncated at the cubic order, that 

is, 

(5.30) 

where all coefficients, (ll(Al), ~l(Al)' ti1 l (Al ) and ti1 3 leAl)' are given by (5.26-5.29) 

respectively. The modal displacement predicted from the identified equation is shown in 

Figure 5.1 and compared with the measured modal response. A satisfactory match 

between the two can be found. The modal frequency can be approximately estimated by 

ti1 l j' That is 
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(5.31) 

The mode shape of the first mode is identified by using response data at other degrees 

of freedom. The result is 

<1>11 (Al ) =O.302+0.002At-O.009At (5.32a) 

<1>21 (Al ) = a . 649 - 0 . 0 a 2 Ai - a . a 11 At . (S.32b) 

The modal equation (5.30) is identified from the loading case associated with the 

scale of 0.075. In order to test the applicability of the identified modal equation, this 

equation is used to predict the modal response for a different loading. The same loading 

case as examined in section 4.1.1 is considered where the EI Centro earthquake ground 

acceleration was scaled by 0.06. The response predicted by the modal equation (5.30) and 

the response calculated by Newmark-Method and filtering are shown in Figure 5.2. The 

result shows that the identified modal equation can well predict the modal response of 

different level. 

5.7 SUMMARY 

A successive approximation modal equation is proposed and a corresponding 

identification procedure is presented. The successive approximation model of modal 

equations is amplitude-dependent so that it will be applicable within a wider vibration 

range. In the model, the first-order term dominates the restoring force and higher-order 

terms have only a small contribution. By the identification process, the first-order term 
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is determined first and the higher-order terms are determined successively. Hence, the 

higher-order terms playa role of adjustment to the lower-order approximation in a small 

quantity. For approximation, only a few low-order terms are needed. So it can be 

expected that the successive approximation model is of low order. 
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CHAPTER 6 

MODAL IDENTIFICATION USING 

SIMPLIFIED EXPANSION MODEL 

6.1 SIMPLIFIED EXPANSION MODEL 

The successive approximation approach is based on an asymptotic approximation 

of the modal restoring force. There is another approach which is based on a different 

approximate solution of the modal restoring force. As mentioned in chapter 4, the modal 

restoring force can be expanded in a Taylor polynomial series. As already pointed out, 

the model of the equation (4.9) obtained from direct expansion is not suited for unique 

identification since all coefficients to be determined are functions of amplitude and little 

is known regarding the properties of these functions. Numerically, these functions cannot 

be uniquely determined using the limited information obtained from data. For unique 

identification, the model will be modified below. 

Consider equation (4.9). For approximation, the polynomial is truncated. Assume 

that h is the truncated order and that it is an odd number. It is determined based on the 

required accuracy of the analysis. Then the modal equation is 
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(6.1) 

The modification of the model is based on the simplification of the modal 

restoring force polynomial. The basic idea of the model simplification is leaving one 

coefficient amplitude-dependent and having the others to be constant so that the new 

model is amplitude-dependent and also simple for identification. 

First, consider KI j' the coefficient of the term uj. Let leI j == KI j(O). This is an 

extreme case that ~ = O. leI j will be constant. Split the coefficient into two parts - one 

amplitude-independent and the other amplitude-dependent - by writing KI j(~) as 

(6.2a) 

Similarly, let le3 j == K3 j(O), ... , ~ j == 1Gt j(O). Coefficients, K3 j(~)' ... , 1Gt j(~)' can be 

written as 

Khj (Aj ) = Khj + 4Khj (Aj ) , 

Then equation (6.1) becomes 

(6.2b) 

(6.3) 
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The equation can be written as 

.. ()' - - 3 - hA () U j +"j Aj U j + lC1j U j + lC3j Uj + ••. + lChj Uj + ~ lC1j Aj U j 
(6.4) 

+!J.lC3j (Aj ) U{ + ... +!J.lChj (Aj ) Ujh = -f3j (Aj ) Z • 

In equation (6.4) the stiffness restoring force consists of two polynomials: the first 

one has constant coefficients and the second one has amplitude-dependent coefficients. 

According to the idea of simplification, the amplitude-dependent portion is to be merged 

into one term. There are multiple choices for selecting the remaining term. For example, 

a linear term, a highest-order term or anyone term with an order between the linear and 

highest orders may be kept. Later on, in presenting identification procedure, it can be 

shown that only keeping the highest-order term will lead to a unique determination of the 

coefficient. Hence, equation (6.4) is written as 

.. (). - - 3 - h [!J.lC1j (Aj) u, + " ' A, u, + lC1 ' U, + lC3 . u J' + ... + lCh ' UJ' + 
J J J J J J J J h-l 

Uj 
(6.5) 

Define "Rb j(~) to be an "equivalent" amplitude-dependent quantity such that it 

makes the equation 

"best" fit the solution of llj' uj , uj given by the equation (6.5). 

Equation (6.1) is the Taylor expansion of modal stiffness restoring force. Equation 

(6.6) is a simplified version of equation (6.1). So it is named the simplified expansion 

model. Instead of having all coefficients of the stiffness terms be amplitude-dependent 
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in (6.1), only one term is amplitude-dependent and the others are amplitude-independent 

in (6.6). 

As an example, the equation for a cubic system becomes 

(6.8) 

Similarly, the equation for a fifth-order system becomes 

Comparing equations (6.1) and (6.6), it can be seen that the constants in (6.6) are 

equal to the values of amplitude-dependent coefficients in (6.1) with ~ = O. Therefore, 

these constants can be obtained by setting Aj = 0 in equation (6.1). Physically, it may be 

regarded as a linear vibration case (small amplitude vibration) of nonlinear system. When 

the vibration amplitude of a nonlinear system is sufficiently small (~ approaches to zero), 

dynamic behavior of the system will be linear and linear theory can be applied. 

If <Pj is thejth linear mode shape vector normalized with respect to M, i.e. <Pj TM<pj 

= 1, a modal equation of motion can be obtained as 

Expanded in an odd polynomial of uj, this nonlinear equation becomes 

(6.11) 

where aj = ~(O) and ~j = ~j(O). That is, all constants in (6.6) are the coefficients of (6.11) 

which are obtained through the transformation using the linear mode shape. Since the 

linear mode shape is constant, the coefficients are amplitude-independent. For a linear 
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vibration, the coefficient of linear stiffness term is equal to the squared natural frequency. 

So Kl j gives the jth linear squared natural frequency of the system. 

6.2 IDENTIFICATION PROCEDURE 

Use of the model (6.6) for identification requires the determination of the 

truncating order h first. For this purpose, the identification procedure is performed in two 

stages. 

In the first stage, equivalent modal frequency of the mode is evaluated from the 

data by employing an equivalent linear model. The purpose of this work is to identify 

overall properties of a mode and to obtain necessary information for estimation of the 

parameters since the modal frequencies can represent the properties of system stiffness. 

The corresponding equation is 

(6.12) 

where (J)j(Aj), aj(~) and ~j(~) are respectively the equivalent linear natural frequency, 

equivalent linear viscous damping coefficient and equivalent linear participation factor. 

The equation is the same as (5.5). They are determined in the same way as the successive 

approximation method does. 

From the resulting curve of (J)j2(~), the properties of the jth modal stiffness can 

be observed since the behavior of (J)j2(~) physically represents the nonlinear property of 

the mode. This information can be used to roughly estimate the order of the modal 

equation since the function of (J)/(~) and the order of modal equation have the following 

approximate relation. 
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Consider the jth undamped free mode of vibration. Assuming that the truncation 

order of the modal equation is h (an odd number), the equation is 

Thejth modal frequency, Ol/(~), can be approximately evaluated by applying Galerkin's 

method. Then, it may be shown that 

= "'1)'+ 3". A 2 +2';", Aj4+ ... + (h-1)! ... A h - 3 
~ -4 ~3j j 8~5) h-1 ~(h-2)j j 

2h
- 2 [(-2-) !]2 

+ (h+1) ! ... - A~-l + (h+1) ! i' (A )Ah - 1 
~ • hj ) ~h' , j • 

2h [ ( h; 1 ) !] 2 2h [ ( h +21 ) !] 2 ) ) 

(6.14) 

From (6.14), it can be seen that the order of Ol/(~) is determined by the highest order 

of last term which is equal to the sum of truncating order of ~j(~) and h-1. If the orders 

of Ol/(~) and ~j(~) are 2POl and 21'b respectively, 2pOl = 2Ph + h - 1. In practice, ~j(A) 

will be truncated at lower order. Therefore, the order of Ol/(~) is approximately equal to 

h-l but it should be satisfied that h-l ~ 2POl' Since the truncating order of Ol/(~) can be 

determined by a satisfactory curve-fitting with the result of Olj2(~), h can be 

approximately estimated based on the POl by temporarily ignoring ~ j(~) with the 

condition that h-l ~ 2Pm. 

At this point, only aj(~)' ~j(~) and the truncating order h of equation (6.6) have 

been determined. In the second stage of the identification, ~j' "', ~j' ~j(~) are to be 

determined. Since Olj2(~) is assumed to be an even polynomial function of ~, it can be 

seen from (6.14) that ~j(~) should also be an even polynomial function since h-l is an 
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even number. Assume that Rhj(~) is truncated at 2P!t. 

(6.15) 

where ~/i) (i = 1, 2, ... , Ph) are constants. By substitution of (6.15), equation (6.14) 

becomes 

2 (A) 3- A2 5- A4. (h-1) ! .... A h - 3 
C!)j j = lC1j + -4lC3j j + -8 lCSj J + ... + h -1 ~(h-2) j j 

2h - 2 [(-2-) !]2 

+ 

(6.16) 

On the left side of the equation, co/(~) is already known from the identification of the 

first stage. It is expressed in the truncated polynomial as 

(6.17) 

where o./i) (i = 0, 1, 2, ... , pJ are constants which are determined by curve fitting of 

identified values of co/(~). So, the equation (6.16) becomes 

n (i) A2i _.... + 3... A2 + 5-;;:: A4. + ... + 
Uj j - ~hj 4~3j j 8~Sj J 

(h-1) ! lC A h - 3 

h -1 (h-2)j j 
2h - 2 [(-2-) !] 2 

+ 

(6.18) 
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Equating like coefficients on both sides of equation, the following equations are 

obtained as 

lClj = o ~O) 
J 

lC3j = .! Ojl) 
3 

lCSj = ~ Oj2) 
5 

2 1 - 2 [9 h -1) !] 2 ( h-3 ) 
2 0. 2 

(1-1) ! J 

2h[(h+1)!]2 (h-l) 
Ah-l lChj = 20 2 

(h+1) ! j 

R(l) 
2h [ ( h +1 ) !] 2 ( h+l) 

Ah+l = 2 0. 2 hj (h+1) ! J 

(6.19a) 
= 

If Ph has been chosen such that Ph = Pm - (h-l)/2, all constants, Klj' ''', lGtj' and 

coefficients of ~iAj) are given by these equations. If Ph is chosen such that it is greater 

than Pm - (h-I)/2, the coefficients of higher order terms of ~j(~) are taken to be zero, 

that is 

(6.19b) 

Thus, the remaining coefficients of modal equation (6.6) are completely given by (6.19). 
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Since the ro/(~) is uniquely determined. all unknowns on the left-hand side of equations 

(6.19) are uniquely determined. 

It can be seen that there is only one unknown (on the left-hand side) in each 

equation of (6.19). The items on the right-hand side of the equations are known from the 

fIrst identifIcation stage. Therefore. all unknowns can be determined uniquely. 

Now. returning to the earlier discussion of the selection of the remaining 

amplitude-dependent term. As in the above process. each selection of the remaining 

amplitude-dependent term will result in a similar set of equations like (6.19). However. 

it can be shown that each other selection will lead to two unknowns on the left-hand side 

in some of equations of (6.19). For the choice of the remaining linear term. all resulting 

equations. the counterparts of (6.19). will have two unknowns on the left-hand side. So. 

the unknowns cannot be determined uniquely. 

According to the previous discussion, 'i\ j is the square of the jth linear natural 

frequency of the system. It is given by the value of constant term in (6.16) or the limit 

value of roj2(~) as Aj approaches zero. That is 

1C • = C !O) = w~ (O) • 
1J J J 

(6.20) 

Generally, the linear natural frequency estimated in this way is satisfactory. 

In order to increase the accuracy of the model. the initial estimation of equivalent 

coeffIcient ~j(~) given by (6.19) is further modifIed by a Ph-dimensional optimization 

process. The objective function of the optimization is 
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S 

E(K~;)/"/K~~h));;1: [U(ti;K~;)/""K~~h)) -t1m(t i )]2 (6.21a) 
J.=1 

where s is the response sample number, tj is the ith sample time, u(tj, Rbt), "', Rbj(Ph») is 

the modal displacement at instant tj given by equation 

and um(tj) is the measured modal displacement at instant tj. 

The optimization process is performed with respect to Rb/1), "', Rb/Ph
). The ranges 

and step-sizes of RbP>' ... , Rbj(Ph) are specified. The scheme starts with the initial values 

given by (6.19) and goes forward with the incremental Rbt), .... Rbj(Ph) until they reach 

the borders of their ranges. The response uj(t) is calculated at each step of Rb?), .... Rbj(Ph) 

by equation (6.22) where ~(~), Pj(Aj), ~ j' "', ~ j are given in the first stage of 

identification and the optimal Rb /1), ... , Rb /Ph) are determined by taking those values 

associated with the minimum of E. The process is formulated as follows 

{E(_(l) -(Ph) ) M' (-(1) -(Ph)) 
Khj opt , "', Khj opt = l.n E Khj ,"', Khj 

(6.23a) 

subjected to equation (6.22) 

Finally, the identified modal equation is given by 

If the accuracy of the model is still unsatisfactory, more coefficients of higher-order terms 
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should be modified to improve the accuracy of the equation. For an example, ~ j is 

involved in optimization 

(6.21b) 

E (- -(1) -(Pn) ) 
~hj opt , ~hj opt, ... , ~hj opt 

(6.23b) 

subjected to equation (6.22). 

6.3 VERIFICATION WITH AN IDEAL SYSTEM 

This identification procedure is also applied to identify the first mode of the same 

3DOF ideal system same as examined in the last chapter. 

In the first stage of identification, the functions of CO/CAl)' (l1(AI) and ~1(AI) are 

identified using the modal response data. In that process, Pm is selected to be 2 for a 

satisfactory curve-fitting of COI2(A1), that is, the polynomial of C012(A1) is truncated at fourth 

order. h is chosen as h = 3. So, the model of the modal equation is (6.8). The 

polynomials of (l1(A1) and ~l(AI) are also truncated at fourth order, i.e. Pa = PI3 = 2. 

These functions are identified by the least-square method and curve-fitting as before in 

the first stage of successive approximation method. The results, which are the same as 

equations (5.25-27), are listed below 
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(6.25) 

(6.26) 

(6.27) 

According to the previous discussion, the coefficients 1(11 and 1(31 of the modal 

equation are determined by (6.19) as 

(6.28) 

(6.29) 

1(11 is equal to the corresponding linear squared natural frequency. The coefficient, R:31 , 

is a function of AI' It is expressed as 

Ph 
~ (A) :: ~ ~ (i) A 2i 
"'31 1 ~ "'31 l' 

J.=1 

(6.30) 

According to (6.19), the coefficients of this polynomial are initially given by 

(1) _ 4 n (2) 
K31 ini t - 3" ··1 I 

-(2) _ 4 n (3) 
le31 init - 3" ··1 I 

-(Ph) _ 4 n(Ph+1 ) 
••• I le3linit - 3" •• 1 • (6.31) 

This polynomial is truncated at fourth order, i.e., Ph = 2. Equations (6.31) provide 

an initial estimation of the coefficients of R:31(AI). They are further modified by the 

following three-dimensional optimization with respect to the R:31 (1) and R:31 (2) 
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s 
E (iCn) ,iC~~») = I; [U1 ( t i ; iC~i) , iC~~») -llxn1 (t i ) ] 2 

J.=1 
(6.32) 

E ( -(1) -(2») 
1C310Pt, 1C310pt 

(6.33) 

subj ected to 

where s is the response sample number, ~ is the ith sample time, Ul(~) is the modal 

displacement at instant ~ predicted by equation (6.34) with the known (l1(A1), ~l(Al)' Kll 

and K31 (6.26-29), and ~l(~) is the measured modal displacement at instant ti • 

Through the above process, the optimally determined &:31(A1) is 

(6.35) 

The modal displacement predicted from the identified model, the equation (6.34) 

with the coefficients given by (6.26-29) and (6.35), is shown in Figure 6.1 and compared 

with the modal response. A satisfactory match between the two is found. 

This equation is applied to predict modal response of the system to the EI Centro 

earthquake ground acceleration data scaled by 0.06. The predicted modal response and 

the simulated modal response are shown in Figure 6.2. The result shows that the 

identified modal equation obtained from special response level can well predict the 

modal response of different level. Such a model is useful in a wide range of loading. 
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6.4 SUMMARY 

The amplitude-dependent modal equations based on the Taylor expansion is 

simplified for identification and a parameter estimation methodology is presented. 

Application of the identification procedure to a verification example gives accurate modal 

parameters and the response prediction from the identified modal equation gives 

satisfactory results for different vibration levels. It shows that the approach is feasible and 

that the model and identification procedure are effective and useful. In the next chapter, 

the proposed model and identification approach will be used in the analysis of two real 

structures subjected to earthquake excitation. 
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CHAPTER 7 

APPLICATION TO TWO BUILDINGS 

It has been pointed out that the modal analysis approach can be used in the 

approximate analysis of resonance-dominant vibrations of nonlinear systems. As is well 

known, mode-like characteristics can be observed in the earthquake response of many 

structures and the response is often dominated by a few lower modes. In such cases, the 

modal approach is an effective and convenient tool for describing the system. 

In this chapter, modal identification is performed on two buildings whose seismic 

response data recorded during the 1989 Lorna Prieta earthquake are used to determine the 

major modal parameters and modal equations of the systems, using the methods presented 

in last two chapters. In the analysis, all the assumptions regarding the models used for the 

ideal elastic nonlinear systems will be employed for approximation even though the real 

structures differ from the ideal systems. 

The two buildings investigated are a forty-seven-story office building located in 

San Francisco and a four-story commercial building in Watsonville respectively. Both 

buildings were SUbjected to the Lorna Prieta earthquake in 1989. The response data were 

obtained by the California Department of Mines and Geology [67]. 
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7.1 FOUR-STORY BUILDING (E-W Direction) 

7.1.1 Building Description and Measurement 

The first structure investigated is a 4-story commercial bUilding. It is located at 

340 Rodriguez Street in the city of Watsonville, California. It was constructed in 1948 

with a total of three stories. The fourth story was added in 1955. It houses equipment for 

telephone communications operations. 

The building is approximately 70 feet by 74 feet in plan, and about 66 feet high. 

It is supported by spread footings or partial base mats. The building carries vertical load 

by composite concrete/steel beams, girders and columns, and concrete slabs. Lateral loads 

are resisted primarily by the reinforced concrete shear walls. Plan views of the ground 

floor, third floor and roof, which identify structural walls and columns, are shown in 

Figure 7.1. 

Thirteen accelerometers were installed at the basement, third floor and roof levels 

of the building. The locations of the accelerometers installed are shown in Figure 7.1. The 

instrumentation is able to record seismic responses in all three directions and allows 

calculation of torsional response. 

The epicenter of Lorna Prieta earthquake was approximately 18 kIn to the 

northwest of the building site. The building experienced significant shaking during this 

earthquake. The acceleration time histories recorded at the roof and basement in the E-W 

direction are shown in Figure 7.2. The roof peak acceleration in this direction is 1. 24g. 

This structure was thoroughly investigated by P. Hashimoto, J. Beck et al.[79] by 

performing elastic analysis and modal identification in which the equivalent linear model 
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Figure 7.2. Time histories of acceleration (E-W) of (a) roof and (b) ground floor. 
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is employed. A three-stage identification approach for hysteretic system proposed by C. 

Loh and S. Chung [19] was also applied to analysis of this building. In this thesis, the 

building will be analyzed by means of a different approach, which is based on a different 

view. It will be investigated using the previously-presented methods. Only the E-W 

response (first 40.96 seconds) will be studied herein. 

7.1.2 Fourier Amplitude Ratio (FAR) 

As in the examination of the three-degree-of-freedom system in chapter 2, the 

Fourier Amplitude Ratio will be used for preliminary study in this investigation. 

Fourier Amplitude Spectra (FAS) of the roof and basement accelerations and their 

ratio (FAR) are shown in Figure 7.3. A few peaks can be seen in Figure 7.3(c). However, 

it can be seen from 7.3(a) that the response is mainly dominated by frequency 

components lower than 4Hz. 

The imaginary part of Fourier Transform Ratios of the roof and third floor 

accelerations to the basement are shown in Figure 7.4. It can be observed that below 5Hz 

the roof and third floor vibrate in phase, namely, in the first mode. Since all other modes 

are in a higher-frequency range and contribute little to the system response, it is 

concluded that the first mode dominates this response. 

7.1.3 E-W Vibration Modes 

Based on the above observation, a single mode analysis is applied. That is, all 

displacement coordinates are approximated as 
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x. (t) = ~ 1 (A1 ) U 1 (t) (7.1) 

where x(t) is displacement coordinate vector, <PI is the fIrst-mode shape vector, Ul is 

modal coordinate and Al is the amplitude of ul. 

Let the value of <PI at roof be unit value. Then, ul will be equal to the roof 

displacement. From the modal relation (7.1), the system can be uncoupled and described 

as a SDOF system. The corresponding modal equation will be amplitude-dependent. 

Using a single mode approach, the effective restoring force per unit mass between 

roof and base can be obtained directly from the absolute acceleration of the roof. This is 

plotted in Figure 7.S(a). Nonlinear behavior of the structure in this earthquake can easily 

be observed from this fIgure. 

7.1.4 Modal Response 

1. Correction of long period errors 

Figure 7.6(a) shows the time history of the E-W relative displacement at roof. 

Long period components are observed in this response. They are obviously not structural 

response since the building is a low aspect ratio structure that cannot have such a low 

stiffness. According to reference [11], it is a long period error. Appearance of long period 

errors can be found in the above-mentioned reference. 

The original accelerogram provided by CDMG was flltered by a bandpass fllter 

with ramps at 0.08-0.16 and 23.0-25.0 Hz. In order to eliminate the low frequency error, 

the high-pass cutoff frequency needs to be increased. According to the treatment presented 

in the above reference, different high-pass cutoff frequencies can be selected until 
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the long period errors disappear from the response time history. For the recorded response 

data of the four-story building, a cutoff frequency of O.7Hz is chosen. The corrected 

relative displacement and restoring force per mass are plotted in Figure 7 .6(b) and Figure 

7 .5(b). It can be seen that the long period error has disappeared from the response data 

and that the displacement drift in the restoring force diagram has been eliminated. 

2. Elimination of the influence of higher modes 

As mentioned, a single mode approach will be used to analyze the seismic 

response of the four-story building. To eliminate the influence of higher modes, a low­

pass filter is used. Based on inspection of the Fourier Amplitude Ratio (Figure 7.3), the 

low-pass cutoff frequency is chosen to be 8.5 Hz. All frequency components higher than 

this value are removed. 

7.1.5 Modal Identification 

A corrected modal response is obtained by applying a bandpass filter of O. 7-8.5Hz. 

Applying both previously-presented identification methods to the measured roof response, 

the equivalent modal frequency, effective modal damping coefficient and modal 

participation factor are identified. Truncated at fourth order, these results may be 

expressed as 

c.>i (A) =295.2 -16. 9A 2 +2 .lA 4 (7.2) 

(7.3) 

(7.4) 
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The natural frequency and damping ratio of this mode are calculated from the 

results of (012(A) and al(A) respectively. The results and ~l(A) are plotted in Figure 7.7. 

It can be seen in Figure 7.7(a) that the system has softening behavior in the low 

amplitude range and becomes stiffer in the large amplitude range. This result is consistent 

with what is observed in the restoring force diagram (Figure 7.5). It confirms that a 

polynomial function of (012 (A) with at least the fourth order is needed to describe the 

curve of natural frequency in the Figure 7.7(a). Therefore, the system is assumed to 

have fifth order to describe such stiffness characteristics. 

The Figure 7.7(a) shows that the linear natural frequency is 2.73Hz and that the 

modal frequency drops down to 2.58Hz when modal amplitude is 2cm and goes up to 

2. 75Hz when 2.8cm. In the reference [79], the equivalently linear natural frequency over 

the entire duration of 40seconds is 2.72Hz, which is in the range of amplitude-dependent 

modal frequency. In this reference, time windows (O-lOsecond, 10-20second and 20-

40second) were used to investigate the extent of nonlinearity, which shows that the modal 

frequency tends to decrease as the response amplitude increases. This result explores the 

nonlinearity of the system. However, it doesn't mean a conflict with the observation in 

this thesis since the reference used only three wide time windows. It is believed that the 

same conclusion can be obtained if the number of time window tends to be the same as 

the half-cycle number of the response and the width of the windows to be the same as 

the half-cycle width. 

For successive approximation model, the first-order terms, ti1 11 (A) , a l (A), and ~l 

(A), are already obtained at the first stage of the procedures where (0/ (A) is ti1 l1(A), i.e. 
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tiS ll (A) =<.>i (A) =295.23 -16. 9A2 +2 .10A 4 • (7.5) 

Furthermore, applying the process (Equation 5.18-21) for a cubic-order 

approximation yields 

(7.6) 

With the cubic-order approximation, the total absolute error between the calculated 

and measured displacements, E, is calculated. Further approximation to fifth order results 

in little improvement in this error. Therefore, the higher-order terms are ignored. The final 

successive approximation modal equation is 

(7.7) 

where all coefficients are given above (7.3-7.6). The modal displacement calculated by 

this equation and the measured response are plotted in Figure 7.8. 

For simplified expansion modal equation, since it is already known that the system 

needs a model with at least fifth order, the modal equation is assumed to be 

'0.1 +«1 (A) u1 +lellU1 +len U;+les1 U{+Ks1 (A) U{ = -P1 (A) z. (7.8) 

K11 and K31 are given from ro/(A). K51 and ~ l(A) are determined through the process 

(equation 6.21b-6.23b). The results are 

lell = 295 .2, len = -16 .9, leS1 = 3 .2, 
(7.9) 

KS1 (A) = 0 .7 A 2 - 0 . 1A 4 
• 

The modal response calculated by equation (7.8) is plotted in Figure 7.9. The 
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measured modal response is also shown in this figure for comparison. 

Using measured modal displacements at the roof and third floor levels, the mode 

shape may be calculated by equation (5.24). The result is 

{

roof 

3rd floor 

<1>21 (A) = 1. 00 

(7.10) 

<1>11 (A) = 0.65 - 0.02A2 + O.OOA4. 

<l>ll(A) is plotted in Figure 7.10 (a). It can be seen from the figure (a) that the modeshape 

component changes with amplitude. When the amplitude is approximately 2cm, the 

difference between the linear and nonlinear mode shapes is greatest. This difference is 

about 9% of the linear modeshape component value. The mode shape associated with A 

= 2cm and linear mode shape are shown in Figure 7.10 (b). 

7.2 FORTY-SEVEN-STORY BUILDING (N-S Direction) 

7.2.1. Building Description and Measurement 

The second building to be investigated is located in San Francisco. It was 

constructed in 1978-79. The lateral force resisting system consists of moment-resisting 

steel frames braced in the transverse direction. The foundation is a reinforced concrete 

mat supported by composite concrete and steel piles. Accelerometers were installed in this 

building in the basement, and at the podium level (2nd), 16th, 39th and 44th floors. The 

plan view of the building and the location of accelerometers installed are shown in Figure 
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7.11. Seismic responses in three directions (N-S, W-E, Up-Down) can be recorded during 

earthquakes. 

The displacement time histories of the building at the 44th, 39th, 16th, floors, 

podium level and basement in N-S direction are shown in Figure 7.12. The time histories 

of acceleration in this direction at roof and basement are shown in Figure 7.13. The roof 

peak acceleration in N-S direction is O.48g. Only dynamic properties in N-S direction of 

the structure will be investigated. 

7.2.2 N-S Vibration Modes 

The Fourier Amplitude Ratios of accelerations of the 44th, 39th, 16th and 2nd 

floors to basement in N-S direction are shown in Figure 7.14. From Figure 7.14, it can 

be seen that there are three predominant resonances in the N-S direction below 1Hz and 

that three resonances are well separated. Based on this observation, a basis for applying 

the modal approach to analyze this system is found. 

Figure 7.15 shows the imaginary part of Fourier Transform ratios. It can be seen 

that the imaginary values of Fourier Transform ratios for all degree-of-freedoms at about 

O.2Hz are negative and that the values of roof and 39th floor are positive and others are 

negative near O.6Hz. This means that all degree-of-freedoms are moving in phase if the 

system vibrates at about O.2Hz but that the upper and lower portions of the building are 

vibrating out of phase near O.6Hz. Therefore, it can be inferred that O.2Hz is the ftrst 

mode and that O.6Hz is the second mode. 
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Figure 7.13. Time histories of acceleration (N-S) of (a) 44th floor and (b) basement. 
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For the peak near 1Hz in Figure 7.15, all imaginary values are negative. This is 

obviously not the first mode, since these floor values do not appear to be monotonously 

increasing, in order from base to top floor, and 0.2Hz is already confirmed to be the first 

mode. It is believed that the instrumentation is not sufficient to measure the third 

modeshape. However, it can be assumed based on the order of peaks that the vibration 

of 1Hz is the third mode. This may be supported by the observation that the value of FAR 

at the 39th floor is very small, from which it may be speculated that there are degrees of 

freedom between the 16th and 39th floors which have a positive imaginary Fourier 

Transform ratios value. 

7.2.3 Modal Identification 

The modal responses of three N-S modes are estimated by band-pass filtering. The 

cutoff frequencies of the band-pass filters for estimation of three modes are 0.12 - 0.27Hz, 

0.5 - 0.7Hz, and 0.85 - 1.05Hz respectively. The frequency bands can nearly cover three 

resonance peaks. Since the peaks are well separated and the widths of the peaks are 

narrow (relatively speaking), such estimation of the modal response is appropriate. These 

measured data are used in identification. The mode shape at the 44th floor is defined to 

be unity for all modes. Thereby, the modal coordinates will be equal to the modal 

displacements at the 44th floor. 

Using both identification methods described in chapters 5 and 6 and the modal 

response of 44th floor, the modal frequencies of three modes are identified. Truncating 

the polynomial expressions at the fourth order, the three modal frequencies are found to 
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be: 

(7.11) 

(7.12 ) 

2 ( ) 2 4 W 3 A3 = 39 , 6 a - a , 03 A3 + a , a a A3 (7.13 ) 

where AI' A2, A3 are amplitudes of the first, second and third modal responses 

respectively and the 0.00 means that the result is zero to two places of decimals. The 

natural frequencies are calculated and shown in Figure 7.16 as solid lines. The 

corresponding linear natural frequencies are shown as dashed lines. From these figures, 

the characteristics of each mode can be extracted. It can be seen that all three modal 

frequencies change with amplitude. However, the change is relatively small, which shows 

that the three modes are very weakly nonlinear. Furthermore, it can be seen that the first 

and third modal frequencies monotonously decrease with modal amplitude and that the 

second modal frequency decreases with low amplitude but increases with larger 

amplitude. It represents that the first and the third modes are weakly softening and that 

the second mode is weakly softening for low amplitudes but hardens somewhat for large 

amplitudes. The modal frequencies of all three modes are lower than the corresponding 

linear frequencies. 

In the first stage of both modal identifications, modal damping coefficients and 

modal participation factors are also determined as well as equivalent linear natural 

frequencies. The effective modal damping coefficients of the three modes are obtained as 
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(7.14) 

(7.15) 

"3 (A3 ) = 0.32 - O. OOA; + o. OOA: (7.16) 

The effective modal participation factors are 

(7.17 ) 

(7.18) 

(7.19 ) 

The modal damping ratios are calculated. The functions of modal damping ratio and 

participation factor are shown in Figure 7.17 and 7.18 as solid lines. The corresponding 

linear values are shown as dashed lines. Figure 7.17 shows that the modal damping of the 

first and third modes are lower than the linear values and decrease with modal amplitudes 

and that the damping of the second mode is greater than the linear damping when the 

modal amplitude is less than 3cm and lower than that when greater than 3cm. It is also 

shown that the damping of the second mode increases when amplitude is less than 2cm 

and decreases when greater than 2.5cm. However, the result would be unreasonable if it 

was extrapolated from the curve that the damping will be negative when the amplitude 

is greater than 3.5cm. Because the data used in modal identification does not contain the 

information beyond the response, the extrapolation of structural behavior beyond this 

range may be not true. 
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For the successive approximation modal equation and the simplified expansion 

modal equation, other parameters of the equations besides (lj(Aj) and ~j(Aj) need to be 

determined. 

In the simplified expansion model identification, since it has already shown from 

the identified ro/(~)'s that the system is very weakly nonlinear, a nonlinear model up to 

cubic-order will be sufficient to describe the system. Therefore, it is assumed that the 

modal equation is of the form: 

where j denotes number of mode, j = 1, 2, 3 and where (lj(Aj) and ~j(~) are known. By 

the simplified expansion model identification procedure, 1(1 j and 1(3 j are obtained from 

ro/(Aj), and 1(3 j(~)' truncated at the fourth order, are determined by the process (6.32-

6.34). This yields 

(7.21) 

(7.22) 

(7.23) 

It can be seen that all nonlinear terms are very small as expected since the system 

behaves nearly linearly during the earthquake. The modal displacements calculated from 

these modal equations are plotted (dashed lines) and compared with the filtered measured 

responses (solid lines) in Figure 7.19, 7.20 and 7.21. The combined three-mode response 

calculated from the modal equations are shown in Figure 7.22 in correspondence with the 
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measured response. The results show that the first three modes dominate the response of 

the system and that these modal equations can describe the system response quite well. 

In the successive approximation procedure, til Ij(Aj) (instead of ro/(Aj)), a.j(~) and 

~/Aj) obtained above (7.11-7.19) are used to derive the modal equations. Applying the 

successive approximation method for a cubic-order approximation leads to the following 

results 

2 4 o . 00 + O. 00A1 ,2 + O. 00A1 ,2 (7.24) 

( ) 
_ 2 2 

tiJ33 A3 - -0.57 + O. 02A3 + O. 00A3 • (7 .25) 

These equations imply that the cubic terms for the first and second modes do not result 

in any improvement. It is not surprising since all modes are very weakly nonlinear and 

so the first terms are a very good approximation. According to the successive 

approximation approach, the modal equation of the first and second modes are 

respectively 

(7.26) 

where j = 1,2 and til Ij(~)' ~(~) and ~j(~) are given above. The third modal equation 

is 

The total three-mode displacement response predicted by these modal equations is shown 

in Figure 7.23. 

Using the equation (5.24) and the modal responses of all stations, the mode shapes 
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of the three modes are obtained as 

44th flooI ~4l (A) = 1. 00 

39th flooI ~3l (A) 0.91 - 2 4 = O. OOAl + O. OOAl 

1st mode 

16th flooI ~2l (A) 0.36 2 4 = - O. 00A2 - O. OOAl 

2nd flooI ~11 (A) = 2 4 a . 02 - O. OOAl + O. OOAl (7.28) 

44th flooI ~42 (A) = 1. 00 

39th flooI ~32 (A) = 0.56 - 2 O. 02A2 + 4 O. 00A2 

2nd mode 

16th flooI ~22 (A) -0.63 2 4 = - O. 03A2 + O. 00A2 

2nd flooI ~12 (A) = 2 4 -0.04 + 0.00A2 - 0.00A2 (7 .29) 

44th flooI ~43 (A) = 1. 00 

39th flooI 

3Id mode 

16th flooI ~23 (A)=0.40 - O.OOA; - O.OOAt 

2nd flooI ~13(A) = 0.06 + O.OOA; - O.OOAt . (7.30) 

These functions are shown in Figures 7.24 (a), 7.25 (a) and 7.26 respectively for the 

first, second and third modes. The corresponding linear mode shape values are also drawn for 

comparison. The fIrst and second mode shapes associated with the maximum modal amplitudes 
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and the corresponding linear ones are shown in Figure 7.24 (b) and 7.25 (b). The third mode 

shape is not shown since it cannot be represented due to the lack of necessary measurement 

station. 

From Figure 7.24(a) it can be seen that all first-mode shape components monotonously 

decrease when amplitude increases. The biggest difference between the nonlinear mode and 

linear mode shapes occur at the instant of maximal modal displacement. Figure 7.24(a) shows 

that the first nonlinear mode shape changes little. The linear and nonlinear mode shapes are 

nearly the same, which is shown in Figure 7 .24(b). The second nonlinear-mode shape at 

maximal displacement is slightly different from the linear one. From 7.25(a), the biggest 

difference in this vibration event between linear and nonlinear mode occurs around A "" 2.2cm. 

For the third mode, as seen from 7.26, the biggest difference occurs at maximal displacement 

and <1>23 (16th) floor changes in a large amount. 

7.3 SUMMARY 

The seismic responses of a 47-story building (N-S) in San Francisco and a 4-story 

building (E-W) in Watsonville to the Lorna Prieta earthquake were analyzed using the modal 

approach. Both previously proposed modal identification methods incorporating two amplitude­

dependent nonlinear modes were used. 

It has been found that the dynamic behavior of the 47-story building was dominated by 

its first three modes. Since these modes are well separated, each mode can be identified 

separately by the proposed methods. Using these methods, all modal parameters (natural 

frequencies, effective modal damping coefficients, modal participation factors and mode shapes) 
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were identified and modal equations were established from the recorded response data. In these 

results, all nonlinear terms are very small. This shows that the response of the structure in Lorna 

Prieta earthquake was almost linear. Since the nonlinear performance in the response was very 

small, only the tentative nonlinear dynamic properties of the structure could be extracted from 

the recorded data. Since very limited information about system nonlinearities is included in the 

data, the resulting modal parameters and modal equations can describe the system only in the 

small amplitude range of vibration. The dynamic behavior of three modes in the linear and 

weakly nonlinear vibration range are shown in the corresponding figures of the modal 

parameters and represented by mathematical expressions. Changes of modal parameters with 

modal amplitude can be found in these figures. By these modal parameters and the modal 

equations, response characteristics of the structure within the observed vibration range can be 

assessed for a future earthquake. However, the dynamic performance of the structure beyond 

this vibration range may not be accurately predicted by the identified results. 

The 4-story building was found to have strong nonlinear behavior during the Lorna 

Prieta earthquake. This is supported by the identified results since modal equations determined 

by two approaches have significant nonlinear terms. By amplitude-dependent models and the 

corresponding identification methods, nonlinear dynamic properties of the structure were 

extracted and represented quantitatively. The investigation showed that the response of the 

structure to the Lorna Prieta earthquake was dominated by only one mode. The modal 

parameters of this mode were found by the identification procedure and the properties of these 

parameters were shown by corresponding curves. Since all other modes are higher (at least three 

times higher) than 9Hz and the major earthquake energy components are lower than 5Hz (from 
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Figure 7.3a), the identified model can be used to assess dynamic behavior and to predict 

response of the system subjected to other earthquake. 

Some advantages of the amplitude-dependent model and corresponding modal 

identification have been demonstrated through their applications. First, nonlinearities in the 

mode can be identified through the results, since modal stiffness is represented by the modal 

frequency and the modal restoring force is given by the modal equation. Second, nonlinear 

behavior of a mode can be described quantitatively since the modal parameters are expressed 

as functions of amplitude. By this approach, the dynamic characteristics of a system at any 

vibration level can be assessed. If a vibration of the system is beyond the level of the data used 

for identification, the modal parameters can still be predicted by extension of the functions. 

Meanwhile, the linear modal parameters of a system can be identified as the limit value of 

nonlinear modal parameters as modal amplitude tends to zero. In addition, it has been already 

shown by the analysis of the 47-story building that the presented modal identification is also 

applicable to linear systems. 
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CHAPTER 8 

CONCLUSIONS 

The purpose of this study has been to develop a deeper understanding of mode-like 

behavior of nonlinear systems in real structural vibrations and the application of these 

properties in dynamic analysis of nonlinear structures. 

A study of mode-like properties and of identification of nonlinear vibrating 

systems has been presented in this thesis. A new nonlinear modal analysis methodology 

that is suitable for use with multi-degree-of-freedom nonlinear systems with a small 

number of resonant modes is proposed. The nonlinear modal analysis approach presented 

is applicable to the dynamic analysis of structures whose vibration amplitude may vary 

over a large range. 

The study consists of forward modal analysis and backward modal analysis. 

Forward analysis is the analysis process of calculating modal frequencies and mode 

shapes (instantaneous and amplitude-dependent) for nonlinear systems in which the 

equations of motion of the system are already known a priori using the mass matrix and 

stiffness restoring force functions of the system. Backward analysis (modal identification) 

is the process of identification of modal frequencies, mode shapes (amplitude-dependent) 

and modal equations using excitation and response data from vibration measurements. 

The study has clarified basic concepts of nonlinear modes (rigorous and 
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approximate), discussed the range of application of nonlinear modes, presented a 

methodology for using the modal approach in nonlinear structural analysis, and proposed 

approximate analysis approaches. For applications to more general nonlinear systems, the 

studies of nonlinear mode-like behavior presented in this work were performed using 

approximate analysis techniques. 

For the calculation of nonlinear modal frequencies and mode shapes in the forward 

analysis case, approximate methods in which all modal quantities are evaluated as 

functions of displacement or modal amplitude are presented. Among these approaches, 

amplitude-dependent modal quantities are obtained as approximations of instantaneous 

values and the generalized method unifies the Galerkin's method and the peak method. 

The forward analysis leads to a new understanding of nonlinear modes and shows that 

modal frequencies and mode shapes of nonlinear systems are dependent upon modal 

response level (amplitude). The example of a three-degree-of-freedom system with cubic 

stiffness nonlinearity demonstrates that the variation of modal frequency and mode shape 

with modal amplitude may be significant and cannot be ignored in general. 

An important property of forced nonlinear vibrating systems, that in resonance the 

system assumes the displacement configuration of the free vibration mode shape, provides 

a basis for the application of free vibration modes to the analysis of forced vibration. 

Amplitude-dependent modal equations that are parametric differential equations with 

amplitude-dependent coefficients are derived in the case of a single resonance using the 

amplitude-dependent modal relationship. The amplitude-dependent modal equation is 

suitable for any level of vibration and overcomes the limitation on application of constant-
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coefficient models. 

The amplitude-dependent model of modal equations is extended to the multiple 

resonance case where each resonance is treated as a mode. Two specific amplitude­

dependent models which are suitable for identification from recorded vibration data are 

proposed. The successive approximation model is an asymptotic approach from a linear 

approximation to high-order nonlinear approximation. All coefficients of the model are 

functions of modal amplitude. The simplified expansion model is based on a modified 

Taylor expansion of the modal restoring force function in which one term remains 

amplitude-dependent and others are simplified to be constant. The former model can be 

expected to have fewer lower-order terms than the latter for a satisfactory match with a 

response data. The latter model is expected to be able to describe more stronger 

nonlinearities than the former since the former presents an equivalent weakly nonlinear 

system. 

For these two models, two identification algorithms, the successive approximation 

model method and the simplified expansion model method, are presented. Both 

identification procedures are performed in the time domain, one mode at a time. Modal 

separation is based on separation of the resonant responses using frequency filtering. Each 

"modal response" is used to estimate coefficient functions in the modal equations. Both 

methods give unique identification results. The procedures also determine modal 

frequency and mode shape as functions of modal amplitude. 

The mode-like behavior of a three-degree-of-freedom system with a cubic 

nonlinearity is examined using both forward and backward modal analysis methods. Both 
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modal identification procedures are applied to modeling of the first mode of the system. 

The successive approximation modal equation and the simplified expansion modal 

equation are identified from given response data. The responses calculated with these 

modal equations give a good match to the data. This shows that both identification 

procedures are effective. The identified modal equations were used to predict the response 

to a different loading and gave satisfactory results. This demonstrates that the proposed 

models of modal equation are efficient for describing modal response of different levels. 

The modal identification approaches presented are also applied to investigate the 

seismic response of a forty-seven-story building and a four-story building. The studies 

show that behavior of the forty-seven-story building during the Loma Prieta earthquake 

was almost linear and that the response was dominated by the first three modes. The four­

story building established a significant nonlinear behavior during the Loma Prieta 

earthquake and the response was dominated by one mode. The modal frequencies, mode 

shapes and modal equations of these two buildings are identified from the response data. 

The dynamic behavior of the structures is represented in terms of these modal frequencies 

and modal shapes. The modal equations can be used to predict the response of these 

structures to future loadings. These applications demonstrate that the modal approaches 

presented are feasible and effective in real engineering analysis and that the methods are 

applicable over a large vibration level range. 

It is believed that the work presented in this thesis will be helpful for better 

understanding of mode-like behavior of nonlinear systems and provide a useful tool for 

nonlinear structural dynamic analysis. 
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This thesis elaborates the studies on the mode-like properties of elastic nonlinear 

systems and modal identification of nonlinear systems with elastic nonlinear models. For 

inelastic nonlinear systems, the approach may be used as an approximation. For example, 

the proposed model can be used to describe the backbone of restoring force loop of 

hysteretic systems. However, it cannot explore the hysteretic characteristics of structures. 

For an improvement of the structural seismic modal analysis, mode-like behavior of 

hysteretic nonlinear systems may be further investigated. In addition, inelastic systems 

with other nonlinearities may be studied for more understanding of nonlinear mode-like 

behavior. The methodology described from chapter 2 through 4 may be used for forward 

modal analysis. 
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