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Abstract 

Catherine Louise Smither, Ph.D. 

California Institute of Technology 1992 

The holographic stressmeter uses double-exposure holographic interferometry to re­

cord the displacements induced by the drilling of a sidehole into the borehole wall. 

The local stresses, which are the result of the far-field stresses, concentrated at the 

borehole, cause deformation of the surface of the borehole wall near the sidehole. To 

interpret the data, it is essential to understand this deformation. The initial model 

used a thin infinite elastic plate subjected to plane stress at infinity. Two-dimensional 

finite element analysis showed that the displacement depends on the depth of the 

sidehole. We then developed a new model for the analysis of stress-relief displace­

ments. For holes with a depth/diameter ratio greater than unity, the simple plane 

stress elastic plate solution breaks down. The revised model, which gives a more ex­

act solution of displacements near the hole, does a better job of fitting the observed 

data. 

A three-dimensional smoothed particle hydrodynamics code was used to model 

normal and oblique impacts of silicate projectiles on planetary bodies. The energy 

of the system is partitioned after impact into internal and kinetic energy of the both 
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bodies. These simulations show that, unlike the case of impacts onto a half-space, 

up to 70% of the initial energy remains in the kinetic energy of the impactor, as 

parts of it travel past the main planet and escape the system. More oblique impacts 

retain more kinetic energy in the impactor: 6 to 75% versus 4 to 30% for the normal 

impacts. Higher velocity collisions also show this trend, as the kinetic energy of the 

impactor is 2 to 50% of the total for 5 km/s impacts, and 13 to 75% for 20 km/s 

impacts . Impacts at 20 km/s with an impactor 60% the size of the target completely 

melted both targets. Three to 4 times more vaporization of the target material 

occurred on the larger targets . The amount of target material ejected at velocities 

greater than the escape velocity is found to be higher than that predicted by studies 

of impact onto a half-space, and slightly less than the amount predicted by theories 

of catastrophic breakup of asteroids. 
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Chapter 1 

Stress-relief displacements induced by 

drilling - applications to holographic 

measurements of in situ stress 

1.1 Abstract 

The holographic stressmeter is an instrument which has been developed at Caltech 

[Bass et al. 1986] to allow determination of the complete stress tensor from in situ 

borehole measurements. The prototype instrument has been used to find the state 

of stress in a mine pillar [Smither et al. 1987]. The stressmeter uses double-exposure 

holographic interferometry to record the displacements induced by the drilling of a 

small (~ 1 centimeter) sidehole into the borehole wall. The local stresses , which are 

the result of the far-field stresses, concentrated at the borehole, cause deformation of 

the surface of the borehole wall in the vicinity of the sidehole. To interpret the data 

from the stressmeter, it is essential to understand in detail this deformation. The 

first part of this study uses a thin infinite elastic plate subjected to plane stress at 

infinity to model the displacements at the borehole wall. However, the existence of 
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some holograms which were difficult to model closely led us to examine the validity 

of this model. In order to investigate the problem further, we performed a two­

dimensional finite element analysis for an elastic box with a terminated hole. We 

varied the dimensions of the hole to see what effect the radius and depth of the hole 

might have on the displacements . The plate model predicts that the depth of the hole 

should have no effect on the horizontal components of displacement, but the finite 

element results show that the magnitude of both components of the displacement 

depends on the depth of the sidehole. After considering these results , we developed 

a new model for the analysis of stress-relief displacements, following the work of 

Youngdahl and Sternberg [1965] . For holes with a depth-to-diameter ratio greater 

than unity, the simple plane stress elastic plate solution breaks down and does not 

adequately model the displacements at the surface of the body and near the hole. 

Since these are the areas most critical to calculate accurately with the holographic 

technique, the revised model does a better job of fitting the observed data. 

1.2 Introduction 

Detailed knowledge of the state of stress in the earth's crust is vital to the further un­

derstanding of many geophysical phenomena. Accurate in situ stress measurements 

may give information on plate tectonic processes such as the state of the stress acting 

on faults and plate boundaries or stress due to drag on the base of the lithosphere 

[Hickman 1991; McGarr and Gay 1978; Richardson et al. 1979; McGarr et al. 1982; 

Haimson 1975]. We may also wish to measure stresses associated with volcanism 

at mid-ocean ridges and subduction zones and in the interior of plates. Knowledge 

of the local in situ state of stress is also important in mining, for the design and 

safety of underground openings, and in the extraction of petroleum by hydrofracture 

[Haimson and Fairhurst 1967; Simonsen et al. 1978; Hubbert and Willis 1957]. 
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This work presents results of in situ stress measurements made with the holo­

graphic stressmeter in a horizontal borehole in an underground mine in Garfield 

County, Colorado. All six stress tensor components were determined; previous work 

with the stressmeter in this mine [Bass et al. 1986; Schmitt 1987] and other sites 

[Cohn 1983; Schmitt et al. 1986] was able to determine only five of the six compo­

nents. In addition, we examine the validity of the original method used to analyze the 

data by examining the initial predictions of the elastic plate model, the predictions 

of the displacements from a two-dimensional finite element model, and an analytic 

model for displacements on the surface of a half-space with a through-going hole. 

The principles and operation of the holographic in situ stressmeter have been 

presented elsewhere [Bass et al. 1986, Schmitt 1987]. In brief, the stressmeter 

records, by holographic interferometry [Vest 1979], displacements induced by the 

drilling of a small hole of ~1 cm diameter into the borehole wall. The magnitude 

and direction of the displacements depends on the state of stress at the borehole 

wall at the point where the sidehole is drilled. By measuring the stresses in several 

directions in the borehole, we can invert the values of the borehole wall stresses to 

obtain the far-field state of stress at that depth. (\\Te use "far-field" in this study to 

indicate the ambient state of stress that would exist in the absence of the borehole. 

For the mine borehole from which the holograms in this thesis came, this is the state 

of stress at a given point in the mine pillar; for a conventional borehole, this might 

be the tectonic stress at a given depth in the crust .) 

The interference holograms used for in-situ stress measurements are created by 

taking two exposures on a single piece of film. These two exposures interfere, and 

create a pattern of light and dark fringes when the hologram is reconstructed. A dark 

fringe is produced when the difference in the lengths of the raypath of the illuminating 

(object) beam reflecting off a certain point on the surface in the initial exposure and 

the raypath reflecting off the same point in its new location is an odd number of half-
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Figure 1.1: Raypaths for a double exposure hologram. Light travels from the source 
(8), reflecting off the point P to a point on the hologram file plane H. In the second 
exposure, the point P has been displaced to P' . 

wavelengths of the laser light source (in this case, the wavelength of the HeNe laser 

beam is 632.8 nm). In figure 1.2, the light from the laser travels from the source S to 

a point on the borehole wall, P. It is reflected up to a point on the holographic film 

plane, H. For the second exposure, the point originally at P has moved to P'. The 

difference in the paths 8PH and 8P' H will determine whether there will be a dark 

or light fringe at the location P when the hologram is reconstructed from point H. 

The distance L between points P and pi is typically quite small (microns) compared 

to the path 8PH (centimeters). 

Figure 1.2 shows a view looking down into the borehole. Once an area of the 

borehole, free of cracks and spallation, has been chosen, the instrument is locked 

into place and the first exposure is taken of the undisturbed borehole wall. After 

the first exposure, a drill bit advances and drills a small hole into the borehole 
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wall. The size of the hole relative to the size of the borehole is greatly exaggerated 

in this figure. With the prototype instrument, the sidehole is 1 cm in diameter , 

while the borehole itself is 30 cm in diameter. The drill is then retracted, and, 

after waiting a few minutes for any thermal effects to subside, a second exposure 

is taken. The change in shape of the small area of the borehole wall around the 

stress-relief hole is recorded by this second exposure. The instrument is then either 

turned to face a different direction at the same depth in the borehole, or unlocked 

and moved to another location. Since the sensitivity of this technique is such that 

any displacements of more than 10 11m will be enough to cause the hologram to be 

unreadable due to excessive interference, it is important that motion of the camera 

between the time of the first and second exposures be limited as much as possible. In 

practice, we can use holograms in which the camera moved 5 11m or less. The pattern 

of the interference fringes is dependent on the borehole wall stresses, as well as the 

movement of the camera and the elastic properties of the rock. To analyze the data, 

we create "synthetic holograms" to model the displacements , and thus determine the 

borehole wall stresses. When these are known, we invert to find the far-field stresses. 

There are several advantages in using this holographic technique to measure in 

situ stress. It is not limited to use in short holes, as are over coring measurements , 

which are limited to boreholes only tens of meters in length [Wang and Wong 1987, 

Leeman 1969] . Analysis of the data does not assume that one of the principal stresses 

is vertical, as hydrofracture [Aggson and Kim 1987] or the USBM borehole deforma­

tion gauge [Obert et al. 1962] do. The off-axis component of the stress tensor may 

be significant in engineering applications , as is shown by our mine pillar results pre­

sented below, and it may be of interest as well in vertical boreholes , where the effects 

of topography may induce an off-vertical component. A set of three measurements 

at a particular depth is sufficient to determine the far-field stress tensor , unlike the 

flat jack method [Wareham and Skipp 1974, Rocha et al. 1966] which, since each 
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First exposure 

Second exposure 

Figure 1.2: Cartoon of effect of drilling a sidehole into a stressed medium. The size 
of the side hole and the displacements are greatly exaggerated in this view 
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measurement determines stress in one direction only, requires at least six properly 

oriented measurements. This instrument may be used to examine changes in the 

state of stress at relatively closely spaced (~ 10 em) depths in a borehole; other 

techniques such as hydrofracture measure stresses over a much larger interval of the 

borehole [Aggson and Kim 1987J. The stressmeter may also be used, with a slight 

modification, to measure the elastic modulus of the rock in-situ with an indention 

technique [Schmitt et al . 1986J. Since knowledge of the elastic properties is required 

in most stress-measurement techniques , it is advantageous to use an in-situ deter­

mination rather than a laboratory measurement, as the two may vary significantly. 

Moreover, this technique allows us to measure the elastic modulus in the same bore­

hole as we take the stress measurements, and at the same locations , if we do the 

indention prior to the drilling of the stress-relief hole. The displacements induced by 

both the indention and the stress measurement are on the same micron scale, and 

so would be the most suitable means of determining the elastic parameters for each 

stress measurement. 

Since the holograms give a picture of the area around the sidehole, we are often 

able to detect fine cracks and irregularities in the rock mass in the area of interest. 

This allows us to judge the quality of the measurements, and reject those which 

show a large amount of distortion by movement along cracks. Stress-measurement 

methods such as the slotting technique of Azzam and Bock [1987]' which use strain 

gauges to measure the deformation, have no way of filtering out this kind of data. 

The work described here was the first complete solution for the six components 

of far-field stress obtained by analysis of holographic stress-relief interferograms pro­

duced by this instrument. Previous work [Bass et al. 1986, Cohn 1983J had only 

enough data to determine five of the six components; the resulting values were not 

well constrained. We used the results of analysis of five stress-relief holograms taken 

at a distance of 4 m into a horizontal N-S oriented borehole in a pillar in a mine in 
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Garfield County, Colorado. The mine is approximately 180 m below the surface; the 

borehole is 2.0 m above the floor of the mine and is 30 cm in diameter . A sketch of 

the experimental set-up is shown in figure 1.3. The pillar is 15 m in height and in 

width. 

1.3 Analysis of Holographic Data 

Analysis of the interferograms begins with forward modeling of the displacement 

field recorded by the fringe pattern on the hologram. A typical stress relief hologram 

is shown in Figure 1.4. The stress relief hole is just below and to the right of the 

center of the figure. The long, linear fringes running from top to bottom are due 

to translation of the optics module of the stressmeter (the module containing the 

holographic camera) between the two exposures. 

When considering double exposure holograms, it is important to keep two things 

in mind. First, the fringe patterns observed on the final product are the result of 

displacement arising from two distinct sources: the displacement caused by local 

relief of stress due to drilling the sidehole, and the rigid body translations caused by 

movement of the holographic camera between the two exposures. Figure 1.5 sketches 

the effects of the two sources of displacement. A point P is displaced to the point 

Ps due to the drilling of the stress-relief hole. Since the time the first exposure 

was taken, the camera has moved relative to the borehole wall along the vector -T. 

Thus the point P has been moved to pl. These two components of displacement are 

added together to produce the fringe pattern, as shown in figure 1.6. In this case the 

camera has moved -9.2 /lm to the </>-direction of figure 1.9, 1.5 /lm in the h-direction, 

and 2.7 /lm in the (-direction, out of the page. This figure shows the fringe patterns 

that result from each displacement field. The second thing to remember is that the 

fringe pattern, while caused by the displacement that has occurred between the two 
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15 m 

Figure 1.3: Sketch of experimental set-up for the data in this chapter. The stressme­
ter was placed in a horizontal borehole in a mine pillar. The size of the instrument 
relative to the length of the borehole is exaggerated. 
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Figure 1.4: An example of a stress-relief hologram. The long, linear fringes across 
the picture are due to movement of the holographic camera between exposures. The 
curved fringes near the stress-relief hole are due to the distortion of the surface due 
to the hole being drilled. 
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""'-+l--- Displacement due to 
stress relief 

Rigid body translation 
of camera relative to borebole wall 

Figure 1.5: The two components of the displacement field of the borehole wall. The 
displacements due to camera module translation (T) and due to stress-relief (P-P') 
sum to create the total displacement field. 

exposures, is not a direct representation of the displacement field on the surface, but 

the result of change in the length of the optical path traveled by the laser light , and 

depends on factors such as the position of the source of the illumination and the 

point on the film plane from which the holographic reconstruction was made. 

We model the holograms by setting the known parameters (the location of the 

illumination (object) beam and the reconstruction point of the film plane, as well at 

the elastic parameters Young's modulus and Poisson's ratio) , and varying the camera 

module translations and the borehole wall stresses until a suitable match is made 

with the observed fringe pattern. As can be seen from figure 1.6, the character of 

the two kinds of displacement is quite different. The stress relief displacements are 
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Stress relief Rigid translations of camera 

Total 

Figure 1.6: The two components in the displacement field of a typical hologram. 
The displacements due to camera module translation and due to stress-relief sum 
to create the final pattern of interference fringes. The pattern also depends on the 
optical geometry of the holographic camera. 



13 

only significant near the sidehole, while the rigid body translations of the camera 

affect the entire hologram field of view. In practice, the presence of a small amount 

of camera movement between the two exposures can greatly aid the analysis, as the 

stress relief displacements perturb the regular pattern of the translations. 

The model initially used to calculate stress relief displacements on the borehole 

wall [Bass et al. 1986] is that of a throughgoing hole in an infinite fiat homogeneous 

elastic plate subjected to plane stress at infinity. The thickness of the plate is set 

at twice the depth of the sidehole that was drilled into the borehole wall, on the 

assumption that the displacements in the rock at the depth of the bottom of the 

stress relief hole are small, and would thus be similar to the plane of symmetry of a 

plate that is twice as thick as the stress relief hole is deep. To analyze the holograms 

we generate a displacement field by superposition of the displacement field induced 

by stressing a plate with a hole and the displacement field of a stressed plate without 

a hole. The difference between the two fields is the displacement due to the drilling 

of the stress relief hole. We assume that the fiat plate is subjected to plane stress 

at infinity; this represents the state of stress on the borehole wall, where there are 

only three non-vanishing stresses: a", ,,,, the hoop stress (the stress in the direction 

around the circumference of the borehole), ahh, the stress in the direction along the 

axis of the borehole, and T",h , the shear stress on the borehole wall. These stresses 

are related to the far-field stresses (an, ayy , azz , Txy , Txz , Tyz ) by [Hiramatsu and Oka 

1962, Leeman and Hayes 1966]: 

azz + ayy - 2(azz - ayy ) cos 2</J - 4Tzy sin 2</J, 

-v[2(azx - ayy ) cos 2</J + 4Tzy sin 2</J] + azz , 

2( -Txz sin </J + Tyz cos </J). 

(1.1) 

(l.2) 

(l.3) 

The stresses a",,,,, ahh , and T",h are the plane stresses applied to the edges of the plate 

in our model. By convention [Timoshenko and Goodier 1970], compressive normal 

stresses are negative, and positive shear stress is as shown in Figure l.7. The far-field 
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(pillar) stresses are axx , ayy , azz , Txy , Txz , and ayz , with the coordinate system as 

pictured in figure 1.7. The z-axis, which in a vertical borehole would be the vertical 

axis, is in the case of the mine pillar, the horizontal axis in the direction along the 

axis of the borehole (N-S; see Figure 1.8). These stresses may also be expressed in 

terms of the cylindrical coordinate system r, 0, h, as pictured in the same figure. The 

values of the stresses at the borehole wall depend also on Poisson's ratio (II) and the 

azimuth ¢> measured from the direction of the positive x-axis. 

Since the hole is small relative to the size of the borehole , and we are interested 

mostly in the displacements very close to the sidehole, we treat the borehole wall as 

locally flat and homogeneous in the vicinity of the sidehole. The displacements for 

an infinite, homogeneous, elastic stressed plate with no hole are, for the cylindrical 

coordinate system r, 0, (pictured in figure 1.9 [Timoshenko and Goodier 1970, Jaeger 

and Cook 1979]: 

U T ~ [(a2 - lIaJ)r sin2 
W + (al - lIa2)r cos2 w] , 

U8 - ~ [(1 + 1I)(a2 - aJ)rsinwcosw], 

II t 
u( - E(a1 + a2)2"' 

(1.4) 

(1.5) 

(1.6) 

Where al and a2 are the principal stresses, with the angle w measured from the 

direction of the stress al. For a stressed plate of thickness t with a hole of radius a 

and depth t/2 centered at r = 0: 

1 [ a
2 

a
4 

4a
z 

] UT = 2E (al + a2)(r + -;:) + (al - az)(r - r3 + --:;:-) cos 2w 

-2~ [(al +a2)(r- :2)-(al -a2)(r- ::)COS2W] , (1.7) 

U8 = 2~ [-(a1 - a2)(r + 2:2 + ::)Sin2w] 

II 2a2 a4 

- 2E [( al - a2)(r - --:;:- + r3) sin 2w], (1.8) 

II 2a2 t 
U( = --[(al + a2) - (al - a2)-2 cos 2w]-2' (1.9) E r 



T 
yz 

z,h 

15 

: : : T ; :: xy t ·······························:··········t·········· ..................................... . 
: : 

/ ' 

/ T" C::! 

C1 
xx 

C1 
yy 

Figure 1.7: Far-field coordinate systems x,y,z and (,r/J,h, centered on the axis of 
the borehole. Positive shear stresses are as pictured. 
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Hence the displacements of the borehole wall, in terms of the borehole wall stresses 

a,p,p , ahh , and T,ph are given by: 

U r = 

(1.10) 

(1.12) 

U r represents displacement in the radial direction, U8 displacement in the azimuthal 

direction, and u( displacement in the direction normal to the borehole wall. Note 

that only the normal displacement depends on the plate thickness. Therefore, in 

this theory, the depth of the hole does not affect the horizontal displacement. The 

modeling of the borehole wall displacements requires knowledge of Young's modulus 

(E) and Poisson's ratio (1/) ; the value of Young's modulus (25 GPa) used here was the 

value determined by Schmitt et al. [1986] from in situ holographic elastic modulus 

measurements made at the same locations in the same mine pillar borehole. Poisson's 

ratio, not well constrained by the borehole wall indention technique used to determine 

Young's modulus, was set at a value of 0.345 [Horino et al. 1982]. 

Ideally, only three holograms, properly oriented , are needed to determine the 

complete far-field stress tensor [Leeman and Hayes 1966], but five were analyzed in 

order to obtain a more accurate fit to the data. In the coordinate system defined 

in figure 1.8, where azimuths are measured from the positive x-axis (pointing east) , 

these holograms were at azimuths of 90°, 45°, 0°, 180°, and 225°. The values of 

the three non-vanishing borehole wall stresses (aq,q, , ahh , and Tq,h) were determined 

by forward modeling of the observed hologram interference patterns; these values 

are listed in Table 1.1. The rigid body translations for these holograms are given 

in table 1.2. The holograms are identified by a label that indicates the date, roll 



18 

! ........ :::== ..................................................... . 

Figure 1.9: The plate coordinate system r , 8, (, centered on the stress-relief hole, 
which has radius a. The applied stresses, corresponding to the borehole wall stresses, 
are (j ¢¢' (jhh, T ¢h . The directions of positive stresses are as shown by the arrows. 
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Borehole wall stresses (in MPa) 

Hologram Azimuth (j,p,p I (jhh I T,ph 
16/1/4 90° -22.5 ± 2.5 5.0 ± 5.0 -15.0 ± 5.0 
16/2/5 45° -10.0 ± 5.0 -16.0 ± 8.0 -28.0 ± 2.0 
16/3/3 0° -20.0 ± 4.0 -7.0 ± 5.0 -10.0 ± 2.5 
15/1/8 180° -22.0 ± 4.0 0.0 ± 4.5 5.0 ± 5.0 
15/1/4 225° -22.0 ± 4.0 3.5 ± 6.5 5.0 ± 5.0 

Table 1.1: Plate model solutions for the borehole wall stresses. 

of film, and exposure; we have retained these labels here for ease of reference. All 

were 4 meters from the free surface of the pillar. The synthetic holograms are shown 

in figures 1.28 - 1.32. The results from this plate model analysis are the synthetic 

holograms on the lower left of each figure. The orientation of the holograms in the 

borehole is as shown in figure 1.27. Due to the geometry of the optical system, the 

values for the hoop stress ((j,p,p) are the best constrained; all but one are close to -20 

MPa. The uncertainties listed in the table are determined by varying the values of 

the borehole wall stresses until the synthetic fringe pattern is no longer similar to 

the observed pattern. In some cases, particularly for (jhh and T,ph, the uncertainties 

may be quite large, since with this model, the displacement field is more sensitive to 

changes in (j,p,p than to variation of the other two stresses. 

1.4 Finite Element Analysis 

Since the plate model hologram analysis method described above depends on a stress­

relief displacement model which may not accurately reflect the true geometry of the 

borehole, we developed a two-dimensional finite element model. The displacements 

predicted by this model were compared to the analytic solution for a hole in a stressed 

plate that was used in the analysis of the holograms presented above. Possible 
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Camera module translations 
(for plate module fits) (/lm) 

Hologram ¢i h ( 
15/1/4 3.85 2.2 2.275 
15/1/8 2.0 0.8 2.05 
16/1/4 3.1 2.6 1.55 
16/2/5 -3.525 0.985 4.05 
16/3/3 -9.2 1.5 2.7 

Table 1.2: Rigid body translations of the camera module for the synthetic holograms 
modeled by the plate model. 

inadequacies of the plate model may arise from the effects of the finite thickness 

and symmetry of the plate, the shape of a terminated stress-relief hole, and on the 

assumption of plane stress. The finite element calculations were done in part to 

see how large any effects might be. Another reason for doing the finite element 

calculations was to analyze the effects of changing the depth and diameter of the 

stress-relief hole on the displacements of the borehole wall. The analytic plane stress 

plate model predicts no change in horizontal displacements with changing hole depth 

(i.e., changing plate thickness); it was desired to know whether changes in depth 

would significantly alter the displacements. The analytic plate model uses a plate 

thickness that is twice the depth of the stress-relief hole, on the assumption that the 

vertical displacements in the rock mass are small at the depth of the stress relief 

hole, thus mimicking the symmetry plane of a plate of thickness twice the depth of 

the hole. Moreover, some holograms are difficult to analyze with the existing plate 

model, especially in low-stress situations. The finite element analysis was an initial 

attempt to discover where these problems may arise. 

The finite element program used was a two-dimensional code [Hughes et al. 1987J 

simulating a box with dimensions large relative to the size of the hole. The sides of 
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the box were 50 em and 25 em long, and the hole depth and diameter ranged from 

0.25 to 1.5 em and 0.5 to 1.5 em respectively. (Actual holograms of the borehole wall 

view an area as large as 8 em by 8 em centered on the stress relief hole. ) A stress 

of 20 MPa was applied to the 25 em sides and displacements were calculated for all 

of the 1060 elements in the grid. This grid did not take into account the effects of 

curvature of the borehole wall, but the analysis presented here only considers the 

displacements in the area viewed by the hologram, where the effects of curvature 

are small. The analytic plate model also ignores the curvature of the borehole wall. 

The analysis was done for a material with the same elastic properties as used in 

the hologram analysis, with a Young's modulus of 25 GPa and a Poisson 's ratio of 

0.345. Three different stress configurations were tested: plane stress, plane strain, 

and biaxial stress (an axisymmetric calculation) . The plane stress case corresponds 

to a case where the intermediate stress is zero; the plane strain case is one in which 

the intermediate stress is non-zero and smaller in magnitude than the maximum 

stress and the walls of the box are constrained not to move in the direction normal 

to the applied stress (out of the page of figure 1.10); the axisymmetric case is one 

in which the maximum and intermediate stresses are equal. In all three cases the 

minimum stress, in the direction normal to the free surface of the borehole wall , 

is zero. This two-dimensional finite element arrangement is unable to model shear 

stress on the surface of the borehole wall. 

Figure 1.10 shows a cartoon of the displacements resulting from drilling a small 

hole into the stressed finite element box. The plane stress and plane strain cases 

are shown as boxes with central square cuts; this is due to the geometry of the 

two-dimensional calculations. The axisymmetric case is a cylinder with a hole in 

it subjected to a uniform stress; the situation in our experiments, a round hole in 

a large medium subjected to non-equal principal stresses, is in between these two 

extremes. In this figure, it should be noted that the magnitude of the displacements 
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and the size of the hole are greatly exaggerated relative to the size of the finite element 

box. These stress-relief displacements were calculated in a manner analogous to the 

method used in the plate model calculations: they are the difference between the 

displacements of the stressed body with a hole and the stressed body without a hole. 

By superposition, the difference in the two displacement fields is the displacement due 

to the drilling of the hole in a prestressed medium. All of the displacements are about 

1JLm meters or less for a 20 MPa compressive stress applied to the sides of the box. In 

all cases, displacement is greatest near the hole. Generally, horizontal displacements 

are larger than vertical displacements . Surface points near the hole are displaced 

down and inward toward the axis of the hole when subjected to compressive stress. 

The vertical displacements are down toward the bottom of the box from their original 

location. The plane stress case shows the largest displacements, the axisymmetric 

case, the smallest. 

Figures 1.11 - 1.13 compare the displacements predicted by the finite element 

calculations and the plate model , for a material with a Young's modulus of 25 GPa 

and Poisson's ratio of 0.345. The three plots show the displacements on the surface 

of the borehole wall as it varies with distance from the center of the hole. The 

distance scale is measured in units normalized by the hole radius, which was in 

these cases 0.5 cm. Thus the edge of the hole is at a distance equal to unity. For 

the horizontal displacements , a negative displacement is in the direction toward the 

center of the stress-relief hole; for the vertical displacements, a negative displacement 

is directed into the body, normal to the free surface. These figures show the results 

of calculations for the three stress states mentioned above for a hole of diameter 1.0 

cm and depth 0.5 cm, a geometry which closely approximates the actual hole drilled 

by the stressmeter. Bold lines indicate the plate model calculations; in this case 

the plate would be 1.0 cm thick. Dashed lines indicate the vertical component. In 

the plane stress and plane strain cases, the finite element results show almost 1.5 
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Figure 1.10: Sketch of the two-dimensional finite-element models . Top: the 
plane-stress and plane-strain models represent an infinite box with a square groove, 
with stress applied on the left and right ends of the box. The initial state is on the 
left; the stressed state on the right shows that the sides of the groove have moved 
inwards and down slightly. Bottom: the axisymmetric case represents a cylinder 
with a cylindrical hole, with a uniform stress around the circumference of the body. 



24 

times as much horizontal displacement as the plate model would predict. For the 

axisymmetric case the agreement between the two models is closer; the finite element 

horizontal displacements are actually slightly smaller than those of the plate model. 

The finite element model shows larger vertical displacements for all three cases. The 

plate model predicts no vertical displacements for the axisymmetric case, yet the 

finite element model shows some small movement of the surface. These differences 

in the magnitude of displacement increase near the hole, where they become large 

enough to affect the stress relief pattern on the hologram. This difference is enough to 

show up on a hologram, as is shown in figure 1.14. The fringe patterns in the figure are 

the result of the interaction of the displacements due to an applied stress of 20 MPa 

and translations of -2 /-Lm in the </i-direction and 2 /-Lm in the (-direction as defined 

by figure 1.9. While this example was chosen to highlight the possible differences, it 

is clear that a small change in the displacement field can have a significant effect on 

the final fringe pattern. 

The effects of changing the depth and diameter of the stress-relief hole are shown 

in Figure 1.15. The light lines are for holes of depth 0.5 cm and radius varying from 

0.25 to 0.75 cm; the bold lines represent holes 1.0 cm deep for the same range of 

radius. As in figures 1.11 - 1.13, the axis is plotted in terms of hole radius. The curves 

for a given hole depth are similar at the edge of the hole and at large distances from 

the hole, but vary in the intermediate distance. The depth of the stress-relief hole is 

clearly a much more important factor than its width. An increase in the depth by 

a factor of two yields a corresponding increase in both components of displacement , 

but changing the width by a factor of three will at most double the displacement 

at an intermediate distance, 4 radii from the center of the hole. The plate model 

predicts that changing the depth of the hole would have no effect on the horizontal 

displacements; the finite element calculations suggest that this is not the case. The 

analytic plate model does predict larger vertical displacements for deeper holes, as 
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Figure 1.11: Comparison of displacements predicted by the plate model (bold lines) 
and the finite element model (light lines) the axisymmetric case. The horizontal 
displacements (solid lines) are larger in the plate model, but the finite element model 
predicts more vertical (dashed lines) movement. 
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Figure 1.12: Comparison of displacements for the plane stress case. Light lines 
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identify finite element results; dashed lines represent the vertical component. 
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Plate model 

Finite element 

Figure 1.14: Slight changes in the displacement can have a noticeable effect on the 
fringe pattern. For an applied, axisymmetric stress of -20 MPa, the fringe pattern 
predicted by the plate model (above) differs from that predicted by the finite element 
model. The camera module translations of -211m in the ¢ direction and 2 11m in the 
( direction were chosen to highlight this difference, but it is clear that the effect can 
be significant. 
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do the finite element calculations. 

The finite element calculations suggest that the effect of hole depth on the hori­

zontal displacements of the borehole wall is much more important than the analytic 

plate model indicated. This effect is most pronounced near the stress relief hole, 

which is in the region where stress relief displacements become large enough to cre­

ate interference fringe patterns. The underestimation of total displacements due 

to a given set of borehole wall stresses leads to an overestimation of borehole wall 

stresses: more stress is put into the model in order to make up for the underesti­

mated displacement. This in turn leads to an overestimate of the far-field state of 

stress. In addition, the predictions of the analytic plate model, in not accounting for 

as much vertical displacement near the hole as the finite element model suggests that 

there should be, may be the cause of the difficulty in exactly matching the observed 

fringe pattern by using the analytic plate model. This mismatch is most pronounced 

in situations where the stress field at that location on the borehole wall has a low 

value. Some observed fringe patterns have never adequately been modeled using the 

analytic plate theory. 

The results of the finite element analysis may be applied to the results of the 

analytic plate model estimate of the components of the far-field stress presented 

above. For most of the holograms, the hoop stress (a",,,,) is much greater than the 

normal stress along the axis of the borehole (17hh), similar to the plane stress case. 

Thus the values of the borehole wall stresses may be overestimated in these cases 

by as much as 10%. For one hologram (taken at the azimuth 45°), the a",,,, is less 

than or nearly equal to 17hh, as in the axisymmetric case; the resulting stress values 

may be slightly underestimated. However, due to the use of a two-dimensional finite 

element code, it was not possible to take into account the effect of the shear stress 

(T"'h) on the displacements, so the finite element results will not directly allow us to 

assess the amount of error in this estimate of the state of stress in the mine pillar. 
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Figure 1.15: The effect of varying hole depth and diameter on the displacements in 
the finite element model. Results are plotted for the plane stress case. Light lines 
indicate curves for the case of a hole of depth 0.5 cm. The depth of the hole has a 
much greater effect than its width. 
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1.5 Revised Model 

In order to determine the displacements on the surface of the borehole wall that 

occur due to the drilling of the stress-relief hole, we must be able to model the 

displacement field accurately. Previously, we have modeled the borehole wall as 

a flat elastic plate of thickness twice the depth of the stress relief hole. The finite 

element calculations presented above and the existence of holograms which cannot be 

matched with computed (synthetic) holograms suggest that this model is not fully 

adequate. Therefore, following the approach of Youngdahl and Sternberg [1965 , 

1966], we used the model of a cylindrical hole of radius a in an elastic, isotropic 

half-space. This model should more accurately represent the displacements on the 

surface of a body with a hole drilled in it. 

Our plate model assumes plane stress within the entire plate; however, for a plate 

with a thickness to hole diameter ratio greater than unity, this assumption is less valid 

(for the stress-relief hole as drilled by the stressmeter , this ratio is approximately 

1.33). Moreover, it is certainly not the case in the area near the surface of the 

borehole. One consequence of this is the underestimation of displacements in the 

(-direction (the direction perpendicular to the surface of the borehole wall). This 

effect is most pronounced near the stress-relief hole , which is the area in which these 

displacements become large enough to be measurable by the holographic technique. 

In fact, in field experiments we have collected several holograms which show only 

small displacements near the stress-relief hole that we have been unable to match 

with synthetics; this is thought to be representative of some inaccuracy in the plate 

model. 

The approach of Youngdahl and Sternberg relaxes the assumption of plane stress 

within the body. An infinite isotropic elastic half-space with a throughgoing hole 

is loaded at infinity with plane stresses in the x and y directions (parallel to the 

bounding plane of the half-space). The stresses and displacements within the body 
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and on the surface are calculated using Papkovich stress functions [Papkovich 1932, 

Sokolonikoff 1956] and integral transforms. The resulting integrals for the displace­

ments and stresses can then be solved numerically. These results show the existence 

of a three-dimensional stress boundary layer that occurs near the edges of the hole 

in the related problem of a plate of finite thickness, as the ratio of the thickness of 

the plate to the diameter of the hole increases. 

The two models are sketched in figure 1.16. Figure 1.16(c) shows the half-space 

model. The radius of the hole is a; any point in the half space may be described 

by the Cartesian coordinates x, y, z or the more convenient cylindrical coordinates 

T, 8, C. The plate model is pictured in fig 1.16(b). The hole of radius a goes all 

the way through the plate; the thickness of the plate is t. In the modeling of the 

holograms, the value of t is set at twice the depth of the stress relief hole that was 

drilled into the borehole wall. Figure 1.16( c) shows the actual geometry of the stress 

relief hole: it has radius a and depth t/2. Hence the real situation is intermediate to 

the two models - a finite depth hole in an (almost) infinite region. 

This study compares the predictions of these two models in order to determine 

the best method for analysis of the stress relief holograms. As before, we assume 

plane stress, i.e., stress parallel to the bounding plane of the half-space (the surface 

z = 0). The principal stresses on the plane can be denoted O"ll = 0"1 and 0"22 = 0"2. 

This can be decomposed into two components: 

a) plane axisymmetric stress O"H applied at infinity, and 

b) plane pure shear (0"5), 

where O"H = t(0"1 + 0"2) and 0"5 = !(0"1 - 0"2). Case a) has the well known (e.g., 

[Jaeger and Cook 1979]) solution for the displacements: 

2J.lu! I-II 1 
(1.13) --p+-, 

aO"H 1+11 p 

2J.lUf 211 
(1.14) -1 + II'/f!, aO"H 
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Figure 1.16: The models used for calculations of stress-relief displacements . a) the 
actual geometry of the stress· relief hole. b) the plate model. c) the model of Young­
dahl and Sternberg (referred to in other figures as the revised model) . 
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uf/ = o. (1.15) 

Where p and 1j; are the dimensionless coordinates p = r / a and 1j; = (/ a. Note that 

there are no tangential displacements and that there are also no vertical displace­

ments on the surface ( = o. 
The solution for case b), however, is not as simple. The approach taken is to 

consider the residual problem created by subtracting the plane strain solution asso­

ciated with the pure shear problem from the exact solution. The plane strain solution 

satisfies the field equations as well as the boundary conditions on the surface of the 

cylindrical hole, but does not satisfy all of the boundary conditions on the surface of 

the half-space. The displacements obtained from the associated plane strain solution 

are: 

2/-Lu; 20 1 
(1.16) (p + - - - ) cos 28, 

a(7S p p3 

2/-LUf 2(0-1) 1 . 
(1.17) -(p+ +'3)sm28, 

a(7s p p 
uP 

( o. (1.18) 

where 0 = 2(1- /I) . Note that no (-displacements are predicted, since this is a plane 

strain solution. 

The residual problem is therefore 

R S P Ur = Ur - Ur , (1.19) 

and similar equations for the other components (where the superscript S denotes the 

exact solution of the pure shear problem). The solution for the displacements at the 

surface ( = 0 is [Youngdahl and Sternberg 1966J : 

2/-Luf(p, 8) 
a(7S cos 28 

2/-Luf(p ,8) 
a(7S sin 28 

2/-LUf(p,8) 

a(7S cos 28 

- 10')0 D(1])[2(0 -1)1]2p- 1rh(1] , p) + UO(1] , p)Jd1] , 

10')0 D(1])[-01]3~h(1],p),Jd1] 

(1.20) 

(1.21 ) 

(1.22) 
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where D(",) satisfies the integral equation: 

Here Y( 77) is a function of J2 and Y~, the derivatives of the 2nd order Bessel 

functions of the first and second kind, respectively [13]: 

and L( e, ",) is the kernel 

= _ 32 (X> L g(l)g(l){O:hh) 
7r3 Jo ~h) ~ 77 

+2o:[gQ) + g(~)]I<h)!zh) 

+gQ)g(~)I<2h)hh) }d1'. 

The functions needed to evaluate L(e, ,,,) are 

h(,) = 

!z(1') -

13(1') -

14(1') -

~h) -

1 
g(x)=1+x2 ' 

I<~h) 
I<h) = l' I<2h)' 

1'2b2 + 4 - I<2h)] + 3o:I<2h), 

1'2 - h 2 + 3)I<h), 

h 2 + 2)h2 + 6) - 21'2 I<h), 

h 2 + 3)h2 + 4) -1'2 I<h) - o:!zh) + 3o:I<h), 

b2 + 4 - I<2h)]hh) 

(1.23) 

(1.24) 

(1.25) 

(1.26) 

(1.27) 

(1.28) 

(1.29) 

(1.30) 

Here ](2 and ](2 are the second order modified Bessel function and its derivative. 
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Also needed to evaluate equations 1.20 - 1.22 are the functions 

and 

Ue(T),p) 

where 

8 loDO 1 [ '{ 2" A""" 2ag(-) Gb,p)[b2/+4)fz-2hl 
7r 0 pu T) 

+ G'b, p)K /4} + g2(1)K {Gb , p)[b2 p2 + 4)fa - 8afzl 
T) 

(1.32) 

(1.33) 

+ G'b,p)[-b2+4+aK)fa+4afzJ}]d" (1.34) 

~~ loDO p~ [ag(~) {-2Gb, p)/4 + G'b, p)K(h - 2fz)} 

+g2(1) {Gb, p)[b2 + 4 + aK)fa - 4afzl 
T) 

+G'b, p)K2[_ fa + 2afzl }] d" (1.35) 

Gb,p) 

G'b,p) 

K2bp) 
K2b) , 

pK2bp) 
K~b) . 

(1.36) 

(1.37) 

The equations 1.34 and 1.35 were integrated for the specified values of T) and p, and 

are pictured in figures 1.17 - 1.20 as functions of T) for p fixed at 1 and 1.5. 

Note that the value of Poisson's ratio (v) is involved in many of the functions 

through the parameter a = 2(1 - v). This means that although the magnitudes 

of the stresses and the values of the shear modulus (J1.) or Young's modulus may 

easily be changed to different values in equations 1.20 - 1.22, changing the value of 

Poisson 's ratio requires recalculation of almost all of the above equations. Hence in 

application, we fix Poisson's ratio at an acceptable value, either from published data 
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or from other experiments, do the required integrations, and vary only the values 

of the stresses on the half-space to make our synthetic holograms. For the results 

presented here for the experiments in the oil shale, we set Poisson's ratio at 0.345, 

from the work of Horino et al. [1982J. The value of Young's modulus (E) used was 

that determined by in-situ holographic measurements at the site of the stress-relief 

measurements by Schmitt et al. [1986], a value of 25 GPa. 

l.6 Numerical Analysis 

Thus the bulk of the work is in evaluating the integrals for uf, uf, and u: (equa­

tions l.20 - l.22). To do this we need to solve the integral equation l.5 for D(1]). 

First, note that 

D(O) = (2 -8 Q}7r , (1.38) 

since at 7] = 0, g((/7]) = 0, L(~,O) = 0, and 7]6Y(1]) = 64/7r2 . Then we can 

determine D( 1]) numerically for some discrete values of 7]. We will use these values 

of D( 7]) to interpolate for all other values of 7] as needed. To allow for more accurate 

interpolation, we must choose closer spaced values of 1] in areas where D( 1]) is rapidly 

varying, i.e., at small values of 7], say for 7] between 0 and 5. 

So for N values of 7]j, we can approximate 

(l.39) 

j = l,2, ... ,N. (1.40) 

Take the ~i = 7]i (i.e., use the same set of values) . W(~i) are the weighting factors 

for the integration scheme used. Writing this in matrix form, we have: 

[ 
6 1 {8(2 - a)} 1]i Y(7]i)Oij {D(7];)} = 7r + [W(~i)L(~i, 1]j)]{D(1]i)} , (l.41) 

where [ J denotes a matrix of dimension N x N, and { } denotes a column vector of 

dimension N x l. The expression Oij has the value 1 when i = j , and is equal to 0 
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otherwise, so the matrix on the left hand side of equation 1.42 is diagonal. We can 

rewrite the above equation as: 

8(2 - a) ( [ 6 l) 0= 7r + [W(~j)L(~j,7]j)J- 7]jY(7]j)Ojj {D(7]j)}. (1.42) 

Now we have a system of N simultaneous equations that can be solved for the D(7]j). 

To determine the values (the entries in the matrix to be inverted), we must obtain the 

values of L(~, 7]) at the ~j and 7]j's. We can take advantage of the symmetry L(~, 7]) = 

L( 7],0 to reduce our work somewhat , but the convergence of the integrand is slow; 

it is hard to find a value ,0 for which fo'YO Fb )d, is a reasonable approximation of 

f:' F({)d...". Therefore the technique used is as follows: We can rewrite equation 1.24 

as: 

where 

_ - 32 roo g(f)g(l) {FI({) + [g(f) + g(1)J F2({) 
7r3 Jo <, 7] <, 7] 

+gq)9(~)F3({)} d" 

FI({,a) 

F2({,a) 

F3({,a) 

_0',2 h({, 0')/ t.({), 

-20',21«(, )h(,)/ t.(,) , 

_,2 1(2({)h({)/ t.({). 

(1.43) 

(1.44) 

(1.45) 

( 1.46) 

From the asymptotic expansions of the Bessel functions 1(2, 1(~, Yz , Y~ [Abramowitz 

and Stegun, 1965J, we can derive asymptotic expansions for 1«({) and the functions 

h, h, 13, 14: 

1 15 15 135 45 7425 
-,- 2 - 8, - 8,2 - 128,3 - 32,4 + 1024,5' (1.47) 

3 3 2 (240' + 15h 480' - 15 
-, + a, + 8 + 4 

- 7200' + 405 900' + 45 
+ 128, + 8,2 

(1.48) 
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hb) (1.49) 

(1.50) 

(1.51 ) 

Polynomial multiplication of the above equations gives the expansions for the 

functions Fl, F2, F3: 

2a(2a + 1) a( -4a2 + Sa + 5) 
- -a+ + 2 + ... , , , 
= -2a, + 2a2 + ~(-Sa2 + Sa - 3) + ... , 

4, 

3 ( ) 2 (Sa2 -16a+47h - , + -a+ 1 , + S 

1 
+'4( - 4a3 + 12a2 

- 3a + 15) 

12Sa4 - 512a3 - 432a2 + 4S0a + lS15 
+ 12S, + ... 

(1.52) 

(1.53) 

(1.54 ) 

Now define the functions Ffb),Ffb),Ffb) to contain the first terms of the 

asymptotic expansions above, i.e., 

Ffb,a) 

Ffb, a) 

F~b, a) 

-a, 

-2a, + 2a2
, 

,3 + (1 - ah2 + ~(Sa2 - 16a + 47) 

1 
+'4( -4a3 + 12a2 

- 3a + 5) , 

(1.55) 

(1.56) 

(1.57) 

and let Fi = Fi - Fp for i = 1,2, 3. We can express the Fi as power series whose 

coefficients depend on a: 

F,.( ) ~ ~ ain(a) 
",a L...J n ' 

n=l , 
(1.5S) 

Youngdahl and Sternberg [1965J give coefficients for the cases of a = 1 and 1.5 

(corresponding to values of Poisson's ratio of 0.5 and 0.25, respectively). However, 
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since we are interested in examining the solutions for a broader range of Poisson 's 

ratio, we derived the general expressions for the coefficients ain(a): 

all - 2(2a + 1), (1.59) 

a12 - - 4a2 - 4a + 5, (1.60) 

a13 (16a3 - 66a - 91)/4, (1.61 ) 

a14 = (- 16a4 + 16a3 + 180a2 + 172a + 17)/4, (1.62) 

a15 (256a5 
- 512a4 - 4448a3 - 3328a2 

+8366a + 11303) /64, (1.63) 

a16 ( - 64a6 + 192a5 + 1440a4+ 

128a3 - 7176a2 - 11484a - 5491) /16, (1.64) 

al7 (2048a7 
- 8192a6 - 54528a5 + 43520a4 

4 + 486832a3 + 701952a2 + 70334a - 383825) /512, (1.65) 

alB ( - 64aB + 320a7 + 1904a6 - 3568a5 - 24964a4 

-25504a3 + 38399a2 + 105122a + 63983a) /16 , (1.66) 

a2l - ( - 8a2 + 8a - 3)/4, (1.67) 

an - (4 - a 3 _ a 2 - 23a + 6)/2, (1.68) 

a23 - (-128a4 + 384a3 + 1392a2 - 112a - 2367)/64, (1.69) 

a24 - (16a5 - 64a4 - 240a3 + 200a2 + 934a + 837)/8, (1. 70) 

a25 ( - 1024a6 + 5120a5 + 18560a4 - 36224a3 

-139928a2 - 112616a + 11061) /512, (1.71) 

a26 (64a7 
- 384a6 - 1296a5 + 4384a4 + 15036a3 

+5724a2 - 20675a - 27891) /32, (1. 72) 

a3l = (128a4 - 512a3 - 432a2 + 480a + 1815)/(128a) , (1.73) 

a32 (- 16a5 + 80a4 + 104a3 - 240a2 - 294a - 375)/(16a) , (1.74) 
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a33 - (10240'6 - 61440'5 - 88320'4 + 373760'3 

+555120'2 + 272160' + 23535) /(10240'), 

a34 - (-640'7 + 4460'6 + 6240'5 - 43040'4 - 66760'3 

+ 10800'2 + 51030' + 3240) / (640'). 

Now we can recast equation 1.24 as: 

(1.75) 

(1.76) 

32 a - ::: 
L(~, T]) = 3[L (~, T],) + L(C T], ')'0) + L(~, T], ')'0)], (1.77) 

7r 

where 

(1.78) 

(1.79) 

(1.80) 

The equation 1. 78 is integrable in closed form , yielding, for ~ =1= T], 

(1.81) 

(1.82) 
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where 

For the case ~ = TJ, we have 

LO(TJ , TJ) = 1;8(-20a3 +156a2 -47a-75)TJ 

1 + 48 (8a2 - 64a + 47)TJ2 

7r 3 1 4 
32(1- a)TJ + 12 TJ . 

(1.83) 

(1.84) 

Equation 1.80 may be approximated by substitution of the asymptotic expansions 

for the Fi, equation 1.58, and integrating the resulting power series. This gives, for 

(1.85) 

For the case ~ = TJ, we have 

_ 10F- ( ) ('0) + 2 ~ (n + l)al n (a) H (!L) 
2 1 10, a 9 TJ L..J 2 n+l n 

TJ n=l 10 10 

100( )2('0) (,o)~(n+3)a2n(a) 
--r2 ,o , a 9 - - 9 - L..J n-l 

2 TJ TJ ~l 4~ 

2 ~ (n + l)(n + 3)a2n(a) H (!L) 
+TJ L..J n+l n 

n=l 4'0 10 



where 

47 

_ 10 F ( a) ~ (n + 3)(n + 5)a3n(a) 
6 3 10, ~ 48 n-1 

n=1 10 

_ ('0) ~ (n + 3)(n + 5)a3n(a) 
9 ~ 48 n-1 TJ n=1 10 

2 ~ (n + l)(n + 3)(n + 5)a3n(a)H (!l. ) 
+TJ ~ n+1 n , 

n=1 48'0 10 

--=..,.....L -log(l + x 2
) + '"' -" , ( 1)" [1 J ( 1)iX2i] 

x2J+2 2 ~ 2z 
.=1 

j = 0, 1,2, ... , 

(-l)i) [ i (_1)iX2i-1] 
2 "+1 arctan x + L 2' , 

X J i=1 z - 1 

j = 1,2,3, .. . , 

(l.86) 

(1.87) 

(l.88) 

(l.89) 

The function L(~,TJ"o) (equation l.79) was integrated numerically for values of ~ 

from 0.25 to 2000. (Since 9b/TJ) = 0 when TJ = 0, L(~, 0) = 0.) Figures l.22 

and l.23 show L(0 .25, TJ) and L(1.0, TJ) respectively. The sum of L , L , L was then 

used in the matrix equation 1.42 to determine the vector D(TJi). The solution was 

checked against the original equation 1.42 to check its precision. Figure 1.21 shows 

the function D(TJ) for various values of Poisson's ratio. 

Next the functions Up and Uu (equations 1.34 and 1.35) were evaluated numeri­

cally. For large values of the variable of integration I, the functions !I , fz , h, 14 , ~, 

and n were represented by their asymptotic expansions. Near the lower limit of inte­

gration I = 0, the integrand must be replaced by its limit as I --+ 0, since individual 

terms in the expression blow up. For the integrand of Up, the limit as I --+ 0 is 

(2 - a)a/Pi for Uu, the limit is (1 - a)(2 - a)/(2p). 

Once we have the residual displacements u~, uf, uf the total displacements may 

be calculated by adding in the contributions from the plane axisymmetric component 
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Figure 1.21: The function D(r!) for various values of Poisson's ratio. 
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Figure 1.22: The function L(~,TJ) for ~ = 0.25 for Poisson 's ratios from 0.2 to 0.5 
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Figure 1.23: The function L(~ , .,.,) for ~ = 1.0 for Poisson's ratios from 0.2 to 0.5 
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(equations 1.13 - 1.15) and the pure shear plane strain solution (equations 1.16 

- 1.18). Then, subtracting the displacements due to the stressing of an elastic half­

space without a hole, we arrive , as before, with the displacements due to the drilling 

of the stress-relief hole: 

(1+II)a{CTH 2"' [R 2a 1]} - + CTS cos 'I-' Ur + - --
E p P p3 

(1.90) 

(l+lI)a [ R 2(a -l) 1]. 2'" 
E -us + +""3 sm 'l-'CTS 

p P 
(1.91 ) 

U( = (l+lI )a R 
~--:E~-CTSU( cos 2¢> (1.92) 

where u~, uf, and uf are the residual components of the solution to the pure shear 

problem, as defined in equations ( 1.20 - 1.22), and ¢> is measured from the CTl 

direction. Figures 1.24 - 1.26 show the values of u~ , uf, and uf for several values 

of Poisson's ratio. The importance of the residual term u:' etc. is greater for larger 

Poisson's ratios ; in fact , for a Poisson's ratio of 0, all three components of the residual 

displacements are exactly O. Thus we would expect to see a greater difference in the 

fringe patterns of the synthetic holograms from places where the rocks have larger 

values of this parameter. 

1.7 Application 

To determine the utility of this technique, it is necessary to know whether using 

this model will yield any significant improvement in the analysis of the data. To 

this end, we re-analyzed the holograms that had previously been modeled using 

the plate theory. For this rock, a dolomitic marlstone, we set the value of Young's 

modulus at 25 GPa, and used a Poisson's ratio of 0.345 [Horino et al. 1982J. The 

new model proved to give a better fit to the observed holograms; the results may be 

seen in figures 1.28 - 1.32. In most cases , the actual values of the stresses obtained 

by matching the synthetic holograms with the data are not significantly changed; 
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Figure 1.24: The solution to the residual displacement u: for various values of Pois­
son's ratio. The dimensionless values are plotted against the distance from the center 
of the hole, normalized to the hole radius. 
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Figure 1.25: The solution to the residual displacement uf for various values of Pois­
son's ratio. The dimensionless values are plotted against the distance from the center 
of the hole, normalized to the hole radius. . 
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Figure 1.26: The solution to the residual displacement uf for various values of Pois­
son's ratio. The dimensionless values are plotted against the distance from the center 
of the hole, normalized to the hole radius . 
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however, the errors associated with each stress determination have been reduced. 

Figures 1.33 - 1.35 show the magnitude of the stress-relief displacements around 

the hole, the radial, tangential, and vertical components for both the plate model 

solution from section 1.3 and for the revised solution from this work. The hologram 

being modeled here figure is the hologram 16/3/3 of figure 1.32. Figures 1.36 - 1.38 

show the displacements predicted by both models for the holograms of figure 1.32. 

The upper plot in each figure shows the variation of the displacements with radius; 

distance from the center of the stress-relief hole is here normalized to the radius of 

the hole. The displacements are those that occur along a line from the center of 

the hole along the x-axis to the right of the hologram. The diameter of the hole 

is 0.5 cm. Figure 1.36 shows the radial component of displacement (up) , which is 

quite similar in the two models. The real difference between the two models is in the 

magnitudes of the tangential and vertical components, as can be seen in figures 1.37 

and 1.38, respectively. The values of the tangential displacement predicted by the 

plate model are generally larger than those predicted by the revised model; however, 

the situation is reversed for the vertical component, which is significantly greater 

in the revised model. Since, as can be seen in figures 1.33 - 1.35, the azimuthal 

variation of displacement is different for the tangential and vertical components, any 

change in the relative magnitude of these components will result in different fringe 

patterns. Thus a decrease in the magnitude of the tangential component will not be 

offset directly by an increase in the magnitude of the vertical component. 

1.8 Inversion of Data to Obtain Far-field Stresses 

The results of both models were inverted to obtain the far-field stresses using equa­

tions 1.1 - 1.3. Since the problem is overdetermined, a least squares scheme was used 

to solve for the six stress components. Equations 1.1 - 1.3 determine the borehole 



56 

16/1/4 

15/1/8 16/3/3 

View north into borehole 

Figure 1.27: Orientation of holograms in the pillar borehole. The view into the page 
is due north. 
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Plate model 

Hologram 15/1/4 225 degrees 

Figure 1.28: Plate model (left) and revised synthetic holograms for the hologram 
15/1/4. 
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Hologram 15/1/8 180 degrees .-j , ) ,\'" 

- .:- -~ v, L-

Figure 1.29: Plate model (left) and revised synthetic holograms for the hologram 
15/1/8. 
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Plate model 
,---- ,---- ,--~-

r ~ " ~ I ' 
/ ) ..; 

Hologram 16/1/4 90 degrees - 2 C) 

Figure 1.30: Plate model (left) and revised synthetic holograms for the hologram 
16/1/4. 
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Plate model 
-----:: 

Hologram 16/2/5 45 degrees 

Figure 1.31: Plate model (left) and revised synthetic holograms for the hologram 
16/2/5. 
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Plate model 

Hologram 16/3/3 0 degrees 

Figure 1.32: Plate model (left) and revised synthetic holograms for the hologram 
16/3/3. 
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Plate model 

Figure 1.33: Comparison of the displacement fields for the two models (radial com­
ponent u r ). The contour interval is .05 j.lm and dashed lines indicate negative dis­
placements. For this component , contours for displacements greater than .4 j.lm have 
been suppressed. 
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Plate model 

Revised model 

Figure 1.34: Comparison of the displacement fields for the two models (tangential 
component uo). The contour interval is .05 pm and dashed lines indicate negative 
displacements. 
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Plate model 

Revised model 

Figure 1.35: Comparison of the displacement fields for the two models (vertical 
component uc). The contour interval is .05 /-lm and dashed lines indicate negative 
displacements . 
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Figure 1.36: Radial component of displacements for the plate model (dashed line) 
and the revised model (solid line) . The upper figure shows the displacements along a 
line from the center of the hole out to a distance of 10 radii at azimuth O. The lower 
figure shows the azimuthal variation of the displacements at a distance of two radii 
from the center of the stress-relief hole. The results are from the hologram 16/3/3. 
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Figure 1.37: Tangential component of displacements for the plate model (dashed 
line) and the revised model. The results are from the hologram 16/ 3/ 3. 
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Figure 1.38: Vertical component of displacements for the plate model (dashed line) 
and the revised model. The results are from the hologram 16/3/3. 
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wall stresses in terms of the far-field stresses. In matrix form, we can write 

Ax = b (1.93) 

Where A is the matrix of coefficients in equations 1.1 - 1.3, x is the 6-component 

vector containing the values of the far-field stresses , and b is the vector containing 

the modeled borehole wall stress values. The dimensions of A and b depend on the 

number of observations. In this case, we had 5 holograms, each with values of the 

three borehole wall stresses, so A is a 15 x 6 matrix and b is a 15-component vector. 

We know the values of the components of A and b; we need to find the best fit x to 

this overdetermined system. The least squares solution gives us this best fit: 

(1.94) 

Here AT is the transpose of the A matrix and A -1 is the inverse of A. This solution 

minimizes the error [Strang 1980J: 

E' ~ IIAx - bll' ~ t, {~(A;;Xj) - bir (1.95) 

Due to uncertainties in the borehole wall stresses, a set of calculations were made, 

varying the borehole wall stresses within the range of their uncertainties; the results 

are presented in Table 1.8. Of the six components, five are well constrained: four 

of these have uncertainties of less than 20%; the fifth , the shear stress in the E-W 

- vertical plane, is shown to be small. Only the normal stress in the N-S direction, 

parallel to the axis of the borehole, is poorly determined due to wide variations in 

the observed values of (7hh, the normal stress in the direction along the borehole wall 

axis. The results show values of about -10 MPa (compressive) in both the vertical 

and E-W (perpendicular to the axis of the borehole) directions. This vertical normal 

stress is close to the value -11.2 MPa predicted by the relation 

(1.96) 
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Pillar stresses (in MPa) 
(plate model) 

aEW -10.06 ± 0.765 
aVert -10.23 ± 0.966 
aNS -2.51 ± 2.48 
TEW-Vert -0.64 ± 0.54 

TEW-NS 7.76 ± 1.05 
TNS-Vert -3.64 ± 0.71 

Table 1.3: Pillar stresses calculated from the values of the borehole wall stresses 
calculated from the plate model. 

where ap is the load on the pillar induced by excavations of span sand av is the 

vertical stress before mine excavation, estimated by mine depth and overburden 

mass [Brady and Brown 1985, Obert and Duvall 1967]. The values of ap predicted 

by equation 1.96 is, however, an upper bound on the vertical stress in a mine pillar. 

Rock anisotropy and proximity to the unmined areas can reduce the actual vertical 

stress in mine pillars [Coates and Ignatieff 1966, Salamon 1974]. This pillar was 

within 15 meters of the wall of the mine. 

The principal stresses and their orientations for these stress components are given 

in Table 1.4. The maximum principal stress is a compressive stress of -15.35 MPa and 

is approximately horizontal and in an E-W direction, in the direction perpendicular 

to the borehole axis. The intermediate stress is nearly vertical, with magnitude -

10.68 MPa. The least principal stress is tensile, oriented approximately N-S, along 

the axis of the borehole. Its magnitude is +3.22 MPa. The small, tensile value of the 

least principal stress is not surprising, since its orientation is along the axis of the 

borehole, and since the stress measurements were made near the edge of the pillar 

face. Measurements in pillars at another mine in the same formation show similar 

stress regimes, including the presence of a small horizontal tensile stress along the 
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Principal stresses (in MPa) 
(Plate model) 

Magnitude Orientation Plunge 
-15.35 N54°E 17° 
-10.68 N83°W 67° 
3.22 N31°W - 14° 

Table 1.4: Principal stresses, derived from the borehole wall stresses as determined 
from the plate model. 

axis of the borehole in regions near the pillar face [USBM 1973] . 

The better fit of revised model synthetics to the observed holograms allows for 

increased precision of the solution for the state of stress acting on the borehole wall 

at the point of each stress-relief measurement . Tables 1.6 - 1.8 summarize the results 

of the new analysis. The rigid body translations of the camera module used in these 

fits are given in table 1.5. The largest principal stress has a magnitude of -11.34 MPa 

. ( compressive) , close to the predicted value of -11.2 MPa for a pillar of this geometry 

[Obert and Duvall 1967, Brady and Brown 1985]. 

The stresses at the five different azimuths at this station, 4 m into the pillar face, 

may now be used in conjunction with equations ( 1.1 - 1.3) to obtain the solution for 

the far-field (in this case, the pillar) state of stress. These results are summarized 

in Table 1.8. The x-, y-, and z- directions are, respectively, East-West , Up-Down, 

and North-South. Again, the end result is similar to that obtained with the plate 

model, but the errors associated with each component of the stress tensor are greatly 

reduced. This solution yields the principal stresses shown in Table 1.8. Note that 

there exists a significant off-axis orientation to the stresses , i.e., they are not in-line 

with the borehole coordinate system. The ability to detect such phenomena is one 

of the strengths of the holographic method. 
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Camera module translations 
(for revised module fits) (11m) 

Hologram rp h ( 

15/1/4 3.85 2.2 2.275 
15/ 1/8 1.95 0.9 2.45 
16/ 1/ 4 3.25 2.85 1.95 
16/ 2/5 -3.525 0.985 4.05 
16/3/3 -10.6 1.72 3.5 

Table 1.5: Rigid body translations of the camera module for the synthetic holograms 
modeled by the revised model. 

Revised borehole wall stresses (in MPa) 

Hologram Azimuth (f4>4> I (fhh I T4> h 

16/1/4 90° -20.0 ± 2.0 -5.0 ± 4.0 2.0 ± 1.5 
16/2/5 45° -12.0 ± 2.0 -7.5 ± 2.0 -8.5 ± 2.0 
16/ 3/3 0° -21.0 ± 1.0 -5.0 ± 2.0 -8.0 ± 2.0 
15/1/8 180° -20.0 ± 2.0 0.0 ± 5.0 2.0 ± 2.0 
15/1/4 225° -20.0 ± 2.0 -5.0 ± 4.5 2.0 ± 1.5 

Table 1.6: Borehole wall stresses as fit by the revised model. 

Revised pillar stresses (in MPa) 
(fEW -10.21 ± 0.414 
(fVert -10.70 ± 0.33 
(fNS 3.48 ± 0.99 
TEW-Vert 0.203 ± 0.22 
TEW-NS 0.898 ± 0.43 

TNS- Vert -3.05 ± 0.91 

Table 1.7: Pillar stresses determined by the revised model. 
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Principal stresses (in MPa) 
(revised) 

Magnitude Orientation Plunge 
-11.45 N55°E 68° 
-10.14 E - 18° 
4.16 N3°E 12° 

Table 1.8: Principal stresses determined by the revised pillar stresses. 

1.9 Conclusions 

The initial model used to calculate the displacements on the free surface of the bore­

hole wall underestimates the magnitude of the vertical component of displacement 

and overestimates the tangential component. These two components, while not as 

significant as the radial component in determining the final fringe pattern, make the 

accurate modeling of the borehole wall stresses difficult. A two-dimensional finite 

element analysis suggested that the simple model needed revision . Substitution of 

the half-space model of Youngdahl and Sternberg for the plate model improved the 

precision of the determination of the state of stress on the borehole wall and the 

inversion of these stresses for the far-field state of stress. The greatest part of the 

work in this new analysis is the numerical calculation of the residual components 

of displacement u!, uf, and uf for the appropriate value of Poisson's ratio . These 

having been obtained, it is easy to generate the displacement field for any state of 

stress desired, i.e. , the new model is no more difficult to use than the old one was. 

The new model still does not exactly fit the observed fringe patterns, but seems to 

come closer to the observed state. Therefore in the future, holographic stress analysis 

will be better served by using the new model. 

This method may be applied to techniques other than the holographic stressmeter 

described above. Any application which involves the measurement of deformation 
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after drilling a hole into a free surface under stress could use this analysis , assuming 

the depth of the hole relative to the diameter is greater than unity. St rain gauges 

could be placed on the surface of a wall or rock face before a hole was drilled. Careful 

consideration of the placement of the gauges would result in improved estimations 

of the stresses on the wall or rock face . 
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Chapter 2 

Three-dimensional modeling of 

planetary impacts 

2.1 Abstract 

A three-dimensional smoothed particle hydrodynamics code was used to model nor­

mal and oblique impacts of silicate projectiles on asteroidal and planetary bodies. 

The kinetic energy of the impactor is partitioned after impact into internal and ki­

netic energy of the impactor and the target body. These simulations show that, 

unlike the case of impacts onto a half-space, as much as 70% of the initial kinetic en­

ergy remains in the kinetic energy of the impacting body, as parts of it travel past the 

main planet and escap~the system. More oblique impacts retain much more kinetic 

energy in the impactor material: 6 to 75% as compared to 4 to 30% for the normal 

impacts. Higher velocity collisions also show this trend, as the kinetic energy of the 

impactor material is 2 to 50% of the total kinetic and internal energy for 5 km/s 

impacts, and 13 to 75% for 20 km/s impacts. Melting and vaporization were also 

examined. Impacts with the 60% impactor at 10 km/s melt 20 to 60% of the target, 

and melt 10 to 30% of the target at 5 km/s . The smaller impactor melts less of the 
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target material: 10 to 50% at 10 km/s and 2 to 6% at 5 km/s . Impacts at 20 km/s 

with an impactor 60% the size of the target were sufficient to completely melt both 

targets . A factor of 3 to 4 times more vaporization of the target material occurred 

on the larger targets. The amount of material completely vaporized in impacts at 5 

and 10 km/s on the 1700 km target is less than 1 % of the target, while on the 6400 

km target, 2 to 4% is vaporized. For impacts at 20 km/s with the larger impactor, 

3 to 9% of the 1700 km target is vaporized, while 10 to 20% of the 6400 km target 

is vaporized. The total amount of target material ejected at velocities greater than 

the escape velocity is found to be as much as that predicted for impacts at twice the 

impact velocity by earlier studies of impact onto a half-space. The amount of this 

ejected material that is ejected above the plane tangent to the target at the point 

of impact is consistent with the half-space studies for the 1700 km targets. Impacts 

at 20 km/s with the 60% impactor cause catastrophic fragmentation of the 1700 km 

target, where less than half of the target material remains together after the impact. 

Impacts with the 40% impactor at 20 km/s on the smaller target eject 4 to 53% of 

the target material. No ejecta is produced in impacts with the 40% impactor on 

the 6400 km target, and the 60% impactor ejects 5 to 9% of the target mass after 

impacts at 20 km/s. The degree of fragmentation of the target is slightly lower than 

that predicted by the model of Housen et al. [1991]' due to the effect of gravity in 

re-accumulating dislodged material. 

2.2 Introduction 

Smoothed particle hydrodynamics (SPH) [Gingold and Monaghan 1977, Lucy 1977] 

is a technique which allows fully three-dimensional modeling of impact processes. In 

this study, we have used an SPH code developed at Cal tech to examine the effects 

of impacts of silicate projectiles on planetary and asteroidal bodies to determine 
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the extent of melting and vaporization of the impact, as well as the partitioning 

of the system's energy and the amount of ejecta thrown off the target due to the 

impact. The objects are modeled as a collection of particles, each representing a 

mass distribution in space, described as a function of a characteristic length scale. 

For each particle, the position, velocity, density, internal energy, pressure and bulk 

sound speed are calculated at each time step in the simulation. The system is self­

gravitating, and energy and momentum are conserved throughout the run. The 

material properties are determined by an equation of state. For these simulations, 

we used the Tillotson equation of state [Tillotson 1962J for anorthosite [Ahrens and 

O'Keefe 1977J for both the targets and the impactors. 

We modeled impacts on three different target sizes: 1700 and 6400 km in radius , 

corresponding approximately to the size of the moon and the earth, respectively, and 

25 km in radius to examine impacts on asteroids. Each of the larger targets was hit 

with impactors of 40% and 60% of its radius (6% and 22% of its mass) at speeds of 5, 

10 and 20 km/s . In order to investigate the effects of oblique impacts, we varied the 

angle of incidence of the collision from 0° to 90° , where this angle is measured from 

the axis of the plane parallel to the impact trajectory to the line from the center of 

the target to the center of the impactor at the time of impact (see figure 2.1). Thus 

a normal impact corresponds to an angle of 0° , and a 90° impact is a glancing blow. 

The angular momentum of these impacts ranged from 2.5 x 1025 to 1.4 X 1033 g/cm2s 

for impacts on the 1700 km target to 1.2 x 1028 to 1.2 X 1035 g/cm2s for impacts 

on the 6400 km target. In all cases, the angular momentum of these collisions is far 

below that of the earth-moon system (3.5 x 1041 g/cm2s). 

Initially, the kinet ic and internal energy of the system resides entirely in the 

kinetic energy of the impactor. Upon impact , some of the energy goes into ejection 

of material from the target , and some into heating (internal energy) of both bodies. 

Studies of impact onto a half-space [e.g., O'Keefe and Ahrens 1977aJ show that little 
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path or impactor 

Figure 2.1: The impact angle is the angle between the path of the center of the 
impactor and the normal to the surface of the target at the point of impact. 
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to none of the total initial kinetic energy remains in the kinetic energy of the impactor 

after the impact. This is as expected, since, for an impact onto a planet of effectively 

infinite radius, very little of the impactor material will be able to get past the target. 

However, for our cases of impacts on finite-sized bodies, we find that a significant 

portion of the total kinetic and internal energy of the system remains in the kinetic 

energy of the impactor. This is especially pronounced in the more oblique, and higher 

velocity, collisions. 

The impact causes melting of both the target and the impactor. For all but 

the most oblique collisions, all of the impactor is shocked to a state sufficient to 

cause complete melting. Normal impacts , which transfer more kinetic energy to the 

target, melt 1 to 2 times more material than the oblique impacts do . For normal 

and low-angle impacts, the larger impactor melts 3 to 6 times more of the target. 

We also studied the formation of ejecta, material thrown off the target body at 

velocities greater than the escape velocity of the target, and the amount of impactor 

material accreted to the target. For all cases of impact onto the 6400 km body, 

very little material was ejected; the greatest amount of ejecta generated was 9% of 

the total mass of the target. The smaller targets lost much more mass . The larger 

and faster impacts at low angles were sufficient to cause catastrophic breakup of the 

smaller target , where the largest fragment remaining has less than half the original 

mass of the target. Normal impacts at 20 km/s caused complete destruction of the 

smaller target. 

For the larger targets, much of the impactor mass was accreted. Except for the 

most oblique collisions, all of the smaller impactor remained with the target after 

impact . The 6400 km target , when hit by the 60% impactor at 10 km/s (a velocity 

lower than the escape velocity at its surface), caused 90 to 100% of the impactor 

material to be accreted. The only material from the impactor to escape was that 

which was on the side opposite the point of impact in the oblique cases. The higher 
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velocity impacts accreted between 70% (normal impact) and 25% (900 impact) of the 

impactor material. The 1700 km targets, due to the lower escape velocity relative to 

the impact velocity, accreted much less of the impactor. 

We compared the SPH ejecta results with the two-dimensional normal-impact 

models of O'Keefe and Ahrens [1977b). Our simulations of impacts of the 60% 

impactor produced more ejecta than predicted by the O'Keefe and Ahrens results. 

The normal impact onto our smaller target produced as much ejecta as would have 

been produced by an impact of twice the velocity onto the half-space. The ejecta 

predicted for the larger targets, while not as great in terms of total projectile masses 

as that of the smaller targets, was still more than predicted by the half-space model. 

The smaller impacts produce no ejecta on the 6400 km target; on the 1700 km target, 

the total ejecta production from impacts at 10 and 20 km/s is close to that predicted 

by O'Keefe and Ahrens for impacts at velocities between 7.5 and 15 km/s . When 

we consider only the ejecta with trajectories that take the particles above the plane 

tangent to the target at the point of impacts (see figure 2.1, the 1700 km target 

results are consistent with the half-space model , but the results from the 6400 km 

target are still higher than predicted by O'Keefe and Ahrens. The larger amount of 

ejecta produced in the larger impacts may be a consequence of the finite size of the 

target. 

2.3 Smoothed Particle Hydrodynamics (SPH) 

2.3.1 Method 

Smoothed Particle Hydrodynamics (SPH), developed independently by Lucy [1977) 

and Gingold and Monaghan [1977) is a method that represents a continuum by a 

collection of masses in space, the trajectories of which are followed through time. 

The method is fully Lagrangian, and is particularly well suited for the study of 
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highly distorted flows, since there is no grid. Each mass is distributed in space; the 

exact distribution is described by a kernel function. At each time step, we calculate 

the position and velocity of each particle from the equations of motion. Once these 

are known, we can calculate the internal energy, density, and pressure at each point. 

The density at a point in the medium is related to the number of mass points per unit 

volume, and may be treated statistically as the probability [Gingold and Monaghan 

1982J that a particle will be found in a unit volume. The positions of the particles 

are considered as a random sample from a probability density, which is proportional 

to the mass density. Then known statistical methods may be applied to interpolate 

from the known parameters of each point to obtain densities and gradients. 

A function f(r) may be interpolated as 

< f(r) >= iD f(r')W(r - r', h)dr' (2.1) 

where D is the domain, and W is an interpolating kernel such that 

iD W(r - r', h)dr' = 1 (2.2) 

Here h is the smoothing length, which has the effect of limiting the domain of influ­

ence of the kernel to small values of Ir - r'l. If we have N points where we know the 

value of the function f, and these points are distributed with the number density 

n(r), we can approximate equation 2.1 as 

N f(r ') 
f(r) ~ fN(r) = ~ n(r:) W(r - Ti, h) 

From which we can determine the number density to be 

N 
n(r) = L W(r - r' , h) 

j=l 

We can estimate the derivative of f by 

of =iafW(r-r',h)dr' ax ax 

(2.3) 

(2.4) 

(2.5) 
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Integration by parts of the above gives: 

af = _ J f~W(r - r', h)dr' ax ax (2.6) 

The equation of motion of the ith particle is [Monaghan and Gingold 1983, Benz 

et al. 1986J: 

dVi _ _ . ~ (Pj _ Pi) ~'W( . . h) _ G ~ M(rij). .. + Fvisc 
dt - m , L...J ~ 2 v I r ,}, L...J r~. r,} I 

}=l p} P, }=l I} 

(2.7) 

where mi, Pi and Pi are the mass, pressure and density, respectively, of the ith 

particle, G is the gravitational constant, rij is the distance between particles rj and 

rj (= h - rjD, and 

(2.8) 

The function M(rij) in the gravitational term is the mass of particle j within a 

sphere of radius rij about particle i: 

'} 2 

la
r .. 

M(rij) = 0 r W(r,h)dr (2.9) 

Frisc is the force due to artificial viscosity. The artificial viscosity is introduced into 

the system to dampen excessive oscillation of the particles [Monaghan and Gingold 

1983], and to discourage interpenetration of the impactor and the target. In this 

work, we have used the artificial viscosity of Benz et al. [1986], which is composed 

of a bulk and a drag viscosity: 

Fvisc = F~ulk + Fdrag 
I I I (2.1 0) 

where 

(2.11) 

0, 
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where Vij = Vi - Vj, and [Monaghan and Gingold 1983]: 

II . . _ ahC;j Vij· rij 
I) - --p-.. r~ + c:h2 (2.12) 

'1 I) 

Here C;j and Pi; are the averaged sound speeds and densities of particles i and j, and 

c: and a are arbitrary numerical constants, for these runs set to 0.1 and 1 respectively. 

The drag term is: 

(2.13) 

with 

Pi; = W(rij,h) rij/h < 4 (2.14) 

=0 r··/h > 4 I) _ 

and where J{ is another arbitrary constant , set to 0.01 in our simulations. 

The equation for the internal energy is: 

(2.15) 

where dQ is the amount of energy absorbed by the system from its surroundings. 

For the ith particle we have: 

( dV) N (p. Pi) 
- P dt . = -0.5 E -t +""l" VijV'iW(rij, h) 

1 )=1 p) P, 
(2.16) 

and 

( dQ) _ 0 5 ~ II · ·v· · ~·W(r· · h) + ~ v··Fdrag dt . - . L..J I) I) V 1 I), L..J I) i 
1 )=1 )=1 

(2.17) 

The values of P and c, the pressure and sound speed, are determined by the 

equation of state. In this work we used the Tillotson equation of state [Tillotson 

1962]' which has three regimes: 

1. The cold, condensed state (where P > po , or U < Us , where p and Us are the 

reference density and internal energy for the material) 

P = (a + U/(Us~2) + 1) pU + Ap + Bp2 (2.18) 
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where 1] = p/ po , 11- = 1] - 1, and a, b, A , B , and Us are parameters specific to 

the material being studied. 

2. The expanded state, where P < po and U > Ucv 

P = apU + [ bpU + Al1-e-P(PO/P-lj] e-a (po/p-lj2 
U /(Us1]2) + 1 

(2.19) 

where a and fJ are constants, and 

3. The intermediate regime, where Us < U < Ucv and p > po 

P = (U - Us)PE + (Ucv - U)Pc 
Ucv - Us 

(2.20) 

where Pc is the pressure from equation 2.18 and PE IS the pressure from 

equation 2.19. 

Note that this a is distinct from the a in the viscosity equation 2.12. 

For these simulations, we used the equation of state for gabbroic anorthosite 

[Ahrens and O'Keefe 1977]' which assigns the following values to the constants: 

A - 7.1 X 1011 dyne/cm2 

B 7.5 x 1011 dyne/cm 2 

a 0.5 

b 1.5 

a - 5 

fJ - 5 

Po - 2.94 gm/cm3 

Us - 4.85 x1012 erg/gm 

Ucv - 1.82 X 1011 erg/gm 

Other parameters for anorthosite used in this work are the specific energies required 

for incipient melting (Uim), complete melting (Ucm ), and incipient vaporization (Uiv), 
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Kernel parameters for targets 
Target size m (g) h (cm) Spacing 

1700 km 6.45 x 10~~ 1.42 X 10 i 2.0 
6400 km 6.9 x 1024 6.75 x 107 1.6 

Table 2.1: Parameters of the kernel W used in the construction of the 1700 and 6400 
km targets. 

which are: 

Uim 1.76 X 1010 erg/gm 

Uem 2.065 X 1010 erg/ gm 

Uiv 4.72 x 1010 erg/ gm 

The smoothing kernel W for a particle is a function of the smoothing length h 

and the mass of the particle m. The kernel we used for these simulations is the 

exponential kernel of Wood [1981]: 

W( h) _ m - r/h 
r, - 87r3 h3 e (2.21) 

Changing the smoothing length and the spacing between the particles changes the 

density structure of the object. To assemble our targets and impactors, we varied 

the structures until a reasonable density distribution was found. The targets were 

composed of 925 particles, with the parameters given in table 2.1. Parameters for 

the impactors , which were constructed of 257 particles , are given in table 2.2. With 

this configuration, energy was conserved in our simulations to within 5%. Figure 2.2 

shows energy conservation results for impacts with the 40% and 60% impactor on 

the 1700 km target for impact angles of 50° and 90°. The total energy is the sum of 

the kinetic, internal, and gravitational potential energies. 

The initial density distributions for both targets are shown in figure 2.3. The 

central densities are 3.25 g/cm3 in the 1700 km target , and 6.16 g/cm3 in the 6400 
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Kernel parameters for impactors 
Target size Impactor m (g) h (cm) Spacing 

1700 km 40% 1.4 x 1O:t:t 1.1 X 10 i 1.6 
1700 km 60% 5.1 x 1022 1.0 X 107 2.4 
6400 km 40% 1.5 x 1024 6 X 107 1.0 
6400 km 60% 5.3 x 1024 8 X 107 2.25 

Table 2.2: Parameters of the kernel W used in the construction of the 40% and 60% 
impactors for the 1700 and 6400 km targets. 

110 
100 --
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Figure 2.2: Energy conservation for impacts on the 1700 km target with the 60% 
(solid line) and 40% impactors at 50° and 90°. The total energy (internal, kinetic, 
and gravitational potential) in the system is plotted against time dimensionless time 
T described in the text. 
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km target . To check the SPH model , we may approximate the pressure variation 

with depth by the relation 
dP 
dr = -pg, 

where g(r) is the gravitational acceleration at radius r within the target, and 

g(r) -

M(r) 

GM(r) 
r2 

10' 47ra2p(a)da 

(2.22) 

(2.23) 

(2.24) 

Figure 2.4 shows the pressures that would be predicted by the density structure of 

figure 2.3, and the SPH results. The 6400 km target shows a close agreement with 

the predicted values, but the 1700 km target has pressures which are approximately 

twice that predicted by equation 2.22. 

2.3.2 Previous applications of SPH to planetary impacts 

There have been several previous studies using SPH to model impacts on terrestrial 

planets. Perhaps the best-known are the papers by Benz and his co-workers [Benz 

et al. 1986, 1987, 1989, and Cameron et al. 1991], in which they examine the theory 

that the moon was formed as a result of a hypervelocity giant impact of a Mars-sized 

body with the proto-earth. They initially modeled both bodies as undifferentiated 

granite spheres , using the Tillotson equation of state. The simulations run after 

1987 use the ANEOS equation of state [Thompson and Lauson 1984]' and include 

iron cores in both the impactor and the target. The relative sizes of the impactor 

and target are similar to the ones we used for this study (their impactors are 0.1 to 

0.25 the size of the target by mass , ours are 0.06 to 0.22) , and the range of impact 

velocities is similar (11 to 15 km/s) to our values of 5 to 20 km/s , since they want 

to minimize the amount of destruction of the target, and maximize the amount of 

impactor material that would remain in earth orbit after the impact. Velocities that 

are too high tend to cause too much target material to be ejected, and too many 
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of the impactor particles to retain post-impact velocities that are higher than the 

escape velocity of the earth. For very low velocities , most of the impactor material 

is accreted to the earth, and too much remains in orbit within the Roche limit , and 

so would be broken up by the earth's tidal forces. 

The impact parameter (or impact angle) was varied as well. For low impact 

parameters (low angles) the impactor was completely destroyed and spread out into 

space. Higher impact parameters were therefore more favorable for forming a moon. 

In grazing impacts , clumps of impactor material remain in elliptical orbits around 

the target . These clumps are molten. This implies (though they do not state this 

directly) that the impactor is completely melted in the collision, which agrees with 

our findings, except for in the very slowest, high angle, collisions. These clumps, 

which are less highly shocked than the material that is spread out after impact , 

generally come from the side of the impactor that is farthest from the interface at 

the time of maximum compression. 

Benz et al. also applied SPH to study the question of the early history of Mercury 

[Benz et al. 1987] . The anomalously high density of Mercury as it exists today is 

proposed by them to be the result of a large collision which stripped off most of the 

planet 's mantle, leaving mostly the core material behind. For these simulations, the 

impact velocities are higher than in the moon-forming impact scenarios , between 10 

and 38 km/s. The target radius is 2400 km, which is intermediate to our two large 

targets, and the impact angle ranged from 0° and 36° . The impactor is 6% by mass 

of the target. Several combinations of impact velocity and angle were shown to yield 

a target that had been stripped of most of its mantle, leaving behind an iron core. 

Pongracic [1988] modeled impacts of silicate projectiles onto a semi-infinite body, 

much like the earlier two-dimensional finite-difference work of O'Keefe and Ahrens 

[1977a,b] . She varied the topography of the impact site, as well as the impact velocity 

(10 to 49 km/s) and impact angle (0° to 75°). Since the impactor is small compared 
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to the size of the target (which is essentially of infinite radius), gravitational effects 

were not considered. She found more material ejected at velocities greater than 

the surface escape velocity than predicted by the finite-difference model. This is in 

agreement with our results, which will be presented below. 

2.4 Results 

In this study, we modeled impacts on planetary scale targets (1700 and 6400 km 

radius) at impact velocities from 5 to 20 km/s and impact angles ranging from 0° 

to 90°. Thus an angle of 0° corresponds to a normal impact, and an impact angle 

of 90° is a grazing impact. Both target and impactor were modeled as gabbroic 

anorthosite, using the Tillotson equation of state outlined above, with the parameters 

from the work of Ahrens and O'Keefe [1977] . Only the early stages of the impacts 

were followed, out to about 2 hours of real elapsed time after the impact occurred. 

Thus, unlike the work of Benz et al., we did not seek to answer questions about the 

ultimate fate of the ejected material, i.e., whether the particles that did not achieve 

escape velocity would orbit around the target, land back on the surface, or form 

a disk around the planet. The calculations are sufficient, however, to estimate the 

amount of melting and vaporization of the material, the energy partitioning, and the 

production of ejecta at velocities sufficient for it to escape the pull of the target's 

gravity. 

For each target, we used two sizes of impactors. The larger one was 60% of the 

radius of the target (22% of the mass), and the smaller one was 40% by radius, 6% 

by mass. Each impactor was sent toward the target at 5, 10, and 20 km/s , at impact 

angles of 0° , 5°, 15°, 30° , 50° , and 90°. The velocity at infinity of the impacts ranged 

from 3.6 to 18.6 km/s for the 1700 km targets, and -2.5 to 12.5 km/s for the 6400 

km targets . Early work on scaling laws for impacts [e.g., Gault and Wedekind 1969] 
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suggested that the amount of ejecta produced in a given impact was related to the 

specific energy (the ratio of the impactor kinetic energy to the target mass). If this 

were the case, the outcomes of, for instance, the impacts of the 40% impactors at 

10 km/s on the two different targets would be similar. Yet, as will be shown below, 

there are significant differences in the aftermaths of collisions on the two bodies. 

Figures A.l - A.54 show the results of some representative runs. Figures A.31 

- A.50 show three cases of 10 km/s impacts on the 6400 km target with the 60% 

impactor at 15°,50° and 90°. The velocities of the individual particles are represented 

by arrows; the position of a particle is at the origin of the arrow. Boxes at the end of 

arrows indicate particles from the impactor. Some impactor particles have traveled 

out of the frame and thus are not evident in the later pictures. The view is from the 

z-axis, and the impactor came in from the top of the page. All particles are shown; 

however, due to the initial geometry of the bodies, some are hidden behind others. 

Particles nearest the impact point are shocked the hardest, and travel fastest. In the 

15° and 50° impacts, only 0.6% of the target (6 particles) are traveling fast enough to 

escape the target. Other particles are affected by the target's gravity, and eventually 

curve back around toward the target instead of traveling straight out from it. The 

target suffers significant damage during the impacts, as nearly an entire hemisphere 

is blown away, and the remaining part is highly deformed. Much of the impactor is 

accreted to the target, and may be seen at the edge of the deformed side of the target. 

Normal and near-normal impacts send particles in directions nearly perpendicular to 

the impact direction, while the more oblique impacts send material into trajectories 

which are generally closer to the impact direction. In the most oblique impact in 

this series, much of the impactor material remains in a clump following the bulk of 

the disturbed target particles. 

The same range of impact angles for impacts at 20 km/s is shown in figures A.35 

- A.54. Notice that more particles are moved away from the target, and that more 
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of them are scattered back with a component of velocity in the opposite direction of 

the impact. More of the disturbed particles are ejected at velocities high enough to 

escape the target, and less of the impactor material is accreted. Most of the particles 

moved from the target have trajectories that do not curve back around towards the 

main mass of the remaining target. 

Figures A.16 - A.30 show the results of the ISo, SOo and 900 impacts at S km/s on 

the 1700 km target with the 60% impactor. These impacts are much more destructive 

than the corresponding impacts on the 6400 km target. Two to 3% of the target 

material is ejected at velocities sufficient for escape from the target , and only 20 to 

60% of the impactor material is accreted, even at this relatively low impact velocity. 

Similar impacts (S km/s , 60% impactor) on the 6400 km target produce no ejecta, 

and accrete all of the impactor to the target. 

The effects of increasing the impact velocity are shown in figures A.l - A.lS for 

impacts at ISO by the 40% impactor on the 1700 km target. The impact at S km/s 

does very little damage to the target, and manages to dislodge only a few particles 

(the total amount of ejecta is 0.4% of the target mass). An impact at 10 km/s is 

much more destructive, and causes 1.7% of the target to be ejected at velocities 

greater than the escape velocity (2.4 km/s). The impactor particles are scattered 

widely. The 20 km/s case disrupts the target greatly. The entire target feels the 

effects of the impact, and 24% of the target is ejected. Only 33% of the impactor 

material is accreted to the target, as opposed to SS% in the 10 km/s case, and 9S% 

in the S km/s case. 

2.4.1 Melting and vaporization 

Figures 2.5 - 2.9 and tables 2.3 - 2.6 show the amount of melting and vaporization 

resulting from these impacts. By "melted" and "vaporized" we mean the material 

which was shocked to an internal energy sufficient to cause complete melting or 
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vaporization of the particle. Thus these figures do not include regions of partial melt 

or partial vaporization. In figure 2.5, the results of impacts onto the 6400 km target 

are plotted in the lower half of the figure, and those of the 1700 km target are shown 

in the upper half. Impacts by the 40% impactor are on the left , the 60% impactor on 

the right. All melt and vapor production is plotted normalized to the impactor mass. 

In the case of the impacts by the 60% impactor, the maximum amount of melting of 

the target possible is 4.55 projectile masses , since the mass of the impactor is 22% of 

the target. Thus the curves for the impacts at 20 km/s flatten out for the strongest 

(lowest impact angle) impacts , in which the entire target was melted. The amount of 

vaporization is shown by a bar below the plot ted point. In most of the impacts , the 

amount of complete vaporization of the target material is quite small. In all cases , 

the amount of target material vaporized is significantly higher on the 6400 km target 

than in the corresponding impacts on the 1700 km target , by a factor of 2 to 3 for 

the 60% impactors, and 10 to 20 for the 40% impactors. 

Figures 2.6 - 2.9 show the dependence of melt and vapor production on impact 

velocity for normal and the most oblique impacts. The amount of melt , measured 

in units of impactor mass, shows a clear dependence on the squared impact velocity 

in the case of the normal (0°) impacts (figure 2.6) . (As in figure 2.5, the curves 

for the impacts with the 60% impactor are limited in the 20 km/s impacts by the 

fact that not more than 4.55 impactor masses can be melted.) The 90° impacts 

(figure 2.7) do not show as strong a dependence. This implies that the effects of 

increasing the impact velocity (and thus increasing the energy of the impact) are 

weaker for more oblique impacts. The corresponding plots of vaporization against 

impact velocity (figures 2.8 and 2.9) show a somewhat different relationship. Points 

are plotted only for those cases where some material was completely vaporized. The 

change in impact velocity from 5 to 10 km/s does not produce as large an increase 

in the amount of material vaporized as does the change from 10 to 20 km/s. This 
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suggests that there is a threshold velocity (or energy) that must be exceeded before 

significant vaporization of target material can occur. 

The amount of target material melted, when measured relative to the impactor 

mass, is quite similar for the 5 and 10 km/s impacts with both impactor sizes. A 

normal impact at 10 km/s melts 2.3 to 2.7 impactor masses in all cases. Since the 

amount of melt produced in the 20 km/s impacts is quite high, and for the larger 

impactor tends to melt the entire target for impacts at angles of 30° or less, it is 

difficult to compare the outcomes directly. However, it is clear that the impacts of 

the 40% impactor on the 1700 km target at 20 km/s produce 1.4 to 1.6 times as 

much melt as the impacts on the 6400 km target. This trend is not seen for impacts 

with the 60% impactor , where the melt output on the 1700 km target is 0.8 to 1.1 

times that of the 6400 km target, for the most oblique (50° to 90°) impacts, where 

the entire target was not melted. 

The effect of the obliquity of the impact seems to be strongest for higher velocity 

impacts. For the 5 km/s impacts on the 6400 km target , the amount of melt produced 

is 1.5 projectile masses for impacts at both 0° and 90° for the 60% impactor and is 1 

projectile mass at 0° and 0.8 at 90° for the 40% impactor. The smaller targets show 

more variation in melt production with impact angle compared to the same mass 

ratio impact on the larger target in all cases. For the 5 km/s impact, the amount of 

melt produced ranges from 0.25 to 0.67 projectile masses for the 40% impactor, and 

0.47 to 0.91 projectile masses for the 60% impactor. 

Appendix B contains more tables detailing the melt and vapor produced in our 

simulations. Tables B.l - B.8 show the amount of partial melt , in terms of the 

fraction of the target mass melted (tables B.l - B.4) , and measured relative to the 

mass of the impactor (tables B.5 - B.8). These tables list the mass that was shocked 

to an internal energy high enough to cause 1 %, 10%, 50%, 90% and 100% melting. 

At all levels of partial melting, the impacts with the 60% impactor at 5 km/s melt 5 
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Figure 2.5: Effect of impact angle on melt and vapor production. The mass of 
material melted and vaporized, in terms of number of projectile masses is plotted for 
all impacts. Impacts on the 1700 km target are above, and on the 6400 km target 
below. Impacts with an impactor that is 40% by radius of the target are shown on 
the left, with the 60% impactor on the right. The amount of vaporization is shown 
by the bars. 
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to 6 times as much of the target material as the impacts with the 40% impactor on 

both the 1700 and 6400 km targets. At 10 km/s , the ratio of target material melted 

with the 40% impactor to that melted with the 60% impactor is 3 to 4. Since the 20 

km/s impacts with the larger impactor melt the target completely at impact angles 

of 30° or less , we can only compare the impacts at SOo and 90°. The impacts on the 

1700 km target with the larger impactor melt 3 to 3.S times as much material as do 

the impacts with the smaller impactor. For the 6400 km target, the ratio is larger: 

3 to S.S. 

Impacts with equivalent impactor on the different targets vary in terms of the 

amount of target material melted. Approximately SO% to 100% more of the target is 

melted in the S km/s impacts on the 6400 km target than on the 1700 km target at 

all levels of partial melting and for all impact angles. For the 10 km/s impacts , the 

difference in the amount of target material melted is smaller: at most 20% more is 

melted in the less oblique collisions (impact angle less than 30°) on the 6400 target 

compared with the 1700 km target. The more oblique impacts show more variation 

in melt production, with 20 to 30% more target material melted in the SOo impacts, 

and 80 to 100% more melted in the 90° impacts . The corresponding figures for the 

40% impactor are: 60 to 200% more melt on the larger target for impacts at S km/sj 

10 to 70% more at 10 km/s, while the 20 km/s impacts actually produce less melt 

on the larger targets than on the 1700 km target , by a factor of 1.S to 2. 

When considered normalized to the mass of the impactor (tables B.S - B.8), the 

amount of melt produced in the impact still shows some variation with impactor size. 

If melt production scaled simply with the mass of the impactor, we should see the 

same amount of melt, in terms of the number of impactor masses melted, in the case 

of impact with either impactor at the same impact velocity and angle. However, our 

results show that for most cases , more melt is produced after impacts by the 60% 

impactor than the 40% impactor for both targets. On the larger target, impacts 
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with the 60% impactor at 5 km/s yield 20 to 90% more melt than impacts with the 

smaller impactor. This effect is more pronounced for more oblique impacts, where 

the melt production in the case of the 60% impactor is 60 to 90% higher than in the 

case of the 40% impactor. At 10 km/s , the agreement is much closer, and the amount 

of melt is at most 20% higher for the larger impactor, and is in some cases actually 

a few percent lower than the amount melted by the smaller impactor. Again, for 

the 20 km/s impacts we can only directly compare the most oblique collisions. For 

an impact at 500
, 6 to 9% more melt is produced by the 60% impactor; at 900

, the 

figures are 35 to 50%. 

On the smaller target, the melt production at 5 km/s is similar to what we see 

on the 6400 km target: 35 to 95% more impactor masses are melted after impact by 

the larger impactor. At 10 km/s , the melt amounts are much closer to each other, 4 

to 20% higher after the 60% impact. The 20 km/s impacts show the opposite trend: 

both the 500 and 900 impacts produce 10 to 20% less melt in the case of the 60% 

impactor than in the 40% case. 

The amount of target mass partially and completely vaporized is shown in ta­

bles B.9 - B.12 as the fraction of the total target mass , and in tables B.13 - B.16 

in units of impactor mass. The fraction of the total target mass vaporized is much 

greater in the collisions with the larger impactors. For the 1700 km target, collisions 

at 5 km/s produce only small amounts of partial vaporization, at the limit of our 

resolution in the 40% impactor cases. At 10 km/s, the amount of target material 

brought to 1% partial vaporization is 5 to 10 times higher in the 60% impacts, and 

at 20 km/s , 4 to 8 times higher than in the 40% case. The amount of material that 

is 50% vaporized after the 20 km/s impacts with the 60% impactor is 5 to 12 times 

higher than what is seen in the smaller impacts. On 6400 km targets, 5 to 8 times 

more target material is shocked to the 1% vaporization state for impacts with the 

60% impactor at all impact velocities. For 20 km/s impacts, the amount of target 
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material completely vaporized is 8 to 10 times higher in the 60% impacts. 

When measured normalized to the impactor mass, we again see that the amount 

of partial or complete vaporization of target material generated after an impact does 

not scale linearly with impactor size. For impacts on the 1700 km target at 10 

and 20 km/s, the 60% impactor shocks 1.5 to 3 times as many impactor masses to 

the 1 % vaporization state; at 20 km/s the same ratio holds for material completely 

vaporized. The results for impacts on the 6400 km target are similar: 1.5 to 2.3 

times as much target material is 1 % vaporized in the 60% collisions at all angles and 

velocities , and 2 to 3 times as much material is completely vaporized in the 20 km/s 

impacts. 

Comparing the results of equivalent impacts on the two targets in figure 2.10, 

we see that impacts on the larger target produce more vaporization in all cases. In 

this figure, the cumulative vaporized mass fraction of target particles is plotted in 

units of projectile masses. Impacts on the 1700 km targets are in the upper half of 

the diagram, and impacts with the 40% impactor are on the left. Only the results 

from the normal impacts are plotted. For a normal impact at 20 km/s with the 60% 

impactor on the 1700 km target, 3.1 projectile masses (68% of the total mass of the 

target) are brought to an internal energy sufficient to cause 1 % of the particle to be 

vaporized. Of that 3.1 projectile masses, 2.3 are 10% vaporized, 0.84 50% vaporized, 

and 0.4 completely vaporized. For impacts at 20 km/s with the 40% impactor, 2 

to 5 times as many impactor masses were completely vaporized on the 6400 km 

target as on the 1700 km target . For impacts at 10 and 20 km/s, 1 to 2.4 times as 

many impactor masses were 1% vaporized. For impacts with the 60% impactor, the 

normalized amount of target material 1 % vaporized was 3 to 5 times as much on the 

6400 km target for impacts at 5 km/s, 1.5 to 2.5 times for the 10 km/s impacts, and 

1 to 2 times as much for the 20 km/s impacts. The amount completely vaporized 

in impacts at 20 km/s was 2.5 to 3 times as much on the 6400 km target as on the 
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1700 km target . 

These values for the amount of melt and vapor produced are generally lower 

than those reported by O'Keefe and Ahrens [1977aJ. For impacts at 7.5 km/s, they 

found that 1.6 impactor masses were melted, intermediate to our values of 0.7 to 1.5 

projectile masses for impacts at 5 km/s and 2.25 to 2.7 impactor masses for impacts 

at 10 km/s . At 15 km/s, 9.5 impactor masses were melted, which is much higher 

than the 4.4 to 8.6 impactor masses we find for impacts at 20 km/s. They found no 

vaporization at 7.5 or 15 km/s , but 3.6 projectile masses were vaporized at an impact 

velocity of 30 km/s , while 42 impactor masses were melted. Our results show only 

minor amounts of vaporization at 5 and 10 km/s, and at most 1.1 impactor mass 

completely vaporized in the 20 km/s impacts. In our runs, it would be impossible 

to melt more than 4.55 projectile masses in the cases of the 60% impactor, and 16.7 

projectile masses in the cases of the 40% impactor, so the highest velocity impacts 

are obviously not directly comparable in terms of melt production. The relatively 

large size of the impactor to the target may have some effect on the relative amounts 

of melt produced. 
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Figure 2.10: Cumulative vaporized mass fraction of target particles partially vapor­
ized, in terms of projectile masses. Impacts on the 1700 km target are above, and 
on the 6400 km target below. Impacts with an impactor that is 40% by radius of 
the target are shown on the left , with the 60% impactor on the right. 
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Melting and vaporization for 1700 km targets 
40% impactor 

Impact Impact Melting Vaporization 
velocity angle Mmelt/Mimp Mmelt/ Mtaryet M"ap/Mimp M"ap/ Mtaryet 

0° 0.67 0.04 0 0 
5° 0.61 0.03 0 0 

5 km/s 15° 0.45 0.03 0 0 
30° 0.43 0.03 0 0 
50° 0.36 0.02 0 0 
90° 0.25 0.02 0 0 
0° 2.5 0.15 0 0 
5° 1.95 0.12 0 0 

10 km/s 15° 2.03 0.12 0 0 
300 1.75 0.11 0 0 
50° 1.63 0.10 0 0 
900 1.05 0.06 0 0 
0° 8.6 0.51 0.02 0.001 
5° 8.8 0.53 0.02 0.001 

20 km/s 15° 8.0 0.48 0.11 0.007 
30° 6.5 0.39 0.09 0.005 
50° 4.0 0.24 0.14 0.009 
90° 2.6 0.15 0.07 0.004 

Table 2.3: Mass melted and vaporized for impacts of the 40% impactor on the 
1700 km radius target. Mmelt and M"ap are the mass of target material melted or 
vaporized. The values are reported normalized to the mass of the impactor (Mimp) 

and the mass of the target (Mtarget). 
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Melting and vaporization for 1700 km targets 
60% impactor 

Impact Impact Melting Vaporization 
velocity angle Mmelt/Mimp Mmelt/ Mtarget Mvap/Mimp Mvap/ Mtarget 

0° 0.91 0.20 0 0 
5° 0.83 0.18 0 0 

5 km/s 15° 0.88 0.19 0 0 
30° 0.75 0.17 0 0 
50° 0.61 0.14 0 0 
90° 0.47 0.10 0 0 
0° 2.25 0.49 0.04 0.01 
5° 2.54 0.56 0.04 0.01 

10 km/s 15° 2.31 0.51 0.05 0.01 
30° 2.1 0.46 0.06 0.01 
50° 1.7 0.36 0.06 0.01 
90° 0.9 0.20 0.05 0.01 
0° 4.5 1.00 0.4 0.09 
5° 4.5 0.99 0.25 0.06 

20 km/s 15° 4.5 0.99 0.32 0.07 
30° 4.5 0.98 0.35 0.08 
50° 3.68 0.81 0.28 0.06 
90° 2.36 0.52 0.14 0.03 

Table 2.4: Mass melted and vaporized for impacts of the 60% impactor on the 
1700 km radius target. Mmelt and Mvap are the mass of target material melted or 
vaporized. The values are reported normalized to the mass of the impactor (Mimp) 

and the mass of the target (Mtarget). 
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Melting and vaporization for 6400 km targets 
40% impactor 

Impact Impact Melting Vaporization 
velocity angle Mmelt/Mimp M melt! Mtarget Mvap/Mimp Mvap/ Mtarget 

0° 1.01 0.061 0.02 0.001 
5° 0.94 0.056 0.02 0.001 

5 km/s 15° 1.03 0.062 0.02 0.001 
30° 0.83 0.050 0 0 
50° 0.87 0.052 0.03 0.002 
90° 0.79 0.048 0 0 
0° 2.4 0.14 0.02 0.001 
5° 2.2 0.13 0.02 0.001 

10 km/s 15° 2.2 0.13 0.07 0.004 
30° 2.0 0.12 0.07 0.004 
50° 1.8 0.11 0.13 0.008 
90° 1.6 0.09 0.10 0.006 
0° 5.5 0.33 0.4 0.024 
5° 5.4 0.33 0.42 0.025 

20 km/s 15° 4.7 0.31 0.38 0.023 
30° 4.1 0.25 0.43 0.023 
50° 3.2 0.19 0.29 0.017 
90° 1.9 0.11 0.22 0.013 

Table 2.5: Mass melted and vaporized for impacts of the 40% impactor on the 
6400 km radius target. Mmelt and Mvap are the mass of target material melted or 
vaporized. The values are reported normalized to the mass of the impactor (Mimp) 
and the mass of the target (Mtargetl. 
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Melting and vaporization for 6400 km targets 
60% impactor 

Impact Impact Melting Vaporization 
velocity angle MmeU/Mimp M melt! Mtarget Mvap/Mimp Mvap/ Mtarget 

0° 1.51 0.33 0.16 0.036 
5° 1.43 0.32 0.11 0.025 

5 km/s 15° 1.48 0.33 0.07 0.015 
30° 1.5 0.33 0.09 0.021 
50° 1.5 0.33 0.07 0.017 
90° 1.5 0.33 0.09 0.021 
0° 2.7 0.60 0.19 0.04 
5° 2.67 0.59 0.18 0.04 

10 km/s 15° 2.62 0.58 0.17 0.04 
30° 2.43 0.53 0.17 0.04 
50° 2.18 0.48 0.16 0.04 
900 1.84 0.41 0.13 0.03 
0° 4.4 0.97 0.99 0.22 
5° 4.5 0.98 1.1 0.23 

20 km/s 15° 4.4 0.96 1.1 0.23 
30° 4.1 0.91 0.85 0.19 
50° 3.5 0.77 0.66 0.14 
90° 2.8 0.61 0.44 0.10 

Table 2.6: Mass melted and vaporized for impacts of the 60% impactor on the 
6400 km radius target. Mmelt and Mvap are the mass of target material melted or 
vaporized. The values are reported normalized to the mass of the impactor (Mimp) 

and the mass of the target (Mtarget). 
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2.4.2 Pressure and internal energy 

With the onset of the impact, material in the target experiences increased pressure, 

internal energy, and density as a result of the shock. This effect is transmitted 

into the interior of the target at successive time steps. For the largest impacts , the 

entire target feels some perturbation due to the collision with the impactor. For the 

smaller and lower velocity impacts, however, the far side of the target may not see 

any increase in these parameters. 

Figures 2.11 - 2.14 show the variation of pressure with time as a function of the 

initial position of the particles relative to the point of impact. The points plotted 

represent the average pressure at all points at a given distance from the point of the 

target where the impact is firs t felt . Thus the figures for areas away from the impact 

point include the pressures at points that were initially in the interior and on the 

sides of the target. The curves representing the states at later times still consider 

the particles as a function of their initial position in the target, regardless of whether 

they have been ejected or remain in place. Due to the limited number of points along 

any path running directly through the target from the impact point, we have used 

this averaging to attempt to get a general overview of the internal state of the target 

during and after the target. Figure 2.11 shows the pressure after a 20 km/s normal 

impact with the 60% impactor in the 6400 km target. Pressure is plotted against 

the dimensionless time 7, where 

(2.25) 

and Rimp and "\limp are the impactor radius and impact velocity, and t is the elapsed 

time since the start of the run. The initial contact occurred at time 7=1. 7. Before 

the impact (at 7=1 ), the target has a pressure profile that shows a higher pressure in 

the center of the body, and low pressure at the edges. As the shock moves through 

the target, the highest pressures are seen nearest the point of impact. Here the 
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pressure increases until 7=3.5, and then falls back down. The points farther away 

from the initial point of impact feel the effects later; the pressure increase is lower 

at the opposite end of the body. Pressures remain high on the side of the target 

nearest the impact point even after the initial shock has passed into the body, since 

the impactor is still trying to move through the target, and material is compressed. 

The arrow on the left side of the plot is the maximum pressure predicted by 

a one-dimensional impedance match solution for impacts of two anorthosite bodies 

at 20 km/s [Ahrens and O'Keefe 1977]. The predicted maximum pressure at the 

impact point is 5 Mbar, approximately half the actual maximum pressure of 10.9 

Mbar. This is an example of one of the strongest impacts on the 6400 km target; for 

smaller impacts, little to no change in pressure is felt on the other side. Figure 2.12 

shows the effects on pressure of impacts of the 40% impactor at 10 km/s and 00 

and 900 on the 6400 km target. In the 00 case, the initial contact occurred at time 

7=2.5; in the 900 case, it happened slightly later, at time 7=5. The impedance match 

solutions (marked by arrows on the axis) for impacts at 10 km/s predict a maximum 

pressure of 1.5 Mbar; these simulations yield maximum pressures of 3.8 Mbar for the 

normal impact and 2.9 Mbar for the 900 impact. The oblique impact does not bring 

the pressures in the target near the impact point to as high a state as the normal 

impact. At the later stages (7=10), the particles nearest the impact point have been 

dislodged from the surface and melted, and hence have low pressures. This occurs 

more noticeably in the normal impact, as more material has been disrupted. 

Two impacts with the 40% impactor at 150 on the 6400 km target at 5 and 10 

km/s are shown in figure 2.13. In the 5 km/s case, impact started at time 7=2.5 

and the maximum pressures nearest the impact point are over by 7=5. At late time 

(7=17), the target has come back to nearly the same pressure profile as it had before 

the impact. The 20 km/s impact initiated at time 7=4.5. Again, the maximum 

effects are seen 2.5 time units later, at 7=7. The pressures near the impact point are 



ll5 

8000 

--- 6000 "'" = .c -+ .:.: 
'-' 
Q,I 4000 
"'" = CIl 
CIl 
Q,I 

=':: 2000 

0 

0 4000 8000 12000 

8000 

--- 6000 "'" = .c -+ C 
Q,I 4000 
"'" 5.5 = CIl 

~ 
"'" 2000 Cl.c 

0 

0 4000 8000 12000 

Distance from point of impact (km) 
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higher than in the 5 km/s case by a factor of 2. The final (T=17) pressure profile 

is significantly lower than the initial state, due to the fact that a large amount of 

material was dislodged and vaporized. This impact melted 33% of the target and 

vaporized 2.3%, compared with the 6% melted in the 5 km/s impact. The impedance 

match solution for the 5 km/s case is 0.6 Mbar. Our pressures are a factor of four 

higher in this case, with a maximum pressure of 2.3 Mbar. 

Impacts on the 1700 km target do not generate pressures as high as those seen 

on the 6400 km target , but the pressure effects are seen throughout the target. 

Figure 2.14 shows the effects of impacts with the 60% impactor at 0° and 5 and 

20 km/s. In both cases, the initial impact occurred at time T=1.7. As is seen in 

the impacts on the larger targets, the pressure increase is felt farther back into the 

target at successive time steps. The 20 km/s impact has destroyed the target and 

completely melted it; the final (T =80 ) pressure profile is nearly flat, and all pressures 

are low. The pressures are closer to the impedance match solutions of 0.6 and 5 Mbars 

for impacts at 5 and 20 km/s. We find pressures of 0.4 Mbar in the 5 km/s case, 

and 7.4 Mbar in the 20 km/s case. 

The maximum values of pressure and density achieved during the simulations of 

impacts at 5° and 50° at all impact velocities are shown in figures 2.15 - 2.22. For 

impact on the 1700 km target with the 40% (figure 2.15) and the 60% (figure 2.16) 

impactor, we see that the pressure increase at distances away from the point of impact 

is greater with increasing impact velocity and a.t lower impact angles. Impacts at 5° 

and 5 and 10 km/s have similar maximum pressure profiles near the impact point 

and at more than one target radius away, but differ in the intermediate range, where 

higher pressures are seen after the 60% impact. The curves for 20 km/s impacts 

show a stronger difference. In the 50° impacts, the 5 and 10 km/s pressures near 

the impact point are larger by a factor of 2 in the 60% impacts; for the 20 km/s 

impacts, the pressures are higher still , three times as high as in the 40% impacts. 
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Figure 2.14: Pressure as a function of distance from the point of impact for impacts 
of the 60% impactor on the 1700 km target at 0° and 5 and 20 km/s. Note the 
difference in the vertical scales. 
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The difference between the 5° and 50° impacts with the larger impactor are much 

smaller; peak pressures are only 30% higher in the less oblique impact. With the 

40% impactor, there is a more pronounced change in the maximum pressure near the 

impact point with impact angle: the 5° impacts yield pressures which are twice as 

high as the 50° impacts. The maximum pressures in our simulations on the 1700 km 

target were generally lower than the one-dimensional impedance solutions, indicated 

by the arrows. For the 5° impacts, the maximum pressures were 0.2, 1.3, and 3.8 

Mbar, compared to the predicted values of 0.6, 1.5, and 5.0 Mbar. In the 50° case, 

the maximum pressures were 0.4, 0.9, and 3.2 Mbar. 

The variation in the maximum internal energy with distance from the point of 

impact on the 1700 km target is shown in figures 2.17 for the 40% impactor and 2.18 

for the 60% impactor. The difference between a near-normal impact (5°) and an 

oblique impact (50°) is much more noticeable in the case of the smaller impactor, 

where the 5° impact produces internal energies near the point of impact which are 1.5 

times greater than those seen in the 60% impact. In contrast, the impacts with the 

60% impactor seem to be insensitive to the impact angle in terms of the maximum 

energy seen at a given distance from the point of impact. Comparing the collisions 

with the different impactors, we see that the difference in maximum internal energy 

is dependent on the impact velocity: for the 5 km/s impacts, the maximum internal 

energy near the point of impact is 1.3 times higher in the 60% impactor case, 1.5 

times higher for the 10 km/s impacts, and 2.2 times higher for the 20 km/s impacts. 

Maximum pressure profiles for impact on the 6400 km target are shown in fig­

ures 2.19 and 2.20. For both of the impactors, the maximum pressures near the point 

of impact in the 5° impact are 20% greater than those seen in the 50° impact. For 

both impact angles, the impacts with the 60% impactor produce maximum pressures 

which are 50% greater for the 5 km/s impacts, 60% greater for the 10 km/s impacts, 

and 110% greater for the 20 km/s impacts. However, the increase in pressure as a 
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function of impact velocity differs with impactor size. In the case of the 40% im­

pactor, the 10 km/s impacts produce pressures which are 1.2 times greater than the 

5 km/s impacts, and the impacts at 20 km/s produce pressures which are a factor 

of 1.5 times higher. For the 60% impactor, the changes are larger: 1.5 times for 

impacts at 10 km/s relative to 5 km/s, and 1.9 times for 20 km/s versus 10 km/s. 

The pressures seen in these simulations for impacts on the 6400 km target are higher 

than the impedance match solutions. The maximum pressures in the 5° impacts 

were 2.9, 3.9, and 5.8 Mbar in the 40% impacts, and 4.2, 6.4, and 12.1 Mbar in the 

60% impacts for velocities of 5, 10, and 20 km/s. For the 50° impacts, the pressures 

were 2.6,3.2, and 4.7 Mbar for the 40% impacts, and 3.7, 5.2, and 10.4 Mbar for the 

60% impacts. 

Comparing the maximum internal energy profiles for the 6400 km target (fig­

ures 2.21 and 2.22), we again see that a change in impact angle has less effect on the 

maximum internal energy at a given point than does a change in the impact velocity 

or impactor size. For the 40% impactor, the energies reached after an impact at 5° 

are 1.4 times as large as an impact at the same velocity at an impact angle of 50°, 

while changing the velocity from 10 to 20 km/s increases the maximum energy by 

a factor of two. For collisions with the larger impactor, the difference is somewhat 

greater. The 5° impacts only bring energies up to a level 1.2 times higher than that 

reached after the 50° impacts, while increasing the impact velocity from 10 to 20 

km/ s increases the energy by a factor of 2.5. The larger impactor shocks the tar­

get harder; the differences are larger than those seen in corresponding impacts on 

the 1700 km target. At 5°, the 5 km/s impacts with the 60% impactor bring the 

maximum energy near the point of impact to a level two times higher than the same 

impact with the 40% impactor. The 10 km/s case gives energies 2.8 times as high, 

and for the 20 km/s impacts, the factor is 3.2. 
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Figure 2.19: The maximum pressure felt as a function of distance from the point of 
impact for impacts of the 40% impactor on the 6400 km target at 50 and and 500 
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Figure 2.20: The maximum pressure felt as a funct ion of distance from the point of 
impact for impacts of the 60% impactor on the 6400 km target at 5° and and 50° 
and 5, 10, and 20 km/s. The impedance match solutions are indicated by arrows. 
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point of impact for impacts of the 40% impactor on the 6400 km target at 5° and 
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2.4.3 Energy partitioning 

Simulations of normal impacts onto semi-infinite bodies [O'Keefe and Ahrens 1977a, 

Ahrens et al. 1989] predict that very little of the kinetic energy of the impactor will 

remain after the impact; it will be partitioned into kinetic and internal energy of the 

target material, and internal energy of the impactor material. This is not surprising, 

since the path of the impactor is effectively blocked by the target. For more oblique 

impacts, and for cases where the size of the impactor relative to the target is large, 

one would expect that some of the initial kinetic energy would remain as kinetic 

energy in the portion of the impactor material that had not been accreted to the 

target body. 

In our work, we find that the impact angle and velocity have a great effect on the 

final energy partitioning of the system. Tables 2.7- 2.10 show the percent of the total 

kinetic and internal energy residing in the internal and kinetic energy of the target 

and impactor. For the 1700 km target, the impacts by the 60% impactor result in 

significantly more of the energy remaining in the kinetic energy of the impactor. For 

normal impacts at 5 km/s, 2.5% of the total internal and kinetic energy is taken up 

by the kinetic energy of the impactor in the 40% impacts, while the value is 17.4% 

for the 60% impacts. Generally, the amount of kinetic energy of the impactor as a 

fraction of the total internal and kinetic energy increases with impact angle, since 

much of the impactor material passes freely beyond the target. The most oblique 

impacts on the 1700 km target result in as much as 75% of the energy being accounted 

for by the impactor kinetic energy. 

The impacts on the 6400 km targets show the same general trend of increasing 

amounts of kinetic energy remaining in the impactor particles after impact , but the 

amounts are in general lower than for the corresponding impacts on the 1700 km 

targets. For normal impacts, 2 to 20% of the total energy is in the kinetic energy of 

the impactor. For the most oblique impacts , the figure ranges from 6 to 57%. 
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Energy partitioning for 1700 km targets 
40% impactor 

Impact Impact Target Impactor 
velocity angle IE KE IE KE 

0° 49.9 3.5 44.2 2.5 
5° 48.3 2.6 46.9 2.1 

5 km/s 15° 47.7 2.7 46.7 2.9 
50° 40.9 2.3 43.0 13.8 
90° 31.8 0.84 31.3 36.1 
0° 44.0 5.3 42.5 8.2 
5° 41.3 4.9 45.3 8.5 

10 km/s 15° 39.9 4.9 44.4 10.9 
30° 36.8 5.2 40.3 17.7 
50° 28.1 4.6 31.5 35.8 
90° 17.9 1.7 20.2 60.2 
0° 27.4 14.5 44.5 13.6 
5° 25.9 11.3 47.3 15.4 

20 km/s 15° 25.5 10.8 45.8 18.0 
30° 24.3 10.1 39.9 25.7 
50° 17.3 6.0 26.3 50.3 
90° 10.1 2.0 14.5 73.4 

Table 2.7: Energy partitioning for impacts of the 40% impactor on the 1700 km 
radius target. IE and KE refer to the internal and kinetic energy, respectively, of 
the particles comprising the target or impactor. The values are listed as the percent 
of the total internal and kinetic energy, which, at the start of the run , is comprised 
entirely of the kinetic energy of the impactor. 
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Energy parti tioning for 1700 km targets 
60% impactor 

Impact Impact Target Impactor 
velocity angle IE KE IE KE 

00 50.0 11.2 21.4 17.4 
50 49.3 10.0 22.4 18.3 

5 km/s 150 51.4 9.6 20.5 18.6 
300 45.6 7.8 18.8 27.8 
500 39.3 7.2 16.4 37.1 
900 30.6 3.5 14.9 51 
00 32.9 29.2 13.7 24.2 
50 33.4 26.4 16.2 24.0 

10 km/ s 150 33.1 24.9 15.6 26.4 
300 30.7 20.4 13.7 35.2 
500 25.0 14.3 11.3 49.3 
900 16.7 8.1 8.0 67.1 
00 18.8 39.7 11.9 29.6 
50 18.2 33.5 14.2 34.0 

20 km/s 150 18.1 32.4 13.6 36.0 
300 17.6 30.8 11.5 40.1 
500 14.8 20.4 9.2 55.6 
900 10.3 9.0 5.4 75.3 

Table 2.8: Energy partit ioning for impacts of the 60% impactor on the 1700 km 
radius target. IE and KE refer to internal and kinetic energy. 
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Energy parti t ioning for 6400 km targets 
40% impactor 

Impact Impact Target Impactor 
velocity angle IE KE IE KE 

0° 32.7 1.7 63.7 1.9 
5° 31.8 1.6 64.6 2.1 

5 km/s 15° 32.0 1.6 64.2 2.1 
30° 30.0 1.8 65.1 3.0 
50° 26.9 1.8 67.2 4.1 
90° 23.3 1.7 68.8 6.1 
0° 16.7 9.2 51.8 22.2 
5° 16.2 8.7 52.2 22.8 

10 km/s 15° 8.1 5 50.5 25.5 
30° 15.1 7.2 46.5 31.2 
50° 11.2 4.6 36.9 47.3 
90° 5.9 2.5 24.9 66.7 
0° 13.6 10.3 55.4 20.6 
5° 13.3 11.9 58.7 16.0 

20 km/s 15° 12.9 11.4 57.6 18.2 
30° 12.0 10.7 53.3 24.1 
50° 9.5 8.1 45.7 36.7 
90° 5.8 4.9 32.2 57.1 

Table 2.9: Energy partitioning for impacts of the 40% impactor on the 6400 km 
radius target. IE and KE refer to internal and kinetic energy. 
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Energy partitioning for 6400 km targets 
60% impactor 

Impact Impact Target Impactor 
velocity angle IE KE IE KE 

0° 33 .9 26.3 35 .7 4.2 
5° 31.9 26.0 37.3 4.9 

5 km/ s 15° 32.0 25.8 37.4 4.8 
30° 32.1 25.0 38.1 4.7 
50° 32.4 24.5 38.5 4.6 
90° 31.8 21.7 40.2 6.3 
0° 23.9 28.5 38.9 8.6 
5° 23.5 26 .8 40.5 9.2 

10 km/s 15° 23.0 25.4 40.5 11 
30° 21.9 24.1 40.0 14.1 
50° 20 .8 20.3 37.0 21.9 
90° 18.1 15.4 35.0 31.5 
0° 11.5 41.7 26 .6 20.2 
5° 11.6 40.6 27.0 20.7 

20 km/s 15° 11.5 39.7 26.7 22.2 
30° 10.8 37.1 25 .0 27.1 
50° 8.8 28. 1 23.0 40.1 
90° 6.8 20.5 19.6 53.1 

Table 2.10: Energy partitioning for impacts of the 60% impactor on the 6400 km 
radius target. IE and KE refer to internal and kinetic energy. 
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As the late stage kinetic energy of the impactor rises as a function of the impact 

angle, the other components fall. For 20 km/s impacts, the kinetic energy of the 

target falls from 10 to 40% at 0° to 2 to 20% for 90° impacts. The internal energy of 

the target falls from 12 to 27% at 0° to 6 to 10% at 90°, and the internal energy of 

the impactor falls from 12 to 55% at 0° to 5 to 32% at 90°. As the impact velocity 

increases, the amount of energy in the internal energy of the target and impactor 

both decrease, and the kinetic energies increase. 

The partitioning of energy as a function of time may be shown graphically, as in 

figures 2.23 - 2.25. Figure 2.23 shows the energy partitioning for impacts at 15° and 

90° and 20 km/s of the 60% impactor on the 6400 km target. The energy values 

are plotted against the normalized time T described in equation 2.25. The impact at 

15° shows the kinetic energy of the impactor comprising a much smaller percentage 

of the total internal and kinetic energy than in the 90° impact (22% versus 53%). 

When one considers the trajectory plots shown in figures A.I - A.54, where we see 

that much of the impactor material travels past the target in the oblique impacts, 

this is not surprising. 

Another example of energy partitioning is shown in figure 2.24, which gives the 

results of impacts on the 1700 km target at 5 km/s with the 60% impactor at angles 

of 15° and 90°. As before, the 90° case has much more energy in the kinetic energy 

of the impactor (51% versus 19%). These results differ from those on the 6400 km 

target, however, in that the internal energy of the target (and thus the degree of 

melting and vaporization) is a greater proportion of the total (30 to 50% as opposed 

to 30%). The kinetic energy of the target material is quite small, only 3 to 8%. 

Figure 2.25 shows two cases of impact at 15° of the 40% impactor on the 1700 km 

target, at 5 and 20 km/s to illustrate the effect of increasing the impact velocity. In 

the 5 km/s case, 3% of the initial energy is left in the kinetic energy of the impactor 

after the impact. The internal energy of the target and the impactor make up 94% of 
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Figure 2.23: Energy partitioning for impacts of the 60% impactor on the 6400 km 
target at 20 km/s and 150 and 900

• 



137 

the total internal and kinetic energy. At an impact velocity of 20 km/s , the internal 

energies of the two bodies take up 70% of the total, and the kinetic energy of the 

impactor material is 18% of the total. 

Figure 2.26 summarizes the partitioning of energy at the end of the runs for 

impacts at 00 and 900. The portion of the energy taken up by the kinetic energy 

of the target and impactor material increases with impact velocity from 20% at 

5 km/s to 40% at 20 km/s in the normal impacts, and from 30% to 70% in the 

oblique impacts. We can compare these results with those of Ahrens et al. [1989], 

as shown in figure 2.27 for impacts onto a half space. The amount of energy taken 

up by the target internal and kinetic energy varies from 85% in the 7.5 km/s case 

to 95% in the 45 km/s case. The amount of kinetic energy of the impactor material 

is negligible, since the infinite size of the target restricts the forward motion of any 

impactor material. Pongracic [1988] finds 90% of the system energy partitioned into 

the internal and kinetic energy of the target after a normal impact at 25 km/ s. For 

more oblique impacts, the amount of energy in the kinetic energy of the impactor 

increases from 4% at normal impact to 78% for an impact angle of 700. 
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Figure 2.24: Energy partitioning for impacts of the 60% impactor on the 1700 km 
target at 5 km/s and 15° and 90° . 
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Figure 2.25: Energy partitioning for impacts of the 40% impactor on the 1700 km 
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2.4.4 Ejecta production 

The ejecta production for these impacts is shown in tables 2.11 - 2.13. Here, ejecta 

is classified as the material which is dislodged from the target at velocities higher 

than the escape velocity, and includes material scattered both forward and backward 

relative to the impact velocity. Material which is removed from its original position 

but is not traveling fast enough to escape the target body's gravitational field is not 

counted. The 1700 km targets, which have an escape velocity at their surface of 2.4 

km/s, lose much more of their material than the larger targets do. Impacts at 5 

km/s on the smaller targets eject only minor amounts of material in the case of the 

40% impactor (0.3 to 0.4% of the target mass, or 0.05 to 0.07 projectile masses), and 

impacts with the 60% impactor are not much more effective at removing material, 

ejecting only 2 to 3% of the target, or 0.07 to 0.12 projectile masses. The higher 

velocity impacts, however, are quite destructive. The 60% impactor, colliding with 

the target at 20 km/s, completely destroys the target for all but the most oblique 

impacts. The smaller impactor is, of course, less destructive; a 20 km/s normal 

impact is still sufficient to cause more than half of the original target material to be 

ejected. More oblique impacts are much less effective at producing ejecta, and yield 

only a third to a tenth as much ejecta. 

For the 6400 km target, we find that the 40% impactor is too small to produce 

ejecta, even after the 20 km/s impacts. The 60% impactor, however, launches a 

small amount of target material (0.3 to 1.3% of its mass, or 0.02 to 0.06 projectile 

masses) as a result of a 10 km/s impact, and 5 to 9% of its mass (0.2 to 0.4 projectile 

masses) after a 20 km/s impact. The ejected particles, for both the 1700 and 6400 

km targets, are generally the most highly shocked of the target particles, and are the 

particles which were originally situated near the point of impact. 

We can plot the amount of ejecta produced as a function of the escape velocity 

(which is essentially the same as plotting against target size) to compare with the 
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Ejecta production for 1700 km targets 
40% impactor 

Mass of ejecta 
Impact Impact Total ejected Scattered back 
velocity angle Mej / Mimp Mej / Mta rget Mej / Mimp Mej / Mtarget 

0° 0 0 0 0 
5° 0 0 0 0 

5 km/s 15° 0.Q7 0.0043 0 0 
30° 0 0 0 0 
50° 0.05 0.0032 0 0 
90° 0 0 0 0 
0° 0.38 0.023 0.38 0.023 
5° 0.30 0.018 0.31 0.Ql8 

10 km/s 15° 0.28 0.017 0.2 0.012 
30° 0.27 0.016 0.22 0.013 
50° 0.45 0.027 0.25 0.015 
90° 0.14 0.009 0.09 0.005 
0° 8.8 0.53 7.6 0.456 
5° 5.3 0.32 4.8 0.286 

20 km/s 15° 4.0 0.24 2.95 0.177 
30° 1.4 0.084 1.17 0.07 
50° 1.1 0.066 0.54 0.032 
90° 0.67 0.04 0.38 0.023 

Table 2.11: Ejecta production for impacts of the 40% impactor on the 1700 km radius 
target. The mass of ejecta produced by the impact (Mej ) is listed normalized to the 
impactor mass (Mimp) and the target mass (Mtarget). Ejecta labeled "Scattered 
back" is the material which has a trajectory that takes it back above the plane 
tangent to the target at the point of impact. 
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Ejecta production for 1700 km targets 
60% impactor 

Mass of ejecta 
Impact Impact Total ejected Scattered back 
velocity angle Mej/Mimp Mej / Mtarget M ej/Mimp Mej / MtaTget 

0° 0.12 0.026 0 0 
5° 0.14 0.031 0.1 0.002 

5 km/s 15° 0.15 0.032 0.1 0.002 
30° 0.08 0.017 0 0 
50° 0.08 0.018 0.1 0.002 
90° 0.07 0.016 0 0 
0° 1.97 0.41 0.57 0.125 
5° 1.7 0.37 1.7 0.373 

10 km/s 15° 1.6 0.35 0.62 0.136 
30° 1.2 0.26 0.51 0.112 
50° 0.72 0.16 0.20 0.044 
90° 0.30 0.067 0.03 0.006 
0° 4.45 0.98 2.25 0.495 
5° 4.48 0.99 1.8 0.39 

20 km/s 15° 4.44 0.98 1.85 0.408 
30° 4.51 0.99 2.18 0.479 
50° 4.31 0.95 2.46 0.54 
90° 1.4 0.31 0.63 0.14 

Table 2.12: Ejecta production for impacts of the 60% impactor on the 1700 km radius 
target. The mass of ejecta produced by the impact (Mej) is listed normalized to the 
impactor mass (Mimp) and the target mass (Mtarget) . 
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Ejecta production for 6400 km targets 
60% impactor 

Mass of ejecta 
Impact Impact Total ejected Scattered back 
velocity angle Mej/Mimp Mej / Mtargel M.j/Mimp Mej / Mtarget 

00 0 0 0 0 
50 0 0 0 0 

5 km/s 150 0 0 0 0 
300 0 0 0 0 
500 0 0 0 0 
900 0 0 0 0 
00 0.06 0.013 0.06 0.013 
50 0.02 0.005 0.02 0.005 

10 km/s 150 0.03 0.006 0.03 0.006 
300 0.05 0.009 0.03 0.008 
500 0.03 0.006 0.01 0.002 
900 0.02 0.003 0.02 0.004 
00 0.39 0.086 0.39 0.086 
50 0.38 0.084 0.34 0.43 

20 km/s 150 0.38 0.084 0.34 0.075 
300 0.33 0.072 0.20 0.043 
500 0.29 0.063 0.08 0.018 
900 0.23 0.051 0.07 0.16 

Table 2.13: Ejecta production for impacts of the 60% impactor on the 6400 km radius 
target. The mass of ejecta produced by the impact (Mej) is listed normalized to the 
impactor mass (Mimp) and the target mass (Mtargetl. Note that there is no table for 
the impacts of the 40% projectile, since no ejecta resulted from those collisions. 
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results of O'Keefe and Ahrens [1977b], as in figures 2.28 - 2.30. In all three figures , the 

dashed lines represent the amount of ejecta, in terms of projectile masses, produced in 

impacts at velocities from 7.5 to 45 km/s on a semi-infinite target. These simulations 

did not take into account the effects of gravity. Dotted lines represent the ejecta 

estimated by Gault et al. [1963J from impact experiments for collisions at 6 km/s. 

The curve for 45 km/s impacts is as plotted in O'Keefe and Ahrens [1977bJ . The 

points plotted in figure 2.28 correspond to the total amount of ejecta produced by 

impacts at 5 km/s on the 1700 km target, and 10 and 20 km/s on both targets; only 

the values from both the normal and the most oblique impacts are plotted. The 5 

km/s impacts on the 6400 km target are not plotted, since no ejecta was produced in 

those cases. For the impacts on the 1700 km target (escape velocity 2.4 km/s), the 

ejecta production is about as much as would be predicted by O'Keefe and Ahrens for 

impacts at twice the velocity. For impacts on the 6400 km targets (11 km/s escape 

velocity), the discrepancy between the two sets of results is greater, and for the 60% 

impacts, the amount of ejecta is that which would be expected for impacts at 30 to 

60 km/s. Our results fit in to the range of ejecta production predicted by Gault for 

both target sizes. Figure 2.29 shows the results of impacts with the 40% impactor 

compared with the same curves as in figure 2.28. Since no ejecta was produced for 

either impacts at 5 km/s, or impacts with this impactor on the 6400 km target, we 

have points only for the 10 and 20 km /s impacts on the 1700 km target. For this 

impactor, we see that the amount of ejecta produced is that which would be predicted 

for impacts at velocities between 7.5 and 15 km/s in the O'Keefe and Ahrens model, 

and slightly less than that predicted by Gault et al. The oblique impacts at 10 and 

20 km/s produce about the same amount of ejecta, suggesting that, for the most 

oblique impacts, the size of the impactor is a more important factor in determining 

the amount of ejecta production than the impact velocity. 

In comparing our results to those of O'Keefe and Ahrens and Gault et aI., there 
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are several complications. Both of the earlier works assume that the target material 

has strength which ITiust be overcome before fragmentation can occur. Our hydro­

dynamic code assumes that any material strength will be small compared to the 

stresses induced by the impact, which is appropriate for impacts on this scale. Since 

the simulations of O'Keefe and Ahrens are of impacts onto a half-space, it is perhaps 

more valid to compare their results with ours by comparing the amount of ejecta 

which is launched on trajectories that take the particles above the plane tangent to 

the target at the point of impact. (This is the plane pictured in figure 2.1.) Fig­

ure 2.30 plots only ejecta meeting this requirement. Here, we find that the amount of 

material ejected from impacts onto the 1700 km target is in good agreement with the 

amount predicted by the half-space model of O'Keefe and Ahrens. A normal impact 

at 20 km/s produced an amount of ejecta that is intermediate to that predicted for 

impacts at 15 and 30 km/s; a normal impact at 10 km/s ejects as much mass as 

is predicted for 15 km/s. Oblique impacts produce less ejected mass. Impacts at 5 

km/s on the 1700 km target produce no ejected material that travels back above the 

plane at greater than escape velocity. In the case of the 6400 km targets, the mass 

of ejecta is still greater than that predicted by the half-space model, but is compat­

ible with the ejecta amounts predicted by Cameron and Benz [1991] and Pongracic 

[1988]. 

High amounts of ejecta production were also seen in the work of Cameron and 

Benz [1991] and are plotted on the same figure. Cameron modeled oblique impacts 

onto the earth of impactors ranging in mass from 0.14 to 0.25 (51% to 63%) of the 

target mass, at 11 and 15 km/s. The amount of ejecta produced ranges from 0 to 

0.075 projectile masses, which is intermediate to our values of 0 to 0.06 projectile 

masses for impacts with the 60% impactor at 10 km/s and 0.2 to 0.4 projectile masses 

for impacts at 20 km/s. 

Pongracic modeled impacts at 10, 25, and 50 km/s of a 5 km radius impactor 
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Figure 2.28: Total mass of material ejected from the target, measured as multiples 
of the projectile mass. All material ejected at greater than escape velocity is plotted, 
regardless of trajectory. The points plotted for each velocity represent the full range 
of ejecta production, for all impact angles. The dashed lines are modified from figure 
2a of 0 'Keefe and Ahrens [1977bJ, and show the amount of ejecta produced by normal 
impacts at 7.5, 15, 30, and 45 km/s. Dotted lines are from the experiments of Gault 
et aJ. [1963J. 
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Figure 2.29: Total mass of material ejected from the target, measured as multiples 
of the projectile mass. The points plotted for each velocity represent the full range 
of ejecta production, for all impact angles. The oblique impacts at 10 and 20 km/s 
produce roughly the same (small) amount of ejecta. The dashed and dotted lines are 
the same as in the previous figure. 
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Figure 2.30: Mass of material ejected from the target, measured as multiples of 
the projectile mass. Only material with trajectories above the plane tangent to the 
target at the point of impact are considered here. The points plotted for each velocity 
represent the full range of ejecta production, for all impact angles. The dashed and 
dotted lines are the same as in figure 2.28. 
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onto a semi-infinite target at various impact angles. She found ejecta to be produced 

in the 10 km/s impacts only for the case where the impact angle was 30°, where 

0.035 projectile masses were ejected. For the 25 km/s impacts, the amount of ejected 

material ranged from 0.066 (the most oblique impact) to 0.33 (30°) projectile masses. 

The fastest impacts produced 1.25 and 0.97 projectile masses of ejecta. These values, 

though caused by a much smaller impactor, are still close to the ones we find in this 

study. 

In addition to examining the amount of target material ejected in the impact, 

we may also consider the amount of impactor material that gets accreted to the 

target, i.e., the material that, after the impact, has a velocity less than that required 

to escape the target. Table 2.14 shows the figures for all cases of impacts on the 

1700 and 6400 km targets. For the larger targets, the 5 km/s impacts occurred 

at a velocity so low compared to the surface escape velocity that all the impactor 

material remains gravitationally bound to the target after the impact for both the 

40% and the 60% impactors. The same is almost true for the 10 km/s impacts, but a 

small fraction (up to 7%) of the impactor material leaves the target at greater than 

escape velocity in the more oblique and larger impacts. For the 20 km/s impacts, 

the low impact angle cases for the 40% impactor also result in most of the impactor 

material being accreted to the target, but in the 90° impact, 49% of the impactor is 

accreted. The 60% impactor at 20 km/s does not leave as much material behind. In 

the low angle (0° - 30°) impacts, approximately 70% of the impactor is accreted to 

the target . For the 90° impact, only 30% remains with the target after the impact. 

The impacts on the smaller targets result in much less accretion. Even at the 

relatively low impact velocity of 5 km/s, only 38% of the 40% impactor is accreted 

to the target. For the 20 km/s impacts, the velocity of the particles is so high that 

very few of them remain with the target after impact. It is interest ing to note that 

the figures for the 5 km/s impacts on the 1700 km target are similar to those for the 
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Accretion of projectile mass 
Impact Impact 6400 km targets 1700 km targets 
velocity angle 40% impactor 60 % impactor 40% impactor 60%impactor 

0° 1 1 0.95 0.74 
5° 1 1 0.95 0.67 

5 km/s 15° 1 1 0.93 0.65 
30° 1 1 0.91 0.49 
50° 1 1 0.66 0.35 
90° 1 1 0.38 0.22 
0° 1 0.97 0.63 0.25 
3° 1 0.96 0.60 0.27 

10 km/s 15° 0.99 0.95 0.55 0.24 
30° 0.97 0.96 0.41 0.23 
50° 0.95 0.93 0.23 0.15 
90° 0.94 0.93 0.14 0.08 
0° 0.92 0.78 0.32 0 
5° 0.89 0.78 0.39 0 

20 km/s 15° 0.90 0.74 0.33 0 
30° 0.86 0.67 0.18 0 
50° 0.67 0.46 0.06 0 
90° 0.49 0.30 0.04 0 

Table 2.14: Mass of impactor accreted to both the 1700 km and the 6400 km targets. 
The figures are listed as the fraction of the total impactor mass. 



153 

20 km/s impacts on the 6400 km target, since in both cases the impact velocity is 

close to twice the surface escape velocity of the target. 

2.5 Discussion 

The results presented above show that impacts at the same ratio of impactor to target 

mass can have greatly different outcomes in terms of the amount of melting, vapor­

ization, and ejecta production, and in the partitioning of the energy in the system. 

The differences in the ejecta production are the greatest, and will be discussed below. 

The energy partitioning varies between the impacts on the 1700 km and the 6400 

km targets, but the differences are not striking. Perhaps the largest change when 

moving to the larger targets is that the fraction of energy in the internal energy of 

the target is higher, implying that the targetis more strongly shocked by the larger 

scale of the collision. This is related to the differences in the amount of melting and 

vaporization of the target . The melt production is overall quite similar for impacts 

at 5 and 10 km/s, but the 20 km/s impacts with the 40% impactor melt much more 

of the target than the'6400 km target. It is difficult to determine whether this would 

be the case for the 60% impactor, since both targets are nearly completely melted 

after the impact. The amount of vaporization, however, differs on the two targets. 

The number of projectile masses vaporized is anywhere from 2 to 20 times as much 

on the 6400 km targets as on the 1700 km targets. 

Ejecta production seems to be much more dependent on the size of the target. 

In every case, far more material was ejected from the 1700 km target than from the 

6400 km target. For instance, impacts with the 40% impactor, which were sufficient 

to remove half the target material from the 1700 km target after a normal impact 

at 20 km/s, caused no ejection of material from the 6400 km target. More ejecta 

was produced than the amount predicted by O'Keefe and Ahrens [1977aj, but the 
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results were in reasonable agreement with the findings of Cameron and Benz [1991J . 

Thus we suggest that impactor size is a significant factor in ejecta production after 

impacts, and that simple scaling of impact ejecta amounts from small targets to 

large ones may not hold. Moreover, the relative size of the impactor and the target 

may also be important. For smaller impactors, the target surface near the point of 

impact will have less curvature, and material will not be scattered forward to the 

extent that it is in our simulations of large impacts. 

Much work has been done on the fragmentation of targets III the laboratory, 

and the scaling of the results to apply to impacts of asteroids [e.g., Fujiwara and 

Tsukamoto 1980, Farinella et al. 1982, Housen and Holsapple 1990, Fujiwara et al. 

1989, Davis and Ryan 1990, Housen et al. 1991, and many earlier papersJ . The ex­

periments of Fujiwara and Tsukamoto [1980J, in which projectiles were fired at basalt 

targets, found that fragments which were ejected from the surface of the targets have 

higher velocities than those which originated in the interior, and those which came 

from the parts of the surface closest to the point of impact point traveled the fastest. 

This is in general agreement with our results; in our simulations, these are also the 

particles which are the most strongly shocked. They also performed experiments in 

which the target was hit obliquely, and found them to be equivalent to normal im­

pacts at a lower specific energy. (The specific energy is the ratio of the kinetic energy 

of the impactor to the mass of the target). These experiments are, of course, unable 

to simulate the effects of gravity on the distribution and production of ejecta. Also, 

the fracture of laboratory-scale targets will be affected by the strength of the target 

material, which is not an important factor at the scale of our simulations. Housen 

et al. [1991J have attempted to address the gravity problem by conducting fragmen­

tation experiments under pressure, which would simulate the lithostatic compressive 

stress in the interior of a large asteroid or planet. They found that the specific en­

ergy required to cause catastrophic fragmentation of the target (where more than 
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half of the target mass is ejected) increases with the overpressure applied, and thus 

would increase with the size of the targets, for large targets where gravity would be 

significant. 

A parameter often used in this literature is the "threshold energy", the specific 

energy above which catastrophic fragmentation occurs. The value of this parameter 

is determined from experiments such as those mentioned above, and from scaling 

arguments, which are ·used to extrapolate from the small, laboratory scale to the size 

of the targets of interest, asteroids or planets. Plots of the threshold specific energy 

as a function of target size, e.g., figure 9 of Fujiwara et al . [1989] , would predict that 

impacts with a specific energy of approximately 1 x 108 erg/ g would suffice to cause 

catastrophic breakup of the 1700 km target, and 1 x 109 erg/ g would catastrophically 

fragment the 6400 km target. But our impacts have specific energies ranging from 

7.5 x 109 erg/g for impacts at 5 km/s with the 40% impactor, to 4.4 x 1011 erg/g , 

for impacts with the 60% impactor at 20 km/s. Thus each of them should have done 

massive destruction to either target, with the largest remaining fragment being only 

on the order of 10-3 times the mass of the original body. However, we find that, in 

our simulations, even the largest impacts on the 6400 km target eject only 40% of 

the target mass, leaving 60% of the target together after the impact, and, for the 

1700 km target, only .the normal impact at 20 km/s with the 40% impactor and all 

impacts at 20 km/s with the 60% impactor cause catastrophic fragmentation of the 

target. 

Housen et al. [1991]' in their overpressure fragmentation experiments, have re­

vised these estimates to reflect the greater specific energies needed to catastrophically 

breakup the large bodies. Figures 2.31 and 2.32 are modified from figure 8 of Housen 

et al. [1991]. Plotted is the threshold energy per unit target mass Q* required for 

catastrophic fragmentation plotted against target radius . The dashed lines show 

other estimates of threshold energy determined by extrapolation of laboratory-scale 
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strength-dominated experiments. Three sets of points are plotted. The points from 

Fujiwara [1982] are the specific energies estimated to have caused the break up of the 

parent bodies of the Hirayama families of asteroids Eos, Themis, and Koronis. The 

squares are from the o·ver-pressure fragmentation experiments of Housen et aI., where 

the target radius is determined by equating the pressure at which the experiment was 

conducted with the average lithostatic stress in a body. The other points at the up­

per left of the figure are the ranges of specific energies for the normal impacts on the 

two targets we used in this study. Figure 2.32 is an expanded version of figure 2.31. 

The numbers associated with each point designate the amount of target material 

remaining after the impact. According to the work of Housen et al., it should take a 

specific energy of approximately 2 x 1010 erg/g to catastrophically breakup the 1700 

km target . This would imply that the 5 and 10 km/s impacts with the 40% impactors 

would be too small at specific energies of 7.5 x 109 and 1.8 X 1010 ergs/g, and the 5 

km/s impact with the 60% impactor (specific energy = 2.75 x 1010 ) would by just 

large enough, and that all the other impacts would be sufficiently large. The 6400 

km targets would require a much large specific energy, approximately 1011 ergs/g, for 

catastrophic breakup. Only the 20 km/s impacts with the 40% impactor (1.2 x 1011) 

and the 10 and 20 km/s impacts with the 60% impactor (1.1 x 1011 and 4.4 x lOll) 

would suffice; and only the latter case is significantly over the threshold energy. Our 

results show that catastrophic breakup occurred for the 1700 km target for a normal 

impact at 20 km/s with the 40% impactor, where 53% of the target was ejected. 

All other impacts with the smaller impactor on that target created much less ejecta. 

The 20 km/s impacts with the larger impactor caused catastrophic fragmentation 

in all but the most oblique impact; lower velocity impacts were not as destructive. 

For the 6400 km target , as mentioned above, the impacts with the 40% impactor 

produced no ejecta in any of the cases, and even impacts at 20 km/s with the 60% 

impactor did not cause more than 9% of the target mass to be ejected. Of course, 
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since the experimental results, even those conducted at pressure, cannot model the 

effect of gravity in drawing material back to the target, what we are calculating is 

really the mass of the largest re-accumulated fragment, the amount of material that 

has not achieved escape velocity. Therefore, we would expect the threshold specific 

energy required to eject half the mass of the target to be greater than the threshold 

energies listed above. Still, it appears that these results are not inconsistent with 

those of Housen et a\. [1991]. 

Another parameter suggested to determine the onset of catastrophic fragmenta­

tion in impacts is given in Farinella et a\. [1982]. Based on experimental data, they 

consider the ratio of the impactor to the target mass, and state that catastrophic 

breakup will occur when this ratio is above the value ji = 0.938R1.316/V2, where R is 

the radius of the target, and V is the impact velocity. For our cases, we find that for 

the 1700 km target, ji is 0.25 for 5 km/s impacts, 0.064 for 10 km/s, and 0.016 for 20 

km/s. Thus we would expect the 5 km/s impacts to cause catastrophic breakup only 

for larger impactors tlian the ones we used; the 10 km/s impacts to cause catastrophic 

breakup for the 60% impactor, and to be close to breakup for the 40% impactor, and 

the 20 km/s impacts of both impactors to be highly destructive. For the 6400 km 

targets, ji is 1.55, 0.388, 0.097 for 5, 10, and 20 km/s impact, respectively. It would 

thus be impossible to get catastrophic fragmentation from any 5 km/s impact (since 

ji > 1), and our impactors are much too small to get fragmentation from any impact 

at 10 km/s. The 20 km/s impact with the 60% impactor should cause catastrophic 

fragmentation. As above, the specific energy for catastrophic breakup seems to be 

higher in our simulation, but both models are not far off in estimating the amount 

of ejecta from the large impacts. 
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Figure 2.31: Threshold energy required for catastrophic fragmentation as a func­
tion of target size. Points above the solid line are in the catastrophic fragmentation 
regime, where the largest remaining fragment is less than half the mass of the orig­
inal target. The dashed lines are other estimates of the threshold energy based on 
extrapolation of strength regime results. The points plotted are identified in the 
following figure. This figure is modified from figure 8 of Housen et al. [1991]. 
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[1990J . 
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40% and 60% the radius of the target (6% and 22% of the mass). We examined 

the outcome of the impacts to investigate the effects of changing the impactor and 

target size, and impact angle and velocity on the amount of target material melted, 

vaporized, and ejected, and the amount of impactor material accreted to the target. 

We also examined the partitioning of the initial kinetic energy of the impactor into 

the post-impact internal and kinetic energies of both bodies. 

The impacts at 20 km/s were sufficient to melt large fractions of both targets. 

The 20 km/s impact with the 40% impactor melted more mass on the 1700 km target 

than on the 6400 km target, but the larger target had more material vaporized. The 

60% impactor melted the two targets almost completely at this velocity; again, the 

larger target had more vaporization. Impacts at 5 and 10 km/s are similar in terms 

of the amount of melt produced on the different targets with the different impactors 

when the mass of material melted or vaporized is considered in terms of the number 

of impactor masses. 

Previous work on impacts onto a half space [O'Keefe and Ahrens 1977a, Ahrens 

et al. 1989J predict that little to none of the initial kinetic energy of the impactor will 

remain after the impact; the energy will be converted to kinetic and internal energy 

of the target, and internal energy of the impactor. Our modeling shows this result 

not to hold for impacts on finite-sized bodies, especially as the impact velocity and 

impact angle increase. This is because the finite size of the target, and the large size 

of the impactor relative to the target , ensure that some material can pass beyond 

the target, and will not be stopped by the surface of the target. 

Impacts onto the 1700 km targets produce an order of magnitude more ejecta 

than do impacts at the same velocity with the same impactors on the large target, 

due to the lower escape velocity. The large impacts were sufficient to completely 

destroy the smaller target, but the greatest amount of material ejected from the 

6400 km target was only 9% of its mass. The amounts of ejecta produced from 
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the smaller, 1700 km targets are consistent with the values predicted by O'Keefe 

and Ahrens [1977aJ for impacts onto a semi-infinite target. The amount of ejecta 

produced in impacts on the 6400 km target is significantly larger than predicted by 

their calculations, but is not inconsistent with the results of Cameron et al. [1991J 

or Gault et aL [1963J. When compared to the amount of destruction predicted by 

Housen et aL [1991J or Farinella et aL [1982J, the ejecta production of our impacts is 

low, but not unreasonably so, when the effects of the gravitational field of the target 

in limiting the amount of material that can escape the target are considered. 
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Figure A.l: Impact of the 40% impactor at 150 and 5 km/s on the 1700 km tar­
get. Initial configuration: particles are located at the origin of the arrows, and the 
direction of the arrow head indicates the direction of the particle. All particles are 
plotted; however, some are hidden behind others. Particles which are essentially 
stationary are plotted with triangles. 
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Figure A.2: Impact of the 40% impactor at 15° and 5 km/s on the 1700 km target, 
at time r=7. 
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Figure A.3: Impact of the 40% impactor at 15° and 5 km/s on the 1700 km ta.rget, 
at time T=14. 
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Figure A.4: Impact of the 40% impactor at 15° and 5 km/s on the 1700 km target, 
at time r=21. 
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Figure A.5: Impact of the 40% impactor at 15° and 5 km/ s on the 1700 km t arget , 
at time 7=29. 
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Figure A.6: Impact of the 40% impactor at 150 and 10 km/s on the 1700 km target 
(initial configuration). 
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Figure A.7: Impact of the 40% impactor at 15° and 10 km/s on the 1700 km target 
at time r=14. 
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Figure A.8: Impact of the 40% impactor at 150 and 10 km/ s on the 1700 km target 
at time r=29. 
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Figure A.9: Impact of the 40% impactor at 15° and 10 km/s on the 1700 km target 
at time T=49. 
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Figure A.10: Impact of the 40% impactor at 15° and 10 km/ s on the 1700 km target 
at time T=57. 
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Figure A.ll: Impact of the 40% impactor at 150 and 20 km/s on the 1700 km target 
(ini tial configuration). 
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Figure A.12: Impact of the 40% impactor at 150 and 20 km/s on the 1700 km target 
at time T = 14. 
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Figure A.13: Impact of the 40% impactor at 150 and 20 km/s on the 1700 km target 
at time 7=29. 
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Figure A.14: Impact of the 40% impactor at 15° and 20 km/s on the 1700 km target 
at time 7=57. 
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Figure A.I5 : Impact of the 40% impactor at 15° and 20 km/s on the 1700 km target 
at time T=86. 
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Figure A.1 6: Impact of the 60% impactor at 15° and 5 km/s on the 1700 km target 
(initial configuration). 
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Figure A.17: Impact of the 60% impactor at 15° and 5 km/s on the 1700 km target 
at time T=5. 
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Figure A.18: Impact of the 60% impactor at 15° and 5 km/s on the 1700 km target 
at time r=10. 
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Figure A.1 9: Impact of the 60% impactor at 15° and 5 km/s on the 1700 km target 
at time r=20. 
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Figure A.20: Impact of the 60% impactor at 150 and 5 km/s on the 1700 km target 
at time T=30. 
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Figure A.21: Impact of the 60% impactor at 50° and 5 km/s on the 1700 km target 
(ini tial configuration). 
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Figure A.22: Impact of the 60% impactor at 50° and 5 km/s on the 1700 km target 
at time r=5. 
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Figure A.23: Impact of the 60% impactor at 50° and 5 km/ s on the 1700 km target 
at time r= 10. 



189 

... 
• 

T =20 

+--___ 16 km/sec 

____ 2000 km 

Figure A.24: Impact of the 60% impactor at 50° and 5 km/s on the 1700 km target 
at time r=20. 
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Figure A.25: Impact of the 60% impactor at 50° and 5 km/s on the 1700 km target 
at time 7=30. 
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Figure A.26: Impact of the 60% impactor at 900 and 5 km/ s on the 1700 km target 
(initial configuration). 
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Figure A.27: Impact of the 60% impactor at 900 and 5 km/s on the 1700 km target 
at time 7=5. 
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Figure A.28: Impact of the 60% impactor at 90° and 5 km/s on the 1700 km target 
at time r=10. 
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Figure A.29: Impact of the 60% impactor at 90° and 5 km/s on the 1700 km target 
at time r=20. 
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Figure A.30: Impact of the 60% impactor at 90° and 5 km/s on the 1700 km target 
at time 7= 30. 
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Figure A.3l: Impact of the 60% impactor at 15° and 10 km/s on the 6400 km target 
(initial configuration). 



197 

T=5 
50 km/sec 

7500 km 

Figure A.32: Impact of the 60% impactor at 150 and 10 km/s on the 6400 km target 
at time T=5. 
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Figure A.33: Impact of the 60% impactor at 15° and 10 km/s on the 6400 km target 
at time 1'=7.5. 
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Figure A.34: Impact of the 60% impactor at 15° and 10 km/s on the 6400 km target 
at time 7=10. 
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Figure A.35: Impact of the 60% impactor at 15° and 20 km/s on the 6400 km target 
(initial configuration). 



T = 5 

201 

t 

.... . ... ... . 
• p • • ... . 

r • f • , , ~ • • .... , . -.. 
• 

50 km/sec 

7500 km 

Figure A.36: Impact of the 60% impactor at 15° and 20 km/s on the 6400 km target 
at time r=5. 
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Figure A.37: Impact of the 60% impactor at ISo and 20 km/s on the 6400 km target 
at time r=7 .S. 
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Figure A.38· I at time T=io. mpact of the 60% impacto 0 r at 15 and 20 k mls on the 6400 k m target 
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Figure A.39: Impact of the 60% impactor a t 50° and 10 km/s on the 6400 km target 
(init ial configuration). 
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Figure A.40: Impact of the 60% impactor at 50° and 20 km/s on the 6400 km target 
at time 7=5. 
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Figure AAl: Impact of the 60% impactor at 50° and 10 km/s on the 6400 km target 
at time 7=7.5. 
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Figure A.42: Impact of the 60% impactor at 50° and 10 km/ s on the 6400 km target 
at t ime 7=10. 
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Figure A.43: Impact of the 60% impactor at 50° and 20 km/s on the 6400 km target 
(initial configuration). 
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Figure A.44: Impact of the 60% impactor at 50° and 20 km/s on the 6400 km target 
at time T=5. 
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Figure A.45: Impact of the 60% impactor at 500 and 20 km/s on the 6400 km target 
at time T=7.5. 
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Figure A.46: Impact of the 60% impactor at 50° and 20 km/s on the 6400 km target 
at time r =lO . 
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Figure A.47: Impact of the 60% impactor at 90° and 10 km/s on the 6400 km target 
(initial configuration) . 
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Figure A.48: Impact of the 60% impactor at 90° and 10 km/s on the 6400 km target 
at time 7=5. 
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Figure A.49: Impact of the 60% impactor at 90° and 10 km/s on the 6400 km target 
at time 1"=7.5. 
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IFigure A.50: Impact of the 60% impactor at 90° and 10 km/ s on the 6400 km target 
at time 7=10. 
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Figure A.51: Impact of the 60% impactor at 900 and 20 km/ s on the 6400 km target 
(ini tial configuration). 
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Figure A.52: Impact of the 60% impactor at 90° and 20 km/s on the 6400 km target 
at time 7=5. 
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Figure A.53: Impact of the 60% impactor at 900 and 20 km/s on the 6400 km target 
at time 1"=7.5. 
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Figure A.54: Impact of the 60% impactor at 90° and 20 km/s on the 6400 km target 
at time 7=10. 
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Melt production for 1700 km targets 
40% impactor 

Impact Impact Target mass partially melted 
velocity angle 1% 10% 50% 90% 100% 

5° .043 .043 .038 .037 .037 
15° .044 .044 .041 .031 .027 

5 km/s 30° .035 .035 .035 .026 .026 
50° .032 .032 .023 .022 .022 
90° .018 .018 .017 .015 .015 
0° .17 .17 .16 .15 .15 
5° .17 .16 .15 .13 .12 

10 km/s 15° .15 .15 .14 .12 .12 
30° .13 .13 .12 .11 .11 
50° .12 .12 .11 .10 .10 
90° .07 .07 .07 .06 .06 
0° .63 .62 .56 .51 .51 
5° .66 .65 .60 .54 .53 

20 km/s 15° .60 .59 .55 .49 .48 
30° .51 .49 .45 .40 .39 
50° .32 .32 .28 .24 .24 
90° .20 .20 .18 .16 .15 

Table B.1: Mass fraction of target material partially melted in impacts of the 40% 
impactor on the 1700 km target. 
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Melt production for 1700 km targets 
60% impactor 

Impact Impact Target mass partially melted 
velocity angle 1% 10% 50% 90% 100% 

0° .23 .23 .22 .20 .20 
5° .22 .22 .21 .18 .18 

5 km/s 15° .24 .24 .21 .20 .19 
30° .20 .20 .19 .17 .17 
50° .16 .15 .14 .14 .14 
90° .12 .12 .11 .11 .10 
0° .66 .64 .58 .52 .49 
5° .67 .66 .61 .56 .56 

10 km/s 15° .66 .65 .59 .52 .51 
30° .58 .55 .52 .47 .46 
50° .43 .43 .40 .37 .36 
90° .25 .24 .22 .20 .20 
0° 1 1 1 1 1 
5° 1 1 .99 .99 .99 

20 km/s 15° .99 .99 .99 .99 .99 
30° .99 .99 .99 .98 .98 
50° .92 .91 .88 .82 .81 
90° .60 .59 .56 .52 .52 

Table B.2: Mass fraction of target material partially melted in impacts of the 60% 
impactor on the 1700 km target . 
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Melt production for 6400 km targets 
40% impactor 

Impact Impact Target mass partially melted 
velocity angle 1% 10% 50% 90% 100% 

0° .081 .076 .063 .061 .061 
5° .072 .072 .065 .056 .056 

5 km/s 15° .077 .076 .070 .063 .062 
30° .066 .066 .062 .052 .050 
50° .064 .064 .064 .052 .052 
90° .058 .058 .058 .048 .048 
0° .19 .19 .17 .14 .14 
5° .1 7 .17 .16 .14 .14 

10 km/s 15° .17 .16 .14 .13 .13 
30° .16 .15 .14 .12 .12 
50° .13 .13 .12 .11 .11 
90° .12 .12 .11 .10 .09 
0° .35 .35 .33 .33 .33 
5° .36 .36 .35 .33 .33 

20 km/s 15° .33 .33 .32 .31 .31 
30° .27 .27 .26 .25 .25 
50° .21 .21 .20 .19 .19 
90° .13 .13 .13 .11 .11 

Table B.3: Mass fraction of target material partially melted in impacts of the 40% 
impactor on the 6400 km target. 
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Melt production for 6400 km targets 
60% impactor 

Impact Impact Target mass partially melted 
velocity angle 1% 10% 50% 90% 100% 

0° .37 .36 .35 .33 .33 
5° .36 .35 .34 .33 .32 

5 km/s 30° .36 .36 .34 .33 .33 
50° .38 .37 .35 .33 .33 
90° .37 .36 .35 .34 .33 
0° .63 .62 .61 .59 .59 
5° .63 .63 .62 .59 .59 

10 km/s 15° .60 .60 .59 .58 .58 
30° .58 .58 .57 .54 .53 
50° .52 .52 .50 .48 .48 
90° .44 .44 .42 .41 .41 
0° .98 .97 .97 .97 .97 
5° .99 .99 .99 .98 .98 

20 km/s 15° .98 .98 .97 .96 .96 
30° .93 .93 .92 .91 .91 
50° .81 .80 .79 .77 .77 
90° .66 .65 .63 .61 .61 

Table B.4: Mass fraction of target material partially melted in impacts of the 60% 
impactor on the 6400 km target. 
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Melt production for 1700 km targets 
40% impactor 

Impact Impact Proj. mass partially melted 
velocity angle 1% 10% 50% 90% 100% 

5° .72 .72 .62 .61 .61 
15° .74 .74 .68 .52 .45 

5 km/s 30° .58 .58 .58 .58 .43 
50° .54 .54 .38 .36 .36 
90° .31 .31 .29 .25 .25 
0° 2.88 2.88 2.67 2.5 2.5 
5° 2.77 2.7 2.56 2.14 1.95 

10 km/s 15° 2.58 2.56 2.27 2.04 2.03 
30° 2.18 2.18 2.0 1.78 1.75 
50° 2.02 2.02 1.8 1.71 1.63 
90° 1.19 1.19 1.12 1.05 1.05 
0° 10.5 10.4 9.3 8.6 8.6 
5° 11.1 10.9 10.0 8.97 8.83 

20 km/s 15° 10.0 9.77 9.12 8.23 8.0 
30° 8.47 8.09 7.5 6.72 6.5 
50° 5.4 5.26 4.7 4.1 4.0 
90° 3.26 3.28 3.06 2.72 2.57 

Table B.5: Amount of material partially melted in impacts of the 40% impactor on 
the 1700 km target, in units of projectile masses. 
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Melt production for 1700 km targets 
60% impactor 

Impact Impact Proj. mass partially melted 
velocity angle 1% 10% 50% 90% 100% 

0° 1.07 1.04 .98 .92 .91 
5° 1.0 .98 .94 .84 .83 

5 km/s 15° 1.11 1.08 .96 .89 .88 
30° .90 .89 .85 .76 .75 
50° .73 .70 .64 .61 .61 
90° .57 .55 .51 .49 .47 
0° 2.99 2.91 2.66 2.36 2.25 
5° 3.04 3.0 2.76 2.55 2.54 

10 km/s 15° 3.0 2.93 2.66 2.36 2.31 
30° 2.61 2.51 2.34 2.12 2.1 
50° 1.97 1.94 1.82 1.69 1.66 
90° 1.12 1.1 1.01 .91 .90 
0° 4.55 4.55 4.55 4.55 4.55 
5° 4.55 4.55 4.53 4.51 4.5 

20 km/s 15° 4.52 4.52 4.51 4.49 4.49 
30° 4.54 4.52 4.49 4.46 4.45 
50° 4.19 4.13 3.99 3.72 3.68 
90° 2.71 2.7 2.54 2.38 2.36 

Table B.6: Amount of material partially melted in impacts of the 60% impactor on 
the 1700 km target , in units of projectile masses. 
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Melt production for 6400 km targets 
40% impactor 

Impact Impact Proj . mass partially melted 
velocity angle 1% 10% 50% 90% 100% 

00 1.35 1.26 1.05 1.01 1.01 
50 1.21 1.21 1.08 .94 .94 

5 km/s 150 1.28 1.26 1.17 1.05 1.03 
300 1.10 1.10 1.03 .86 .83 
500 1.06 1.06 1.06 .86 .86 
900 .97 .97 .97 .79 .79 
00 3.1 3.1 2.8 2.4 2.4 
50 2.8 2.8 2.65 2.36 2.4 

10 km/s 150 2.8 2.7 2.6 2.23 2.2 
300 2.7 2.6 2.4 2.1 2.0 
500 2.2 2.2 2.1 1.8 1.8 
900 2.0 1.9 1.9 1.6 1.6 
00 5.9 5.8 5.6 5.5 5.5 
50 6.0 5.9 5.8 5.4 5.4 

20 km/s 150 5.6 5.5 5.3 5.1 4.7 
300 4.5 4.5 4.3 4.1 4.1 
500 3.5 3.5 3.4 3.2 3.2 
900 2.2 2.2 2.1 1.9 1.9 

Table B. 7: Amount of material partially melted in impacts of the 40% impactor on 
the 6400 km target, in units of projectile masses. 
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Melt production for 6400 km targets 
60% impactor 

Impact Impact Proj. mass partially melted 
velocity angle 1% 10% 50% 90% 100% 

00 1.68 1.62 1.59 1.51 1.51 
50 1.63 1.60 1.57 1.49 1.43 

5 km/s 300 1.64 1.62 1.6 1.51 1.48 
500 1.72 1.69 1.59 1.51 1.50 
900 1.67 1.64 1.58 1.53 1.50 
00 2.84 2.83 2.77 2.7 2.7 
50 2.87 2.87 2.8 2.7 2.67 

10 km/s 150 2.72 2.72 2.69 2.63 2.62 
300 2.64 2.64 2.57 2.44 2.43 
500 2.37 2.35 2.27 2.18 2.18 
900 1.99 1.99 1.92 1.86 1.84 
00 4.5 4.4 4.4 4.4 4.4 
50 4.5 4.5 4.5 4.5 4.5 

20 km/s 150 4.5 4.5 4.4 4.4 4.4 
300 4.2 4.2 4.2 4.1 4.1 
500 3.7 3.7 3.6 3.5 3.5 
900 3.0 3.0 2.9 2.8 2.8 

Table B.8: Amount of material partially melted in impacts of the 60% impactor on 
the 6400 km target, in units of projectile masses. 
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Vapor production for 1700 km targets 
40% impactor 

Impact Impact Target mass partially vaporized 
velocity angle 1% 10% 50% 90% 100% 

5° .001 .001 0 0 0 
15° .001 .001 0 0 0 

5 km/s 30° .003 .001 .0 0 0 
50° .001 0 0 0 0 
90° .004 .002 0 0 0 
0° .023 .023 .001 .001 0 
5° .024 .017 .001 0 0 

10 km/s 15° .018 .015 .001 0 0 
30° .021 .017 .003 0 0 
50° .022 .017 .001 0 0 
90° .013 .012 .004 0 0 
0° .11 .055 .024 .001 .001 
5° .093 .052 .017 .001 .001 

20 km/s 15° .11 .07 .015 .007 .007 
30° .12 .07 .023 .008 .005 
50° .084 .06 .021 .011 .009 
90° .058 .034 .013 .004 .004 

Table B.9: Mass fraction of target material partially vaporized in impacts of the 40% 
impactor on the 1700 km target. 
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Vapor production for 1700 km targets 
60% impactor 

Impact Impact Target mass partially vaporized 
velocity angle 1% 10% 50% 90% 100% 

0° .057 .04 0 0 0 
5° .052 .034 .001 0 0 

5 km/s 15° .064 .04 .001 .001 0 
30° .054 .036 0 0 0 
50° .046 .028 .002 0 0 
90° .026 .019 0 0 0 
0° .18 .14 .04 .01 .01 
5° .20 .14 .04 .02 .01 

10 km/s 15° .20 .15 .05 .01 .01 
30° .17 .11 .04 .02 .01 
50° .12 .09 .04 .02 .01 
90° .07 .05 .02 .01 .01 
0° .68 .51 .18 .096 .086 
5° .73 .61 .20 .063 .055 

20 km/s 15° .69 .54 .20 .081 .071 
30° .59 .43 .16 .08 .08 
50° .39 .31 .12 .06 .06 
90° .21 .17 .06 .03 .03 

Table B.10: Mass fraction of target material partially vaporized in impacts of the 
60% impactor on the 1700 km target. 
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Vapor production for 6400 km targets 
40% impactor 

Impact Impact Target mass partially vaporized 
velocity angle 1% 10% 50% 90% 100% 

0° .04 .015 .001 .001 .001 
5° .025 .015 .001 .001 .001 

5 km/s 15° .017 .017 .004 .001 .001 
30° .021 .015 .004 .002 0 
50° .019 .017 .008 .002 .002 
90° .018 .015 .012 0 0 
0° .041 .041 .01 .001 .001 
5° .041 .039 .013 .001 .001 

10 km/s 15° .038 .027 .015 .004 .004 
30° .041 .028 .015 .006 .004 
50° .041 .032 .012 .008 .008 
90° .031 .026 .016 .006 .006 
0° .13 .12 .046 .024 .024 
5° .14 .099 .044 .027 .025 

20 km/s 15° .13 .098 .046 .023 .023 
30° .12 .092 .046 .026 .023 
50° .084 .064 .034 .026 .017 
90° .068 .054 .029 .015 .013 

Table B.ll: Mass fraction of target material partially vaporized in impacts of the 
40% impactor on the 6400 km target. 
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Vapor production for 6400 km targets 
60% impactor 

Impact Impact Target mass partially vaporized 
velocity angle 1% 10% 50% 90% lDO% 

0° .20 .14 .075 .036 .036 
5° .18 .12 .077 .028 .025 

5 km/s 30° .16 .13 .06 .03 .021 
50° .15 .11 .061 .027 .017 
90° .14 .11 .055 .02 .02 
0° .33 .21 .065 .042 .041 
5° .32 .23 .075 .041 .040 

10 km/s 15° .32 .22 .074 .041 .037 
30° .29 .18 .061 .039 .037 
50° .24 .16 .064 .039 .036 
90° .17 .11 .054 .031 .029 
0° .79 .68 .43 .25 .22 
5° .79 .69 .42 .26 .23 

20 km/s 15° .74 .63 .39 .25 .23 
30° .65 .54 .32 .20 .19 
50° .50 .42 .24 .16 .14 
90° .37 .32 .18 .11 .lD 

Table B.12: Mass fraction of target material partially vaporized in impacts of the 
60% impactor on the 6400 km target. 



233 

Vapor production for 1700 km targets 
40% impactor 

Impact Impact Proj. mass partially vaporized 
velocity angle 1% 10% 50% 90% 100% 

5° .018 .018 0 0 0 
15° .018 .018 0 0 0 

5 km/s 30° .054 .018 0 0 0 
50° .016 0 0 0 0 
90° .072 .036 0 0 0 
0° .38 .38 .018 .018 0 
5° 040 .29 .018 0 0 

10 km/s 15° .31 .25 .018 0 0 
30° .34 .29 .054 0 0 
50° .36 .29 .018 0 0 
90° .22 .2 .07 0 0 
0° 1.82 .92 .4 .018 .018 
5° 1.55 .86 .29 .018 .018 

20 km/s 15° 1.86 1.14 .25 .11 .11 
30° 1.93 1.14 .38 .13 .09 
50° 1.41 .92 .34 .18 .14 
90° .97 .56 .22 .07 .07 

Table B.13: Amount of target material partially vaporized in impacts of the 40% 
impactor on the 1700 km target, in terms of number of projectile masses. 
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Vapor production for 1700 km targets 
60% impactor 

Impact Impact Pro j. mass partially vaporized 
velocity angle 1% 10% 50% 90% 100% 

00 .26 .18 0 0 0 
50 .24 .15 .005 0 0 

5 km/s 150 .29 .18 .005 .005 0 
300 .25 .16 0 0 0 
500 .21 .13 .01 0 0 
900 .12 .088 0 0 0 
00 .82 .65 .18 .04 .04 
50 .93 .66 .18 .07 .04 

10 km/s 150 .89 .69 .23 .05 .05 
300 .76 .49 .20 .07 .06 
500 .55 .41 .19 .07 .06 
900 .33 .24 .09 .06 .05 
00 3.09 2.34 .84 .44 .4 
50 3.34 2.77 .90 .29 .25 

20 km/s 150 3.14 2.46 .90 .37 .32 
300 2.68 1.96 .73 .35 .35 
500 1.77 1.41 .55 .29 .28 
900 .95 .76 .29 .15 .14 

Table B.14: Amount of target material partially vaporized in impacts of the 60% 
impactor on the 1700 km target, in terms of number of projectile masses. 
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Vapor production for 6400 km targets 
40% impactor 

Impact Impact Proj. mass partially vaporized 
velocity angle 1% 10% 50% 90% 100% 

0° .67 .25 .018 .018 .018 
5° .41 .25 .108 .018 .018 

5 km/s 15° .29 .29 .072 .018 .018 
30° .34 .25 .072 .036 0 
50° .32 .29 .13 .036 .026 
90° .31 .25 .20 0 0 
0° .68 .68 .18 .018 .018 
5° .68 .65 .22 .018 .018 

10 km/s 15° .63 .45 .25 .072 .07 
30° .68 .46 .25 .11 .07 
50° .68 .54 .20 .13 .13 
90° .52 .43 .27 .11 .10 
0° 2.11 2.03 .77 .40 .4 
5° 2.32 1.66 .74 .45 .42 

20 km/s 15° 2.14 1.64 .77 .38 .38 
30° 2.04 1.53 .77 .43 .43 
50° 1.41 1.06 .56 .43 .29 
90° 1.1 .90 .49 .25 .22 

Table B.15: Amount of target material partially vaporized in impacts of the 40% 
impactor on the 6400 km target, in terms of number of projectile masses. 
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Vapor production for 6400 km targets 
60% impactor 

Impact Impact Proj . mass partially vaporized 
velocity angle 1% 10% 50% 90% 100% 

00 .91 .63 .34 .16 .16 
50 .81 .56 .35 .13 .11 

5 km/s 300 .74 .57 .27 .13 .09 
500 .70 .51 .28 .12 .074 
900 .64 .50 .25 .098 .093 
00 1.51 .96 .29 .19 .19 
50 1.45 1.03 .34 .19 .18 

10 km/s 150 1.45 .98 .33 .19 .17 
300 1.31 .84 .28 .18 .17 
500 1.09 .72 .29 .18 .16 
900 .78 .52 .25 .14 .13 
00 3.59 3.07 1.97 1.12 .99 
50 3.59 3.15 1.93 1.19 1.06 

20 km/ s 150 3.38 2.88 1.79 1.12 1.05 
300 2.95 2.48 1.47 .93 .85 
500 2.29 1.92 1.11 .72 .66 
900 1.68 1.44 .80 .52 .44 

Table B.16: Amount of target material partially vaporized in impacts of the 60% 
impactor on the 6400 km target, in terms of number of projectile masses. 
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Binned melt production for 1700 km targets 
40% impactor 

Impact Impact Proj. mass partially melted 
velocity angle 0-10% 10-50% 50-90% 90-100% 100+ 

5° 0 0.09 0.02 0 0.59 
15° 0 0.05 0.20 0.04 0.43 

5 km/s 30° 0.02 0 0.14 0 0.38 
50° 0 0.16 0.02 0.00 0.33 
90° 0 0.05 0 0 0.18 
0° 0.14 0.14 0.09 0.07 2.2 
5° 0.11 0.18 0.41 0.13 1.55 

10 km/s 15° 0.05 0.31 0.20 0 1.73 
30° 0.02 0.18 0.23 0 1.41 
50° 0 0.22 0.13 0.04 1.28 
90° 0 0.11 0.04 0 0.83 
0° 0.14 1.08 0.79 0 6.78 
5° 0.36 0.68 1.05 0.13 7.10 

20 Ian/s 15° 0.47 0.54 1.03 0.18 6.15 
30° 0.45 0.58 0.83 0.18 4.58 
50° 0.22 0.56 0.65 0.02 2.63 
90° 0.02 0.25 0.34 0.09 1.59 

Table B.17: Amount of target material partially melted in impacts of the 40% im­
pactor on the 1700 km target. The mass of melted material produced by the impact 
is listed normalized to the impactor mass (Mimp), and is binned according to the 
amount of partial melting of each particle. 
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Binned melt production for 1700 km targets 
60% impactor 

Impact Impact Proj. mass partially melted 
velocity angle 0-10% 10-50% 50-90% 90-100% 100+ 

00 0.02 0.06 0.06 0.02 0.65 
50 0.04 0.04 0.10 0.01 0.60 

5 km/s 150 0.03 0.13 0.07 0.01 0.60 
300 0.01 0.04 0.08 0.01 0.50 
500 0.03 0.06 0.02 0 0.40 
900 0.02 0.04 0.02 0.01 0.35 
00 0.08 0.25 0.29 0.12 1.48 
50 0.07 0.25 0.21 0.01 1.60 

10 km/s 150 0.09 0.27 0.25 0.05 1.42 
300 0.13 0.16 0.23 0.02 1.35 
500 0.04 0.12 0.13 0.03 1.11 
900 0.03 0.08 0.10 0.01 0.57 
00 0 0 0 0 1.45 
50 0 0.01 0.02 0 1.18 

20 km/s 150 0 0.01 0.02 0 1.35 
300 0.01 0.04 0.03 0.01 1.76 
500 0.06 0.14 0.27 0.04 1.91 
900 0.02 0.16 0.15 0.02 1.41 

Table B.18: Amount of target material partially melted in impacts of the 60% im­
pactor on the 1700 km target . The mass of melted material produced by the impact 
is listed normalized to the impactor mass (Mimp), and is binned according to the 
amount of partial melting of each particle. 
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Binned melt production for 6400 km targets 
40% impactor 

Impact Impact Proj. mass partially melted 
velocity angle 0-10% 10-50% 50-90% 90-100% 100+ 

0° 0 0 0.09 0 0.41 
5° 0 0.14 0 0 0.56 

5 km/s 15° 0.02 0.09 0.14 0 0.74 
30° 0.04 0.07 0.09 0 0.49 
50° 0.02 0 0.20 0 0.52 
90° 0 0.04 0.13 0 0.52 
0° 0 0 0.29 0 1.73 
5° 0.13 0.11 0.29 0 1.60 

10 km/s 15° 0 0.23 0.18 0.02 1.65 
30° 0.07 0.22 0.13 0.02 1.38 
50° 0.04 0.14 0.25 0.04 1.15 
90° 0.13 0.07 0.23 0.07 1.03 
0° 0 0.29 0.09 0 3.8 
5° 0.09 0.11 0.36 0 3.7 

20 km/s 15° 0.04 0.25 0.14 0 3.2 
30° 0.05 0.16 0.38 0.13 2.3 
50° 0.07 0.07 0.22 0 1.8 
90° 0.04 0.05 0.18 0 .94 

Table B.19: Amount of target material partially melted in impacts of the 40% im­
pactor on the 6400 km target. The mass of melted material produced by the impact 
is listed normalized to the impactor mass (Mimp), and is binned according to the 
amount of partial melting of each particle. 
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Binned melt production for 6400 km targets 
60% impactor 

Impact Impact Proj. mass partially melted 
velocity angle 0-10% 10-50% 50-90% 90-100% 100+ 

0° 0.06 0.02 0.08 0 0.60 
5° 0.06 0.04 0.06 0.02 0.70 

5 km/s 30° 0.03 0.02 0.09 0 0.75 
50° 0.02 0.03 0.10 0.02 0.73 
90° 0 0.08 0.05 0.02 0.73 
0° 0.02 0.12 0.10 0 2.0 
5° 0.04 0.12 0.18 0 2.0 

10 km/s 15° 0.03 0.11 0.10 0 1.9 
30° 0.03 0.07 0.13 0.01 1.5 
50° 0.02 0.09 0.08 0.03 1.5 
90° 0.01 0.07 0.06 0.02 1.4 
0° 0.02 0 0.10 0.04 2.0 
5° 0.03 0.02 0.10 0.02 2.1 

20 km/s 15° 0.01 0.08 0.04 0.01 2.1 
30° 0.02 0.07 0.15 0.02 1.8 
50° 0.02 0.09 0.12 0.01 1.6 
90° 0.04 0.06 0.15 0.02 1.6 

Table B.20: Amount of target material partially melted in impacts of the 60% im­
pactor on the 6400 km target. The mass of melted material produced by the impact 
is listed normalized to the impactor mass (Mimp) , and is binned according to the 
amount of partial melting of each particle. 
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Binned vapor production for 1700 km targets 
40% impactor 

Impact Impact Pro j. mass partially vaporized 
velocity angle 0-10% 10-50% 50-90% 90-100% 100+ 

5° 0 0.02 0 0 0 
15° 0 0.02 0 0 0 

5 km/s 30° 0.04 0.02 0 0 0 
50° 0.02 0 0 0 0 
90° 0.04 0.04 0 0 0 
0° 0 0.36 0 0.02 0 
5° 0.11 0.27 0.02 0 0 

10 km/s 15° 0.05 0.23 0.02 0 0 
30° 0.05 0.23 0.05 0 0 
50° 0.07 0.27 0.02 0 0 
90° 0.02 0.13 0.07 0 0 
0° 0.90 0.52 0.38 0 0.02 
5° 0.68 0.76 0.27 0 0.02 

20 km/s 15° 0.72 0.88 0.14 0 0.11 
30° 0.79 0.76 0.25 0.04 0.09 
50° OA9 0.57 0.16 0.04 0.14 
90° OA1 0.34 0.14 0 0.07 

Table B.21: Amount of target material partially vaporized in impacts of the 40% 
impactor on the 1700 km target. The mass of vaporized material produced by the 
impact is listed normalized to the impactor mass (Mimp), and is binned according 
to the amount of partial vaporization of each particle. 
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Binned vapor production for 1700 km targets 
60% impactor 

Impact Impact Proj. mass partially vaporized 
velocity angle 0-10% 10-50% 50-90% 90-100% 100+ 

0° 0.08 0.19 0 0 0 
5° 0.08 0.15 0.01 0 0 

5 km/s 15° 0.11 0.18 0 0.01 0 
30° 0.08 0.16 0 0 0 
50° 0.08 0.12 0.01 0 0 
90° 0.03 0.09 0 0 0 
0° 0.12 0.47 0.14 0 0.04 
5° 0.27 0.48 0.10 0.03 0.04 

10 km/s 15° 0.21 0.46 0.17 0 0.05 
30° 0.27 0.29 0.13 om 0.06 
50° 0.14 0.22 0.12 0.01 0.06 
90° 0.10 0.15 0.03 0.01 0.05 
0° 0.75 1.50 0.40 0.04 0.39 
5° 0.57 1.86 0.62 0.03 0.25 

20 km/s 15° 0.68 1.55 0.54 0.04 0.32 
30° 0.72 1.23 0.38 0.01 0.35 
50° 0.36 0.86 0.26 0.01 0.28 
90° 0.19 0.47 0.14 0.01 0.14 

Table B.22: Amount of target material partially vaporized in impacts of the 60% 
impactor on the 1700 km target. The mass of vaporized material produced by the 
impact is listed normalized to the impactor mass (Mimp) , and is binned according 
to the amount of partial vaporization of each particle. 
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Binned vapor production for 6400 km targets 
40% impactor 

Impact Impact Pro j. mass partially vaporized 
velocity angle 0-10% 10-50% 50-90% 90-100% 100+ 

00 0.65 0 0 0 0.02 
50 0.25 0.11 0 0 0.02 

5 km/s 150 0.11 0.09 0.05 0 0.02 
300 0.09 0.18 0.04 0.04 0 
500 0.09 0.09 0.04 0.04 0.04 
900 0.09 0.02 0.20 0 0 
00 0 0.67 0 0 0.02 
50 0.11 0.31 0.20 0 0.02 

10 km/s 150 0.11 0.29 0.09 0 0.07 
300 0.22 0.25 0.11 0.04 0.07 
500 0.14 0.34 0.05 0 0.15 
900 0.22 0.16 0.04 0.04 0.07 
00 0.14 0.81 0.38 0 0.40 
50 0.29 0.68 0.29 0.04 0.42 

20 km/s 150 0.14 0.63 0.40 0 0.38 
300 0.34 0.76 0.34 0 0.43 
500 0.34 0.50 0.25 0.02 0.29 
900 0.04 0.45 0.20 0.04 0.22 

Table B.23: Amount of target material partially vaporized in impacts of the 40% 
impactor on the 6400 km target . The mass of vaporized material produced by the 
impact is listed normalized to the impactor mass (Mimp), and is binned according 
to the amount of partial vaporization of each particle. 
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Binned vapor production for 6400 km targets 
60% impactor 

Impact Impact Proj. mass partially vaporized 
velocity angle 0-10% 10-50% 50-90% 90-100% 100+ 

0° 0.28 0.29 0.18 0.04 0.12 
5° 0.20 0.21 0.22 0.01 0.11 

5 km/s 30° 0.14 0.32 0.14 0.03 0.07 
50° 0.12 0.29 0.11 0.03 0.07 
90° 0.12 0.24 0.14 0 0.09 
0° 0.14 0.25 0.06 0 0.19 
5° 0.13 0.26 0.06 0.01 0.18 

10 km/s 15° 0.10 0.28 0.15 0.02 0.17 
30° 0.24 0.40 0.10 0.01 0.17 
50° 0.22 0.41 0.12 0.01 0.16 
90° 0.09 0.13 0.05 0.01 0.13 
0° 0.28 0.54 0.51 0.12 0.99 
5° 0.15 0.54 0.47 0.14 1.10 

20 km/s 15° 0.15 0.59 0.42 0.06 1.05 
30° 0.28 0.65 0.55 0.07 0.85 
50° 0.20 0.53 0.32 0.06 0.66 
90° 0.18 0.30 0.22 0.04 0.44 

Table B.24: Amount of target material partially vaporized in impacts of the 60% 
impactor on the 6400 km target. The mass of vaporized material produced by the 
impact is listed normalized to the impactor mass (Mimp), and is binned according 
to the amount of partial vaporization of each particle. 




