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ABSTRACT 

Theoretical and experimental results are given for the 

wavelength dependence of speckle, thus establishing a method f or 

the reduction of speckle noise in holographic microscopy with the use 

of multitoned illumination and a panchromatic viewing system. A model 

is presented for a partially diffuse phase type of object and the 

statistical behavior of t he speckle produced in the image of this 

object is studied. A calculation is made for the spectral auto­

correlation function which gives a wavelength spacing required to 

decouple the speckle patterns produced by two tones, this spacing 

being found to be inversely proportional to the standard deviation 

of the heights of the scatterers on the object. A criteria is 

defined for the degradation of an image due to speckle and the 

resultant improvement is found to depend on the square root of the 

number of independent tones used. 

The wavelength dependence of speckle is verified in a 

series of experiments where we illuminate the object by both laser 

and bandlimited light. We first demonstrate the averaging of 

speckle in the image of a pap smear when we use four tone s of an 

argon laser (5145, 4965, 4880 and 4765 A). We then show that the 

image of a rough object is speckly even for bandwidths up to 5A ; 
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and then we demonstrate the smoothing of speckle when both a scotch 

tape diffuser and a section of an optic nerve is illuminated by six 

equally spaced bandlimited tones scanning l,50~ 

Thus, in this study, we demonstrate the feasibility of 

eliminating objective speckle in holographic microscopy using a 

multimonochromatic source and also provide a theoretical basis for 

studying the properties of rough surfaces by studying the wavelength 

diversity of the speckle produced by them. 
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Chapter I 

Introduction 

1.1 Statement of the Problem ---
The image of a rough object, illuminated with coherent light, 

appears granular in structure and a lot of the detail on the image is 

hard to discern for this reason. This granular nature of the image 

is due to the interference from the phase variations of the light due 

to the randomly distributed heights wi thin a res olution cell for the 

optical system forming the image. The same kind of granular structure 

is observed in t he scattered light from a rough object and is known as 

speckle. Io/ith incoherent light, the phases at various points change 

with time and the speckle pattern, averaged over a normal period of 

observation time, has a negligible contrast. 

This speckle has been a subject of numerous studies in the 

t (1-25 ) 
pas . One of the major reasons for this interest is because 

speckle is a detrimental factor in many aspects of holography, partic -

ularly in holographic microscopy and has been called the "enemy 

number one ,,(15) of holography. Most of these studies, however, had 

been r es tricted to the case of monochromatic illumination and the wave-

length dependence of speckle in the image of an Object had not been 

studied so f a r. 

The subject of this thesis is to study speckle with the objec-

tive of understanding its occurrence, its spatial variations as the 

wavelength of the illuminat ing beam is scanned through the visible spectrum 

and its averaging when the object is illuminated with a set of 
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monochromatic tones. Although both imaged and non-imaged speckle is 

of interest, we treat only the imaged case in our study since it 

is more general and reduces readily to the latter case. We therefore 

present both theory and experiments on the spectral dependence of 

speckle. Also from these studies we find that one method for reducing 

speckle in holography is to illuminate the object with a series of 

independent wavelengths to record a multi color hologram and then to 

view this hologram with a panchromatic viewing system. 

In the rest of this chapter, we first give a review of the pre-

vious work done on speckle. We then give a short preview of the 

materi al in the rest of this thesis. 

1. 2 Review of Previous Studies .9£. Speckle 

One of the first detailed studies of speckle in monochromatic 

illumination was made by M. Von Laue(l) in 1914 when, using a glass 

plate with lykopodium powder on it, he demonstrated the existence of 

speckle in the light scattered by this plate. For his illumination, 

he used an arc lamp source and a filter which provided blue light 

5 . 5 
spanning the wavelengths between 4.2 xIO- em and 4.3xIO- cm. For 

the non-imaged case, he also developed a theory where he assumed that 

the scattered radiation can be given as radiation scattered by a sum 

of N equally oriented scattering particles, and for an incident 

wave represented by 

-ikR 
e 

R 

where ex i3 y are the direction cosines and R is the distance 
0' 0' 0 
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between the point of origin of the wave and the scatterers, the scat-

tered radiation is given by 

1ji(a,S) 
-ikR N ik [x (a - a ) + y (S - S ) 1 

e Ie non 0 

R n 

where (xn'Yn) represent the coordinates of the scatterers. 

Speckle was rediscovered immediately after the advent of the 

visible helium-neon laser, and Rigden and GOrdon(2), Langmuir(3) and 

Oliver(4) have photographed and discussed the causes of this 

phenomenon and correctly attributed it to the fact that irregularities 

in the reflecting surface cause a random diffraction effect in the 

beam. Rigden and Gordon note that the size of the speckle depends 

upon the limiting aperture of the optical system in which the speckle 

is observed and present an analytical argument for this size depen-

dence of speckle. Langmuir notes that this speckle phenomenon is 

analogous to radar "clutter", while Oliver notes that the existence 

of the speckle depends upon the monochromaticity of the illumination 

and the stationarity of the scatterers. 

Goodman(5) studied the analytical properties of the speckle 

formed from light scattered by a diffuser, and his work contains the 

only prior consideration of the frequency dependence of speckle. He 

modeled the diffuser to be a set of randomly spaced antennas and used 

for the electric field a Gaussian distribution and the intensity a 

Rayleigh distribution. He then calculated the first order and second 

order statistics of the speckle as well as the spatial averages of 

the intensity. 
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The second order statistics of the speckle pattern formed by 

light scatte r e d from a rough surface were also calculated by 

Goldfis cher ( 6 ) . He took his model to be a set of densely packed 

scatterers. For· an incident power density p(u,v)and an attenuat i on 

by each scatterer et, he took the contribution of each scatterer to 

the field at some point (x,y) in the observation plane to be 

[ et p(u,v)"'u'" v/rrr2]1/2 cos[2rr(ct-r)/A+<p, ] 
uv 

where c is the velocity of light, r is t h e distance between the 

scatterer and the point (x,y) and 'Puv is a random phase angle asso-

ciated with the scatterer at (u,v) He then proceeded t o find the 

intensity by summing over the various random (u,v) and then, by assum-

ing that the distance between adj acent s catterers approached zero, he 

showed that the autocorrelation function of the speckle intensity is 

proportional to t he far fie ld diffraction pattern of the aperture 

filled by the a r ea of the diffuse surface . He then proceeded to 

verify this r esult experiment a lly. 

So far, t he general approach to the problem of speckle reduc-

tion in micros copic holography has been by the incoherent superposi-

tion of a number of diffus ely illuminated holograms of the same 

object. Martienssen and Spille r( 7) first showed that by taking holo-

grams of an object when the object is · illuminated through a diffuser 

and taking different holograms for different positions of the diffu-

ser, and the n superimposing the images formed by these different 

holograms, one can eventually, in the viewing, see a practi cally 
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speckle free holographic image . 

Enloe (8) made a statistical study of speckle in imaging systems . 

He also took for his model of a diffuser a set of point sca tterers 

randomly placed on the object, each scatterer radiating light at a 

di fferent phase. He then proceeded to calculate the first order 

statistics for the intensity in the image plane with t his model of a 

diffuser and the second order statistics, i . e., the autocorrelation 

function and the power spectral density of the intensity. He assumed 

in his calculations that the positions of the scatterers were given by 

a Poisson distribution while the phases were given by a normal distri -

bution. 

There has been a fair amount of interest i n the speckle reduc-

tion in holograms of objects which are smooth, but have been diffusely 

illuminated. Since speckle i s caused by the fact that light is scat-

tered by the diffuser which does not eventually get collected by the 

image , Leith and Upatnieks(9) have proposed making a diffuser with 

very gradual phase variations and placing it in contact with the 

object so that the light does not get scattered at 

to not be collected by a lens . On the other hand, 

high enough angles 

Gerritson et al(IO) 

have proposed a diffraction grating as an illuminator for the object. 

This way the y can control the angles of illumination and since the 

diffraction grating gives a series of beams the image of the hologram 

continues to have the redundancy necessary to reduce noise from dust, 

etc. Ori the other hand, for the grating placed very near the object , 

the illumination is uni fo rm and since the angles of the illumination 

are low enough to b e collected by the lens no speckle is seen . Thus 
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this is a reasonable way of illmninating a smooth object so as to 

avoid speckle while at the same time introducing the redundancy in 

the holograms which reduces noise due to scratches and dust . 

In the application of laser holography to microscopy, the speckle effect 

has been reported to be a severe obstacle(11-13), limiting the working 

resolution t o from a few to several times the classical optics limit. 

AB an example, Cox , Buckles and Whitlow(13) report resolutions of a 

few microns with biological specimens. 

The history of speckle has not been completely preoccupied with 

methods of reducing speckle. For example, Burch(14) has utilized 

speckle to study surface vibration. By e ither looking directly at 

t he scattered light from a rough surface or combining a beam scattered 

by the rough surface with a reference beam and observing this combina-

tion, it is possible iD study the vibration of the scattering surface. 

I f the surface moves toward or aw~ from the source, the brightness of 

the speckles will undergo a cyclic variation, the change from maximum 

to minimmn brightness corresponding to a displacement in the line of 

sight of one quarter wavelength of light. When the motion is very 

fast, the speckle becomes blurred and so the nodal areas can be 

easily picked out since in those regions the speckle will continue to 

have a high contrast. Although holographic techniques exist to enable 

the s rune kinds of studies, the speckle promises to provide a simpler 

and quicker method of assessing the nature of vibration a 

Gabor( 15) has classified speckle into two categories: The 

ob,lecti ve speckle that arises owing to uneven illmnination falling on 

the sub jed. The subjective speckle that arises from the roughness of 
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the subject in con junction with the convolving effect of a finite 

aperture . The ob jective type can occur when one holographically re-

cords a smooth transparency but with a diffuser placed in the beam 

illuminat ing the t ransparency. While the diffuser creates a helpful 

re dun dancy in t he recording, it als o leads to the deleterious speckle. 

He has argued that the only effective means for smoothing the subjective 

type of s peckle is to increase the aperture. Howe ver, if one draws 

this conclusion, it is implicitly assumed that operati on is at a 

single wavelength or that separate, i n dependent l ooks are not being 

made i n the overall process. 

Lowenthal et al(16-18) have studied theoretically the reduction 

of speckle in the images of coherently i lluminated rough objects by 

moving a diffuser in contact with the ob ject. They show that this is 

equivalent to illuminating the diffuser with in coherent light and re -

p ort the results o f experiments which confi-rm their theory. 

Dainty (19) provides a simplified method of analyzing the second 

order statistics of speckle using linear filter theory and square 1"" 

detection the ory . He reports some experimental results of the power 

spectrum of intensity fluctuations in an image with speckle and obtains 

an expression for the p owe r spectrum of the intensity f l uctuations in 

a speckle pattern produced by a partially coherent system. 

Close(21 , 22 ) uses the incoherent superpos ition of h olograms t o 

reduce the effect of speckle noise in his high resolution holocamera 

and obtains res olution of a few microns with this system. 

El baum, Greenebaum and King( 23) have done experiments on- the 

wavelength dependence of speckle . They successively recorded, on film, 
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the images of a rough bar target when the illumination consisted of 

the four tones of an argon laser (5145, 4965 , 4880 and 4765~). They 

then compared t he microdensitometer traces of these images to establish 

that the speckle pattern depended upon the wavelength of illumination. 

An interesting application of the speckle effect was reported 

by Mohon and Rodeman (24). It was noticed that when an observer moves 

his head, the motion of the speckle pattern observed by him is directly 

related to h is visual acuity. Thus, if he has pe rfect Vision, i.e., 

he is an emmotropic person, he observes little or no motion of the 

speckle pattern when moving his head. If he i s myopic he observes 

that the speckle pattern mOVes in the opposite direction relative to 

his head motion . If the observer has hypermetropia he will find that 

the speckle moves in the same direction as his head. This phenomenon 

finds itself as a convenient method of checking the visual acuity, 

especially of children, since the observer does not have to be able to 

read. 

The fact that the wavelength dependen ce of speckle is related 

to the r oot mean square deviat i ons in the scattering heights of a 

r ough object makes speckle a useful tool in studying the roughness of 

(25 ) a surface . So far, the only widely used method for measuring 

roughness is by a profilometer , which consists of a diamond stylus 

which is traced lightly across a surface contour to produce a time 

varying voltage output whose magnitude is directly proportional to 

the height of the surface contour. The voltage output does not pass 

the very high frequency components, the cutoff being known as the 
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"roughness width cutoff." However, the profilcxneter, though adequate, 

damages the surface under test and so laser speckle has been considered 

as a possibly useful alternative. Thus, by finding the linewidth of 

the illumination for which the speckle contrast is negligible, one can 

measure the standard deviation of the heights of the surface. 

1.3 Summary of Research 

In the fo l lowing chapters we study the behavior of the speckle 

electric field and intensity in the image of a rough object. We cal-

culate the statistical behavior of speckle and demonstrate the 

averaging of this speckle pattern when the illumination consists of a 

set of monochromatic tones. 

In Chapter II, consi dering a pure phase di ffuser, we derive 

expressions for the speckle electric field and intensity for the image 

of this diffuser. We use a physical argument in order to simplify the 

calculation of the wavelength spacing required to decorrelate the 

speckle. Experimental results which verify the theory are also given. 

In Chapter III we study the statistics of sums of the form 

r 
variances 

We calculate the density functions, the expected values, 

and the autocorrelation functions of R and I RI2 
Since the speckle intensity is of the form of R we can use the mathe-

matical results developed in this chapter to calCUlate the properties 

of laser speckle. 

In Chapter IV, we apply these results more specifically to 

examine the detniled statistics of' lfJ.ser speckle. We calculate the 

density functions, the degrud./ltion of the im/lge and. the spatial nod 
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spectral autocorrelation functions, under monochromatic and band­

limited illuminatio~ for the speckle. 

Thus , in this thesis we demonstrate, for the first time, a con­

venHmt technique for drastically re ducing speckle in holographic 

mi cros copy. We calculate a wavelength spacing for decorrelation of 

speckle and demonstrate experimentally this reduction of speckle. 

We also examine the speckle statistics, a knowledge of which provides 

us with a powerful t ool to study the surfaces of rough objects. 
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CHAPTER II 

Speckle Physics 

In this chapter we establish a physical basis for understanding 

the wavelength diversity of speckle and report some experimental results 

which verify our theory. Thus, in section 2.2 we give a conceptual 

argument for an order of magnitude estimate for the wavelength spacing 

required to decorrelate the speckle. In the next section, we derive 

an expression for the speckle electric field and intensity in the image 

of a pure phase diffuser. We calculate the wavelength change for which 

the average of the magnitude squared change in the electric field at a 

given point on the image plane is equal to the variance of that field , 
and this gives us the wavelength spacing for the speckle to decorrelate. 

In Chapters III and IV, we calculate the density functi.on and 

the spatial and spectral autocorrelation functions for the speckle and 

estimate the improvement in image quality under multitoned and band­

limited illumination. The results of sections 2.2 and 2.3, therefore, 

provide for us a physical basis for understanding the results of the 

next two chapters. 

In section 2.4 we report experiments using collimated band­

limited light from a carbon arc source and an argon laser to demonstrate 

the wavelength dependence of speckle and the averaging of speckle under 

multitoned illumination. Thus in this chapter, we show conclusively 

that the speckle pattern depends on wavelength and give an expression 

for the wavelength spacing to cEcorrelate the speckle. 
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2.2 Estimate of ~ Wavelength Spacing Required ~ Decorrelate the 

Speckle 

When we have a wave, in a medium with r efractive index n, 

of linewidt h 6v we have that its phase is correlated over a length, (1) 

L 
1.. 2 

o 
= (2nn}6A 

(2-1) 

where L is now the coherence length of this wave. Thus if s cane l ength 

is greater than the length given by then the two end-

points of l ength ~ will be uncorrelated in phase. Thus if we 

illuminate by two waves whose wavelength interval i s greater than 
1..2 

61. > 2~L then t hese two waves will be uncorrelated in phase over the 

l ength L 

Now i f the standard deviation of the heights of the scatterers 

on the diffuser i s h , then following frcan the above argument the 
o 1.2 

two waves with a wavelength space 6 1. > 2~ will be uncorrelated in 
o 

phase over this interval. Thus this decorrelation carries over onto 

the image plane, and we will have the speckle decorrelation when the 

two waves have a wavelength spacing 

1. 2 

o 
61.. > 21mho 

2. 3 Diffuser Imaging Results 

(2-2) 

We model the diffuser to be a pure phase object and, in the 

geometrical optics approximation, for a plane wave incident on the 

diffuser at an angle e to the normal, the wave 
o 

exiting on the other 
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side of the diffuser will have a spatial phase variation depending upon 

the distance each part of the wave had to travel through the diffUser. 

Thus if we model the diffuser to consist of a plane sheet of some 

average thickness and with scatterers of height hr and width w 
r 

superposed on this sheet (see fig. 2, Appendix A, p. 98 ) then the one-

dimensional electric field transmitted by this diffuser can be written 

as 

_ (i; Tr)n SsinS 
o 0 0[1 f(S) = e 

i2 Tr s-S -(-)n h 
+ ¥ rect( ~ r r){e Ao 3 r_n (2-3 ) 

where Ie is the wavelength of illumination, e the polar angle of o 0 

the incident wave, S the coordinate in the exit plane of the diffuser, 

given by the quantity and the 

refractive indices of the diffUser and air respectively, el,e~ the 

polar angles of propagation in these two media, and 

th of the scatterer at the r coordinate. 

h 
r 

the height 

Although the details of the derivation of (2-3) are outlined 

in Eqs. (5) through (8) in Appendix A, we give an alternate derivation 

for this equation. The multiplicative term exp[-i( 2rr!1e )n ssine ], 
000 

with the linear phase taper in (S), occurs for a plane wave incident 

at an angle e , as shown in Fig. 2. With nonoverlapping steps 
o 

assumed in the 

~rect[(s -Sr)!wr ] , 
r 

the term within the square brackets, [], is either l or 
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exprr-i(2rr/Ao )n
3

hr J. This holds for an arbitrary value of g, hence 

If(s)IE 1 as it must for a pure phase object. 

We could adapt this transmitted field to fit a variety of 

models for the diffuser. Thus we can consider the height of a step 

given by h (s) to be roughly constant over the width w 
r r 

On the 

other hand, if one prefers the randomly positioned l enslets of Hopkins 

and Tiziani, then h becomes the quadratic phase transmission for 
r 

each l ens, i.e., h (S) = [(S - s )2/f ] ,where fr is the focal r r r 

l ength of the lenslet centered at Sr 

We now consider the electric field in the image of this diffuser. 

If this diffuser is placed on the (g,~) plane and a lens of focal 

length F and aperture D is placed a distance 
, 

s from this diffuser 

in the (u,v) plane, while the image is formed a distance s from the 

lens in the (x,y) plane (fig. 1, Appendix A, p. 97), then by the 

successive application of Rayleigh Sommerfeld's fom ula, as detailed 

in Eqs. (1), (2 ), (3), and (ll) in Appendix A, we obtain the one 

dimensional electric field at the (x,y) plane to be 

11!no(x2) ... 
2 1'11'n (x') 

«~~X')r 0 

e - ~o M;' f f (- ~,) ~ M2 s' - (2-4) E1(x) - dx' e 0 

--
where M is the magnification of the optical. system and f(S) nr- . 

given in (2-3). 

Now, if we make the assumption that the width of each randan 

step is much less than the resolution cell size, i. e ., w «~w ,where r 0 

~wo is the size of the resolution cell, then insofar as. integrations 
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of the f orm of Eq. (2-4 ) we can replace the r ect [ (S - Sr)!wr ] by 

the Dirac delta function, i. e ., by w 6 (S 
r 

- S ) 
r 

Thus, we obtain 

for the s pe ckle el ectric f i eld and intensity the r esult 

E (x) 

(
X-X')2 inn {2X'S i ne (x') t ( 2- 5 ) 

_--1:.+ __ 0 r 0 

/',w A M e 0 

and 

I (x) 

m"'r 

- w!T 
W 

r 

j -i$ Zm I j +i$2r I 
Ie -If Ie -1\ 

in which 
__ (21T) noxsin80 ~ = 41T(n xsin8 fA M)2, X 

· 00 0 A M' 
o 

nn {2X'Sin8 (X')2J o r 0 r 
$lr = r M - M2 S ' , 

o 
and 2n 

= - n h A 3 r 
o 

(2- 6) 
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We next obtain a form for E(x) where the phase factors have 

been suppressed. We obtain from Eq. (15), Appendix A, the result 

N 

EI(x) = A - BN + B L e+iphr 

We have defined A 

r=l 

B = Mw e 
c and p as 

(2-7 ) 

If we restrict our study to the worst speckle case we 

consider AB negligible with wavelength and can assume B independent 

of Ie. Thus for the purposes of future ana4rsis we take B to be 

constant. 

In Eq. (2-7) the summation r = 1,2, •••• N extends ou4r over 

. the N scatterers within a resolution cell size. For smooth objects 

~(x) is equal to A and the speckle which occurs for rough objects 

is inherent in the terms containing B; and the ratio BN 
A is equivalent 

to the fractional surface occupied by the scatterers in a resolution 

cell. 

We note that the expected value for the electric field is 

some complex number, while the variance is a real number since it 

is defined by a
2

[El] = <IE1-, <El >1 2
). Thus a

2
[El] gives us the 

square of the radius of a circle centered around the expected value 

within which rough4r half of our values of El lie. The intensity 

at some fixed point x can thus be considered to have changed 
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significantly when the magnitude of the change in El (x) with 

wavelength is of the order of the standard deviation. Thus, we adopt 

the criterion that the speckle is decoupled when the wavelength change 

causeS the average of the magnitude squared change in El(x) to be 

equal to the variance for a particular wavelength Ao' i.e., 

decorrelation occurs whenever 

(2-8) 

Substituting (2-7) into this criterion and going through the 

steps as detailed in Eqs. (17) through (29) in Appendix A, we 

find that the wavelength spacing required to decouple the speckle in 

the case of a rough diffuser, i.e. ph »1, for h the standard 
o 0 

deviation for the scattercr heights, is 

(2-9) 

2 .4 Experimental Results 

We discuss here some of the experimental results as presented 

in Appendices A and B. Since at the time of the experiments we did 

not have a dye laser, we simulated a tunable monochromatic collimated 

source by using a spectrometer to bandlimit the light emitted by a 

carbon arc source and collimating the output of the spectrometer 

using the pinhole PI' as shown in Fig. 3, .Appendix A. The speckle 

in this case is readily seen to move with wavelength by the normal 
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eye, which has been in the dark for about ~5 minutes, with a character-

istic decorre~tion wave~ength of between 30 to ~O~ This 

compares well with the va~ue of 8~ for a scotch tape diffuser 

computed from Eq. (2-9) where ~ = 0.6, Ao = 0.5 ~m and ho ~ 8 ~m 

Fig. 5 in Appendix A shows the spec~e pattern produced by the band­

~imited source while Fig. 4, Appendix A, shows the spec~e pattern 

produced by ~ser il~umination. Figs. 6, 7, 8 and 9 in Appendix A 

show the image of an optic nerve in ~ser illumination, white ~ight, 

illumination from a sing~e 5K spectra~ width source and il~umination 

consisting of 6 separate ban~imited wave~engths scanning 4,30oA to 

5,800A. respectiveJ,y. We note the considerab~ improvement in 

reso~ution in Fig. 6 over that in Fig. 5, demonstrating the spe~e 

reduction when the illumination consists of a superposition of wave-

~engths. 

Sim;i.~rJ,y Figs. 3a, 3b and 3c in Appendix B show the image 

of a pap smear illuminated by one tone of an argon ~ser source, 

white light and 4 tones of an argon ~aser (5~45, 4965, 4880 and 4765 A). 
We note the reslltant improvement in the resol,Ution of the image when 

we have a mlltitoned illumination. 
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Chapter III 

The Problem of Random Vibrations 

3.1 Introduction 

In the previous chapter we developed an expression for the 

imaging of a diffuser in monochromatic collimated illumination, and 

the resultant creation of speckle. The speckle pattern changes with 

wavelength and so it is proposed that by superposing the image of a 

diffuser at various wavelengths we would get an averaging out of 

speckle, while at the same time the image quality would not be degraded. 

Thus, . this technique offers us a promising possibility of reducing 

speckle in microscopic holography. 

However , in order to understand precisely the wavelength 

spacings and the optimum number of tones required to average out the 

speckle, it is necessary to understand the statistics of the speckle. 

In this chapter we therefore review the statistics of functions 
N . h 

of the form of R = Zle 1aOT where h is a random variable and N may 
r= r 

or may not be taken as a random variable. In the next chapter we 

then extend the results of this chapter to consider the specific 

properties of laser speckle which we see in our imaging systems. 
N . h 

The statistics of the function R =r~le1aOT were first considered 

by Lord Rayleigh(l) in connection with scattering of sound by a random 

distribution of particles. Since then this kind of statistical 

problem has occurred in a variety of other physical situations. 

Karl Pearsor\2) has stated this as the problem of random walk and he 

formulated it in the following terms: 

"A man starts frClll a point 0 and walks .{. yards in a straight line; 

he then turns through any angle and walks another .{. yards in a second 

straight line . He repeats this process n times. I require the 
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probability that after these n stretches he is at a distance r and 

r + dr from his starting point 0." 

While Lord Rayleigh solved this problem in the case of 

N~ co the general solution of this problem W8,S obtained by J. C. 

Kluyver(3) and independently by M. von SmoluchowSki.(4) A. A. Markoff(5) 

also formulated the problem of random flights in its most general form 

and outlined a method for its solution. S. ChandraSekhaj6)has con-

sidered this problem in connection with stellar dynamics. If we take 

the gravitational force acting on a star (per unit mass) by 

N 
F ~ G.L:

l 
M. 

1.;;::; 1. 

where M., ~i denote the masS and distance of a typical field star, 
1 

and G the gray-itational constant, then it, is of interest to calculate 

the probability distribution for the force on the star given the 

probability laws for the spatial distributions and the masses of the 

neighboring stars. Similar problems have cone up in x-ray 

scatterin~7)diffuse scattering of electromagnetic waves from the 

earth's surface}8)in considering the statistical properties of random 

noise currentJ;)and in the study of photon noise in multimode lasers~lO) 
Thus, given a distribution function for the random variables 

hand N we derive in this chapter the distribution functions of R 
r 

and IRI2. We illustrate these results by two specific examples which 

have been of interest in the literature. We then compare the 

properties of the random variablesR(a) and R(a~a) and examine the 

conditions when they become independent. 
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N jalT 

The Density Functions ~ ~ e 
r;l 

We now consider the sum 

jalT (3-1) 
e , 

where h is a random variable and the random variables hl , h2' r 

h3••· .~ are all independent. We also assume that the density function 

of each h , r r;l •••• N is f(h) and is the same. In this sum, a is 

taken to be a given number. N is also, in general, a random variable 

with a distribution function g(N) ; however, for the purposes of our 

calculations, we take N to be a constant number; and in the double 

sum, we take the set of variables represented by hm to be the same as 

the set represented by hn • We now derive the result for W(R) , 

the density function for R, as originally outlined by A. A. Markoff(5) 

and reviewed by Chandrasekhar(ll). The details of this derivation are 

given in Appendix C and we only outline the results of interest to us. 

We note fram Eqs. (C-18), (C-19) and (C-20), that if we have 
~ 

a vector R which is a superposition of a number of N vectors r i , 

each one having an independent probability distribution Ti , i.e . 

N 
~ ~ 

R ~L r i h1 
(3-2) 

where the probability that the ith displacement lies between r l and 

(i ;1, •• • ,N) 
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then we have that the probability distribution WN(R)dR is given by 

(3-3 ) 

for 

co 

-~(p) N J - -iP'; ~ n T • (r . )e . j -
(3-4 ) 

j=l co J J drj 

To apply this result to our sum given in (3-1), we take 
ja~ 

e 

gives the real 

part of the phasor and Yj the imaginary part. We also assume that 

the random variables hr all have a uniform distribution and have 

density 2
a 

for the interval [- !!)I] and zero otherwise. In our 
11 a a 

diffuser language, this corresponds to the case of a rough diffuser. 

Thus, in spherical co-ordinates we can write the probability density 

function for as 

- 1 1- 12 T.(r.) =-2 6(r. -1)6(m) 
J J J 

(j = 1, 2, .. . ,N) (3-5) 

where (l) is the azimuthal angle of the co-ordinate system. We thus 

obtain the density function WN(R) , after going through the steps 

(C-22 ) through (C- 28), for the sum R as, 

(3 - 6) 

1 

We further evaluate (3-6) for the cases N~3,4, 6 and N-'" and get the 

following res ul ts : 



Case (l) - N=3 

W3 (R) = 8; 

Case (2) - N=4 

W4(R) = 

Case (3) - N=6 

- 0 

1 

1 
+ 

64!f I RI 

o 
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(3-7) 

(3-8) 

(3-9) 
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... 
W(R) = as N -+ 00 

We note here that our distribution for 

is the same as obtained by Goodman~~ and 

... 
W(R) in the case of 

large N Ddnt/13) by a 

direct application of the central limit theorem. 

It is sometimes possible that the number N is also a random 

number. In this case it is obvious that the probability distribution 

... 
function W(R) is given by (using problem 8-ll in Ref. (14)) 

... 
W(R) L: P{N 

k=l 

O-U) 

If N has a Poisson distribution then P(N 
- d d

k 

k) = e IT 

and we get for W(1n, for d some constant 

+ 
W(R) L: 

k=l 

In our later considerations, the quantity of interest is 

Q 
__ I+RI 2 • To evaluate the probability density function of I ~RI2 from 

the density for W (R) we simply use the transformati.on (l4 ) (also equivalent 

to Eq (D-5)) 

WQ(Q) 
1 W(IRi =JQ) Q>O 
IQ 

(3-13 ) 

= 0 Q<O 
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where we have assumed that W(R) is an even function. 

3.3 Expected Values and Variance of R, IRI2 

We now calculate the 
N 

expec ted value of the sum 

N 

L 
r=l N 

and L 
m=l 

have, 

\' ia(hm-hn ) 
L e • Using the definition of expected value we 

n=l 

00 

<t (h) > I f(h)t(h)dh , (3-14) 

~ 

where < > stands for the expectation value and t(h) is some function 

of the random variable h. Also we have defined the characteristic 

function of a random variable h to be, for F(a) the characteristic function 

00 

F(a) = J e iah 
f(h)dh (3-15) 

_ 00 

Thus if each h has the same expectation value, we obtain for 
r 

the expectation values of Rand Q the quantities, 

<R> NF(a) (3-16) 

and 

(Q) * N + N(N-l)F(a)F (a) (3-17 ) 

Similarly using the definition for the variance as 

2 * * a [t(h)] = <t(h) t (h» - <t(h»<t(h» (3-18) 

we obtain the variance for Rand Q as, 

2 * a [R] = N[l - F(a)F (a)] 

and 
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a

2 
[Q) = N(N-l)+2N(~ -4Ntl)F(a)F* (a)-2N( 2N2 - 5N+ 3) [F(a)F* (a)]2 +N(N-l)F( 2a)F*(2a) 

+N(N-l) (N-2)[ [F* (a) ] 2F( 2a)+F* ( 2a ita)] ( 3- 20) 

3.4 Second order statistics of R, IRJ 2 

We now proceed to a consideration of the higher order 

statistics of R and Q. Suppose we have a function P(a). Then its 

autocorrelation function is defined by 

Lt 
ljt(lla)= T- P (a) f(a + lla) da (3 -21) 

If P(a) is a random variable, then this autocorrelation function will 

also be a r andom variable. If jl(llaY is the aut ocorrelation f unction, 

we can then des cribe i t as a random variable with an 

app ropriate distribution function, an expected valu" and a standard 

deviation. If P(a) is a function of some random variable h then 

~(lla) is also a function of the random variable h and so the expected 

va lue of ~(lla) will become 

00 Lt 00 T 
1 r " 

<~( lla» = J f(h)~(lla)dh = T-""2T J J f (h) P (a) P (a + <'>a) dadh 

_ 00 
_ 00 - T (3-22 ) 

where f(h) is the density function of h. 

When <1jJ(!!.a» is zero we define the two. 

variables P(a) and P(a + <'>a) 
( 15) 

to be wide-sens.e .... independen t. Thus 

in order to find the length lla for the quantities R(a) and 

R(a + <'>a) to become independent and also Q(a) and Q(a + <'>a) to 

become independent we simply consider their autocorrelation function. 

If we a •• ume that N is fixed we get 



N 

m=l 

N 

l: 

n=l 

i[a(h -h ) + ~ah 11 e m n 
da 

NF(~a) (3- 23 ) 

where F(~a) is the characteristic function of f(h). Thus when the 

function <1jiR (~a» is sufficiently small, we can consider the two 

functions R(a) and R(a + ~a) to be sufficiently independent. 

We can do a similar computation for Q (a) 

<1ji (lIa) > =~ iTS· :.:.n I[ i 
Q - '" T m-l 

* N + N(N-I) F(lIa) F (lIa) (3- 24) 
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Similarly we can calculate the spectral density functions SR(m
a

) 

and SQ(ma ) for Rand Q respectively by taking the integral 

., 
(3-25 ) 

where A stands for R or Q. 

3 .5 Statistics of ~ of Independe nt Sums of Random Vibrations 

Now suppose that we have a sum of R(al) •..• R(~) where 

al'a2 .... ~ are_ sufficiently separated so that the random variables 

R(al) .. ; .. R(~) can be considered to be independent. In this case, 

if we denote by ~R(m) the characteristic function of R(al ) we 

get for the probability density function of 

M 
L = E R(a ) 

n=l n 

the function (using Eq. 8-40, Ref. (14)) 
M 

1 
WL(L) =;r [ IT ~R(m,a.)] 

j=l J 

-1 where ~ is the inverse fourier transform and is defined by 
'" 

In the same way we can calculate the density function for 
M 

(3-26) 

(3-27a ) 

(3 -27b) 

.L:1Q(a.) = H where the a. 's are sufficiently apart so that Q(a j ) 
J= J J 

are wide sense independent. We therefore get the result 

-1 M 
W(H) = ~ (.IT ~H(m,a.)) 

J;1. J 
(3-28 ) 
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We also ohtain the following results for the me an and 
~ 

variance of L and H (from Eq. 8-99, Ref. (l4)) . 

M 
,,2 IL l ~ 

M 

<L> = E (Rl , E ,,2(R'.) 
j=l j=l J 

(3 -29) 

and 
M 

,,2[ H] 
M 2 

(H) E (Qj) , = E " (Q . ) 
j=l . 1 J J= 

(3-30) 

where (A) stands for the expectation value of A and ,,2 (A) for the 

variance of A • 
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3 .6. Summary and Conclusions 

In this chapter we 
N ja~ 

R(a) = rh e 

have studied the statistics of the random 

variables * and Q(a) = R(a)R (a) • We have derived 

expressions for their density functions in Eqs. (3-6) and (3-l3) , 

when N is fixed and h are random variables. We have also derived 
r 

an expression given in Eq. (3-ll) for the density function of R when 

N has some probability distribution. Eqs. (3-l6), (3-l7), (3-l9) 

and (3-20) give us the expectation values and the variances of R(a) 

and Q(a) in terms of the characteristic function of h. In Eqs. 

(3-23 ) and (3-24) we have also derived the expected. values of the auto-

correlation function of R(a) and Q(a) We have also considered 
M M 

sums of the type L = .L:l R(a.) 
J= J 

and H = jh Q(aj ) and have derived 

their density functions in Eqs. (3-27) and (3-28). We have also 

calculated their expected values and variances in Eqs. (3- 29) and (3-30). 

Thus, in this chapter, we have considered same of the pertinent 

results referring to the problem of random vibrations with a finite number 

of steps. In the next chapter we use these results to study the 

statistical behaviour of speckle in the imagc of diffuse objects and 

derive some of the important experimental properties which will enable 

us to understand the properties of the diffuse object, knowing the 

properties of the image s·peckle, and also establish for us the 

necessary guidelines for removing speckle in these images. 
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Chapter IV 

Image Speckle Statistics 

4.1 Introduction 

In this chapter, we apply the results of the previous chapter 

to study the statistics of speckle in the image of a diffuser. We 

calculate the distribution of speckle intensities, the average speckle 

size, the wavelength spacing to decorrelate two speckle intensity 

patterns, the improvement in the quality of the image with the super-

position of speckle intensity patterns for different wavelengths, and 

the spectral autocorrelation function for the speckle electric fie ld 

and intensity. 

In the 

variables, R = 

previous chapter 
N ja~ 
~ e and 

r=l 

we studied the properties of two random 

We der ived their density 

functions, found their mean and standard deviation and derived their 

autocorrelation function in order to find ~a for which the variables 

R(a), R(a+~a) and Q(a) , Q(a+~a) become wide ~ independent. 

We also derived the density functions, mean and variance for the 

M M 
variables L = Z R(a) and H = Z Q(a) for R(a

l
) , R(a2 ) ••• R(~) 

~ n ~ n 

independent and Q(al ), Q(a2) ..• Q(~) independent. We apply these 

results to study the statistics of speckle in this chapter. 

Speckle can be classified according to two chief optical 

COnfigUrations~li.e. when the observation is made of (a) the far field 

pattern and (b) the image of a diffuser illuminated by coherent light. 
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There have been a large number of investigations on the statistics 

of speckle in both of these configurations, (1-7) the questions of 

major interest in the past being the spatial autocorrelation function 

and the power spectral density of the speckle observed under mono-

chromatic illumination. 

In this chapter we concentrate on the statistics of the 

speckle arising in :iJnaging systems, although the essential results for 

the wavelength dependence of speckle in the far field region follow from 

our calculations. Thus, in section 4.2 we derive the probability 

densities for the speckle intensity and electric field in the image of 

a diffuser. We also derive the mean and the variances of these 

quantities in terms of the characteristic function for the distribution 

of the heights of the scatterers in the diffuser and define a criteria 

for measuring the degradation of an image due to speckle noise . 

We review a calculation, in section 4.3, of the spatial 

autocorrelation function of the speckle using some results from 
(1),(3) 

communication theory, and show that for a large diffuser t his quantity 

is simply the magnitude square of the spatial autocorrelation function 

of the pupil f unction of the system. We thus derive the result that 

the average speckle size is equal to the size of a resolution cell for 

the optical system. 

In section 4.4 we derive the autocorrelation functions of the 

speckle e l ectric field and intensity with the wavelength as a variable 

and then calculate the expected value and the standard deviation for 

these autocorrelation functions in terms of the characteristic function 

of the he ights of the scatterers on the diffuser. We also calculate 
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the spectral density function of the speckle and derive from these 

results the wavelength s pacing 

wide Sense independent to be 

for ~o speckle patterns to become 
Ao 

where Ao i s the mean 
21ffi3hO 

wavelength of illumination, n3 the difference in the refractive index 

of the air and the object and ho the standard deviation for the heights 

of the scatterers on the diffuser. In the next section we derive the 

same result using the definition that two random variables are uncor-

r e lated if the product of their expected values is equal to the expected 

value of their product. 

In section 4.7 we derive the density functions, mean and 

variances of the speckle intensity and el ectric field when the illumina-

tion consists of M independent tones. We also calculate the degrada-

tion of the image due to speckle noise and s how that this quantity 
1 

decreases directly in proportion to ~ 

We then calculate the speckle electric field mean and standard deViation, 

in section 4.8, when the illuminating beam has some given linew idth. 

From these calculations, we note that as the linewidth of the beam 

approaches the wavelength decorrelation spacing the speckle noise 

becomes negligible. We also derive the expected value and the variance 

of the autocorrelation function as well as the spectral density 

function for this case and show that the wavelength spacing to decorrelate 

the speckle now is given by the expression 
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Where 0A is the spectral bandwidth of the illumination. 

Thus in this chapter we lay the basis for understanding some 

important aspects of speckle and derive results which enable us to 

calculate the important parameters for using wavelength diversity 

techniques to reduce speckle noise. We' thus establish a wavelength 

spacing to decorrelate the speckle, a spectral bandwidth for the 

speckle to be laser like and estimate the reduction of speckle image 

degradation when the illumination consists of a set of independent 

monochromatic tones. 
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4.2 The Probability Density of Speckle Intensity in the Diffuser Image 

From Chapter II, Eq. (2-7) we obtain the result that 

the electric field at any point x in the image of a diffuser can be 

approximated by 

where we have defined 

N . ~ 
El (x) = A - BN + B 2: e lP 

r=l 

A = b.wJ-;;; B = Mw c 
and p 

p = 

as 

Here b.w refers to the half width of a resolution cell, 

(4-1) 

w the average 
c 

width of a scatterer and the sum N is taken over the scatterers in 

the region x - b.w ~ x ~ x + b.w. 

Since it is of interest to consider objects of varying roughness, 

we notice that for smooth objects El(x) = A The speckle that occurs 

for diffuse objects is inherent in the terms containing B ; and the 

ratio 
BN 
A 

is equivalent to the fractional surface area occupied by 

the scatterers in a resolution cell and is always less than unity. 
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We first calculate the density function of El(x). Rewriting 
N 
~ jahr ... 

(3-6), we have for a vector R = L e ,the density function for 
->- r=l 

the random variable R, if N is fixed, 

'" 
~ _ [' sine /pi !Hj )[sinc/p'/ ]N/p/d Ipi 

2rr /RI '6 
(4-2) 

From the derivation in Appendix D we obtain the density function for 

the electric field (4-1) tb be, (see Eq. (D- 6» 

Ipl El-(A-BN) )[sinc/P'I]Nlp/d/ pl 
B . 

(4-3) 

Similarly, the density function for-the intensity is given by Eq. (D-9) , 

-
[s inc I" ,]N ,pi dl pi 

where U(Il ) is the unit step function. 

We now wish to calculate the expected value and the 

var iance of the electric field and the intensity. If the 

characteristic function of the random variable hr' given by the 
'" 

integral ,eiphf(h)dh is denoted by F(p), we note that for the 
-~ iph 

expected value and variance of the random variable e we get 

(4-4) 

(4-5) 

(4-6) 
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where ( ) denotes the expected value. If we also assume that the 

r andom variables h, 
r 

represented by different scattering paints, 

are independent, then we can calculate the expected value and variance 

of our amplitude defined by Eq. (4-1). Thus we obtain 

where BB* = (Mw )2 . 
c 

N[l-F(p)F*(p)]BB* (4-8) 

Similarly we outline a calculation for the expected value 

and the variance of the intensity Il = E1El '; Given a random variable 

X which is the sum of the random variable bx and a constant c, 

where b is a constant, i. e. 

X c + bx, (4- 9) 

we have 
2 

xx* = c + cbx + cbx* + bbxx* (4-10) 

Thus the expec'ted value of XX* becomes 

(4-11) 
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Similarly, we have 

2 4 3 3 2 2 2 2 2( )2 4 2 2 3 2 (xx*) = c + 2bxc + 2bx*c + c b x + b c x* + b c xx* + 2b cx x* 

Thus the expected value of «XX*) 2) becomes 

3 2 3 2 4 2 ) + 2b c(x x*) + 2b c«x*) x) + b «xx*) (4-13 ) 

We now calculate the values of (x), . G:*), ('Kx*) , (x.2) , «x·*)2), 

(x 2x*), «x*)2x), «xx*)2) where 

(4-14) 

We get 

(x) = NF(p) , ( 4-15a) 

, (4-15b ) 

('Kx*) = N + N(N-l)F(p)F*(p) , (4-15c) . 

, (4-15d) 

, (4-15e) 
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<x2x*) = (2N2_N)F(p) + (N2-N)F( 2P)F*(P) + (N3 _3~+2N)t'(P ) F*(p) (4-15f) 

<x(x*)2) =· (2N2_N)F*(P) + (N2_N)F*(2P)F(P) + (N3_3N2+2N)[F*(P)] 2F(P) 

and 

and 

(4-15g) 

2 * 2 + 4N(N-1) F(p)F (p) + (2N -N) (4-15h) 

Suhstituting Eqs (4-15) into (4-11) and (4-13) we obtain, 

, (4-16) 

4 
= c + 

+ b2c2[N(N_1)[F*(P)]2 + NF*(2P)] + 4b2c2[N + N(N-1)F(P)F*(P)] 

+ 2b3C([(N2_N)F'(2P)F*(P) + (2N2-N);F(P)+(N3_3N2+2N)F2(P)F*(P)] 

+ complex conjugate} 

4 * 2 * 2 + b [N(N-1)(N-2)F (2p)F (p)+N(N-l)(N-2)(F (p» F(2p) 

+ 4N(N-l)2F(P)F*(P) + (2N2_N) + N(N-l)(N-2)(N-3) (F(P)F*(p)l] 

(4-17 ) 

Simplifying (4-17) we obtain the result, 

*2 4 22 2 4 22 «XX) ) = [(t[c + 4b C N + (2N ~N)b ] + 2NbcF(p)[c +b (2N-1)] 

+ c2b2N(N_1)F2 (p) + Nc2b2F( 2p) + 2b3c(N2 -N)F(2p )F* (p) 
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22 2 * 4 * 2 +2Nb [c (N-l)+b N(N-l) ]F(p)F (p )+~b N(N-l)(N-2 )(N-3 )[F(p)F (p)] 

+ complex conjugate] • (4-18) 

Also we have for * 2 (XX > , from Eq. (4-16) , 

+ complex conjugate • (4-19) 

We now use the definition that the standard deviation square 

* of XX is given by 

• (4-20) 

Thus we have 

cr2 (XX*) =(b2c2N2+ iN(N-l)b4 - N3c~2F2(p) 

+ Nc 2b 2F(2p) + 2b3cN{N-l)F(2P)F*(P)-2b34N(N-1 )F2 (P)F'*(p) 

r complex conjugate) (4-21) 
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To find the expected value and the variance for 

Il(X) we simply substitute E (x) for X, A - NB for c and 
1 

B for b in Eqs (4-16) and (4-21). We therefore get) 

= (A_NB)2 + (A-NB)BNF(p) + (A-NB)NBF*(p) + B2N(N_l)F(P)F*(p) 
~ 

(4-22) 

and 

4 3 2 1. 
+ B [4N +lON -6N] + complex conjugate}2 • (4-23) 

We now define a cri teri on for deciding when a 

particular diffuser will give a large amount of speckle. If we take 

the ratio of the standard deviation to the expected value of the 

intensity, we obtain the average fractional change in amplitude among 

different resolution cells of width 2nw. When this ratio is very 

small, we have the case when most cells have the same intensity; and 

there is practically no speckle. In the case where this ratio 

approaches one, we have a badly speckled case. Thus we define the ratio 

R(I >='«(13)= Eq. (4-23j (4-24) 
1 II Eq. (4-22 

as a measure of our image degradation. 
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We note that this quantity is the inverse of the speckle signal to noise 

ratio as defined by Dainty(l) 

(4- 25) 

where siN stands for the signal to noise ratio. We approximate R 

for the caSe F(p)« 1 since Eq. (4-24) is very cumbersome to 

analyze . We therefore write R(Il ) negl ecting terms of order higher 

than F(p) . We ge t 

[2B2(A_NB)2N+ N(N_l)B4]~ 
R( Il ) = ----------,,---------

[(A_NB)2 + (~'(p) + F*(p)H(A~NB)BN}J 
(4-26) 

We note from Eq. (4-26), that the quantity R(Il )is propor tiona l to 

1 
TN' Thus a badly speckled case occur s with a small number of 

scatterers per resolution cell. And, as N becomes very large, the 

amount of speckle is drastically r educed. We can define a similar 

quantity for the e lectric field, R(E
l

) 

Substituting the resuLts from Eqs. (4-7) and (4- 8) into Eq. 

(4-27) we obtain f or the speckle electric fie~ 

I (4-28) 
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We note that the quantity R(E

l
) is also proporti onal to 

l/IN. Also when F(p) = I , we have R(E l ) tending to zero, which 

corresponds to the case of no speckl e, this being the case when the 

standard deviation for the heights of the scatterers tends to zero, 

i.e., the scatterers have the same height. 

4 . 3 . Speckle Size and the Spatial Autocorrelation Function of the 

Diffuser Image 

We now estimate a value for the average speckle size . This is 

given by the half width of the spatial autocorrelation func t ion for the 

speckle intensity. The autocorrelation function becomes negligible for 

fix > 4~w since from Eq . (4-1) the contribution to the intensity in the 

two cells , each of width 2~w, come from different scatterers. Thus the 

speckle size must have an average value of 2~w where ~w is the half 

width of the resolution cell in the image plane. To see this result 

more explicitly we can make a detail ed calculation of the spatial auto-

correl ation function of t he intensity. Such a calculation has been 

done by a variety of authors i ncluding Daint~D, En lo~2 ~ and Burckbard~3) 
and we outline one derivation of the spatial autocorrelation function 

of the intensity in the image of a diffuser . 

Let us consider the complex electric field transmitted by the 

diffuser to have the value f(~,n), and express the resulting e l ectric 

field distribution in the image plane as 

El (x,y) = f(x,y)@k(x,y) (4- 29) 

where the symbol '0 denotes convolution and where k(x,y) is the transfer 

function of the imaging system . 
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Now suppose that the Fourier transfo~ of the transfer function 

is expressed as K(w ,w ) 
x y 

and the electric field exiting the diffuser 

is looked upon as a stationary stochastic process, with a power spec-

truro N (w ,w). The power spectrum of the image intensity is given o x y 

by, using direct substitution, 

NE (w ,w ) = 3' (If(x,y)@k(x,y))0[f (x,y) 0k(x,y) J} 
1 x Y 

= 3' [f(x,y)0k (x,y)) J[f (x,y)0k(x,y)) 

= IK(w ,w )1 2 
N (w ,w ) 

x y 0 x y 
• (4-30) 

In the same way we obtain the output power fluctuation of the 

intensity Nr'(W ,w ) x y 
to be given b/ l ) 

= NE' (00 ,00 )®NE (00 , 00 ) 
1 "x Y 1 x Y 

Thus, if we combine Eqs. (4-31) and (4-30) we obtain 

(4-31) 

N'(W w) = IK(w ,w )1 2 
N (w ,w )@IK(w ,w )1 2 

N (w ,w ) (4 32") r x' y x y 0 x y " x y 0 X y. -

If the diffuser is relatively large, we can approximate N (w ,w ) = 1. o x y 

Then the spectral density function of the intensity becomes, 
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N'(w W) = [K(W,w )[20[K(W,W )[2 
I x' Y x Y x Y 

( 4- 33) 

as shown in Eq . (8) of Ref. (1). 

If we define the spatial autocorrelation function of the intensity by 

'l'I(L'lx,L'ly) , we obtain the result, 

( 4-34) 

Thus the autocorrelation function for the speckle intensity is 

equal to the magnitude square of the autocorrelation function for the 

transfer function of the optical system. Since the width of this trans-

fer function is equal to the size of a .resolution cell in the image 

plane, the width of the autocorrelation function is twice this size and 

so the average speckle size is 2~w. 

4.4 Wavelength Diversity of Speckle 

Since our main interest is to understand the behavior of 

speckle with respect to waV.elength we derive in this section the 

autocorrel ation function of the speckle image intensity as a function 

of wavelength, a number for the wavelength spacing required to decorre-

late the speckle patterns and an expression for the resulting spectral 

density f unction of the image of a diffuser illuminated by a monochromatic 

source. 

We rewrite (3-21) which says that if we have a function P(a) 

then the autocorrelation function for this function is given by 
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It T 

1/Jp (lla) =T- ~Tf p( a) {( a + lla) da 

-T 

(4-35) 

However, if Pta) is also a function of a random variable h which 

has a density function f(h) , then t he quantity of interest is the 

ave rage value of t he autocorrelation funct ion. This quantity will 

then tell us on the average how much the value of Pta) is changing 

from its original value a when it is measured at the new point (a+lla) . 

We therefore rewrite Eq. (3- 22) to give t he expected value of the 

autocorrelation function as 

'" 
<l'p(lla» = f 1 f(h)dh [~ 

We first find the autocorrelation function of the electric fi e ld. If 

we write the electric f ield as, 

= c +bR(p) R(p) = 

c = A- NB, b = B 

we get 

N 

I 
r=l 

* 

iph 
r 

e 

[c + bR ( P ) ][ c + bR (p + lip) 1 dp 

2 2 
c + b 'I'R(llp) 

where . 'I'R(llp) is the autocorrelation function of R( p). 

, ( 4-37 ) 

• 
( 4-38) 

Us ing (3-23) that the expected value for the autocorrelation 

function for R(p) is NF(llp) , where F(p) is the characteristic 

func tion for the distribution of the he ights of the scatterers, we 

obtain the result 
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(ljJE (lip) = c2 + b2NF(llp) 
1 

(4-39 ) 

Now, substituting the values (A-NB) for c and B for b we obtain 

the expected value for the autocorrelation function of the electric 

field to be 

= (4-40 ) • 

We now calculate the expected value of the autocorrelation 

function for the intensity. Using the definitions for R(p), c and b 

in E~. (4-37), we rewrite the intensity as, 

= [c + bR(p)][c + bR*(p) 1 

= c2 + cbR(p) + cbR*(p) + RR*(p) • (4-41) 

* Thus for the product Il(P)Il(p+llp) we obtain 

2 * . 2 * 
= [e + ebR(p) + ebR (p) + b R(p)R (p)). 

[e2 + ebR(p+lip) + eb R(p+lip) 

(4-42) 

e4 + c3bR(p+lip) + e3bR*(p+lip) + e~2R(p+llp)R*(P+lip) 
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3 * 3 * 2 * + cb R(p)R(p,1-/\p)R (p+llp) + c bR (p) + (cb) R (p)R(p+llp) 

2* * 3* * + (cb) R (p)R (p+llp) + cb R (p)R (p)R(p+llp) 

2 * 3 * 3 * * + (cb) R(p)R (p) + cb R(p)R (p)R(p+llp) + cb R(p)R (p)R (p+llp) 

4 * * + b R(p)R (p)R(p+llp)R ([-,lip) 

Collecting terms and rearranging, we get 

4 3 * * Il(P)Il(P+llP) ~ c + C b[R(p+llp)+ R (p+llp) + R(p) + R (p)] 

3 * * * + cb [R(p)R(p+llp)R (p+llp) + R (p)R (p)R(p+llp) 

2 2' * . * + c b [R(p+llp)R (p+llp)+R(p)R (p+llp) 

* * * + R(p)R(p+llp)+R (p)R(p+llp)+R (p)R (p+llp) 

* + R(p)R (p)] 

4 * * + b R(p)R (p)R(p+llp)R (p+llp) 
(4-43) 

We now note the following results, 

T T T 

Lt 
T->= 

T 
l' 
2'1' J R( p+llp )dp 

1 " * 1 ,' 1,* 
= 2T j R (p+llp)dp ~ 8T J R(p)dp = 2T J R (p)dp ~ 0 

-T -T -T -T 
(4-44a) 

T 
l' * 

Lt 2T J R(p)R(p+llP)R (p+llp)dp ~ 0 (4-44b) 
T->= -T 



Lt 
T-><x> 

. T 

LT 
T-><x> 

Lt 
T-><x> 

Lt 
T-><x> 

Lt 
T-><x> 

Lt 
T-><x> 

Lt 
T-><x> 

Lt 
T-><x> 

Lt 
T-><x> 

Lt 
T-><x> 
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T 
1 ' * * 2T J R (p)R (p)R(p1-b.p)dp = 0 . 

-T 
T 

l ' * 
2T J R(p)R (p+b.p)R(p+b.p)dp = 0 

-T 

T 

1 * * 2T j R(p)R (p)R (p+b.p)dp = 0 

-T 

T 
1 - * 

2T J R(p+b.p)R (p+b.p)dp = N 

-T 

T 
1 -

2T ~ R(p)R(p+b.p)dp = 0 

-T 

T 
1 ? * * 2T j R (p)R(p+b.p)dp = *R (b.p) 

-T 
T 

1 r * * 2T j R (p)R (p+b.p)dp = 0 

-T 

T 
1 ,~ * 
2T j R(p)R (p)dp = N 

-T 

1 r * * 2T J R(p)R (p)R(ptb.p)R (ptb.p)dp = 'lrRR(b.p) 
N 

= }; 

-T 

. (4-44c) 

(4-44d) 

(4-44" ) 

(4-44f) 

(4-44g) 

(4-44h) 

( 4-44i) 

(4-44j) 

~ -iLlp( h -h ) 
L... e m n 

(4-44k) 
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We therefore find that the autocorrelation function of the 

quantity 11 (liP) is given by the result, using Eqs. (4-44), (4-43) 

and the definition (4-35 ) 
T 

Lt . 

WI (lip) = T-'" ~TJ I1(p)fl(ptIlP)dp 
1 

(4-45) 

where WR(IIP) and W~(lIp) are defined in Eqs. (4-44g ) and (4-44k) 

respective ly. We thus, using the definition (4-36 ) and the relations 

given in Eqs . (3 - 23) & (3-24), obtain for the expected value of the 

autocorrelation function of . the intensity, 

<'I (lip) c
4 

+ 2Nc2b2 
+ Nc2b2[F(lIp) + F*(IIP)] 

1 
(4-45) 

4 * + b [N + N(N-l)F(lIp)F (lip)] 

Thus substituting the values (A-NB) for c and B . for b 

we obtain ·for the expected value for the autocorrelation function of 

the intensity as 

<tjlI (lip) 
1 

4 * + B N(N-l)F(lIp)F (lip) (4-46) 
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Eq. (4-46 ) thus gives us the expected value of the autocorrelation 

function for the intensity in terms of the number of scatt erers per 

resolution cell, N, and the characteristic function for the heights 

of the scatterers, F(~p). 

We now study expression (4-46) to find out when the two speckle 

patterns, one at p and the other at (p+~p), are sufficiently 

different to be considered as independent functions. Since 

< tI(~P» 
1 

consists of a constant plus a constant times 

plus a constant times 
2 

IF(~p) I , the expression (4-46 ) 

considered to be near i ts l owest value when F(6p) 

F(~p) 

can be 

is near its lowest value. Thus if we calculate the value of ~p 

for which F( ~p) becomes small, then that f',p will 

give us the spacing over which the intensity decorrelation of the 

speckle pattern occurs. We note first that if we have some 

function f(x) and its fourier transform F(ill) and if the function 

f(x) can be assigned a certain bandwidth, i.e. a quantity 

~x = B over which f(x) has any appreciable value, and if F(ill) x 

can also be given a certain bandwidth ~ = B , ill 
then we obtain the 

result that the product B B is always equal to one~6~ince the x (J) 

bandwidth for the density function for the distribution of the 

heights of the scatterers is the standard deviat ion for the heights 

of the scatterers, say hO' then the characteristic function for the 

heights of the scatterers, which is the fourier transform of the density 

function, must have a bandwidth which is the r eciprocal of the 

standard deviation for the heights of the scatterers, i.e. the 

characteris tic function is negligibly small, when 
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lip 1 
= hO (4-47 ) 

where hO = standard deviation for the heights of the scatterers. Now, 
- 2rrn3 

we have defined p = ----- Thus we obtain lip to be, for small 

changes in 1.0 ' 

AO 

lip = ~\ Ill,. 
o 

• (4-48) 

Combining Eqs. (4-47) and (4-48),we obtain the wavelength 

spacing for the value of the characteristic function to becane 

negligible to be given by 

In = • (4-49) 

Since,when the characteristic function is negligible, the expected 

value of the autocorrelation function for the intensity of the speckle 

pattern approaches its minimum, we can consider the two speckle patterns, 

one at A and the other at 1.+11>', to be wiae-sense independent when 

decorrelated case • (4-50) 



-57-

Also since the value of the characteristic function has not 

decreased much if nA is, say, less than a tenth of the value as 

given in Eq. (4-48), we can consider the speckle pattern to still be 

laser like for 

Laserlike Case • (4-51) 

We note that we would get the same result for the speckle 

pattern to become wide-sense independent had we studied only the 

electric field of the speckle pattern. 

Suppose that the density function of the heights of the scatte,rers 

is even . Then the characteristic function F(p) is real;8lnd so we 

can rewrite Eq. (4-46) as 

(WI (fip» ; [(A_NB)4 + NB4 
+ 2N(A_NB)2B2] 

1 

4 2 
+ B N(N-l)F (np) , (4-52) 

* where F(tlp) ; F (tip). Thus if we do an experiment where we record the 

speckle intensity patterns at a bunch of wavelengths and therefore 

p, and if we then optically measure the expected value of the auto-

correlation function of these patterns as a function of the difference 

from the original P, then we ca~ in principle, from the experimentally 

determined autocorrelation functio~calculate the characteristic 

function for the heights of the scatterers in the diffuser. Then a 
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simple fourier transform will give us the density of the heights of the 

scatterers. Thus from Eq. (4~52 ), we obtain for the characteristic 

function and the dens ity function the values, 

F(llp) = 

where 

4 4 2 2 
c = [(A-NB) + NB + 2N(A-NB) B - <'1 -(lip)] 

1 

4 
a = B N(N-l) , (4-53a) 

and 

(4-53b) 

-'" 

Also, suppose we can do an experiment to measure the auto-

correlation function of the electric field as a function of wavelength. 

Theh we can similarly calculate the characteristic function and the 

resulting density function for the heights of the scatterers and using 

Eq. (4-40) we obtain the results, 

F(Llp) (4-54a) 

and 

<5 (0) (4- 54b) 

-'" 

Now suppose we had an experiment where we made a measurement of 

the autocorrelation functions, as a function of wavelength, of various 
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small sections of the image. Then, in general, we can assign a 

standard deviation to this experimentally measured random function as a 

function of the interval ~p. We therefore make a calculation of the 

standard deviation of the autocorrelation function for the speckle 

electric field and the speckle intensity. We first calculate the 

variance for the autocorrelation function of the electric field. 

Now, we have already calculated, in Eq. (4-8) the variance of a 

random variable X where X is the sum of a constant c and the 

product of another constant b times a random variable x where now 

is a sum of the random variables eia~. We get this value to be x 

where X = c + bx, x 
N ia~ 
Z e 

r=l 

00 

, 

Now, comparing Eqs. (4-9) and (4-38) we obtain, using the 

substitutions, 

c (A-NB), b = B, and a = ~p , 

(4-55) 

(4-56) 

the following value for the variance of the autocorrelation fUnction 

of the electric field 

* 4 N[l-F(~p)F (~p)]B • (4-57) 
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We now compute the standard deviation for the autocorrelation 

function of the intensity. Eq. (4-45) gives us the expression for 

the autocorrelation function of the intensity, and we note that this 

can be written as, comparing with Eq . (4-38), 

(4-58) 

where , again, c = (A-NB), and b = B. 

Now, in deriving Eq. (4-8), we have used the result that if we 

have a random variable X which is equal to a constant plus the random 

variable x, then the variance of X is the same as the variance of 

x, i.e., 

g iven X = c + x , we have 

* * = (XX ) - (X)(X) 

2 * * 2 * * - (c +c(x)+c (x ) + (xx >Ic +c<x>+c<x> +6<) (x) ) 

2 
= a (x) (4-59) 

* * where we have used the result (x) = (x) . Thus we obtain from 

Eq. (4-58) and (4-57) that the standard deviation of the autocorrelation 

function of the intensity is equal to the standard deviation of the 

absolute square of the autocorrelation function of the electric field. 

It is now a straightforward procedure to calculate the desired variance 
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by simply substituting for as given by Eg. (4-38) 

into Egs. (4-9) through (4-23). We therefore obtain the result 

_ N3B4 (A_NB)4F2(6p) + NB4(A_NB)4F( 26P) 

+ B6 (N-l) (A_NB) 2F(26P)F*(6P)_4N(N_l)B6(A_NB)2F2(6P)F*(6p) 

+ (complex conjugate}] • (4-60) 

We recall that while the expected value of the autocorrelation function 

of a random variable tells us how much on the average the value of the 

random variable has changed from its original position, we note that 

the variance of the autocorrelation function tells us how differently 

the random variable is changing at various point~. Intuitively then, 

it i s reasonable to say tha~ if the standard deviation is very large, 

then the distributi.on of speckle intensities is completely uncorrelated 

since now the change from the original speckle e lectric field or intensity 

is widel y different at different points on the image. Thus we can 

consider the speckle patterns to become: independent for 6p such that 

the standard deviation becomes a maximum. We note from Eqs. (4-57) and 

(4-60) that both the standard deviations of the autocorrelation 

functions of the el ectric field and the intensity tend to a maximum 

as F(6P) tends to zero. Thus for F(6p) = 0 the standard deviation 



of the autocorrelation function for the electric field becomes 

for F(lIp) o • (4-61) 

Similarly the standard deviation of the autocorrelation function of the 

intensity has the v~ue 

a[W
1 

(lip)] = NB2(A_NB)2+~N(N_l)B4 
1 

for F(lIp) = 0 , (4-62) 

Thus from (4-60) we again obtain the result that the speckle is 

independent when 

decorrelated case • (4-63) 

Now suppose we look at one speckle point in the image plane and 

vary the wavelength of the illuminating beam. Then, in general, the 

electric field and the intensity at that point will go from a high to 

a low and high again with some periodicity. Also, in general, this 

periodicity will be different for different speckle points. We can 

thus assign an average power spectral density function for the speckle 

electric field and intensity which gives us the probabilities for 

the electric field and the intensity to have various periodicities of 

oscillation. We note first that the spectral density function is 

simply the fourier transform of the autocorrelation functions, i.e. 
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e-Upp(6p )(W (6p)d6p 
El 

l ' - in.) (6p) 
= 211 J e p <W I (6p)d6p 

_'" 1 

Thus, first considering the electric field, we note using 

(4-64) 

(4-65) 

Eqs. (4-40) and (4-64) that the power spectrum of the elect ric field 

is given by 

'" 
( ) 1 r - in.) 6p 2 2 

SE Wp = 211 J e p [(A-NB) + B NF( 6p) ]d(6p ) 
1 _'" 

(4-66) 

where f(h) is the function which g ives the density of the heights of 

the scatterers having a given -value h. We note from Eq. (4-66) that 

the speckle electric field has a component of magnitude (A_NB) 2 

which does not change with electric field. The second t erm on the 

right hand s ide of Eq. (4- 66 ) give s us, however, the probabilities of 

illp' i.e. the number illp cycl es that the speckle electric field has varied 

per unit change in p. I f the standard deviation of the density 

function f(h) i s hO' then we observe from Eq. (4-66) that the average 

rate at whi ch most of the speckle change i s hO cycles per unit change 
211Il.. 

in p. Ther efore, since 6p = j 6A, a r esult that we obtained in 
1:2 o 

Eq. note that ha l f of the speckles take more than 

wavel ength spacing to go through one full cycle of 



-64-

variation in their electric field amplitudes, i.e. from a high value 

to a low value and then to a high value again. We therefore note that 
2 

the wavelength spacing, ~A = Ap is the appropriate minimum 
2rrn3ho 

separation of wavelengths before we can consider the two speckle electric 

fields to be sufficiently decorrelated. 

We now calculate the spectral density function for the 

variations of the speckle intensity. Again, substituting Eq. (4-45) 

into Eq. (4-65) we obtain for the spectral density function of the 

speckle intensity, 

4 * + B N(N-l)F(~p)F (~p)1 

(4-67) 

Again, inspecting Eq. (4-67) we note that the term 

[(~~NB)4 + NB4 
+ 2N(A_NB)2B2] gives us the component of the speckle 

intensity that never changes with wavelength, the second term on the 

right 

A02 

2rrn3hO 

hand side tells us that half of the speckle take more than 

change in wavelength, ~A, to go through one cycle of 

intensity, where this intensity has magnitude and the 



third term has the standard deviation 2hO and so gives us the result 

that B4N(N_I) of the specklffi ' have variations with the 
A 2 

~A > 0 to go through one cycle. 
4rrn3hO 

wavelength spacing of 

As we change the wavelength of the illuminating beam, different 

points on the image plane will have different correlations with the 

electric field and the intensity in the image plane at the original 

wavelength. It is ther efore of interest to assign a density function 

for the autocorrelation function of the speckle electric field and the 

speckle intensity. We therefore do a calculation for these two density 

functions. For the electric field, we proceed to calculate the 

probability density function using the same procedure that we have used 

to derive Eq. (4-3). We then obtain as the density function the result, 

2 
WE -(A-BN) 

I ) 
(4-68) 

To derive the probability density function for the intensity, 

we first note from Eq. (4-59) that WI (~p) is simply a constant plus 
I 

the absolute value square of WE (~p). We therefore first obtain the 
I 

* probability density function for ~E WE and then by a straightforward 
I I 
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substitution as given by Eq. (D- 3), we obtain for t he density function 

(4-69) 

for 

[sincl P"j ll~ld Ipl~ (4-70) 

(A-NB) and U(t I - 2Nc2B2) is the unit step function •. where c 

4.5 Illustration of Speckle Image Statistics for a Particular Gase--

the Gaussian Distribution Function for Scatterer Heights. 

We now illustrate the results of the previous sections with a 

particular exampl e . We assume that the heights of the scatterers are 

distributed normally where our expected value and variance for the 

heights have already been taken to be zero and 

Thus we can write for the density function of 

hO' respectively. 

h as 
r 



f(h ) 
r (4-71 ) 

and the corresponding characteristic function as 

(4-7 2 ) 

We note that the density functions for the speckle electric 

field and intensity, given by Eqs. (4-3 ) and (4-4) respectively, are 

independent of the density function for the scatter heights. Likewise 

the density functions for the autocorrelation of the electric field and 

the intensity g iven by Eqs. (4-68) and (4-70) are also independent of 

the densities of scatterer heights. Substituting Eq. (4-72) into 

Eqs. (4-7) and (4- 22 ) we obtain the expected values of the electric 

field and the intensity. Thus the expected value of the el ectric field 

is given by 

(4-73 ) 

and, similarly the expected value of the intensity becomes 

(4-74) 

Similarly, we obtain for the variance of the electric field, from Eq. 

(4-8) , 

, (4-75) 
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and from Eq. (4-23) we obtain the variance of the intensity to be 

• (4-76) 

Eq. (4-28), which gives us the ratio of the standard deviation to 

the expected value of the electric fie~ becomes 

• (4-77) 

The expected value of the autocorrelation function for the 

electric field, Eq . (4-40), for a change in p becomes 

, (4-78) 

while the expected value of the autocorrelation function for the 

intensity becomes, 



<1/Jr (lip) > 
1 

where 

- 69-
= [ (A_NB) 4 + NB4 + 2N(A_NB) 2B2] 

, ( )2 2 2 2 
+ 2N(A_NB )2B2e-~ lip hO + B4N(N_l )e(liP ) hO , (4- 79) 

The standard deviation of the autocorrelation function for the 

electric field is 

,... 2h 2J 
2 l - p 0 4 

o [WEl (8p) ] = N l - e B (4- 80 ) 

and the corresponding standard deviation for the autocorrelat ion f unction 

f or the intensity becomes 

02[o/r (lip)] = [ 2{2B4(A_NB)4N+iN(N_l)B8_N3B4(A_NB)4e - (p) 2ho2 
1 2 2 

4 4 - 2( lip) h 6 5/2(tJ. )2h 2 
+ NB (A-NB ) e 0 + 2B (N-l)(A-NB) 2e - p 0 

6 2 - 3/ 2(tJ.p)2ho2 8 3 (tJ.p) 2ho2 
_ 4N(N-l)B (A-NB) e +N(N-l) (N-2)B e 

4 (6 )2h 2 
+ B N[3B4N_5B4N+2B4N3_(A _NB) 4 ]e - p 0 

_2(lip)2h 2 
e 0 B8[4N3+lON2_6N] (4-81) 

The power spectral density for the electr ic field becomes, substituting 

Eq . (4-71 ) into Eq . (4- 66) , 

(4-82) 
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Similarly the power spectral density for the intensity becomes 

= o(O)[(A_NB)4 + NB4 + 2N(A_NB) 2B2J + 2N(A_NB)2 B2e-Wp 2/2ho 
2 

h& 
o 

B4N(N_l) - W 2/4h 2 
+ e p 0 

2h ;;r (4-83) 
o 

,'fe CSJ1 likewise derive corresponding results obtained in 

Eqs. (4-73 ) through (4-83) for some other distribution of heights such 

as the uniform distribution with similar substitutions. 

4.6 An Intensity Decorrelation Criteria for the Wavelength Spacing 

We obtained a wavelength spacing to decorrelate speckle in 

Eq. (2-9) by equating the expected value of the magnitude square of 

the chSJ1ge in the electric field to the variance of the electric field. 

In Eq. (4-50) we obtain this wavelength spacing by finding when the 

spectral autocorrelation function of the intensity goes to zero. In 

this section, we again derive the wavelength spacing to decorrelate 

the speckle by using the definition that two rSJ1dom variables are 

uncorrelated when the product of their expected values is equal to the 

expected value of their product. 

A convenient starting point is Eq. (2-6) which expresses the 

* intensity at an arbitrary point x in the image plane, I(x) = EE , 

with a monochromatic plSJ1e wave used to illuminate the diffuser. 

We rewrite Eq. (2- 6) except that we restrict ourselves to 

illumination that is normally incident on the diffUser, thus making x 
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and a equal t o zero . Also, if we consider the spec.kle near the z 

axis of the image t hen we can also neglect the term 

i . 1T no · · (xp2 

1.0 M2s ' 
and so we can neglect 4>lr· In this case , the intensity 

of the image becomes 

I(x) = 1T(~w)2 + 2 Irr ~w I e 
r 

2 - 2(x-x' ) r 

2 
- (x- x' ) 

r 

2 
+ 2 L e 

l'.w (Mw ) 11 - cos 4>2r~ r r 

- (x-x ' )2 2 - (x- x ' ) 
-i4> m r 

l'.w l'.w 2 
{ e =q + I I e Mw w m r m r , 

m f r 

where 

1 i4>2r~ 
e -1 

(4-84) 

If we consider there to be N scatters per resolution cell, 

each of width wc ' t hen we can writ e down the intensity of radiation 

in one resolution cell of the image plane in the same way as we arr i ved at 

Eq . ( 2 -7. ). Thus 

2 
N 

1 cos phr - 1 I + 2B J I I - cos Phr~ I (x) .. A + 2AB I 
r =l 

+ B2 
N N l - iphr H ip~ ~ I I e -1 e - 1 (4-85a) 
m r 
m t r 
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where again 

Equation (4-85a) can be written as, more simply, 

N 

I 
r=l 

N N 
(A-B) {cos phr -l} + B2 I I 

m=l r=l 

- iph 
+ 1 _ (e r iph } 

+ e m) 

m+l 

{ 

ip(h - h ) m r 
e 

(4-85b) 

Let us cons ider this intensity at one resolution cell of the 

image pl ane when the incident radiation consists of a series of discrete 

monochromatic tones . Then IT(x), the total intensity, is given by the 

sum of the individual intensities for the various wavelengths , i .e . 

(4-86) 

SUbstituting Eq . (4- 86) intoEq. (4- 87) we get an equivalent expression 

for the intensity in a resolution cell, where we now use ~ for the 

random variable {cos Phr-l} , and S to denote rm the random variable 

e r_1: {-iPh } m 1 {iPh } e - . We note that S and 
rm qr are not independent 

and so a calculation of the statistics , i.e. the standard deviation 

of Il(x) is not algebraically simple . Thus IT(x) becomes, for M 

tones, 

M 
IT(x) = MA

2 + 2B I 
n=l 

M N N 

L L L 
n=l r=l m=l 

r+m 

S 
rmn 

( 4-88 )1 
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If the wavelength interval is large enough, so that the random variables 

'\on and and S 
rmn 

and S rm(n+l) are uncorrelated, then, for 

large M, the second and third terms in Eq. (4-~ will tend to their 
N 

expected value. Thus if the expected value of Z a is Q and 
r=l "T 

N N 

I I S is equal to rm S then, for large M, will become, 
m=l r=l 

m¥r 

1 

M 
(4-89) 

Hence, the intensity at each resolution cell will be the same and 

this will have the effect of the speckle averaging out. We would now 

like to find out the wavelength interval for which the random variables 

'\on and and S rn and s r(n+l) 

this we assume independence if the variable 

become independent, To do 
iph 

e r becomes uncorrelated. 

Thus we wish to 
iph 

r 
e 

find the "avelength interval for "hich the random 

variable becomes uncorrelated. 

Two random variables R1 , R2 are said to be uncorrelated when 

the product of the expected values of the two is equal to the expected 

value 
iph 

r 
e 

of their product, i,e., when <Ri><R2> = <R
1

R
2

>.. Hence, requiring 

to be uncorrelated leads us directly to 
iph iph 

and e r + liCe r) 

Eq. (4-90) 

iph 
r 

<e > 

* iph 
r 

<tie > 
iph iph 

<e rll(e r» = 
2 iph 

(J (e r) (4-90) 
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From Eq . (4-6) we have 
2 iph * 

q (e r) = I-F(p)F (p), 

* ~ 

* where F(p) 
iph 

= f eiphf(h)dh . Also 
iph 

<e r> = F (p). We now have for 

/!'e r 
-~ 

iph 
r = e 

iph 
Th f th t d 1 f '(e r) we have us or e expec e va ue 0 u 

iph ( ) 
</!,(e r» = (/!'p) dF P + 

dp 

(4-91) 

(4-92) 

similarly, for the expected value of we have the result 

-iph iph 
<e r"(e r» = = - h 2 (/!'p)2 

o 2 

(4-93) 

Thus substituting Eq . (4-93), Eq. (4-91), and Eqs. (4-5) and 

. (4-6) into Eq. (4- 90) we get 

* = I-F(p)F (p) 

(4-94) 

Solving the quadratic equation (4-94) for "p, we get 
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(4-95) 

Noting again that 
= '<1Tn3 

IIp A 2 llA , and assuming a gaussian den-

o 

sity function, we obtain the wavelength spacing required to decorrel ate 
i ph 

e r i n the case of a r ough diffuser (ph > 1), 
o 

(4- 96) 

4.7 Speckle Statistics When the Illumination Consists of M Independent 

. ·Tones 

Si nce the proposed method for the r eduotion of speckl e noise in 

thi s study is by illuminating t he di ffuse object by a number of 

i ndependent tones , making a mul ticolor hologram of this object, and t hen 

viewing the hologram with a color blind system , it is of our interest to 

understand how the speckle averages under this system . He therefore 

calculat e the density functions f or t he speckle electric field and 

intensities when the illuminating beam consists of M independent tones, 

where by independent we mean that the successive beams are spaced by 

2 a wavelength greater than Ao/21Tn3ho units apart , as given by Eq. (4-50). 
o o 

For a t ypical 50 A to 100 A interval and a v isibl e wavelength range from 



4,000 to 7,00oA , this would mean that 30 to 60 independent tones are 

possible. 

To calculate the density function for the electric field we 

first write the total electric field at time t; constant ; 0 as 

E.r(x) = 
M 
I E1(AmX) = M(A-NB ) + 
m

1 

M 

I 
r=l 

iPn? 
e r (4-97) 

where we have assumed that A and B do not change appreciably .with 

wavelength and can be assumed to be constant. For the wavelength 

spacing s uch that the eiPm~ are independent for the various 

wavelengths, we obtain for the density function of WE (ET) substituting 
T Eq (4-97) into (D-6) 

(4-98 ) 

To derive the density function for the superposed independent 

intensity patterns we substitute 11 in Eq. (3-28) 

(4-99) 

where WI '(11 ) is defined in Eq. (4-4) and 
1, '" 

j' -ipI,.. ( ) 
= e -w I 11 dIl ' 

_'" 1 



and 

M 
I ex) = . \' 1(;\ , x) T t; ill 

ill 
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We now cal culate the standard deviation and the expectation 

values of the electric field and intensity when the illumination is 

by M independent tones . Thus, using E~. (3-29) and (3-30) we obtain for the 

expectation value and the variance of the electric field 

<ET(x» = M[A-NB + BNF(p)] (4-101) 

and 

2 * 2 o [ET(x)] = MN[l - F(p)F (p)] B (4-102) 

Similarly, we obtain' for the expectation value and the variance of the 

intensity the values,using E~ . (3-29) and (3-30) 

<IT(x» = M[(A_NB) 2 + (A-NB)BNF(p) + (A-NB)NBF*(p) + B2N(N_l)F(p)F*(p)] 

(4-103 ) 

and 

(4-104) 

where 
2 

o [II (x)] is given in E~. (4-23), and M is the number of 

independent illuminati ng tones. 

We now examine the reduction of the speckle image degradation 

when the illumination consists of M independent tones. We have 

already defi ned a quantity which gives us a mea'sure of the speckle 

noise in Eq. (4-24). Thus we get the expressions R(E
T

) and R(I
T

) from 

Eqs. (4-24) and (4-27) and Eqs. (4-101), (4-102), (4-103), and (4-104) 
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R(E
T

) 
1 R(E

l
) M Tones = 

1M 
(1-105a) 

and 

R(I
T

) 1 R(I
l

) M Tones = 
1M 

(1-105h) 

where R(E
l

) and R(I
l

) have the definitions 

= Si ngle Tone (1- 106a) 

and 

= Single Tone (1- 106b) 

We note t hat t he speckle noise decreases by a factor of 

L when the illuminating beam has M independent tones. Alterna-
1M 
tivel y we can say that having M independent tones i n the i lluminat ing 

beam gives us a signal to noi se ratio(l{mpr ovement by a factor of I"M 

It is i nter est ing t o note , both from Eqs. (4- 24) and (4-28) that the 

speckle noise decreases as the number of scatterers per resolution 

cell i ncreases, t his relati on being proportional to 

the number of scatterers per resolution cell . 

1 

IN 
whe r e N is 
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4.8 Speckle Statistics when the Illuminating Beam C"nsists of Spectral 

C<omponents of Finite Width. 

In most experiments, the illuminating beam has some 

finite spectral width. It is therefore of interest to calculate what 

the expected value and the variance of the speckle may be when this 

illumination consists of a beam of finite width . We would also like to 

calculate the expected values and the variance of the autocorrelation. 

f unction for the speckle electric field and thus get an estimate for 

the wavelength spacing necessary to decorrelate the speckle in this 

case. Since the result for the electric field has been shown to be 

sufficient to understand the behavior of the speckle, we only derive 

the relations for the electric field. The corresponding results 

for the intensity can be calculated in the same way. 

Since both the electric field and the intensities are directly 

expressed in terms of p, we shall find it more convenient to express 

the wavelength spacing in terms of the interval op, where 
A 2 

OA = ___ 0_ op Also, we shall assume that the different spectral 
2rrn

3 
components in the illuminating beam are distributed normally about some 

mean "0 with some standard deviation a , where we consider a 
p p 

to be the spectral width of the illumination. Now we have already 

written the electric field in Eq. (4-1) as 

A - NB + BL 
r=l 

iphr 
e 
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and so the electric field at some time, t 0, for a beam of finite 

spectral width is 

E (x) 
s 

1 

cr rz;r 
p -~ 

2 2 
-(p-p ) /2cr 

o P 
E1 (x)e dp 

Substituting E1 (x) in Eq. (4-1) into Eq. (4-107) we obtain 

E (x) 
s 

N 

A - NB + B L 
r=l 

We first calculate the expected value of the random variable 

(4-107) 

(4-108) 

E (x). 
5 

Since the integral is difficult to evaluate for an arbitrary distribu-

tion we study the precise case of a normal distribution of heights, 

as described by the density function in Eq. (4-71). Thus taking the 

expected value of 

1. e. <E (x» 
5 

E (x), we obtain from Eq (4-108), 
s 

<E (x) > 
s 

1 

rz; h 
J 

o 

2 2 
E (x)e -hr / 2ho 

s 

1 
- ""i P 2h 2 (_-=1'--:0:--00-) 

2 2 o 0 1 + cr h 
p 0 

In the same way, we calculate the variance of E (x) 
s 

(4-109) 

t o be 



2 
cr [E (x) 1 

s (1 + cr
p

2
ho

2
) 

1+<J 2h 2 
where 9 = _ ....... p'--.:o'--_ 

(1+2<J 2h 2)* 
p ° 
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[9 - e 

Before we consider this expression furthe~we first transform 
2"n3 

a wavelength spacing. Since Po =---A- we have that 
o 

2"n
3 lip = - - (:,.A 

A 2 
o 

Thus, we define the standard deviation of the wavelength as 

(J 
p 

• 

a 
p 

(4-ll0) 

into 

(4-111) 

( 4 -ll2 ) 

where a 
p 

is the bandwidth in terms of p and the bandwidth in 

terms of the wavelength. We now s ubstitute Eq. (4-ll2) into Eq. (4-110) , 

to obtain 

[9 - e 

(4-ll3 ) 
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We can subdivide Eq. (4-113) into two cases, (a) when 

2 2 2 2 2 2 P h (0,/).) «1 and (b) when p h (O,/A) »1. If we consider 
0011.0 001\.0 

case (a) first, we can approximate Eq. (4-113) as 

narrow 1inewidth case 
(4-114) 

We note that the variance decreases rapidly with increase in the 

0). 2/'0 2 d 2 2( /') 2 quantity 1\ an approaches zero as p h 0, 1\ 
o 0 f\. 0 

approaches 

one. We note that this condition for the variance to go to zero is 

the same as the condition used for obtaining the wavelength spacing 

for the decoupling of speckle, Eq (4-50), we have 

1 when 

(4-115) 

° We now consider the case (b), when po2ho
2 ().)')2 »1. Eq. 

o 
(4-113) now becomes, 

0
2 [E (x)] 

s 
- e 

(4-116) 



Simplifying, we obtain, 

A NB2 o 
=---{l-

0, p h 
1\ 0 0 
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A 
(0 ) 2] [8 _ e 
o, h p 

1\ 0 0 

broad linewidth caSe 

(4-117) 

Thus we note from Eq. (4-117) that as we increase the wave-

length spacings, the variance of the electric field rapidly approaches 

zero because of the factor 

[1 -

{ e - e } 

We also note that for the case 0A = 0, i.e. for the incident 

illumination monochromatic, Eqs. ( 4-l09) and (4-110) reduce to 

the results previously derived for the ideally monochromatic case, 

Le. Eqs. (4-7) and (4-8). 

We now derive the autocorrelation flmction for E (p). 
s 

Following the procedure outlined in Section (4.4) we first calculate 

* the value of E (p)E (p + ~p). We obtain 
s s 

N 

[A-NB + B L: 
r=l 

iphr 
e e 

-1:0 2h 2 N _i (pt-lIp) _~ 2h 2 
2 p r] [A-NB+B L: e e p r 1 

r=l 

(A_NB)2 + 

122 N 122 
-p h ,,-i(p+lIp )h - -p-h 

P r + £.J e re p r 

N 

(A_NB)BL:e
iphr 

e 
r=l 

r=l 
122 

N + ip(h ~h )-illph , ..., =2 p (hm 
N 

L:e m n n 

m=l n=l 

(4-118 ) 
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Now taking the average of (4-ll8) over p, we obtain the result 

B
2 ~e-illPhr 

(A - NB)2 + L.J 

r=l 

(4-119) 

( 4-120) 

We now find the expected value of this autocorrelation function . 

We get, 

_ le(lIp) 2h 2 [--"1'----,2::---::-2]· 
2 0 1 + a h 

(A _ NB) 2 + B 2N .::e ________ p __ o 
__ 

~1 
(4-121) 

Similarly, the standard deviation of this autocorrelation function 

becomes 

(lip) ] (4-122) 

By examining Eqs. (4_ 121) and (4-122), we would like to 

find a criteria when the speckle pattern decorrelates. We therefore 

follow the argument used in Section (4.4) and consider the speckle 

patterns to be independent when 

lIlh 0 
2 (---=1~2 --;;"2) 

1 + a h 
P 0 

> 1 uncorrelated case (4-123 ) 
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Using the substitutions, np 

for 

2h 2 1 
(nA)2 Po 0 

( ) > 1 
A 2 2h 2 

0 
1 + 

Po 0 2 
A 2 

aA 

• (4-124) 

0 

We obtain the result then, 

nA > 
21Tn3h 2 

( 0) 
A decorrelated case 

o 
(4-12.5) 

We now consider the case when (J h «1 , which '\:.]ould 
p 0 

correspond to the case of illumination by a narrowband source which 

would have a aA narrow enough to give speckle. Then (4-12~ reduces 

to 

a 2 
A 

A 2 
o 

« 1 

, narrowband 

decor relation case 

(4-126) 

• 

Alternatively, we consider the case when the illumination 

is by a broadband source and there is hardly any speckle. We then 

1 into (4-136), 
, 

broadhand decorrelation case • (4-127) 
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We can now take the fourier transform of (4-121) to also 

calculate the spectral density function of the electric field and 

we get the expression 

2 
SE (w ) 

s p 
(A - NB) 6(0) + e 

2h 2 
o 

We note here that the width of the spectral 

• ( 4-128) 

density function is h /(1 + h 20 2)~ which will give US the same 
o 0 p 

result as Eq. (4-123' for the wavelength spacing before an appreciable 

decorrelation of the speckle occurs. 
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4.9' Summary and Conclusions 

In this chapter we have applied the results of Chapter 

III to understand the statistical behavior of speckle. We have 

taken the electric field and the intensity of the speckle to be a 

random variable and then computed the expectation values and the 

variance of these quantities, in Eqs. (4-7) and (4-22) and Eqs. (4-8) 

and (4-23). We have calculated the density functions for the electric 

field and intensity in Eqs. (4-3) and (4-4). We have computed the 

spatial autocorrelation function in Eq. (4-34), and so estimated the 

average speckle size to be the size of a resolution cell in the image 

plane. We have defined a criteria to determine the degradation of 

the image due to speckle, Eq. (4-24) and found that this quantity 

is proportional to l//Nwhere N is the number of scatterers per 

resolution cell. 

We then investigated the wavelength diversity of speckle. 

We calculate the spectral autocorrelation functions in Eqs. (4-38) 

and (4-45). We find the expectation values of these functions 

in Eqs. (4-37) and (4-45). We compute the variance of the auto-

correlation functions in Eqs. (4-57) and (4-60). We investigate 

the spectral density functions for the electric field and the in­

tensity which give us the distribution of how rapidly the speckle 

is changing, in Eqs. (4-66) and (4-67). We derive the intensity 

decorrelation criteria in a completely different way and obtain the 

same result for speckle decorrelation as we obtained by a con­

sideration of the autocorrelation functions in Eq. (4-50). 
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We then investigate the statistics of the averaged speckle 

patterns when the diffus er is illuminated by a set of M i ndependent 

monochromatic tones and obtain the density fun c tions for the electric 

field and the intensity in Eqs. (4-99) and (4-100). We obtain the 

expected values and the standard deviations of the electric field 

and the intensities in Eqb. (4-101), (4-102), (4-103) and (4-104) 

respectively. We calculate the image degradation due to s peckle in 

(4-105) and find an improvement by a factor of 111M over the single 

tone case. 

In Section 4.9 we study the statistics of the speckle 

when the illuminating beam is not monochromatic but has a finite 

bandwidth a. We derive an expression for the electric field for 
p 

such a case in Eq.(4-108) and calculate the expected value and the 

variance of this field in Eqs . (4-109) & (4-110) . We examine 

this expression for the standard deviation to note that the speckle 

noise decreases rapidly with increase in the spectral width of the 

illumination and that the image is virtually speckle free if the 

spectral width of the illumination is equal the wavelength spacing 

to decorrelate the speckle. We then examine the autocorre lation 

f unction for this electric field and calculate a waveleng th spacing 

required to decorrelate th e speckle when the illumination 'has spectral 
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widths of GA in Eq. (4-l25). We calculate the spectral density 

function of the electric field for beams of finite spectral width in 

Eq. (4-l28) and note that in the limit of GA , the spectral width of 

the illumination, going to zero, we obtain the same results as for 

monochromatic speckle. 

Thus, in this chapter we have examined the statistical 

behavior of speckle noise in imaging systems and from our calculations 

we obtain the wavelength spacing required to decorrelate the speckle, 

the speckle size, and the resulting improvement in resolution when 

the illumination is not monochromatic. 
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CHAPl'ER V 

Summary and Conclusions 

In this thesis we have investigated the wavelength dependence 

of speckle in the image of a pure phase diffuse object. We have 

studied both the speckle electric field and intensity and derived 

expressions for the spatial and spectral dependence of these quantities. 

We have also demonstrated experimentally the wavelength dependence of 

speckle and the averaging of speckle under multi toned illumination. 

As a result of these studies we have demonstrated the feasibility of 

eliminating speckle in holographic microscopy while still requiring only 

a single rapid exposure from some multimonochromatic source and also 

established a theoretical basis for deducing the properties of a rough 

surface by analyzing the spectral dependence of the speckle due to this 

surface. 

We have developed an analytic model for a diffuser in section 

2 .2 and Eq. (2-3 ) gives us the electric field transmitted by this 

diffuser when a plane wave is incident on it. In Eq. (2-7) we give 

the electric field in the image of the diffuser and we find that this 

field is given by a constant, which depends on the area occupied by the 

scatterers on the diffuser, and a sum of random unit phasors, the angle 

of each phasor depending on the height of the corresponding scatterer 

on the diffuser and the number of phasors depending on the n~ber of 

scatterers in one resolution cell. 

We define the image degradation due to speckle in Eq. (4-24) 

as the ratio of the standard deviation to the electric field for the 
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speckle intensity and find that this quantity is inversely propor-

tional to the square root of the number of scatterers per resolution 

cell. Also we note from this equation that this ratio decreases as 

the standard deviation for the scatterer heights decrease. 

We derive that 

to decorrelate is 61,. > 

the wavelength 
A 2 

o where 
21!Il3hO 

spacing for t wo speckle patterns 

61,. is the wavelength interval, 

1,.0 is the mean wavelength, is the difference in the refractive 

index of the object and of air and ho is the standard deviation for 

t he heights of the scatterers. We obtain this result using four dif-

ferent derivations as described in sections 2 .1, 2 .2, 4.4 and 4. 6. 

Eq. (2-2 ) gives this r esult if we consider ho · to be the temporal 

ooherence length of a wave of linewidth 61,. We derive Eq. (2-9) by 

equating the expected value of the magnitude square change in electric 

field to the variance of the electric field. Eq. (4-50) comes from 

determining when the expected value of the spectral autocorrelation 

function of the intensity is negligible, and Eq. (4-96) is derived by 

using the definition that two random variables are uncorrelated when 

the product of their expected values is equal to expected value of 

their product. 

Eq. (4-46) gives us the expected value of the autocorrelation 

function and we note that this quantity depends on the characteristic 

function for the heights of the scatterers on the diffusers. Thus, if 

we can measure this expected value for the speckle autocorielatian 

function we can determine the density of heights for the scatterers in 

the diffuser, as calculated in Eq. (4-53). 
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In Eqs14-l05)and(4~06) we have calculated the image degrada-

tion when M independent speckle patterns are added together, such as 

is the case under illumination with M independent tones. We note that 

this quantity is inversely proportional to 1M and so these results 

predict the reduction of speckle noise under multi toned illumination. 

We calculate the expected value and standard deviation for the 

speckle electric field when the illumination has a linewidth of 0A 

in Eqs. (4-l09) and (4-ll0). We note from (4-ll3) that the spe"ckle noise 

is negligible when the linewidth is equal to the wavelength spacing for 

the decorrelation of speckle. We also calculate the expected value of 

the spectral autocorrelation function of the speckle in Eq. (4-l2l) 

and the spectral density function in Eq. (4-l28). 

In section 3.2 we reviewed the calculation for the density 
, 

function for a sum of random vibrations, when all phases are equally 

possible, and applied these results to calculate the density function 

for the speckle electric field and intensity in Eqs. (4-3) and (4-4) 

respectively. Also in section 4 .3 we review the calculation for the 

spatial autocorrelation function for the speckle intensity, which is 

given in Eq. (4-34). From this result we deduce that the average 

speckle size is equal to the resolution of the imaging system. 

In section 2.4, we describe the results of two sets of 

experiments conducted to establish the wavelength dependence of speckle . 
, 

In one set we illuminate a pap smear by one tone of an argon laser, 

white light, and four tones of the argon laser (5l45, 4965, 4880 and 

4765A) as shown in Figs. 3a, 3b and 3c in Appendix B and we find the 
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reduction of speckle when the four tones are used. In the next set of 

experiments, we simulate a tunable monochromatic source by bandlimiting 

the light from a carbon arc source with a monochromator and then 

collimating this output. Fig. 5 in Appendix A shows the speckle pattern 

when the illumination has a linewidth of 
o 

5A and Figs. 6, 7, 8 and 9 

in Appendix A show respectively the image of an optic nerve in laser 

illumination, white light, bandlimited illumination of 5A linewidth 

and 6 separated bandlimited tones scanning 4, 300A to 5,800A . 

Thus we have established, both experimentally and theoretically, 

that the speckle pattern in the image of a diffuser depends on wavelength 

and that it averages out in multi-toned illumination and have calcu-

lated some of the spectral properties of this speckle. 
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APPENDIX A 

Speckle Reduction ~ Multiple Tones of Illumination 

In this Appendix we detail the derivations for the electric 

field and the intensity in the image of a pure phase diffuser, results 

given in Eqs. (2-5 ) and (2- 6 ) in section 2 .3, chapter II. We also 

give the details for the calculation of the wavelength spacing required 

todecorrelate the speckle by equating the expected value of the 

magnitude square change in the speckle el ectric field to the variance 

of this electric field (Eq. (2-9 ». In addition we give details of 

the speck.Je exper:j.ments using coll:!.mated bandlimited light from a carbon 

arc source described in section 2.4. 



Speckle Reduction Using Multiple Tones of Illumination 

Nicholas George and Atul Jain 

Th~ occ~rre~ce and smoothing of speckle are studied as a function of the line width for a highly collimat­
ed lllummatmg ~ource. .A general th~ory is presented for speckling in the image of a partially diffuse, 
phase type of obJ~ct, ~hICh. has a varIable number of random scattering centers per resolution element. 
T~e.n, an expresslOn IS derIved for the wavelength spacing required to decouple the speckle patterns 
ansmg from two ~onochromatic tones in an imaging system, thereby establishing that it is feasible to 
smoot.h spe.ckle. usmg multicol?r ~llumination. This theory is verified in a series of experiments using both 
laser lllummatlOn and band-hmlted light from a carbon arc. With highly collimated sources we show 
that sp~ckle appears las.erlike .for an im~ged diffuser even up to line widths of 5 A. Then, sm~othing of 
speckle IS demonstrated m the Imaging of a diffuser and for a section of an optic nerve when the illumination 
is provided by six narrow lines spread over 1500 A. Since with color-blind, panchromatic viewing the 
speckle smo?ths, a direct extension of this method to holographic microscopy, using a multitone laser, 
should permIt one to record and reconstruct holograms of diffraction-limited resolution that are essentially 
sl?eckle-free. 

Introduction 

Under monochromatic illumination, objects with a 
scale of roughness grossly on the order of the wave­
length are hard to discern in feature detail, owing to 
the rapid spatial variations that occur in the scat­
tered radiation. This characteristic of laser illumi­
nation to speckle has been studied by many investi­
gators; however, owing to space limitations, we cite 
only a few of the publications.1-22 It is difficult to 
quote a specific numerical value for this resolution 
~oss. si:r:lCe)t varies widely' with the roughness of the 
object being studied. However, in the application of 
laser holography to microscopy, this speckle effect 
has ~een a severe obstacle,8-10,12,17,20 limiting the 
working resolution to from a few to several times the 
classical optics limit. As examples, Young et al. re­
port that "the usual resolution criterion should be 
divided bY.five or more whenever diffused laser light 
is used"12; Close reports resolutions of a few microns 
on test samples17; and Cox et al. have obtained simi­
lar resolutions with biological specimens.10 

Gabor14 has classified speckle into two categories: 
The objective speckle that arises owing to uneven il­
lumination falling on the subject. The subjective 
speckle that arises from the roughness of the subject 
in conjunction with the convolving effect of a finite 
aperture. ~he objective type can occur when one 
holographically records a smooth transparency but 
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with a diffuser placed in the beam illuminating the 
transparency. While the diffuser creates a helpful 
redundancy in the recording, it also leads to the del­
eterious speckle. Most prior studies of speckle elim­
ination have considered only this objective type, and 
good results have been reported, although the 
subject is far from closed.5- 9 ,14,22 

In this paper we consider the smoothing of subjec­
tive speckle. This is a somewhat neglected topic 
since it has been generally argued that the only ef~ 
fective means for smoothing this type is to increase 
the aperture.14 However, if one draws this conclu­
sion, it is implicitly' assumed that operation is at a 
single wavelength or that separate, independent 
looks are not being made in the over-all process. In 
the method we are to describe, separate wavelengths 
are used to provide independent looks.2o ,21 In this 
way, we will show that one can smooth subjective 
speckle at a fixed value of aperture. Probably, too, a 
method that smooths subjective speckle also smooths 
the objective type (but not conversely). Hence, in 
this instance, the need for making the distinction is 
not great. 

An analysis for the wavelength variation of speckle 
in an imaging system has not been found in the lit­
erature; however, Goodman has treated the related 
problem of the wavelength sensitivity of speckle in 
the far-field reg~on of a coherently illuminated group 
of scatterers.2 Recent experiments have been re-

. ported in confirmation of the thesis that speckle pat­
terns vary spatially in a marked way with change in 
wavelength.19- 21 

We feel that an interesting possibility for dramati-



cally reducing the speckle effect in holographic 
microscopy is to use a multicolor recording process 
with several widely spaced laser tones spanning the 
visible optical region. The hologram~volume effects 
permit one to record and play back these images in a 
non interacting way, provided that adequate spatial 
separation and wavelength intervals have been cho~. 
sen between each reference beam.23 In viewing, the 
same multitone spectra are used for the reference 
beams so that no spatial distortions occur, but a 
color~blind monitor with uniform response over the 
visible spectrum must be provided, e.g., by a vidicon 
apparatus, in order to average the multitone speckle. 

Within this context, we report the first study of the 
sp'atial variations of speckle in the imaging system of 
a microscope as the wavelength of a monochromatic 
source is scanned through the visible. First, we ana~ 
lyze the imaging of a diffuser in which there is a 
variable number of random phase heights per resolu~ 
tion cell. This is a good model for the objects of 
practical interest covering the smooth case, through 
the troublesome case where five to ten random scat~ 
ters per resolution element are limiting the resolu~ 
tion, and the case where the number of random con~ 
tributors per resolution cell is very high. We show 
that the multi color speckle will decorrelate when 

A2 - Al ~ (A02/ 21rn3ho){[1- e-(Pho)2J/[1 

+ (N -1)(pho)2e-(Phof ]p12, 

where the n3 is the difference in the refractive index 
of the air and the diffuse object, N is the number of 
scatterers per resolution cell, and the heights hr of 
the scatterers have been assumed to have a normal 
distribution with an expected value of zero and a 
standard deviation ho, p = -21rn3/AO, and AO = (Al 
+ A2) /2. As an alternative interpretation, speckle 
will appear laserlike as a given line width increases 
from the few hertz band up to a small fraction of the 
above A2 - Al (this fraction is typically a few ang~ 
stroms). We note too that wavelength diversity may 
also prove useful in electron micros'copy where the 
monoenergetic electrons typically have a monochro~ 
maticity dA/A ~ 10- 5 , where A is the de Broglie wave-

'length of the electron. This is easily small enough to 
cause speckle, however a further consideration of 
speckle in matter waves is beyond the scope of this 
paper. 

Analysis of Diffuser I magi~g 

An imaging system for a microscope is idealized by 
a lens of focal length F and aperture D, an input 
plane (~,1]) at a distance s' = F + 0 from the lens 
(Fig. 1), and thus with the image plane at a distance 
s given by l/s + l/s' = l/F. For monochromatic il­
lumination, eiwt , of an arbitrary object Do, we de­
scribe the transverse scalar component of the input 
electric field by f(~,1])eiwt. In the image plane, this 
corresponding field amplitude is found by two appli~ 
cations of the usual Fresnel-zone approximation of 
Sommerfeld's formula24; i.e., the output field ampli­
tude E(x,y)eiwt is given by 

E( ) = _ exp[-(i21r/Ao)(S + s')J 
x, y '\ 2 , 

1\0 SS 

x f f f f~ d~d1]dudv f(~, 1])T(u, v) 

X exp {- ;0:' [(u - ~)2 + (v -1])2J 

- i1r [(x - U)2 + (y - V)2J}' (1) 
AoS 

in which (u,v) are Cartesian coordinates in the plane 
of the lens, AO = 21rc/w, and C = 3 X 108 m/sec. 
The transmission function for the lens T(u, v) will 
be taken with the spherical convergence factor exp 
[ + (i1r I AoF)(u2 + v2)] and a pupil function that is 
Gaussian, i.e., it is gi~en by 

T(u,v) = exp[-(i1r/AO)(U2+ v2)/pJ, (2a) 

where 

lip = -(1/F)-(i4"Ao/1rD2), (2b) 

and D is the diameter of the lens of focal length F.25 

Substitution of Eq. (2) into Eq. (1) and integration 
over the (u, v) plane, defining the magnification fac­
tor M = s/s' and the up-scaled variables x' = -M~, 
y' = - M1], give the result: 

E(x,y) = 
exp{-(i21r /Ao)(M + l)s' - (i1r /Ao)[(X2 + y2)/ Ms'Jl 

- Ao2S'2M3 

1r D2 ffO:> ( X' Y') 
X 4 -co dx'dy' f -M, - M 

{_ ~ [(X'2 + y'2)J _ (1r D)2 [( _ ')2 
exp AoS' M2 2Aos x x 

+ (y - y')2J}. (3) 

In the basic imaging equation, Eq. (3), the con­
volving effect of a finite aperture, D, is readily seen. 
As is well known, subjective speckle arises from this 
averaging or smearing of the input function f (-x' / 
M, -y'IM), i.e., for a finite aperture E(x,y) will not 
be a perfectly resolved scaled replica of f (-x' / M, 
-y'IM). The departures here from the usual imag-
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Fig. 1. Single lens magnification with object plane (~,1/) and 
image plane (x,y). 
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Fig. 2. The idealized diffuser object (Do) in the (~,71) plane 
showing a magnified inset between 8182 for the computation of 
the transmission function, Eq. (10). The diffuser has steps of 

width Wr and random height hr. 

ing formula are that phase terms have been retained 
and the Gaussian transmission function of Eq. (2) is 
used. Hence, it is instructive to find the radius of 
the resolution cell for comparison to the conventional 
circular pupil function. By integration of Eq. (3) 
with a delta function impulse as input, i.e., f = 
o(x',y'), we find that the output spot size is given by 

E(x,y) 0: exp[-(7rD/ 2Aos)2 (x2 + y2)J. 

Thus, in the output plane (x,y), the intensity falls to 
a l/e2 fraction of its peak at a radius of 0.637Aos/D. 
From this impulse interpretation, we define the radi­
us of the res<?lution cell referenced to the (x,y) plane 
or the (~,11) plane, respectively, as 

dw = (2AoS/7rD) or dwo = (2Xos' /7rD). (4) 

If we would have used the usual circ [(u2 + 
u2 )1/2/(D/2)] as the, pupil function portion of Eq. 
(2a), the resulting Airy disk would have the function 
value [2eh(z)/Z]2. This would result in a radius for 
the l/e2 power down locus of 0.82 Aos/D, which is 
close enough for our purposes to the corresponding 
value of 0.637 Aos/D, obtained for a Gaussian pupil 
function.26 

Model for the Phase-Type Diffuser 

There have been various ways, in the past, of de­
scribing the electric field transmitted by a rough 
object. Hopkins and Tiziani,16 for instance, idealize 
the diffuser as a series of closely packed lenslets of 
varying sizes and focal length. Enloe4 and Good­
man, 2 on the other hand, idealize the diffuser as a 
randomly spaced array of inifinitesimal radiators, 
each radiating with a random phase. 
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A semitransparent object of complex-valued am­
plitude transmission factor DO(~,l1) is placed in the 
input pl~ne and illuminated by a monochromatic 
plane wave incident at the polar angle (Jo in the (~,11) 
plane (Fig. 2). Thus, the input amplitude function 
f(~;,.,) is given by 

f(~'l1) = Do(tl1) exp[-i(27r/Ao)no~ sin(Jo], (5) 

where no and n1 are the relative indices of refraction 
in the two media and nosinOo = n1sin(h. For a gen­
eral object consisting of an amplitude transmittance, 
denoted by real-valued function D1(~,11) and the 
phase delay l/I(~;,.,), we write 

(6) 

For the surface contour h(~,l1) of the diffuser (shown 
between planes I and II spaced by Zo + Zl in Fig. 2), 
we use a ray optics approximation to l/I(~,l1)' Thus, 
we write the phase delay 

l/I(~'l1) = ( 27rno/Ao)(Zo-h)/eos(Jo 

+ (27rn1 /'Ao)(Zl + h)/COS(Jl; 

and suppressing the nonessential constant phase de­
lay~, we can rewrite Eq. (5) as follows: 

f(~, 11) = Dl(~'''') 

exp[ -(i27r /Ao)no~ sin(Jo] exp [- i~; n3h(~, 11)} (7) 

in which n3 = (n1/cos(J1 - no/cos(Jo). . 
Now, consider the simplified one-dimensional case 

with a pure phase object, i.e., D1 = 1, consisting of 
randomly positioned steps of height hr and width Wr 

centered at ~ = ~r, i.e., 

h(x,y) = Lhrreet[(~ -t)/wrJ. 
r 

Then, the one-dimensional idealization of Eq. (7) be­
comes 

f(~) = exp[ -( i27r / Ao)no~ sin(Jo] exp { _ (i~;) 

n3 ~ hr reet[(~ - ~r) / wr]}' (8) 

where the function rect(x) = 1 when I x I < 1f2 and is 
zero otherwise. If nonoverlapping steps are assumed 
in the expression 

L hr reet [(~ - ~r)/Wr]' 
r 

one can prove the following identity: 

exp 1-(i27r / AO)n3 L hr reet [(~ - ~r) / Wr]} = 1 
r 

+ L reet [(~ - ~r) / Wr]{ exp[-(i27r /Ao)n3hr] -I}. 
r 

Substituting this into Eq. (8) we obtain 



f(~) = exp[ - i(271" / Ao)no~ sin8o] 

(1 + ~ rec~[(~ -~r)/Wr]{ exp[-i(271"/Ao)n3hr] -I}). (9) 

Equation (9) for a pure phase type of diffuser 
could equally well have been postulated directly, as 
follows. The multiplicative term exp[ --i(271"/ 
Ao)no~sin 00], with the linear phase taper in (~), occurs· 
for a plane wave incident at an angle 80, as shown in 
Fig. 2. With nonoverlapping steps assumed in the 

L rect[(~ --~r)/Wr], 
r 

the term within the square brackets, [], is either 1 or 
exp[--i(271"/Ao)nahr ]. This holds for an arbitrary 
value of ~, hence If(~) I == 1 as it must for a pure phase 
object. 

We could adapt this transmitted field to fit a vari­
ety of models for the diffuser. Thus we can consider 
the height of a step given by hr(~) to be roughly con­
stant over the width Wr. On the other hand, if one 
prefers the randomly positioned lenslets of Hopkins 
and Tiziani, then hr becomes the quadratic phase 
transmission for each lens, i.e., hr(~) = [(~ -- ~r)2/fr], 
wher~ f r is the focal length of the lenslet centered at 
~r. 

If we make the assumption that the width of each 
random step is much less than the resolution cell 
size, i.e., Wr « Awo, then insofar as integrations of 
the form of Eq. (3), we can replace the rect [(~ -­
~r)/Wr] by the Dirac delta function, i.e., by WrO(~ -­
~r). Thus, combining Eqs. (8) and (9), we find a 
convenient approximation for the one-dimensional 
input transmittance 

f(~) = exp [ - ( i~7I") no~ sin80 ] 

(1 + ~ w,ii(~ - ~,){exp[ -(i21l-j>'o)n,h,] -I}). (10) 

To facilitate the consideration of our diffuser, we 
arbitrarily define the one-dimensional lens process, 
reducing Eq. (3), as follows: 

El(x) = exp[--(i7l"no/Ao)(x2/Ms')] f~ dX'f(-~) 

exp {-- i~~~)2 __ [(x A-wx')T}. (11) 

Substitution of Eq. (10) into Eq. (11) and integrat­
ing give 

E ( ) -- A (\112 [i7l"no (X2 2x Sin8o) 
1 x -- ~w 71"/ exp --~ Ms'-~ 

Now define the intensity or energy density factor by 
I(x) = E1El*' andfromEq. (12) we find 

lex) = 7I"(Aw)2e-2a + 2(71")112 Awe-a LMwr 
r 

exp [ __ (X ~;r'YJ {cos(X -- cPlr + cP2r}- cos(X -cPlr)1 

+ 2L exp[--2(x -Xr')2 /(Aw)2](Mwr)2{1--cos<P2r} 
r 

+ LL exp[ ,- (x -- x m')2/(Aw)2 -- (x -- X/)2 j,(AW)2] 
m r 

X exp[ i( <Plm -- cPlr)t] 

X M2WmWr(e-i¢2m -- 1)(e+i¢2r·--l), (13) 

in which a = 471"(nox sinOo)2 / (AoM?, 

X = (271" / AoXnoX sin8o/ M), 

<Plr = (7I"no/Ao~2x/ sin8o/ M -- (x/)2/(M2S')}, and 

<P2r = (271" /Ao)n3hr. 

Equation (13) is a convenient starting point for the 
statistical analysis of decorrelation based on combin­
ing intensity patterns taken at separate wave­
lengths.21 Equation (12) is the more useful starting 
point in the simpler amplitude decoupling criterion 
presented in Eq. (21) of the following section. 

Expected Value and Variance for the Electric Field 

To calculate the wavelength spacing required to 
decouple the speckle pattern described by Eqs. (12) 
and (13), first we analyze the simpler case when 00 is 
constant, e.g., when 80 = O. Later separate com­
ment is included for the important case when a dis­
tributed angular spectrum is used for the illumina­
tion. 

We assume the response of a panchromatic view­
ing system is given by I = E1El * + E2E2* + . . . 
when there are multiple tones of monochromatic il­
lumination, i.e., beat terms are negligible with long 
exposure times. Hence, we must compare the intensi­
ties in the image plane at two different wavelengths 
and find when these two intensity patterns are 
decorrelated. Since in computing E1El *, common 
phase terms will cancel, we factor Eq. (12) extract­
ing and suppressing the term exp{(i7l"no/Ao)[(2xsin80/ 
M) - (x 2 /Ms')]}. The remainder of the electric field 
we denote by E 1 , and rewriting Eq. (12) gives 

El(x) = Aw(7I")1/2 + ~ exp[-(X ~r'y 

i7l"no(X/)2] { (i271" ) } - AoM2s' M Wr exp - ~ n3hr . -1 . (14) 

Additionally, comparing Eqs. (12) and (14), one will 
note that we have dropped the quadratic multiplier 
exp[ -411'n02x2sinOo/(A02M2)] from the first term in 
Eq. (14); and the small phase term expl(i7l"no/ 
1..0 ) [2(xr' - x)sinOo/ M]} from the summation. 
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To study the speckle in the image plane, we con­
sider an arbitrary position x. In Eq. (14), the rapid 
falloff of the Gaussian term, exp {-[(x - xr')/LlW]21, 
limits the number of scatterers from among the en­
tire set xr' that contribute effectively to E1 at x. 
Thus, if there are N scatterers remaining from this 
set that are positioned (in image plane coordinates) 
with values of xr' in the range x - Llw < xr' < x + 
Llw, then we can approximate Eq. (14) by 

N 

E1(x) = A - BN + B L exp(+iphr ). (15) 
r=l 

We have defined A = Llw( 7r ),112 , 

B = Mwc exp[-(i7rn~x2)/(AoM2s')] and pas 

(16) 

To simplify the analysis, we assume that the step 
widths Wr are constant for all scatterers and equal to 
We. Also, with negligible error, the Gaussian per­
mits us to approximate the phase term exp 
- [i7rno(xr')2 /AoM2s'] in Eq. (14) by the term exp 
- [i7rnox2/AoM2s'] in Eq. (15). 

If we assume that the real random variable hr is 
distributed according to some known density func­
tion, f(h r ), and the corresponding characteristic 
function for this distribution is given by F(p) = 
f~oo exp( +iph) f(h)dh, then we also obtain the fol­
lowing results for the expectation and variance of 
eiph (Ref. 27): 

(eiph ) = F(p), 

(J2(e iph ) = 1- F(p)F*(p). 

(17) . 

(18) 

If we also assume that the random variables hr 
represented by different scattering points are inde­
pendent, then we can calculate the expected yalue 
and variance of our amplitude defined by Eq. (15). 
Thus, we obtain the following expression for the ex­
pected value of the electric field at a point in the 
image plane 

(Eix» = A - NB + BNF(p). (19) 

Also, the variance in this electric field, defined by 
(J2[E1(X)] = «E1 - (E1») (E1 - (E1»)*), is readily 
computed by substitution of Eq (15) into this form 
and simplification using Eqs. (17)-(19). The result­
ing expression for the variance in the electrical field 

, is 

(J2[E1(x)] = N(l - FF*)BB*, (20) 

where BB* = (Mwe)2 and the characteristic function 
F is given by Eq. (17). 

Wavelength Sp~cing for Speckle Decorrelation 

We note that our expected value is some complex 
number, while the variance is a real number since it 

1206 APPLIED OPTICS / Vol. 12, No.6 / June 1973 

is defined by (J2 = (IE1 - (E1)12). Thus, Eq. (20). 
gives us the square of the radius of a circle centered 
around the expected value within which roughly half 
of our values of E1 lie. The intensity at some fixed, 
point x can thus be considered to have c'hanged sig­
nificantly when the magnitude of the change in, 
E1(x) with wavelength is of the order of the standard 
deviation. Thus, we adopt the criterion that the 
speckle is decoupled when the wavelength change 
causes the average of the magnitude squared change 
in E1 (x) to be equal to the variance for a particular 
wavelength AO, i.e., decorrelation occurs whenever 

(21) 

The change in the electric field E1(x) with wave­
length interval LlA is given by 

LlE1(x) = [8E1(x) /8A]LlA. 

Thus differentiating Eq. (15) with respect to A and 
noting that dp/dA = (+27rng/A20), we obtain 

LlE1(x) = (-LlBN + B "tihreiPhr 2~~3 
r=l 1\0 

+ LlB t, eiPhr ) LlA, (22) 

where 

We now consider the speckle near the axis, i.e., 
when LlB is negligible (worst case). In this case Eq. 
(22) reduces to 

dE/x) = ~ B '£ ihr 2~~3 eiphr.6.'A. (23) 
r =-1 0 

If we now compute (E1(x)LlE1(x)*), we obtain the 
following result, assuming that the expected value of 
hr is zero and that the standard deviation is ho, 

+ (N2 - N)[(d / dp)F(p)JLCd/ dp)F(p)]*}BB*. (24) 

Substituting Eqs. (20) and (24) into the criterion, 
Eq. (21), we obtain a value for the wavelength spac­
ing A2 - A1 required to decorrelate the speckle: 

A2 - Al 

A02 { 1 - F(p)F*(p) }Yz 
= 27rn3 h0

2 + (N -l)[(d/dp)F(p)][(d/dp)F(p)]* 

.[decoupZed case]. (25) 

The speckle pattern will therefore be laserlike 
when the spectral line width of a single tone is much 
less than is given by Eq. (25), i.e., when the line 
width LlA is given by 



1 
boA :5 10 (A2 - AI)" 

< ~ { 1 - F(p)F*(p) }~ 
- 207rn3 h02 + (N -l)[(dldp)F(p)][(dl dp)F(p)]* 

[laserl ike casel (26) 

To illustrate the above results with an example, 
assume that the heights of the scatterers are distrib­
uted normally, where our expected value and stan­
dard deviation for the heights have already been taken 

"to be zero and ho, respectively. Thus, we write the" 
density function for hr as 

and the corresponding characteristic function as 

(27b) 

Substituting Eq. (27) into Eq. (25) we obtain the 
wavelength spacing required to decorrelate the spec­
kle pattern as 

We note that for the case of a very rough diffuser, 
where (pho) is greater than 1, Eq. (28) can be 
approximated by 

A2 - Al = A02 I (27rn3hO), when (phO)2 »1. (29) 

In the case of a relatively smooth diffuser, Eq. (28) 
can be reduced to 

A2 - Al = [1 + (N ~o 1)(pho)2]I/2 ,.when (phoP «1. (30) 

Now assuming monochromatic illumination, we 
study the condition under which we can expect a 
particular diffuser to give a large amount of speckle. 
If we take the ratio of the standard deviation to the 
amplitude of the expected value, i.e., by Eqs. (19) 
and (20), we obtain the average fractional change in 
amplitude among different resolution cells of width 
2.1w. When this ratio is very small, we have the 
case when most cells have the same intensity; and 
there is practically no speckle. In the case where 
this ratio approaches 1, we have a badly speckled 
case. Thus, for the normal distribution, as defined 
by Eq. (27), this ratio is given by 

(N)1/2(1 - e-P2ho2)1/2IBI 

R = IA -!vB + NBe-P2ho2/21" (31) 

By Eq. (31), we note that R goes to ze"ro, i.e., no 
speckle, when the roughness as characterized by pho 
decreases. Alternatively, taking A to be of the same 
order of magnitude as NB, we note that the ratio R 
is proportional to 1/(N)1/2. Thus, the badly speck­
led case occurs with small numbers of scatterers per 

resolution element. And as N gets very large, say 
exceeding 100, the amount of speckle is drastically 
reduced. 

If we assume operation at a single wavelength, it is 
still possible to obtain averaging of speckle by super­
imposing image intensities formed when the diffuser 
is illuminated successively by plane waves at differ­
ent angles of incidence. We can calculate the angu­
lar difference .1()o between successive plane waves in­
cident at angles ()Q1 and ()02, which will decouple 
these respective image intensities. Since we are 
considering the sequential recording of intensities, 
the phase term containing ()o, which was suppressed 
in writing Eq. (14), still does not enter: and Eqs. 
(15) and (16) form a convenient starting point. 
From ng = (nl/ COS()l - no/ cos()o) and nlsin()l = 
nosin()o, we compute the angular variation of ng: 

dn31 d()o = (II 2)(no2 I n1Xsin2()o I COS3()I) 

- (nosin()ol COS2()O). (32) 

The variation of p, at fixed wavelength, is found by 
differentiation ofEq. (16), i.e., 

dpl d()o = (-27r 1'Ao)«(1n31 d()o). (33) 

Following the same mathematical procedure as we 
did in deriving Eq. (25) except that now .1E1(x) == 
[aE l (x)ja()o].1()o, one can readily show that the an­
gular spacing .100 = ()02 - ()Q1 is given by 

.1()o 

( { 
1 - F(p)F*(p) }~)// 

= Ao h02 + (N -l)[(dldp)F(p)][(dj dp)F(p)J* 

{7rnoC2sin()o I COS2()o - nosin2()ol (n! COS3()1) JI· (34) 

For the case when the heights are distributed nor­
mally, by substitution of Eq. (27) into (34), we find 
the angular separation required to decouple the 
speckle patterns reduces to 

.1()o = (Ao{(l - e-p2ho2)IU + (N -l)(hop )2e-P2ho2]11/2) / 

[
7rn h (2Sin()o - nosin2()o)] . (35) ° 0 cos2()o ni COS3()1 

We will use Eq. (35) in the following section to es­
tablish a numerical value for the degree of collima­
tion required to assure that our speckle averaging is 
due to wavelength variation and not to multiangular 
illuminating beams. 

Experiments with Laser Sources 

Three different experiments were conducted using 
a laser. In the first, a single mode argon laser was 
used to illuminate a ground glass diffuser and the 
speckle positions were charted as the wavelength was 
set to the various principal lines (4579 A, 4727 A, 
4765 A, 4880 A, 4965 A, 5017 A, and 5145 A). In 
this experiment, the statistical problem is different 
in the details from the analysis presented herein 

June 1973 I Vol. 12, NO.6 I APPLIED OPTICS 1207 



(e.g., see Goodman's treatment2 ) in that the number 
of scatterers that contribute at each point in the out­
put plane is essentially that of the entire illuminated 
diffuser; and this is usually a very large number. 
Since, in this experiment, the diffuser is not being 
imaged, one should not be thinking in terms of the 
number of scatterers per resolution cell, i.e., the N of 
the previous section. Nevertheless, speckle reposi­
tioning is readily seen; the bright spots in the image 
vary quite noticeably for the wavelength shifts of 100 
A or so. 

In this first experiment it is also interesting to 
vary the size of that portion of the diffuser that is 
being illuminated. The equation for the speckle size 
in the nonimaged case indicates a speckle size in­
versely proportional to the entire object dimension.16 

Thus, one can greatly enlarge the mean speckle size 
by placing a small aperture at the diffuser. It is an 
experimental convenience to work with these larger 
speckles. An effective nonmechanical means for 
providing this variable aperture is to pass the colli­
mated output of the laser directly through a micro­
sc?pe objective. Then, of course, the spot size of the 
eXIt beam converges to a small diameter in the rear 
focal plane of the objective, and thereafter it rapidly 
expands. The diffuser is placed in this exit beam· 
axial translation of the diffuser in this region nea; 
and beyond the rear focal plane provides a handy 
method for varying the effective aperture over a wide 
range. The diffuser is fixed at a specific position that 
gives large, easily monitored speckles on a screen at 
1-2-m distance; and then the wavelength is varied. 
Again, no imaging is involved; and the speckle posi­
tions are readily charted by directly exposing a piece 
of sheet film placed at the screen. While speckle 
repositioning is definitely observed at the different 
wavelengths, we were not satisfied that we had the 
amount of control necessary to corroborate the theo­
ry, e.g., the wavelength spacing and total interval 
available were limited. 

A more persuasive experimental observation of 
speckle averaging with multiple tones of monochro­
matic illumination was obtained in the following sec­
ond experiment using an argon laser source. The 
prism line selector, not the single mode etalon, is re­
moved so that oscillation is obtained simultaneously 
on several of the transitions listed in the preceding 
paragraph. The speckle averages pretty well for 
these wavelength spacings; photographing an object 
illu~inated first by a single tone and then by the 
multI~one clearly shows this effect. In this imaging 
experIment, the aperture of the camera is used to 
control the amount of subjective speckle that is in­
troduced by the camera lens. 

Unfortunately, the spread of wavelengths and the 
single collimated beam of the argon laser are not ad-

. equate for the recording and reconstruction of spec­
kle-free holograms as a simple, single exposure pro­
cess. Both spatial and spectral separation of the 
multitone reference beams are probably goin l1 to be 
required.23 b 
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A third experiment was performed using a single 
mode helium-neon laser at 6328 A. This laser is 
continuously tunable over the Doppler-broadened 
transition (about 1200 MHz) by a piezoelectric con­
trol of the cavity length. Using the 3-M Company's 
Magic Transparent Tape as a standard diffuser, 
since it is both readily available and reproducible, 
we carefully measured bright spot positons in speckle 
patterns as the wavelength was scanned over 1200 
MHz. By this experiment, we concluded that the 
motion is below the threshold of detection for such 
small shifts in frequency. This null result is in 
agreement with the prediction of our theory, e.g., 
Eq. (26). Care was taken to control the angular 
drift of the laser beam in all of these experiments 
[see (}o in Eq. (12)]. This is particularly important 
for the argon laser since the wavelength selection 
consists of angularly positioning a prism in the cavi­
ty. Both this and the large temperature changes 
during warmup cause easily measurable drifts in (}o. 

For our experiments, angular control is obtained -by 
passing the laser beam through two high-quality mi­
croscope objectives separated by twice their focal 
length (20 mm) with a 5-,um diam pinhole located at 
their common focus. The output beam from this 
unity beam expander-spatial filter device is used as 
the source. Thus, the angular deviation in (}o is 
maintained at some small portion of 2 X 10-4 rad. 

Multicolor Speckle Experiments 

A series of experiments was also performed using 
both the Scotch Magic Tape diffuser and a biological 
specimen as objects with band-limited light being 
used to simulate a continuously tunable laser (Bee 
Fig. 3). A carbon arc or high-pressure mercury arc 

I 
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/\ 

I 
I 
I 
I C Dol 

~ _~ __ ~lCB~S~Q?EJ 
Fig. 3. The experimental arrangement for obtaining laserlike 
speckle from a band-limited, carbon arc source. The diffuse 
object Do, is magnified by the microscope OM and speckled im­
ages are photographed by the camera C. Illumination from the 
arc (A) is band limited by the Spex monochromater (mirrors M 1, 

M2 are lO-cm diam and 75-cm focal length); pinholes P1 and P2 

are 400 J,Lm, P3 is 60 J,Lm, and the microscope objective 01 is used to 
collimate the illumination at Do. 



Fig. 4. Speckle pattern with collimated . laser illumination at 
6328 A incident on diffuser made from Scotch Magic Tape. 

Imaging is as shown in Fig. 3. 

source (A) is collimated, dispersed by the grating 
(G) for band limiting by pinholes P2, P 3 ; then it is 
highly collimated by the pinhole-objective lens com­
bination (P3, 0 1 in Fig. 3). The objects are placed 
at D for magnification by the microscope, OM, and 
photograpbically recorded by the camera (C). 

Since the principal objective of this experiment is 
a detailed study of the averaging of speckle from a 
multitone source, first we must establish values for 
the allowable width of the single'tone; then, we will 
take a series of exposures with wavelength differ­
ences exceeding the interval given by Eq. (28). The 
quantitative treatment of the degree of smoothing 
that results from a number of independent tones is 
beyond the scope of this paper. 21 

For experimental purposes in the classification of 
diffusers, it is convenient to recognize that [~wo/ 
(Wr)]2 sets an upper limit to the number of samples 
per resolution cell and that ho and (Wr), are coupled, 
i.e., by coupled, we mean that in niaking a finer dif­
fuser, (wr ) becomes less, but the attainable ho usual­
ly decreases too. Hence, we rewrite Eq. (28) as fol­
lows: 

~A A' 
~ = -2 h (/1- exp[-(27rn3ho/A)2J}/{1 + [(~wo/ 
1\ 7rn3 0 

(w r») -lJ [ho(27rn3/ A)J2 exp['-(27rn3ho/A)2]l),(36) 

where ~wo = 2'AF/(7rD). 
The Scotch Magic Tape diffuser is relatively 

rough; separate measurements using a depth micro­
scope fix the depth ho ~ 8,um, although it could be 
as high as 14 ,um and the width (w r ) ~ l,um. For n3 
= 0.6 and AO = 0.5 ,um, we find pho = 50, hence by 
Eq. (29) we predict that 

(37) 

decouples, and the speckle should remain laser-like 
for line widths up to about one tenth of this, i.e., for 

8 A. We note that N does not enter into this com­
putation, since pho »1. 

For the spectrometer used, the output line width 
from P 3 in Fig. 3 is just slightly under 5 A for the 
input pinhole (P2) of 400 ,um and the exit pinhole 
(P3 ) of 60 ,um. In the customary language of partial 
coherence,29 an equivalent viewpoint on the need to 
restrict ~A, as by Eq. (26), is that we must restrict 
the temporal coherence so that axial path differences 
inherent in traversing the diffuser will not smooth 
out the laserlike speckle. Thus, we have n3hO « 
c/ ~v; hence, we see that n3hO ~A/A2 « 1, which is 
precisely the expression used to compute the 8-A 
limit in the preceding paragraph. 

P2 essentially controls ~A in the apparatus; and in 
a relatively independent manner, the much smaller 
P 3 controls the transverse coherence. This is the 
reason for the disparity in our choices of their sizes. 
This, too, can be understood directly from Eq. (13). 
A larger pinhole P3 permits a continuous range of 
angle ()o from zero up to some maximum ()02 in the il­
lumination of the sample. 

From Eq. (35) and the discussion of the previous 
section, we obtain the maximum angular bandwidth 
allowable for laserlike speckle to be 

1 { A COSi
2

()O }~ 
~() = 10 7rhJno - (no2 / n

1
)] , 

in the case of rough diffuser, i.e., pho » 1, where ()o 

is the mean incident angle. For the Scotch Magic 
Tape diffuser, this value is 0.02 rad. A simple geo­
metrical consideration gives the illumination on the 
diffuser (D) in Fig. 3 to have an angular bandwidth 
of 1.9 X 10-3 rad, and so we are well within the limit 
to see speckle. (Pare:q.thetically, we note that when 
the diffuser is very rough, the occurrence of speckle 
is reasonably estimated using a simple temporal co­
herence requirement and the usual transverse coher­
ence requirement, which results from the van Cit­
tert-Zernike theorem. However, in the intermediate 

Fig. 5. Speckle pattern for Scotch Magic tape diffuser, as in 
Fig. 4, but illuminated with band-limited light from a carbon arc 
(5 A band limited at 6000 A and 70 min of exposure using Tri-X 

film). Beam collimation angle is 2 X 10-3 rad. 
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Fig. 6. Section of optic nerve at low magnification illuminated 
by collimated laser light. 

range, pho I'V 1, the statistical properties control, and 
the formulas of the last section should be used.) 

Band limiting the source to a 5 A width and main­
taining adequate transverse coherence greatly reduc­
es the illumination level at the camera. A value for 
the exposure time is estimated in the following dis­
cussion. Referring to Fig. 3, and noting that the 
energy radiated by the source A (carbon arc lamp) is 
10-2 W sr-1 A -1 and that the f numbers of the lenses 
L1 and L2 and mirrors M1 and M2 have been 
matched, we obtain the energy transmitted through 
the pinhole P 3 to be 3 X 10-6 W in a 5-A bandwidth. 
The intensity at the diffuser is approximately 2 X 
10-5 W /cm2. The magnification of the objective 
and camera system (OM and C) is 20 and so the in­
tensity of the light hitting the film is 4 X 10-8 W / 
cm2. Now the film requires, including the reciproci­
ty loss factor, 50 j.LJ / cm2 of energy to be at threshold 
for recording, and so this gives a minimum exposure 
time of 20 min. 

The speckle pattern using a collimated ~32B-A 
laser to illuminate the Magic Tape diffuser D in Fig. 
3 is shown in Fig. 4. The laserlike speckle pattern 
using tbe high pressure arc source is shown in Fiq. 5. 
Even so, some averaging of the speckle pattern is ev­
ident with the highly collimated arc source band 
limited to 5 A. While a narrower line width would 
have been desirable, the extremely long exposure 
times, 70 min for one tone, forced this compromise. 
With the arc source illumination, the speckle is also 
easily seen visually through the microscope eyepiece 
(after 15 min of dark adaptation). A precise motor­
ized scan (Spex monochromator) of the grating G 
also permits one to observe the speckle variations 
with wavelength. Visual observation during motor­
ized scanning at 2A/sec was used in order to estab­
lish that the characteristic decorrelation is in the 
range from 30 A to 100 A for the diffusers used. The 
corroboration with the computed value of BO A in 
Eq. (37) is excellent. 

A separate series of exposures to show the averag­
ing effect of multicolor speckle is presented in Figs. 6 
through 9. Its an B-/lm thick section f~om the optic 
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nerve of a crayfish, prepared and stained by Roach. 3o 

All exposures have the same magnification, and the 
major characteristic length of the nerve is 1 mm. 
First, we should compare the appearance of this optic 
nerve when illuminated in laser light (no diffuser is 
used in this case, since it would cause speckle) and in 
white light as is shown in Figs. 6 and 7, respectively. 
It is to be emphasized that this type of comparison is 
'essential to an understanding of the speckle problem, 
since the degree of difficulty in seeing things that are 
illuminated by a laser is highly dependent on their 
roughness; and of course with biological specimens, a 
great range of roughness is experienced. For exam­
ple, from this comparison we conclude that the sam­
ple shown is not unusually diffuse, hence its visibili­
ty with laser illumination, while low, is by no means 
representative of a badly speckled case. 

Now, a single exposure of lBO-min duration for one 
wavelength of our 5-A band-limited source is shown 
in Fig. B. A multiple exposure with six separate 
wavelengths each spaced by 300 A is shown in Fig. 9. 
Great care is taken to minimize the relative motion 
as the grating is scanned to each new wavelength. 
An exposure duration of 50 min is used at each 
wavelength, the longer total exposure time being a 
characteristic aspect of the averaging process. A 
comparison of Figs. 6 and B shows the slight smoo­
thing of the laser speckle caused by the finite (5-A) 
width of the band-limited carbon arc source. Com­
paring Figs. Band 9 dramatically shows the im­
proved resolution ~hat results from using six tones of 
the multicolor illumination. In the holographic ap­
plication, Fig. 6 shows the representative speckle for 
one-wavelength recording, and Fig. 9 is approximate­
ly the improvement that one would expect using six 
tones spanning 1500 A. 

Conclusions 

A theoretical study of the wavelength dependence 
of speckle that has been so troublesome in holo-

Fig. 7. Optic nerve illuminated in white light. Resolution here 
is much better than in the speckled image of Fig. 6. The maxi­
mum length of this specimen is approximately 1 mm (actual 

length). 



Fig. 8. Optic nerve illuminated by a collimated source at 5500 A 
with 5-A line width (lBO-min exposure using a high pressure mer­
cury arc and Tri-X film). Note that the image is speckled to a 

slightly lesser degree than with laser illumination. 

Fig. 9. Optic nerve illuminated by six separate band-limited 
wavelengths, spanning the spectrum from 4300 A to 5800 A. 
Note that the resolution is considerably improved over that for a 
single tone as shown in Fig. 8. The beam collimation angle of 

2 x 10-3 rad is maintained th_roughout the series. 

graphic microscopy is used to establish general crite­
ria for the wavelength interval required in order to 
decouple speckle in an imaging system. A simple 
statistical argument is presented in analysis of Eq. 
(12) for the imaging of a diffuser with variable rough­
ness; expressions for ~A to decouple with speckle or to 
keep it laserlike are given by Eq. (25) and (26), respec­
tively. These are specialized for a Gaussian distri­
bution of heights in the diffuser in Eq. (28) and then 
applied and discussed in an experimental context in 
Eq. (36). 

Experiments are described that verify that decor­
relation results as the wavelength is scanned. In ap­
proximate terms, for highly collimated illumination, 
speckle is laserlike for ~A ~8 A and is greatly 
smoothed for ~A ~80 A. Perhaps the most signifi­
cant implication of this study is that it demonstrates 
the feasibility of eliminating speckle in holographic 
microscopy while still requiring only a single rapid 
exposure from some multimonochromatic-toned 
source, e.g., a dye laser. 

We acknowledge that J. H. Wayland's and R. J. 
Bing's interest in making holograms of microcircula­
tory blood vessels first stimulated our interest in 
speckle-free holographic microscopy; also we are 
pleased to acknowledge helpful discussions with D. 
MacQuigg and R. B. MacAnally as well as the en­
thusiastic participation of Francois Bertiere in the 
first series of experiments with the laser sources. 

This work was supported by the Air Force Office of 
Scientific Research. 
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APPENDlX B 

Speckle in Microscopy . 

In this appendix we give details of an experiment with an 

argon laser discussed in section 2 .4, to demonstrate yhe averaging of 
I 

speckle in the magnified image of a pap smear when four tcnes of the 

laser are 'us.ed (5145, 4965, 4880 and 4765A) as compared to when only 

the 5145A line is used. 
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It'e present some theoretical <Jnd experimental results for the averaging of speckle as a function of band limited 
Jnd multi-tone illumination. In imuging various mkruscopc specimens, we find that photographs taken with either 
6 narrow lines spread over 1500 A or white light have comparable resolution. 

It has been found that holographic microscopy is 
severely limited in attainable resolution by speckle 
noise in the reconstruction. This granular appearance 
of an image is due to the interference from phase vari­
ations of the light caused by, the randomly cistributed 
heights of an object which occur within a r~solution 
cell [1-6). 

In this communication We outline a theory for the 
wavelength sensitivity of speckle; and we present data 
showing speckle averaging as a function of wavelength 
for typical microscope specimens. These results are di­
rectly applicable to multi-tone holographic recording, 
however our experiments have been limited to the use 
of various multi-toned sources as simple illuminators 
and do not include holographic recordings . 

Consider the microscope imaging system shown in 
the enclosed border in fig. I . A typical point Ao of 
the object D, a diffuser, is shown imaged as Ai' For 
the one-dimensional case of a pure phase object we 
take the random thickness variations to be h(n* . 
The index difference between D and the surroundings 
is denoted by n3' Assuming monochromatic illumina­
tion of wavelength Ao, normally incident and collimat-

t Research supported in part by the Air Force Offil.:c of 
Scientific Research. 

* Comparison between pure phase and other diffuser models 
is made in ref. [71· 

ed, we can write the tangential electric field, exiting 
D, as 

(I) 

where exp(-iwt) is suppressed. 
I Useful diffuser models in characterizing speckle are 
. described by [I -8) and others, Both in laser speckle 
metrology (8) and in microscopy of typical biological 
specimens, the direct radiation is important in estab­
lishing the speckle contrast. Thus, we assume a func­
tional idealization for h given by 

hm ~L: hrrect _ _ r , ( ~-~ ) 
r wr 

consisting of random variables hr and wr' In this mod­
el the number of scattering centers per resolution cell 
can be small. By definition the function rect(x) ~ I 
when Ix I < 1/2 and is zero otherwise. For the diffuse 
surfaces of interest in microscopy , the scattering an­
gles are quite large ; hence wr is on the order of a wave­
length or smaller. While the following physical picture 
is hardly defensible rigorously as a model for our 
choice of h, it may be helpful in visualizing this dif­
fuser to think in terms of a polished glass slide with 
randomly positioned steps of height hr and width wr 
centered at ~ ~ ~r . Similarly, if one prefers the random­
ly positioned lenslets of Hopkins and Tiziani [2), then 
hr becomes a constant plus the quadratic phase trans-

253 
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Fig. 1. The experimental arrangement for studying speckle in 
band-limited light or with the argon laser. The inset , labeled 
microscope, shows the diffuse object D, the microscope objec­
tive OM and the image recording by the camera C. Band-limit­
ed and highly collimated illumination is obtained by passing 
ligh t from the arc A through the S pex monochroma tor (mir­
rors M J • Ml are 10 em diameter and 75 em focal length and 
pinholes P J and P 1 are 400 .urn), the pinhole P 3 of 60 }.lffi, 

and the collimating 20 mm objective 0 1 • 

mission function for each lens. Thus, substitution of 
the function choice for Iz(~) in (I), assuming non-over­
lapping rect functions and rearranging give equivalently: 

We note that I [(0 I == I ; and that the integer, minus 
one, in brackets in the summation properly reduces 
the direct transmission to accoun t for the energy 
scattered by the term exp [(21fi/AO)n 3Izr]-

With the conventional Fresnel-zone approximations 
of Sommerfeld's formula, one can show that the ra­
diation arriving at Ai comes from a very limited re­
gion, i.e., the resolution cell of radius PO' surrounding 
Ao [9] . In this integration, we neglect the slight phase 
taper over Po as detailed in [9]; and for simplicity, 
we assume a unity amplitude weighting fac tor over 
po. The radius'po is approximately given by the Airy 
disc size, i.e., 1.22 Aof/D in whichfand D are the 
focal length and diameter respectively of the objective 
OM' Thus, for the imaged diffuser, the tangential elec­
tric field at Ai. E(x), is approximately given by the 
following summation over PO: 

254 

N 
£(x;)=R - BN+B 6 exp(iplzm)' 

. m= 1 
(3) 

where p=2rrn3/AO.ln (3), the summation m=l ,2, ... , N 
extends only over the N scatterers within a radius Po 
about Ao. The explicit forms for the parameters R 
and B follow from the aforementioned integration of 
(2); however they are not of interest in the statistical 
argument. It is of interest to consider objects of vary­
ing roughness; and we note that for a smooth object 
£ = R. Also , the speckle which occurs for diffuse ob­
jects is inherent in the terms containing B; and the 
ratio BN/R is equivalent to the fractional surface oc­
cupied by the scatterers in a resolution cell. 

For the case of monochromatic illumination , the 
details of the speckle pa !tern in an image can be de­
duced from a statistical consideration of (3) with p 
fixed. However, what is of cen tral in terest to us here 
is the wavelength sensitivity of E. The following sim­
ple argument leads directly to an expression for the 
wavelength spacing which is required to decouple the 
speckle patterns for a rough diffuser. The wavelength 
sensitivity is due mainly to the exponential terms con­
tainingp in (3);and as a worst case applicable on-axis, 
we neglect the wavelength variations of Rand B. At a 
fixed point Ai, we require that the root-mean-square 
phase difference between an arbitrary pair of scatterers 
change by n/ 2, i.e. , 

(I I) 21/2=1 2m13 -x;- - -x; «(Izr - Izm) ) -,:1f. (4) 

Simplifying (4), we find that the wavelength spacing 
IlA =A2-A I required to decouple the speckle is given 
bytt: 

(5) 

where IzO is the standard deviation of the heights of 
the scatterers. 

+t A more careful analysis for, aX, based on an intensity 
criterion, is made in ref. I J OJ. The [esult which reduces 
approximately to (5) for a rough diffuser is given by 

A~ [ I - F(p) F*(p) ] 1/ 2 

aA = 2rrn, h~ + (N - l) (d.F(p) /dp ) (dF(p)/dp) * . 
in which F(p) is the characteristic function (Fourier trans­
form) of the probability density function [(h r) for the ran­
dom heigh ts hr-



-HO-

Volume 6 , number 3 OITICS COMMUNICATIONS November 1972 

The criterion (4) is meaningful only for large hO' 
hence (5) is applicable only for a rough diffuser. The 
limiting case as ho goes to zero is readily explained 
separately. In this case, the speckle is weak since by 
(3) E '" R and only a partial decoupling of the low 
contrast speckle will reduce its deleterious effect. 

In our experiments we compare the speckle patterns 
under monochromatic, bandlimited, and multi-toned 
illumination. In the first series , we use the Minnesota 
Mining and Manufacturing Company's Magic Trans­
parent Tape No. 8 10 , for which we measure an ho "" 
8 11m and (wr ) "" 1 11m. With n3 = 0.5 and")", = 5000 A, 

(5) gives us ,6,")", = 110 A as the wavelength spacing re­
quired for decoupling. Fig. 2 shows the speckle chare 

acteristics in the image of this diffuser, placed at D 
in fig . 1, under illumination from a He-Ne laser or 
alternately a band-limited arc source. Note, as expect­
ed, the similarity of the speckle under laser illumina­
tion and the 5 A light. A low numerical aperture for 
OM is used to assure Po > (wr) and so one is not able 
to resolve the 1 11m scatterers under white light. Fig. 2 
(4) demonst rates a considerable speckle reduction 
when 6 tones of 5 A width and spanning 1500 A are 
used for the illumination. 

Fig. 2. Image of Scotch-Magie-Tape diffuser for the following illumination: (1) laser source at 6328 A, (2) light from an arc source 
band-limited to 5 A as shown in fig. 1, (3) white light, a~d (4) six tones of band-limited (5 A) light spanning 1500 A. 

255 
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Fig. 3a. Speckled image of a positive PAP-smear under illumination by the 5145 A line from an argon laser. 

r 
, , , ' 

. '" . ... " . . , 

' . 

, 
':7~ {" 

~" .. 
" 

Fig, 3J!Tmage of the positive PAP-smear illuminated by 4 tones of an argon laser (5145,4965,4880, and 4765 A), Note the im­
provement of resolution from the case of fi g. 3a, although the image is still not as good as under white light. 
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, 

As one would expect, the roughness and the atten­
dant speckle vary widely in the many biological speci­
mens that have been studied. For example, figs. 3a, b, 
and c show the highly magnified image of a positive 
PAP-smear, illuminated without relative motion by a 
single color of the argon laser (5145 A), 4 tones from 
an argon lase r (5145, 4965 , 4880, and 4765 A) , and 
with white light, respectively. The size of the central­
ly loca ted white cell is roughly 14 f.lm. So that none of 
the averaging could be attributed to variations in the 
illumination angle as the argon laser is tuned to its var­
ious lines, fi rst the laser beam is passed through a spa­
tial filter (10 mm objective and 5 f.lm pinhole) and 
then recollimated . TIus assures a pointing accuracy of 
about 10- 4 radians. While [or one color the image is 
badly speckled, we see that four monochromatic tones 
averaged on an intensity basis by multiple exposures 
lead to a good improvemen t. With the argon laser, 
one is still too limited in the available wa velength 
spread. Tlus is evident on comparing to the white light 
resolution shown in fi g. 3c. Similar experiments with 
6 to 12 band-limited lines of 5 A width show consid­
erably more improvement than the 4 lines from the 

~" , 

"~'.~; . 
,,: ":.;;.,~ a!~ 

argon laser, if the wavelength spanned exceeds 1500 A. 
Perhaps the most significant implication of this 

study is that it demonstrates the feasibility of reducing 
speckle in holographic microscopy while still re qui ring 
only a single rapid exposure fr om some multi toned 
source such as a dye laser. 
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APPENDJX C 

Probability Distribution for a Sum of Unit Vibrations 

In this Appendix we review the derivation of the probability 

density of the sum 
N 

given the probability densities of ;i's Although this derivation has 

been reviewed by a number of authors(1)-(6), our treatment follows that 

of Chandrasekhar(6) whose method was originally outlined by A. A. 

Markoff(5). In this Appendix we also apply our results to calculate 

the density function for the sum 

jahr e 

and specify these functions for the case N = 3,4,6 and 

where the ranJom variables h 
r 

are uniformly distributed 

to rc 
a 

(C-l) 

from rc 
a 

We therefore first state the problem in its most general form 

and apply the results to the case defined in (C-l). 
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Let 

+ 1 2 n) 
CPj = (cpj , CPj ,," "CPj (j = 1, .... N) (C-2) 

be N, n-dimensional vectors, the components of each of these vectors 

being functions of s coordinates 

k k 1 2 s 
cp. =cp. (<%J' , ~. ,." ,qJ' ) 

J J J 
(k = 1, ... ,n; j = 1, . , .. , N) 

i The probability that the q. 's occur in the range 
J 

s s s q. ,q. +dq .. , 
J J J 

(j=l,." .,N) 

Further, let 

The problem is!what is the probability that 

(C-3 ) 

(c-4) 

(C-5) 

~ -> -> -> . -> (7) -> 
2d~o :;; ~ :;; ~ + M-~" where ~ is some preassigned value for t. ° 0, 0 o 

If we denote the probability by 

We clearly have 

where the integration is affected over only those parts of the Ns 

dimensional configuration space where the inequalities (c-6) are 

satisfied. 

We now introduce a factor ~(ql' ... ,qN) having the 

following properties: 

( C-7) 

(c-6) 
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ll(ql··· ·qN) = 1 whenever iO-~io ,;; i,;; iO + Mio 

o otherwise 

(C-8) 

(C-9) 

where now the integration is extended over all the accessible regions 

of the configuration space. The introduction of the factor II under 

the integral sign in Eq (C-9)in this manner appears at first sight 

as a very formal device to extend the range of integration over the 

entire configuration space. But the essence of Markoff's method is 

that an explicit expression for this factor can be given. 

Consider th" integrals 

1 . 
o = - I k n: J 

_co 

(k 1, .... ,n) 

This integral defining ok has the property 

Ok = 1 whenever -~ < Yk < ~ 

o otherwise 

Now let 
N k k 
ZC!l·-9? 

. 1 J 0 
J= 

, (k=l, •.. ,n) 

Accordingly, 

Ok = 1 whenever k k N ~ k .k1 ",kO 
9? - zd 9? < z: ~. < 9? 0 + '<~ '" o 0 j=l J 

o otherwise 

Consequently 

(C-10) 

(C-ll) 

(C-12) 

(C-13) 
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Substituting for b. from Eqs. (C-IO) and (C-14) in Eq. (C'9) we 

(C-15) 

where we have written 

(
-+) N S J" 1 s + ip.; 0 -+ 1 -+ s 

~ P = II .... dq 0 .•• dq 0 e J '1" JO ( qJo .... qJo ) 
j=l J J (c-16) 

The case of greatest interest is when all the functions '1"0 
J 

(of the respective qo's) are equal. Eq.(C-16)then becomes 
J 

Thus if we have a vector R which is a superpos:J.tl.on 01" a 
-+ 

number of N vectors r i , each one havins an independent prO~abiLl.ty 

dl.stributl.on '1"i' l.. e. 
N 

R ~ itl r i (C-18) 

wheJ:"e the probabili.ty tnat the iLh llisplacement Lies between r and l. 

r.+dr . LS g~ven by l. l. 

(i =1, ••. , N) 

-+ .... 

then we have that the probabi:j,.ity distrihution WN(R)dR is given by 

(C-19) 
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(C-20) 

These results can be immediately applied to OUT original 
·ah ->-

R in (C-l) if we consider e~ r to be a unit vector rj = (Xj'Yj) 
N .a~ 

with a random direction and the sum Z e~ is the total displacement 
r~l 

vector R and where T. (;.) is the joint probability 
J J 

->-
distribution of r j • 

Proceeding further, we write the probability density 

+ function for rj as 

(C-2l) 

since we are specifically interested in the behavior of ! R! it is 

obvious that it is simplest to work in terms of r j , !Rj rather than in 

terms of the components of r. and R. 
J 

Substituting (C-21) into (C-20) we obtain OUT expression for 
.... 

~(P) as 

~(P) 

->­
or using polar coordinates with the z-axis in the direction of P 

co 1f 21f 

->- N 1 - ~. i!p!r ·cose 2 2 . 
~(p) =.I1 -2 i I e J 6(r. -l)6(w)r. s~nedr.dedw 

J=l '6 '6 J J J 

Integrating over the polar angles e and wwe get 

(C-22) 

(C-23 ) 
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~(p) 
N ~ o n: ..... , . 

- II i ~Ip ,r .cos66(r 2 1) . 6 d6d - .I I e J . - s~n r. 
j=l \) '6 J J 

<Xl 

= H J.r J sin(IP'lr.)r.6(r.
2
-1)dr. 

j=l fp, 0 J J J J 
(C-24) 

Thus 
<Xl 

(C-25) 

Again using polar coordinates with the z-axis pointing in the direction 
.... 

of R, we have 
<Xl +1 2n: ........ 

.... '. ' .. -ilp IIRlt) \ 
WN(R) = ~I J I e 

8n:3 'b -1 'b 
(c-26) 

Integrating over and t we get 
<Xl 

This expression further reduces to 

(C-28) 

We now illustrate this method by evaluating the integral 

on the right-hand side of (C-28) for finite values of N by considering 

the cases N = 3 and 4. For N = 3, (C-28) becomes 

.... 1 <Xl r!.... 31 .... 1 d It I 
W (R) = I sin( IP IIRI) sin P --

3 2n:2 iii '6 l-p 12 

sin(ltIIRI)sin3(1P'1) = ~{3 cos[(IRI-l)-3 cos[(IRI + l)IP'IJ 

-coS[(IRI-3)lpIJ + cos[(I"RI+3)lpIJj 

( C-29) 

(C-30) 
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Further 00 ~ 

J'(cos[( IRI-l) Ipl J-cos[ IRI+l) l-pl J} ~J. 
o Ipl2 

·2.rOOr .2 (IRI+l)ltl . 2(1"RI-l)lpl } ,'f~ = J 1. S ~n 2 - s ~n ~ -
2 P 

o 
(C-3l) 

We have a similar formula for the integral involving the other pair 

of cosines in Eq (C-30) Combining these results we obtain 

1 (C-32) 
3271iR I 

Or equivalently we get 

1 
=-871 (0< IR[ <1) 

(C-33) 

We now consider the case N = 4. From Eq. (C-28) ,·Ie get 

~ 1 
w 4 (R) -271-i2nl-it-r-1 (C-34 ) 
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From this equation we derive 

00 

I J I~rl sin(I"PIIRI)sin
4

(1"P1) (C-35) 
o 

00 

I J $ = 321f2 In 
o 

- 4 sin[(IRI + 2)1~ll - 4 sin [IRI - 2)1"Pll + 6 sin (rlll"Pl)} 

(C-36) 

where the two alternatives in the last two steps of Eq. (C-34) depend, 

respectively, on the signs of (IRI - 4) 
--+ 

and(IRI-2). Thus 

d2 -+ -+ 
(0< I Itl <2) 641f 

dl112 
[I RI w 4 (R) 1 - 6 

-+ 
= + 2 (2< I RI <4) (C-37) 

-+ 
0 (4< I R 1<00) 

Integrating the foregoing equation working backwards from 

-+ 
large values of IRI where all derivations must vanish, we find 

2(IRI - 4) 

(C-38) 

(0< 111 <2) 
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where we have used the continuity of the quantity on the left side of 

this equation at 111 = 2. 

Integrating Eq (C - 38 ) once again, we similarly obtain 

(2< I"RI <4) 

(C-39) 

and 

(c-4o) 

Thus finally we obtain 

1 

641T I RI 

1 
(2< IR:I <4) (C-41) 

o 

In like manner, it is possible in principle to evaluate the integral for 

+ WN(R) for any finite value of N although the calculations may become 

very tedious. We may, however, note the . following solution obtained 

for the case N = 6. 
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o 

(C-42) 

We now consider the special case when N is very large, 

i.e. N» l. In this case 

Lt 
N--

(Sisle I )N = Lt (1 _ .!1->-12 + N p N-- 6 p . ..) 

->-1 2 
_ -N I p /6 
- e 

Accordingly, for large va lues of N Eq. (C-28 ) becomes 

Lt W {R) 
N-- N 

1 
co 

J -Nl t I2/6 It lsin(IRlltl 
o 

(c-43) 

(c-44) 
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Therefore, 

+ 
W(R) as N + 00 (C-45) 
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APPENDIX D 

Probability Density for the Speckle Electric Field and Intensity 

In this appendix we derive the probability density for the 

speckle electric field given in Eq. (4-1) and the speckle intensity 

given by the absolute value square of the electric field. In order 

to do this we rewrite the following results: 

(a) The speckle electric field is given by Eq (4-1) 

( ) ~. iphr 
El x = A - BN + B ~ e 

r=l 

where h is a random variable and A, B, N and pare 
r 

given numbers 

-+ 

(D-l) 

(b) ~e density function for the random variable R, where 
-+ ~ jp~ . 
R = ~ e and phr takes on all possible angles, is (see (3-6)) 

(D-2) 

(c) Given a function y = ax + b, where a and bare 

constants and also given the density function for the random 

variable x to be f (x) , the density function for y is, 
x 

rewriting Eq. (5-7) in Ref. (1) , 

f (y) - ~ f (y-b) 
y - lal x a (D-3 ) 
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(d) Given a function z = Iyl , where the density function 

for y is f (y) , the density function for z y is (see Eq. 

(5-12), Ref. 1) 

f (z) = [f (z) + f (-z)JU(z) z y y (D-4) 

where U(z) is a unit step function and is 0 for z < 0 , 

and unity for z > 0 . 

(e) The density function for 2 
V = z , is given by (Eq. 5-9 , 

Ref. (1)) 

(D-5) 

To calculate the density function for the electric field we 

substitute (D-l) and (D-2) into (D-3) and obtain 

co ) 
E - A-BN 

WE' (El ) = 2 1 Is in ~pl 1 (B ) I [sinclpl JNlpl d Ipl 
1 2rr I El - (A-BN) I b \1 . (D-6) 

The density function of the absolute of the electric field, jEll 

is given by, substituting (D-6) into (D-4) 

(D-7) 

Also substituting (D-7) into (D-5) and simplifying the algebra 

we obtain that the density function of the speckle intensity, 11 = IEll2 

is given by 
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WI (11.) = .~ [WE (Vrl ) + WE (-VI1.)]U(I1.) 
I VII I 1. 

(n-8) 

Alternatively (n-8) can be written as 
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