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ABSTRACT 

We have developed the iterative Schwinger variational 

method to study electron-molecule scattering problems within 

the Hartree-Fock approximation. The method is based on the 

iterative use of the Schwinger variational principle and can 

obtain exact static-exchange scattering solutions . Th~ approach 

has been implemented using standard sing l e-center expansion 

techniques. We present results using the Schwinger var iational 

+ 
expression for e-He and e - He collisions and find very rapid 

convergence of the phase shifts with increasing basis set size . 

We then discuss the iterative use of the Schwinger variational 

+ . 
e xpression and give results for e-H Z and e-H Z scatterlng which 

show very rapid convergence of the iterative method. We have 

applied this method to low energy e-CO
Z 

scattering and obtained 

differential and integral elastic scattering cross sections . 

We determined that the ZIT shape resonance in this 
u 

system occurs at an energy of 5. 39 eV with a width of 0.64 eV 

in contrast to previously published static-exchange results. 

We have also used the iterative Schwinger variational 

method to study the valence shell photoionization of NZ and 

COZ as well as the K-shell photo ionization of COZ . These 

results agree well with available experimental data. The 

vibrational branching ratios for photoionization of 3a g l evel 

of N
Z 

were found to agree quantitatively with experimental 

measurements when an adequate number of internuclear spacings 

were considered. Tie effects of vibrationa l averaging on 4a g 
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photoionization of CO 2 were also studied. A detailed 

comparison of the results obtained using the Schwinger method 

and other theoretical methods for studying photoionization 

has been made. 

The iterative Schwinger variational method has proven to 

be an accurate and efficient method for obtaining Hartree-Fock 

level scattering solutions, and it has allowed us to study 

electron-molecule continuum processes in more detail and for 

larger systems than previously possible. 
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CHAPTER I 

Development of the It erat ive Schwinger Variational Method 
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INTRODUCTION 

~Iuch theore tical research in recent years has been devoted 

to the understanding of molecular systems which contain 

continuum electrons. ( 1) There are many s uch phys ical processes, 

including electron-molecule scattering , which can be ei t her 

e last ic or rotationally, vibrationally, or electronically 

inelastic, dissociative attachment, dissociative r ecomb ination, 

photoionization, and photodetachment. These processes are 

important in understanding such physical systems as plasmas, 

the ionosphere of planets, gas lasers, and interstellar media. 

This thesis describes the deve lop men t of the iterative Schwinger 

variational method which is a new theoretical approach for 

accurately descr i bing the continuum electron problem for 

molecular systems. As presently app li ed this approach solves 

the continuum problem within the static-exchange and adibatic­

nuclei approxima tions for linear mo lecules. We have applied 

the iterative Sc hwinger variational method to photoionization 

of NZ and CO 2 and to electron-C0
2 

scattering. 

The basic mathematica l problem in molecular quantum 

mechanics , where one e lectron is in the continuum, is the 

soluti on of the time -independent Schrodinger equa tion 

(1) 

where rc represents the coordinates of the N+lst continuum 

c ~ ~ ~tron, r represents th e coordinates of the other N electrons 

and R represents the nuc l ear motion with the center of mass 
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motion removed. The total molecular Hamiltonian can be 

written as 

H = T + T + T + V(r,R) + V (r ,r,R) 
R rc r c c 

(2) 

with T being a kinetic energy operator" V being the potential 

ene rgy of interaction without the N+lst particle present and 

Vc representing the additional interactions due to the N+lst 

part icle . For problems where one electron is in the continuum 

(the N+lst particle as written here), the wave function ~ is 

usually described using a target eigen func tion expansion. (2) 

Thus the total molecular wave function is written as 

'!' (r,rc,R) = 1: A cp . (r )l/J. (r,R), 
1 c 1 

where ~. are eigenfunctions of the target Hamiltonian, 
1 

{TR + T + V(r,Rj} ~. (r,R) = E . ~. (r,R), 
r 111 

(3) 

(4) 

A is the usual antisymmeterizer, and CP.(r ) is the wave function 
1 c 

of the N+l particle. For open channels where E > E., cpo will 
1 1 

be an oscillatory function at r + 00, while for closed channels, 
c 

where E. > E, cp o will be exponentially decaying at rc + 00. 
1 1 

Usually Eq . (2) is in turn expanded in adiabatic electronic 

eigenfunctions 

FN 
l: A cpo (r )l/J. (r;R)x .. (R) 
ij 1 c J J 1 

(5) 

where 

(6) 
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and lJ!. which satisfies Eq. (4) is given by 
1 

FN 
lJ!.(r,k) = L lJ!. (r;k)x .. (k). 

1 . J J 1 
J 

(7) 

Eq. (5) is known as the laboratory-frame expansion of the wave 

function. If the target wave functions ¢~N and x .. were known, 
J J 1 

then solution of Eq. (1) could be obtained by solving the set 

of coupled differential equations which result from substituting 

Eq. (5) into Eq. (1) and then multiplying on the left by target 

wave functions and integrating out the target coordinates r 

and R. However, for regions of configuration space where the 

continuum electron is close to the nuclei, the motion of the 

nuclei and that of the continuum electron are strongly corre-

lated. For such regions the laboratory-frame expanslon is 

slowly convergent, and a different approach is needed. An 

alternative wave function expansion, known as the body-frame 

expansion is of the form 

FN 
'¥ (r,r ,R) = L A u. (r ,R)1/!. (r;k). 

c j J C J 
(8) 

Chang and Fano(3) suggested that a body-frame expansion be 

used for expanding the wave function when the continuum electron 

is close to the nuclei and then at some boundary, e.g., at 

rc = r F , the wave function should be transformed to the 

laboratory frame. This is known as the frame transformation 

procedure. 

The function u in Eq. (8) can be expanded in fixed-nuclei 

continuum eigenfunctions 
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(9) 

where 

{Tr + T + V(r,R) + v (r ,r,R)} l: A[ 
rc C C j 

FN FN FN FN 
q, kJo (r c ; R)1jI JO (r ; R) 1 = E k l: A [ ¢ k ° (r ; R)1jI 0 ( r ; R) 1 • ( 1 0 ) 

j J c J 

Then the molecular wave function is given by 

l: Ar ¢ ~~(r ;R) ~ ~N(r;R)l x k(R). 
jk J c J 

(ll) 

Thus Eq. (ll) can also be used as a basis for solving Eq. (1). 

However, once the fixed-nuclei electronic wave functions are 

obtained and the problem has been reduced to just solving for 

Xk' the resulting equations are a continuum of coupled 

differential equations. This situation is worse than what we 

had with the laboratory-frame exp a nsion given in Eq. (5). 

FortunatelY,though, we can employ the Born-Oppenheimer 

approximation. If we restrict the use of the Born-Oppenheimer 

approximation to sca tterin g energies not too close to threshold 

and only to de scribe the scattering close to the nuclei, then 

the usual arguments about the relative time scales hold, i.e., 

the characteristic time for molecular rotation is >10- 12 sec, 

for mole cular vibration it is 10- 14 sec, and for electronic 

motion it is 10- 16 sec, thus the electronic wave functions 

v a ry adiabatically with nuclear motion. Using the Born-

Oppenh e imer approxima tion, the molecular wave function can 

than b e written as 
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The adiabatic nuclei approximation, given in Eq. (12), can in 

some cases satisfactorily describe the entire scattering 

process and in these situations one does not need to employ 

the frame transformation procedure. One case where the 

adiabatic-nuc lei approximation is adequate is when the collision 

occurs rapidly enou gh so that the molecule is essentially fixed 

in space during the duration of the interaction. This is 

generally the case for non-resonant collisions above threshold 

where the ani s otropic electron-molecule interactions are not 

of too long a range. One example where this is not true is 

in electron-dipolar molecule collisions where the integrated 

cross section is infinite in the adibatic-nuclei approximation. 

A second case where the adibatic-nuclei approximation is useful 

in scattering theory is in the case of resonant scattering, 

where one can define a new potential surface on which the 

nuclei move, due to the N+l particle resonant state. Such a 

potential surface is complex due to the finite lifetime of the 

resonant state. 

For the systems we have considered in this the s is, the 

adiabatic-nuclei representation is adequate. We must then 

solve the purely electronic Schrodinger's equation given in 

Eq. (10). As a first approximation, we have solved the fixed-

nuclei Schrodinger's equation using the Hartree-Fock approxima­

tion. Thus we have neglected all electron correlation effects, 

and we represent the total electronic wave function by a single 
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Slater determinant. The equation for determining the molecular 

continuum wave function is then reduced to a single-particle 

three-dimensional potential scattering problem where the 

interaction potential is non-spherical and non-local. The 

wave equation for such a sys tem may be written as (in atomic 

units) 

(13 ) 

where V represents the effective scattering potential. This 

integro-differential equation can be rewritten as an inte gral 

equation by using the Green's function defined by 

Eq. (13) then becomes the Lippmann-Schwinger equation 

1/J~+) (X) = <I> ]}(X) + ffd\'d\·"G(+) (:>~') 

u (X' ,X"Hr) (X") 

(14 ) 

(IS) 

where <l>k 1S the free particle scattering solution (i.e., the 

solution in the absence of V) and U = 2V. 

The basic approach to take here in solving Eq. (15) is 

to approx imate the kernel by a separable form. Thus we 

approximate the kernel with 

N 
'" H.(x)gl·(r"). 

1=1 1 
(16) 

Us ing this approximation, the Lippmann-Schwinger equation 

b e comes 
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(17) 

Multiplying on the left by gi(r) and integrating over r we 

obtain 

(18) 

then it follows that 

-1 I + l:f. er) [ (1- A) 1·· < g. <I> k> .. l lJ J 
~ -

(19) 

where 

A .. = <g.lf.>. 
lJ l J 

(20) 

We have tried two different approaches for approximating 

the kernel; these methods are known as the T-matrix and 

Schw in ger variational methods. Both of these approaches 

approximate the potential V by a separable form and treat the 

Green's function exactly. This has the advantage that the 

resulting solutions have the correct analytic form and that 

these methods are not troubled by spurious singularities which 

occur when the Green's function is not treated exactly. (4) 

First, we tried the approach of Rescigno et al. (5) where 

the potential is represented by 

+ , 
U (X ,r) = L <r'I~·><~.IUI~.><~.lr>, 

. - l l J J-
~. ,~.ER 

l J 

(21) 

2n~ where the set of functions R is taken to be a set of L2 

{unctions. This approximation of the potential yields a 

scattering solution of the form 
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w~+)t(r) = ¢ k(r) + ~ <rIG(+)l a i > 
- - ai,aj,alER 

[ (1- B) - 1) . . < a . I U I a 1 > < a 1 I ¢ k> 1J J _ 
(22) 

with 

B . . = ~ <a . IUla >< a IGC+)l a .>. 
1J a eR 1 n n J 

(23) 

n 

The second method we examined was the Schwinger variational 

method where the separable potential is taken to be of the form 

U S (r,r~) = L <rlulai>[U-l]ij < ajIU l r~ > . 
a.,a.e.R 

1 J 

The wave function in this case is given by 

with 

wf)SCr) = <p]):(r) 

[C- l ] .. <a ·Iul ¢lr> 
1J J Ii> 

- (+) C .. - <a.IU-UG Ul a . > . 
1J 1 J 

(24) 

(25) 

(26) 

In Section B of this chapter, we show that the T-matrix 

separable potential does not give as satisfactory a representa-

tion of the potential as does the Schwinger form. The superior 

results obtained from the Schwinger separable form can be 

attributed to the connection this form has with the Schwinger 

variational expression. (6) The Schwinger variational 

expression for the T-matrix is 
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T~:~_ = <¢tI UI~i:)tr > + <~~-)trlul¢~_> -

<~~-)tr I U_UG(+)UI ~~~)tr>, (27) 

where ~~r is a trial wave function. One can show this is 

a variational expression by considering a trial wave function 

which differs from the exact wave function ~ex by a small 

amount 

1f! tr = ~ex + o~ . (28) 

Then it follows that the errors in the variational T-matrix 

are second order in o~ , thus 

(29) 

Now if we expand ~tr in the basis set used in Eq. (25) , 

1f!kC±)tr CX ) = E C£±~ a . Cr), 
- a .ER I}, 1 1 

(30) 

l. 

and require that the T-matrix elem ents be stationary with 

respect to variations in the linear expansion parameters, i.e., 

require 

0, (31) 

then the resulting tri a l wave fun ct ion is 
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(+)tr _ -1 I I 
¢k er) - E ai(r)[C Jij<a i U .1>' 

- ai,ajER 
(32) 

and the variational T-matrix is given by 

~ E < .~IUla. > [C-ll .. <a·IUI.~.>. 
a . a.e.R /} 1 1J J /} 
l' J 

(33) 

Thus, the solutions of the Schwinger separable form given in 

Eq. (25) are related to the trial function of Eq. (32) by 

(34 ) 

Also, the asymptotic form of the solution obtained by this 

method is given by 

¢ (+) s (X) 
l5 r .... '" 

exp(ikr) 

r 

and thus ¢s is asymptotically variationally stable. 

(35) 

The use of the Schwinger variational method for molecular 

systems was first suggested by Watson and McKoy. (7) The 

original method proposed by Watson and McKoy computed the matrix 

element, <a. IUGUla.>, using an analytic approximation. As 
1 J 

discussed in Sections A and B of this chapter, we developed a 

single-center expansion method to exactly evaluate these 

difficult matrix elements. In Section A we present the first 

exact application of the Schwinger variational expression to 

an atomic or molecular scattering system where exchange 

interactions have been accurately treated. In that section 

we present e-He scattering phase shifts in the static-exchange 

approximation. We find that for this simple syste~, the 
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scattering phase shifts are well converged using only five 

basis functions. In Section B we present details of the 

numerical procedures used to evaluate <a. IUGUla.> and give 
1 J 

the appropriate modifications needed to consider electron-

molecular ion collisions. In Section B we also give results 

+ for e-He scattering and He photo ionization. Again we find 

rapid convergence of the Schwinger results with increasing 

basis set size. 

In an application of the Schwinger variational me thod to 

e-H
Z 

scattering, (8) we found that for certain channels it was 

useful to include continuum functions in the basis set for 

each scattering energy considered. This was in part due to 

the long range nature of electron-molecule potentials, which 

3 for HZ' falls off asymptotically as llr due to the quadrapole 

moment of HZ. These early attempts to include continuum 

functions lead to the development of the iterative Schwinger 

variational method which is described in detail in Section C. 

It is known that if the exact continuum solutions were included 

ln the basis set R of Eq. (Z5), then WS would be exact. (9) 

The iterative method thus proceeds by starting with an LZ 

basis which yields scattering solutions WSo using Eq. (Z5). 

Then the continuum solutions are used to augment the L2 basis 

set to produce a new set of solutions wSl . The procedure 

then continues by replacing wSo by WSI in the basis. set to 

produce wSZ . In Section C we discuss why this procedure 

should converge and show that when it does conver~e the 

resulting wave functions are exact solutions of Eq. (15). 
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Results of thi s procedure are gi ven for e-H
Z 

scattering . 

We found that when th e b asis was adequate, the iterative 

method conver ged in one or two iterations. In Section D we 

+ 
give results obtain ed for e-H

Z 
scattering and for the photo-

ioniz ation of HZ' We find similarly good converge nce in 

the se cases . 
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SECTION A 

Application of the Schwinger Variational Principle to 

Electron Scattering 
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1. Introduction ....... ..._ ........ 

The Schwinger variational principle is clearly a powerful formulation 

of the scattering problem and has several distinct advantages over 

other variational methods (Taylor 1972). For example, in the 

Schwinger method the trial scattering wavefunction need not satisfy 

any specific asymptotic boundary conditions. This feature makes the 

method particularly attractive for molecular applications since dis­

crete basis functions, which do not satisfy the scattering boundary con­

ditions, can be used in the solution of molecular collision problems. 

The Schwinger method is also not troubled by the spurious singularities 

that can arise in the Kohn variational method. 

The main drawback to the application of the Schwinger variational 
(-) (+) 

principle is the occurence of the term (+k I VG o V I +k' > in the - -
expression. Recently Watson and McKoy (1979) proposed an approxi-

mate, but analytical, procedure for applying the Schwinger principle to 

electron-molecule collisions. This scheme depends on the use of 

Cartesian Gaussian basis functions in both the expansion of the scatter­

ing function and the insertion of a completeness rer'ationship in the 

evaluation of the matrix elements of VGoV. We have now developed 

an efficient numerical procedure for the correct evaluation of the 

Schwinger variational expression (Lucchese and McKoy 1979). 

In this paper we present static-exchange K matrices for e-He 

scattering, obtained from the Schwinger variational expression. To 

OL r knowledge, these results represent the first exact use of the 

Schwinger variational principle in (;lectron scattt:ring with inclusion 
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of the exchange potential. For the expansion functions we choose 

Cartesian Gaussian functions. The results are very encouraging and 

indicate that the Schwinger variational method provides accurate solu­

tions of the scattering problem and does not require expansions in 

large basis sets. 

The Schwinger variational principle for the K-matrix can be written as 

1T 

2 

<lsi u Il}f~r» < l}f~P) I u I !sf ) 
- ' -

(l}f~P) I u - U GiP ) U Il}f~f) ) - ' 

( 1) 

where l}f~P) is the scattering wavefunction with the standing-wave 

boundary-condition, Go(P) the corresponding free-particle Green's 

function, and U = 2 V with V the scattering potential. This expression 

for the K-matrix is stationary with respect to small variations of the 

exact state vector l}f~P) about its correct value. Expanding l}f~P) 
- -

in the set of basis functions I a ) 

(2) 

and requiring that equation (1) be stationary with respect to variation 

of the coefficients, a a(10, leads to the Schwinger varia tional expres­

sion for the K-matrix 
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(3) 

with 

D a f3 = (a I u - U GJP) U I f3 ) (4) 

This expression can also be obtained by assuming a separable 

expansion of the potential of the form 

U (r, r') = L; (r I u I a ) [ d-
1 

]af3 (f3 I u I r' ) 

where 

d a{3 = (a I U I (3 ) 

Inserting this separable approximation to U into the Lippmann­

Schwinger equation for K 

-yields equation (3) for K. 

(5) 

(6) 

(7) 

For the expansion functions we choose Cartesian Gaussian func­

tions of the form 

2 

< t I a} = Nf.mn (X-A,/ (y- '\r )m(z_ ~)n e-
a If-~ I (8) 
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where N. is a normalization constant. Also, in actual calculations Lmn 

we use the partial wave K-matrix elements which are given by 

(9) 

for linear molecules. For electron-molecule scattering, the matrix 

elements (ji (kr) Y~m (r) I u Ill!) and (1I! I UG~P) U I (3) are 

evaluated numerically. These numerical integration schemes are 

efficient and rapid. A more detailed explanation of these procedures 

is given elsewhere (Lucchese and McKoy 1979, Fliflet and McKoy 1978). 

3. Results 
~ 

We have used the Schwinger variational principle to obtain s-and p-wave 

K-matrices for e-He scattering in the static-exchange approximation. 

The SCF wavefunction was obtained with Huzinaga's lOs basis set for 

helium (Huzinaga 1965). With this basis the SCF energy is 

-2. 86167a. u. In table 1 we list the exponents of the Cartesian 

Gaussian functions in which the scattering function is expanded. The 

same sets of exponents are used in both the s- and p-wave calculations. 

The s- and p-wave K-matrices of this Schwinger variational cal­

culation are shown in. tables 2 and 3 respectively. The K-matrix ele­

mpnts agl'ee very well with those of the Kohn variational calculations 
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of Sinfailam and Nesbet (1972). Even the results with the 3s scatter­

ing basis are close to those of Sinfailam and Nesbet (1972), indicat­

ing that the Schwinger variational principle can provide accurate 

results with small discrete basis sets. 

4. Conclusions 
~ 

We have presented the results of the first rigorous application of the 

Schwinger variational principle to electron scattering with the inclusion 

of exchange (Altshuler 1953). The results of this application to 

e-He scattering show that the Schwinger variational principle is a 

powerful method for the accurate solution of the scattering problem 

with small discrete basis sets. This feature makes the Schwinger 

method particularly attractive for applications to electron-molecule 

collisions. Applications of the Schwinger method to electron-molecule 

scattering, including its multichannel extensions, are under way. 
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Table 1. Exponents of the Cartesian Gaussian functions used 
~ 

in the Schwinger variational calculations. 

3s and 3p set 

20. 

1. 41 

O. 1 

5s and 5p set 

20. 

4.47 

1.0 

O. 224 

0.05 
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Table 2. s-wave K-matrix elements for e- He scattering. 
~ 

Momentum 
k 

0.01 

o. 1 

0.2 

O. 3 

0.4 

0.5 

1.0 

2. 0 

-K (3s) 

-0.0151 

-0. 152 

-0.309 

-0.476 

-0. 660 

-0.870 

-3.081 

3. 103 

a Sinfailam and Nesbet (1972) 

K (5s) 

-0.0148 

-0. 149 

-0. 303 

-0.467 

-0.647 

-0. 853 

-3.031 

3.321 

Sinfailam 
and Nesbet a 

K (SN) 

-0. 149 

-0.303 

-0.468 

-0.647 

-0. 858 

-3.026 
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Table 3. p-wave K-matrix elements for e - He scattering 

Momentum 

k K (3p) 

0.01 O. 407(-6)b . 

O. 1 0.404(-3) 

O. 2 o. 316(-2) 

O. 3 O. 0103 

0.4 O. 0231 

O. 5 0.0420 

1.0 O. 184 

2.0 O. 320 

~Sinfailam and Nesbet (1972) 

bOo 407(-6) = 0.407 X 10-6 

K (5p) 

0.422(-6) 

0.419(-3) 

0.326(-2) 

0.0106 

0.0236 

0.0425 

O. 185 

0.337 

Cprivate communication, R. K. Nesbet 

Sinfailam a 
and Nesbet 

K (SN) 

0.6(_3)c 

O. 35(-2) 

0.0108 

O. 0239 

0.0426 

O. 187 
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SE CTION B 

Applica tion of the Schwing er Variational Principle to 

Electron-Ion Scattering in the Static-Exchange Approx imation 
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1. INTRODUCTION 

In recent years several methods which employ discrete basis 

sets have been successfully developed to study electron-molecule 

scattering and photoionization processes in molecules. These methods 

include the R-matrix method used by Schneider for e--II:., N2 and 

F2
1- 3 scattering, the T-matrix method introduced by Rescigno, 

McCurdy and McKoy, 4,5 and applied to e- -II:., N2 and CO, 6-9 and 

the Stieltjes imaging technique developed by Langhoff10, 11 and applied 

to photoionization cross sections of molecules including N2, CO, H20 

d H CO 
12-15 

an 2 • 

In the present work, we compute static-exchange electron-ion 

scattering phase shifts by direct evaluation of the Schwinger variational 

expression for the K matrix. The Schwinger prinCiple has several 

distinct advantages over other variational method. In the Schwinger 

method the tri al function is not required to satisfy any specific 

asymptotic boundary condition. The method is also not troubled 

by the spurious singularities that can arise in the Kohn variational 

method. In the form used here , a trial wave function is constructed 

from a linear combination of Cartesian Gaussian functions. 

The Schwinger variational expression also yields an approximate 

wave function expressed as a linear combination of discrete basis 

functions. With little additional computational effort, an improved 
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numerical wavefunction can be generated using the Lippman-Schwinger 

equation in an iterative fashion as suggested by Blatt and Jackson. 16 

Thus the present application of the Schwinger principle also yields 

numerical wavefunctions with asymptotic forms corresponding to the 

variationally determined K matrix. 

This method is well suited to electron-molecular ion scattering. 

The expressions presented in this paper are general for symmetriC 

linear molecules. As a specific test case we have studied e - -He + 

scattering. In addition to calculating sand p wave phase shifts, the 

scattering solutions have been used to calculate photoionization cross 

sections of the 11S, 215 and 2sS states of helium. 

II. THEORY 

A Electron-Ion Scattering 

The Schrodinger equation for potential scattering from a mole­

cular ion of net charge Z is of the form (in atomic units) 

( - V - 2Z + U'S( r) - k 2 
) ./ , (r) = O. 

r - ~k -
~ 

The potential UsC r) is an optical potential representing the short-
~ 

range interactions between the target and the scattered electron. 

Instead of solving the Schrodinger equation directly, the 

Lippmann-Schwinger equation for the wavefunction is used. For 

electron-ion scattering considered here, the Lippmann~5chwinger 

equation is 

./,(±) _ ./,c(±) C.c(±) • .8./ (±) 
Y k - Y k + U ,.' k ' 

~ 

(1 ) 

(2) 
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where the Coulomb Green's function is 

G C (±) = ( V + 2Z + k 2 ± i£ r' 
r 

and if (!) = 2V' <'0. The wavefunction 1/1~(±), is the pure Coulomb 
~ 

(3) 

scattering wave function which has the partial wave expansion given by 

where F l(y;kr) is the regular Coulomb function and 

y=-z/k and at = arg[r(l + 1 + iy)]. 

. 17 
The partial wave expansion of the Coulomb Green's function GC(±) . is 

The asymptotic form of the scattering solution is then 

where 

exp[±i(kr - rln2kr)] 
r 

We can define the T matrix due to the short-range component of the 

pote ntial, if, by 

(5) 

(6) 

(7) 

(8) 
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It then follows that 

orB (±) I \V~(±) > = if I \V~) > , (9) 
~ ~ 

and hence 

f~) (1') = _2TT2(\V~~'f; ITs (±) I \V~~) >. (10) 
~ ~ 

In actual calculations the princip;i.l value function, defined by 

(11) 

is used. We define the partial wave expansion of the principal value 

Coulomb function, \V~(P)bY 

(12) 

This definition for the princip~.l value wavefunction is chosen so that 

\V~(P) is normaliZed to 15 (k-k'). The expansion of \V~(P) in Eq. (12) 

is ~Similar to that given for \V~(±) in Eq. (4), except that the partial 
~ ±icr£ 

wave radial functions have been made real, i. e., the factor e 

has been dropped. 

Defining the KS matrix by 

(13) 

with the partial wave ~ matrix elements given by 
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and the partial wave expansion of II}:)(;) defined as 

we have for the asymptotic form of the partial wave functions 

(16) 

The T matrix is related to the K matrix by defining the partial 

wave expansion of the on-shell T matrix as 

(1/1 c('f) 'TS (±) ,." c(±» =..!. ~ .1-1' y (±ok') T S (±) Y* (k) 
(±k') 'l"k k l1"m 1 I'm I'lm 1m . 
~ ~ 

Then T;, ~±~ is given by 

FI (y; kr) 
---=0 __ Ytm(f». 

kr 

Now the T matrix can be obtained from the K matrix using 

The relation between I/IkP)and I/I~) is then given by 
~ ~ 

(±) () ±iUl >: [(' iKS)-l] (P) () 
I/Ill'm r = e if,.L 'f II"m I/Il"f'm r • 

(17) 

(18) 

(20) 
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The approach taken here to solve the Lippmann-Schwinger equa­

tion f0r the K-matrix is .to assume a separable potential of the form 

where d af3 = (a I if 1(3). We chose the expansion functions to be 

Cartesian Gaussian functions of the form 

(21) 

!parr) = (ria> = N._ (x _ A )1 (y _ A )m (z _ A )n e-al;:-~12 
'" .- .uun X -y Z 

(22) 

where A locates the basis function center and N._ is a normalization 
~ .uun 

factor. Substitution of this expression into the Lippmann-Schwinger 

equation yields 

KS 
= _.1r.. 6 if la > [ell f3 (f3lif , (23) 

2 af3 a 

where f a {3 = (a I if I (3) - (a I if GC (P\f I (3). Adhikari and Sloan18 

have shown that a separable potential of this form in the Lippman-

Schwinger equation yields an expression for the K matrix which is 

equivalent to the Schwinger variational expreSSion with trial wave­

functions expanded in the same bases, e. g., \fI~1P) = 6 aa~) I a ) . 
~ a 

~tatic-Exchange Potential for e--Ion Scattering. 
J •• " 

The potential, USer), used in the present work is just the static-
~ 

excJ-.ange potential. For a two-electron system the electronic wave­

flJnction is of the form 

(24) 
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where the upper (lower) sign gives the singlet (triplet) solution. The 

one-electron orbital u' is taken to be a continuum orbital, and UO is 

fixed as the bound orbital of the isolated one-electron ion. The 

electronic Hamiltonian for this two-particle system, where the ion is 

an atomic, homonuclear diatomic, or symmetric linear triatomic 

system is 

H(I,2) = h(l) + h(2) + _1_ , 
r l2 

where H(i) = - i Vi 

Zc and Z A are the nuclear charges at the origin and at !!: and -!!:' 
respectively. 

With the orbital UO fixed, the solution of the Schrodinger 

equation 

HlJ; = ElJ; 

reduces to the one-electron equation for , 19-21 
u , 

where the various operators are defined by 

(25) 

(26) 

(28) 
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I r' - r I 
~ ~ 

and where 

(29) 

When UO is an eigenfunction of h, Eq. 27 reduces to 

(30) 

In the triplet case Eq. (30) is equivalent to the simpler equation 

° ° u u, , 
(h + J - K ) u = €, U , (31 ) 

since the solutions to Eq. (30) are just an arbitrary linear combination 

of UO and the solutions to Eq. (31).19,22 Thus the solutions to Eq. (3) 

are constrained to be orthogonal to the occupied bound orbital, uO, 

where the solutions of Eq. (30) have no such orthogonality constraint 

imposed on them. 

The potential in the static-exchange approximation is then 

where 

(33) 
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Note that this potential is momentum dependent, although all of the 

individual operators are independent of momentum. The corresponding 

potential in the case where ue is an eigenfunction of h is 

(34) 

In the triplet case the potential for the solution which is constrained 

to be orthogonal to the bound orbital is given by 

(35) 

ID. IMPLEMENTATION 

A. Matrix Elements 

There are three types of matrix elements needed to evaluate the 

partial wave K matrix elements by the Schwinger variational principle: 

(36) 

where lC I
] aj3 is obtained by inverting the matrix with elements 

(37) 

The elements of the type (a 1 if 113 > are available from standard bound 

state molecular integral programs.. Tbe other two types 01 matrix e1e-
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directly by numerical integration. 

The initial step in the .numerical procedure is to compute 

uO' (r.) = (r. I if 10'). This is done by first partial-wave expanding the 

cartesian Gaussian functions with 

(38) 

These expansions are analytically known. 23 Then we define ,the partial 

wave expansion of the potential by 

ucr(r) = 6 
~ 1m 

In turn each operator which contributes to if can be Similarly 

expanded. 

(39) 

For the case where the occupied orbital, 

symmetry, it has the partial wave expansion 

is of sigma (m = 0) 

(40) 

Then the expansions of the operators J, K, N are23 

00 

(r) = 6 
l' =0 

where 

)21, + 1 ~ (hOOI .e' O)(l'Am 0 1 .e'm) rt>;m (r)V). (r) 
2£ +1 ).=0 

(41) 
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and 

and 

36 

~ 1 

Y,. (r) = 6 [(25+1)(25' +1))2 (s5'oo l>..0)" 
,.. 5 s'-O 2>.. , -

r 
x {-k J dr' 

r"+ ° 
00 

0* , 
( ') ° (') ,,, Us r us' r r 

+ r;\ J dr' u~*(r') u~, (r') r,-;\-l} 
r 

o GO GO 

K~":O' (r) = r; L A°(.f,1',m;s,s',;\) 
.LW 1'=0 S,S',;\=O 

[ 

1 r 0* 
x u 0 ,(r) J dr' u (r') cpa (r') r'A 

5 ~ S l'm 
r ° 

+ r A [' dr' u~* (r') cp.rm (r') r'-A-l ] 

1 

Ao (' " . ') = I (25 + 1) (25' + 1)] 2 x.,.l. ,m,s,s ,A 
(21 + 1) (21' + 1) 

X (5 AOO 11'0)(5'AOO 11 0) (5AOm 11'm)(5'AOm 11m) 

A, 0' ;.. 
N;_ (r) = LI 

,uH 1'=0 

(42) 

(43) 

(44) 

(45) 
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with 
All. 

A <r 
rA r A+1 

< 
(-W) = 

r> A rA 
A>r 

AA+l 

and ~ = Ai. The quantities (jlj2mlm21j3m3) are Clebsch-Gordan 

coefficients. The expans ions for the operators Q and Pare 

p~;;a(r) = (uo la)u~(r) 

and 

2 

{-i-~ + 
dr2 

(46) 

(47) 

(48) 

In general Uo (r.) is also a linear combination of Cartesian Gaussian 

functions. Thus the integrals (uOla) and (uOlhla) as well as the 

expansions u1n(r) are evaluated analytically. The expanded potential 

is then given by 

(49) 
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The hybrid integrals are evaluated using 

(50) 

Finally the matrix element (a I if Gc(P)if I J3 > in the denominator of 

of Eq. (36) is given by 

(a I if Gc(P)usl {3 > = - ~ ~ r dr U~m (r) 
o 

r 
x { G1 (i';kr) J dr' iflm (r') F1(i';kr') 

o 

+ F1 (i';kr) r dr' u:m (r')G1(i';kr')} 
r 

B. Electron-Ion Scattering Wavefunctions 

(51 ) 

Numerical wavefunctions are generated from the K matrix USing 

the method of Fliflet and McKoy. 8 The identity 

(52) 

combined with Eq. (1), yields 

(53) 
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In the present formulation the right hand side of Eq. (53) is 

apprO'X:irnated by 

2k - FA~('Y;kr) 
_ (y, (r) I K S I LW Y (r) ) 

11' -.tm kr 1m 

These uncoupled ordinary differential equations are easily solved 

using the Numerov method subject to the houndary conditionsB 

lim 
i) r -+ 0 

lim 
ii) r -+ 00 

(P) 1/;1£ m(r) = 0 

This prescription for generating numerical wave functions is 

equivalent to the iterative use of the Lippmann-Schwinger equation 

suggested by Blatt and Jackson. 16 For a given trial wave function, 

1/;t(P~ they suggested that it could be improved by USing 
k 
~ 

1/;~(P) = 1/;~(P) + Gc(P)lf 1/;~(P) • 
~ 

(55a) 

(55b) 

(56) 

Thus the solution of Eqs. (53) and (54) is identical to the solution of 

Eq. (56) with the trial function, 1/;~P~ being given by 
~ 

(57) 
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which is the trial wavefunction implied by the Schwinger variational 

expression given in Eq. (36).18 

C. Photoionization Cross Sections 

In the present work, the electron-ion scattering solutions are 

also used to calculate }ilotoionization cross sections. Photoionization 

from three initial states of helium are considered. The states are the 

ground state, l'S, and two metastable states 2'8 and 2 'so 

The initial states in these calculations are of the functi"nal 

form 

(58) 

where S = (ns' I,s). In the l'S calculation, <Pns' and <P,s are the same 

and are equal to the Hartree-Fock orbital of the ground state of helium 

in the basis set used. For the two metastable states, ¢lS :is con­

strained to be the same as in the gro ... md state. The t.Pns' functions are 

then eigenfunctions of the one-electron equation given in Eq. (27). 

The final states used in the photoionization calculation are con­

structed from the solution of the electron-ion scattering problem where 

the bound orbital is fixed as the <P,s of the ground state. Hence the 

final orbital is the frozen core of the target .We measure all energies 

relative to the expedmental Ionization potentials and In this way com­

pensate for some errors in the frozen core model. Thus the final states 
are of the form 

(59) 

The differential dipole oscillator strength is then corryuted in either 

the length or velOCity form as 



or 

where 

and 
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1 2 .6.E = 2"k + 1. p. and 

r = { 'f (x ± iy) / .f2 
#J z . 

for /l = :l: 1 

for ./l = 0 

{ 

'f (~ ± i~ ) /..f2 for /l = ± 1 
'V = ax oy 

Ii 
_0_ for /l = O. 
oz 

(60) 

(61 ) 

(62) 

(63) 

If p stands for either r or 'V , then since all bound orbitals are of 
/l /l /l 

gerade symmetry, 

The bound orbital cp (either cp IS or cp ns') has the partial wave expansion 

(65) 

then 
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The integral on the right-hand side of Eq. (66) in the length form is 

GO ( ) 

C( '" _", mil m )x J d n.* () ./ , .P () == L,.t., , ,11 r 't'1"m". r r 'Y 1.' ..f,um r (67) 
o 

where 

1 

C(£" f'" m" m ) = (21'."'+1)2 X 
, , , , II . 2f" + 1 ( 1£'" 0 0 I i." 0 ) 

x (1 f"' II m I f" m" ) . (68) 

In the velocity form the integral in Eq. (66) is given by24 

f'"(I''' +1) - 1."(1." +1)1 
2r J 

{P) 
x 1J; 1.' f/''m (r). (69) 
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IV. RESULTS 

A. e - - He+ .Phase Shifts 

The first application of the method presented here is to e- -He+ 

scattering. The He+ target is orbital is constructed from the Huzinaga 

hydrogen 10s basis set25 with the exponents scaled up by a factor of 2. 

This basis set gives an energy of -1.999985 a. u. for He+. 

We perform the scattering calculation using three different 

methods. Besides the exact Schwinger method, we also computed an 

approximate form of the Schwinger expression as proposed by Watson 

and MCKoy,26 where the denominator faf3 is approximated 

A test of the accuracy of the approximation in Eq. (70) is important 

since this procedure is particularly attractive for molecular applica­

tions. The Schwinger K matrix with this approximation is then given by 

(71 ) 

In these calculations the basis set inserted in ifGc(P>Us is the same 

set as is used in the rest of the scattering calculation. The third 

method is the uncorrected T -matrix method originally proposed by 

Rescigno, McCurdy and McKoy. 4,5 In this method the K matrix is 

calculated USing 
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The basis sets used in the exact Schwinger method and the 

approximate Schwinger method with insertion are given in Table I. 

The basis sets used in the T matrix calculations with Eq. (72) are 

given in Table n. 
Results for Ss scattering, where the scattering solution is con-

strained to be orthogonal to the bound orbital, are presented in 

Table III. It is well knownl8 , 19 that for triplet scattering this yields 

the same phase shift as the solution in which orthogonality is not 

imposed. The 5s Schwinger results are in excellent agreement with 

the num erical results of Sloan. 27,28 The 3s Schwinger phase shifts 

are within 3% of the correct values. The 3s phase shifts also sm oothly 

approach the accurate phase shifts at higher momentum. The approxi­

mate Schwinger calculations with insertion in the denominator give 

very good results at low momentum but at higher momentum show 

discrepancies of up to 7% . Naturally the results of the Schwinger 

method in which the ifGc(Ptrsterm is evaluated approximately, i.e., 

with insertion, can be improved by using a larger basis set around 

GC(P). Uncorrected results using the T matrix equation [Eq. (72)] 

are presented for two basis sets. The 5s set which was also used in 
I 

the two Schwinger calculations yields generally poor uncorrected 

T matrix results except for energies around k = 0.6, as can be seen 

in Figure 1. The lOs basis set gives much better T matrix phase 

shifts, which differ from the exact values by less than 2%. 

The results for the 3S e--He+ scattering calculations in which the 

scattering function is not constrained to be orthogonal to the bound 
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orbital, are given in Table IV. It can be seen that the 5s Schwinger 

phase shifts are again in good agreement with the numerical values, 

and they are almost identical to the phase shifts obtained from the 

constrained 5S scattering solution. However, the uncorrected T matrix 

lOs results are dramatically worse than in the constrained calculation. 

A larger 20s basis set does yield T matrix phase shifts which are 

again in close agreement with the accurate results. 

The results for IS scattering are presented in Table V. In this 

case, the Schwinger 5s and lOs T matrix calculations both agree well 

with Sloan's results. 27,28 

Phase shifts for Ip scattering are given in Table VI. In this 

symmetry the exact Schwinger and the approximate Schwinger (with 

insertion) expressions both give results in close agreement with the 

static-exchange phase shifts given by McGreevy and Stewart. 29 

Results for 3 p scattering are given in Table VII. Again the Schwinger 

5p and uncorrected lOp T matrix phase shifts are in close agreement. 

B. Photoionization Cross Sections 

The initial state used in the ground-state photoionization calcula­

tion of helium is constructed from the lOs Gaussian set of Huzinaga25 

(also listed in Table VIII), which has a Hartree-Fock energy 

E =" -2.861669 a. u. For the two metastable states the lOs basis set is 

augmented by seven diffuse basis functions given in Table VIII. The 

orbital eigenvalues of the ct> 2S' orbitals, with the ct> IS orbital taken as 

the Hartree-Fock orbital, are -0.141509 a. u. for the 2'S state and 

-0.189942 a. u. for the 23S state. The more diffuse functions included 
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in this extended basis set are important in describing the Rydberg-like 

metastable states. 
1 

Results of photoionization cross section calculations for the 1 S 

state are presented in Table IX. Cross sections computed using all 

three methods employed in the scattering calculations are given. The 

IF was taken to be !l. 9035 a u.(24. 59 eV) fot the ground state. 30 The 

exact Schwinger results and approximate Schwinger results, with 

insertion in the denominator, are virtually identical. These results 

show that the total cross section is fairly insensitive to the variations 

in the accuracy of the continuum wave function generated by these 

various methods. This point is exemplified by the exact SchWinger Ip 

cross sections presented in Table X. The difference between the Ip 

and 5p Schwinger cross sections is less than 1%. This result is put 

into perspective by comparing it to the cross section obtained by USing 

a pure Coulomb wave as the continuum functions in the final state. 

The Ip results can be seen to be an improvement over the pure Coulomb 

result which contains no short-range scattering information. 

In Figure 2 the cross sections obtained from an exact Schwinger 

variational calculation with the 5p basis given in Table I, are compared 

with experimental data given by Samson. 30 The difference between the 

two forms of the dipole cross section, the length and velocity forms, 

can be used as an estimate of correlation effects. 31 In the photo-

ionization of the ground state of helium, the static-exchange velocity 

form yields cross sections closer to the experimental results than 

does the length form. 
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The photoionization cross sections of the two metastable states 

of He, the 21S and 23S states, are shown in Figures 3 and 4, respectively. 

The IP's of these states are taken to be 0.14595 a. u. (3.97 eV) for 
1 s 32 . the 2 S state and 0. 17524 a. u. (4.77 eV) for the 2 S state. T-hestatic-

exchange cross sections are compared to the calculated values of 

Norcross. 33 The calculations by Norcross used close-coupling final­

state wavefunctions with three states included in the expansion. The 

initial states used by Norcross33 were slightly different from ours, 

in that he used a He+ is hydrogenic function for the frozen ¢lS 

orbital. The dipole length cross section gives better agreement 

with Norcross results than does the velocity form. In general neither 

the dipole length nor dipole velocity forms seem to give more re­

liable static-exchange results. 

V. CONCLUSIONS 

We have presented a method for calculating static-exchange 

electron-molecular ion scattering wavefunctions. The method should 

be directly applicable to molecular systems. In e- -He+ scattering, 

the numerical evaluation of the exact Schwinger variational expression 

gives extremely accurate phase shifts with small basis sets. In 

molecular systems, the numerical integration of the matrix elements, 

( a I US GC(P) US I (3) may become extremely length. In this case , the 

approximate Schwinger expression with a large basis set inserted 

around GC(P) may be a more economical procedure. As presented 

here , the approxin,ate Schwinger method yields a single center 
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expansion of the scattering amplitude. This allows analytic averaging 

over target orientation. Both the exact Schwinger method and the 

approximate Schwinger method , with insertion in the denominator, can 

be used to compute accurate numerical scattering wavefunctions. 

These wavefunctions correspond to K-matrices which are variationally 

stable. 

Accurate static-exchange wavefunctions can be utilized in various 

distorted-wave approximations. In the example presented in this paper, 

these wavefunctions can be used in the calculation of the photoionization 

cross section of helium, even when the scattering basis set is of very 

modest size. Another use for electron-ion scattering wavefunctions 

is in the study of electron impact ionization. 

The application of the Schwinger variational principle to molecu­

lar systems is in progress. 
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TABLE I. Exponents for Cartesian Gaussian functions used in 

Schwinger variational calculations. 

55 and 5p 
sets 

100.0 

21.1 

4.47 

0.946 

0.200 

35 
set 

100.0 

4.47 

0.200 

lp 
eet 

0.500 
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TABLE TI. Exponents for Cartesian Gaussian functions used in 

uncorrected T matrix calculations [Eq. (72)]. 

lOs lOp 206 

400.0 200.0 537.0 3.86 

172.0 92.8 328.0 2.36 

73.9 43.1 200.0 1.44 

31. 7 20.0 122.0 0.879 

13.6 9.28 74.6 0.537 

5.86 4.31 45.5 0.328 

2.52 2.00 27.8 0.200 

1. 08 0.928 17.0 0.122 

0.465 0.431 10.4 0.0746 

0.200 0.200 6.32 0.0455 



TABLE III. Phase shifts for triplet s wave scattering of helium ion. a 

Approximated 

Momentum Schwingerb SchwingerC Schwinger T matrixe T matrixf Numericalg 
~ ~ 

6'1 (5s) (j T (5s) (jT(10s) (jN \- (j (5s) (j (3s) .. 
0.1 0.919 0.889 0.920 0.933 0.921 N (k=O, (j = O. 920) 

0.3 0.910 0.880 0.913 0.918 0.910 .. 
0.491 0.893 0.865 0.903 0.894 0.893 0.893 tn 

tn 

0.779 0.855 0.828 0.883 0.855 0.861 0.855 

1.076 0.802 0.780 0.851 0.827 0.816 0.802 

1,353 0.747 0.731 0.803 0.812 0.758 0.748 

1.897 0.642 0.637 0.673 0.759 0.646 0.645 

2.198 0.591 0.590 0.603 0.703 0.611 0.604 

(fuotnotes, see next page) 
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Footnotes Table III. 

a) Phase shifts are for scattering solutions which are constrained to 

be orthogonal to the bound orbital, using the potential given by Eq. (35). 

b) Exact Schwinger variational phase shifts [Eq. (23)], for 5s basis 

set given in Table 1. 

c) Exact Schwinger variational phase shifts for 3s basis set given in 

Table 1. 

d) Approximate Schwinger variational phase shifts, with insertion in 

the denominator [Eq. (71)], for 5s basis set given in Table 1. 

e) Uncorrected T matrix phase shifts [Eq. (72)] for 5s basis set 

given in Table 1. 

f) Uncorrected T matrix phase shifts for lOs basis set given in 

Table II. 

g) Phase shifts of numerical solution of Schrodinger equation from 

Ref. 28. 
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TABLE IV. Phase shifts for triplet s wave scattering of helium iona 

Momentum Schwinger T matrix T IIlitrix Numericalb 

~ 

I5 T (lOs) 15 T (20s) ON k 15 (5s) 

0.1 0.918 0.930 0.920 N (k = 0, 15 = O. 920) 

0.3 0.909 0.911 0.916 \.. 

0.491 0.893 0.964 0.907 0.893 

0.779 0.855 1.334 0.854 0.855 

1. 076 0.802 1. 332 0.809 0.802 

1.353 0.747 0.998 0.750 0.748 

1.897 0.641 0.750 0.645 0.645 

2.198 0.590 0.910 0.605 0.604 

aphase shifts are for scattering solutions which are not con­

strained to be orthogonal to the bound orbital, using the potential 

given by Eq. (32). 

bNumerical phase shifts from Ref. 28. 
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TABLE V. Phase shifts for singlet s wave scattering of helium ion. 

MJrnentum Schwinger T matrix Numericala 

- (;T(1Os) (;N k (; (5s) 

0.1 0.386 0.400 N (k =0, (; =0.387) 

0.3 0.378 0.388 -
0.491 0.366 0.361 0.366 

0.779 0.341 0.341 0.341 

1.076 0.317 0.325 0.318 

1. 353 0.302 0.314 0. 302 

1. 897 0.290 0.289 0.290 

2.198 0.290 0.289 0.283 

aNum erical phas e shifts from Ref. 28. 
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TABLE VI. Phase shifts for singlet p wave scattering of helium ion. 

Approximate 
Momentum Schwinger Schwinger T matrix T matrix Numericala 

"6 (5p) - 6 T (5p) 6T (lOp) 6N k 6 (5p) 

0.2 -0.0742 -0.0739 -0.0711 -0.0740 -0.0745 

0.4 -0.0765 -0.0761 -0.0755 -0.0759 -0.0765 

0.6 -0.0788 -0.0783 -0.0782 -0.0742 -0.0788 

0.8 -0.0797 -0.0792 -0.0761 -0.0701 -0.0796 

1.0 -0.0780 -0.0777 -0.0700 -0.0685 -0. 0778 

1.2 -0.0733 -0.0732 -0.0633 -0.0690 -0.0727 

1.4 -0.0656 -0.0658 -0.0579 -0.0646 -0.0646 

1.6 -0.0551 -0.0555 -0.0524 -0.0508 -0.0540 

aNumerical phase shifts from Ref. 29. 
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TABLE VII. Phase shifts for triplet p wave scattering of helium ion. 

Mlmentum Schwinger T matrix 

k 6(5p) 6T (lOp) 

0.2 0.179 0.179 

0. 4 0.186 0.189 

0.6 0.196 0.204 

0.8 0. 205 0.217 

1.0 0.212 0.220 

1.2 0.216 0.218 

1.4 0. 217 0. 219 

1.6 0.216 0.223 
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TABLE VIII. Exponents for Cartesian Gaussian 

functions used in initial state wavefunctions. 

Huzinaga lOs 
basis seta 

3293.694 

488.8941 

108.7723 

30.1799 

9.789053 

3.522261 

1.352436 

0 . 552610 

0.240920 

0.107951 

Additional 
diffuse functions 

for metastable states b 

0.0600 

0.0333 

0.0185 

0.0103 

0.00571 

0.00317 

0.00176 

a This is the basis set, from Ref. 25, used in the 11s 
2 

{1S ) ground state of helium. 

bThe wavefunctions of the 21S and 2
s
S (1S 2,5), metastable 

state of helium are constructed from the combined 17s 

basis set. 
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TABLE IX. Photo ionization cross sections of the ground state of 

helium, using the len,,<rth form of the dipole operator in megabarns 

(10-18 cm'). 

Approximate 
Schwingera SChwingerb T matrixC T matrix 

t.E(ev) U' (5p) U'I (5p) aT (5p) a T (lOp) 

24.75 7.59 7.59 7.61 7.54 

26.6 6.98 6.98 7.07 7.01 

30.6 5.76 5.76 5.91 5.83 

34.6 4.74 4.75 4.85 4.76 

38.6 3.93 3.93 3.95 3.89 

42.6 3.26 3.26 3.23 3.22 

46.6 2.73 2.73 2.66 2.71 

a The exact Schwinger photoionization cross section is computed 

using Eqs. (60), (64), (66), and (67), with the partial wave scattering 

solution, 1f'~~)m(r), obtained from Eqs. (53) and (54) as described in 

the text. The 5p basis set given in Table 1 is used. 

bThe approximate Schwinger cross sections are obtained as in (a) 

except that K" in Eq. (53) is approximated by 1(1(s) given in Eq. (71). 

cThe uncorrected T-matrix cross sections are obtained as in (a) 

except that K" in Eq. (53) is approximated by KT(s) given in Eq. (72). 

%arne calculation as in (c) except the lOp set given in Table II is 

used. 
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TABLE X. Photoionization cross sections of the ground state of 

helium using the length form of the dipole operator, in megabarns. 

Comparison of 5p and Ip exact Schwinger cross sections with 

Coulomb wave results. 

Schwinger Schwinger Coulomb wavea 

AE(eV) 
~ - Oc a (5p) a (lp) 

24.75 7.59 7.60 7.73 

26.6 6.98 7.00 6.91 

30.6 5.76 5.79 5.44 

34.6 4.74 4.77 4.34 

38.6 3.93 3.94 3.53 

42.6 3.26 3.27 2.90 

46.6 2.73 2.72 2.41 

a The Coulomb wave cross section is obtained by using l/I~~}m (r) = 

6££, F,e(y;kr)in Eqs.(60), (64), (66) and (67). 
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Figure Captions 

Figure 1. Comparison of 5S phase shifts of helium ion, where the 

scattering solution is constrained to be orthogoiJal to the bound 

orbital: ----,exacftSchwinger variational phase shifts with 5s 

basis set given in Table I; -----, exact Schwinger variational phase 

shifts with 3s basis set given in Table I; --- --- -, uncorrected 

T matrix phase shifts with 5s basis set given in Table I; 0, numerical 

phase shifts given by Sloan. 28 

Figure 2. Photoionization cross sections of lIS He, in megabarns 

(Mb): L, static exchange dipole length; V, static exchange dipole 

velocity; :0, selected experimental cross sections from Samson. 30 

Figure 3. Photoionization cross sections of 2
1
S He, in Mb: L, static 

exchange dipole length; V, static exchange dipole velocity; 0, 

numerical results of Norcross. 33 

Figure 4. Photoionization cross sections of 2sS He, in Mb: L, static 

exchange dipole length; V, static exchange dipole velocity; b , 

numerical results of Norcross. 33 
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SECTION C 

Iterative Approach to the Schwinger Variational Principle 

for Electron-Molecule Co l lisions 
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L,)..N.'l.:R0£9;.,:;9;.;:T;.:;IyO~N 

The Schwinger variational principle for the T matrix has been 

found to be very useful in obtaining accurate solutions for electron­

molecule scattering. This method was introduced as a discrete basis 
1 

function approach to scattering and has evolved as a general numeri-

• cal technique. The Schwinger variational principle has been success-

fully applied to the scattering of low-energy electrons by He, He+, H2 , 

1-' H/, N:, and LiH. In the present paper we apply an iterative ap-
8-10 

proach to the Schwinger variational principle to obtain scattering 

solutions to the electron-molecule collision problem. The method 

uses trial scattering wave functions which contain both discrete basis 

functions and numerical wave functions which explicitly satisfy the 

scattering boundarY conditions. The discrete basis functions effec-

tively describe the scattering wave function in the region near the 

nuclei where electron-exchange and partial-wave coupling are strong. 

The numerical wave functions are obtained from the Lippmann­

Schwinger equation using a procedure which does not require solving 

coupled integro-differential equations. This is a powerful method for 

electron-molecule scattering combining the advantages of using dis­

crete basis functions with an iterative procedure which allows conver­

gence to an exact solution for the potential chosen to describe the 

interaction. 

We apply the iterative Schwinge r method to electron-H. scatter­

ing in the static-exchange approximation. The results of these appli­

cations show that the method is very effective and converges rapidly. 

Although the formal theory is given in terms of the T matrix and wave 
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functions which satisfy outgoing wave boundary conditions, for numeri-

cal convenience we actually perform all calculations using the K matrix 

and wave functions which satisfy standing wave boundary conditions. 

n. THEORY . 
The iterative Schwinger methcxl starts with the solution of the 

Lippmann-Schwinger equation for the T matrix 

(+> 
T = U + U Go T (1) 

using a separable approximation to the exact potential The form of 

the separable potential used here is 

where R is an initial set of expansion functions and U = 2 V. With this 

separable potential the solution of the Lippmann-Schwinger equation, 

Eq. (1), is given by 

So 
(r I T I r' ) "'" I I H> -1 I I ' = LJ (r U a. )[(D ) ] .. (a. U r) 

a. ,a.ER 1 1)) 
1 1 

(3) 

where 

(4) 

11-)3 

As has been pointed out by several authors, this form of the T matrix 
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is equivalent to that obtained from the Schwinger variational expression 

(5) 

where the partial wave trial functions are linear combinations of the 

expansion functions 

(6) 

The form of the T matrix given in Eq. (3) or equivalently Eq. (5), 

has been used by the present authors to obtain scattering results in 
1-' several systems. The errors that exist in this Schwinger varia-

tional T matrix are due to the difference between the exact potential 
s. 

U and the approximate separable potential U given in Eq. (2). It is 

possible to eliminate these errors due to the difference potential by an 

iterative procedure. 

Our iterative procedure begins by constructing the scattering 

wave functions which correspond to the Schwinger T matrix given in 

Eq. (3). There are no coupled equations to solve to obtain these wave­

functions since the corresponding T matrix is exactly known. The 

scattering solutions are computed using the partial wave expansion of 

the wave function 

(7) 



7 3 
H) 

For a linear target molecule, lPk£m may in turn be expanded in a 

partial wave series by 

(+) (+) 

¥tUm (r) = f, 1Pu.' m (k, r) Y.£, m (r) (8) 

The Lippmann-Schwinger equation for the wave function is 

(9) 

where ¢k.£m (r) are the free particle solutions 

(10) 

By using the identity 

(11) 

we obtain an expression for the wave function in terms of the T matrix 

(+) So 
This equation for lPk£m is now uncoupled, and the partial-wave 

functions are given by 

(·1· ; S (+) . 

1//1.£';: (k,r) = j.t (kr) {JU' - 6 k {j.£, (kr<)h.£, (kr» Y.£'m (i) 
a.,a.€R 

1 J 

(12) 

x lul a
i

) [(D(+)r1J
ij 

(ajlulj.£{kr)Y.tm(r) (13) 
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The asymptotic form of the partial wave solutions are then 

(14) 

(+) 

The radial function, tit f£' m' is readily obtained from Eq. (13) by 

numerical integration. 

The iterative procedure proceeds by augmenting the expansion 
So So 

set R of Eq. (2) by the set of functions So = {tit... ,tltk£ m"'" 
5 lU.1m 2 a 

~k£ m} which consists of the scattering solutions corresponding to 
p 

the T matrix given in Eq. (3). Using this augmented set of functions, 

the first iteration is completed by calculating a new T matrix given by 

Note that the expansion functions contained in the set .R U 8 0 include 

both the initial set of expansion functions R =.{ O'i} and the continuum 

solutions given by Eq. "(12). 

A second iteration is begun by constructing the set of solutions 
5 s 

Sl = {~k~ 1m ' ... , I/Ikl
pm

} which are associated with the matrix TS
1 

given by Eq. (15). The set 81 combined with the initial trial function 
. sn sn 

set R yields anew T matrix T S
2. In general, T , ~k£m and the 

set of functions 8n are given by 

s 
(rITnl!'> = r; (r I u I X· > [ (D (+) fl] .. ( x·1 u I r' > (16) 

X' X . € R U 8 1. 1J J 
.' J n-l 



7S 
and 

(17) 

where 

(18) 

This iterative scheme is repeated until the wave functions converge. 

If the wave functions do converge such that 

and if we have 

(+> (+> sn I U-UGo U 11Pk£.m ) 
J 

for 1 ~ i ~ P and 1 ~ j ~ p, and 

(+> I U - U Go U I O'j) = ( ¢k£.ml U 10'· ) 
1 J 

(+> sn 
for 1 ~ i ~ P and aj E R, then it follows that the functions IPk£m 

(19) 

(20) 

(21) 

satisfy the Lippmann-Schwinger equation for the exact potential U. 

This can be demonstrated by substituting Eq. (16) into Eq. (18) to yield 
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H)Sn+l 

¥--klm (r) = 

(+) -1 I I 
x [(D ) ] ij (X j U ~.tm> . 

Then using the relationships given in Eq. (20) and Eq. (21), Eq. (22) 

reduces to 

Thus if Eq. (19) is ,also satisfied, Eq. (23) reduces to 

(+)Sn 

¥--klm (r) = 
<+) (+) sn 

¢k.£m<!) + (! I Go U I ¥--klm > 

(22) 

(23) 

(24) 

which is just the Lippmann-Schwinger equation for the exact potential 

U. 

It is of interest to note that Eq. (20) and Eq. (21) are identically 

satisfied if l/I:fm is the exact solution. This suggests that the degree 

of convergence of an approximate wave function can be judged by how 

well the relations given in Eq. (20) and Eq. (21) are satisfied. Also 

note that each side of Eq. (20) is a nonvariational approximation to the 
Bn 

partial wave T matrix where l/Ik£m is an approximate trial function. 

Thus the convergence of the wave function can also be judged by how 

well the two sides of Eq. (20) compare with the variationally stable 

partial wave T matrix given by 
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(+> -1 I I 
x [(D ) ] ij < X j U <I1c£ 'm) . (25) 

One of our original motivations for using the approximate solu­
s 

tions IPk~m in a new separable expansion, as a way of calculating an 
1. 

improved wave function, was an observation of Ernstet '21. They 

noted that if one had the exact solution to the Lippmann-Schwinger 

equation, then the potential given by a one-term separable approxima­

tion of the form in Eq. (2), where instead of the set R one uses the 

exact solutions, would give the exact on-shell and hali off-shell T 

matrix. Thus it can be expected that the use of an approximate wave 

function satisfying the scattering boundary conditions in the separable 
.. 

expansion of Eq. (2) would give improved estimates of the T matrix 

from which an improved trial wave fun ction could be calculated. 

A more precise understanding of the nature of the convergence of 

the iterative procedure outlined above i s obtained by dividing Eq. (16) 
15 

into two parts giving 

s 
(rITnll)= ( r I T So I r' ) + :6. 

1";1";P 

1~j~p 

1+) Sn-1 [ H) -1] 
x IPkf.m ) (E ) ij 

1 

where 

So 1+) 
(r I (1 + T Go ) t:. U I 

(26) 



(-) Sn-l 
= (IPU . m 

J 

and with 

SO 
t.U=U-U . 

(27) 

(28) 

Eq. (26) clearly shows the different contributions from the two sets of 
(+) 

functions Rand S l' The Green's function G in Eq. (27) is the 
n- s s 

Green's function for the separable potential U a and satisfies the 

Lippmann-Schwinger equation 

(29) 

(+) 

Thus Gs is given by 

(+) 

= <riGa Ir'> 

(+) -1 I (+) I ' 
x [(D ) ] ij (ll'j U Go r > . (30) 

The expression for the partial wave T matrix elements obtained from 

Eq. (26) is then 

sn 
TU'm = 

(+) -1] 
X [(E ) ij 

(-)Sn. 11 1(+)50 

<1Pk,i.m t.U IPki.'m > • 
J 

(31) 



79 
Thus,after the first iteration, first and second order errors in the 

s 
difference jX>tential t. U have been eliminated from T i~' m since with 

s 
n = 1, Eq. (31) should give at least as good a correction to T.e.£'m 

16 
as a distorted-wave second Born approximation would. Further 

iterations will give still higher order corrections. 

We have used the iterative method described above to study 

electron-H2 scattering in the static-exchange approximation. The tar­

get SCF wave function is constructed from a (5s2z) Cartesian Gaussian 

basis set as given by Watson et al.
4 

The Hartree-Fock energy for H2 

in this basis set is -1. 1330 au and the quadrupole moment is 0.452 au. 

The results of a study of the convergence behavior of the itera­

tive Schwinger method are given in Tables I-lV. The results presented 

in Tables I and II are obtained by starting the iterative procedure with 
So 

.1JIk f.m just equal to the free particle states If>k£m' This starting point 
s 

corresponds to U 0 = O. It can be seen in Table I that the variational 

Schwinger K matrix converges to three places in four iterations. How­

ever, Table II shows that the nonvariational estimates of the partial 

wave K matrices from the left- and right-hand sides of Eq. (20) con-

verge more slowly. In this calculation, these nonvariational K­

matrices require another four iterations before they converge to three 

places. Table III gives the variational Schwinger K matrix for an 

iterative calculation where USo is a one term separable approximation 

to D, constructed using a single s Cartesian Gaussian of exponent O. 5 

centered on the nuclei. With this starting point, thE; iterative procedure 



80 
converges in two iterations. Also note that the nonvariationally stable 

matrix elements given in Table IV, which are associated with Eq. (20) 

and Eq. (21), are well converged by the second iteration also. 

In Tables V and VI we present K matrix elements at several 
2 2 

energies for both r; and II symmetries. We also compare the pres-
l' ent results with those of Collins et al. The separable potentials, USo, 

used in these calculations are four term approximations. The poten­

tials are constructed from Cartesian Gaussian functions centered at 

the nuclei. The Cartesian Gaussian functions have exponents of O. 3 

and 1. 0 and are of s and z types for the 2r; symmetries and x and xz 
2 

types for the II symmetries. All variational K matrices converge to 

three places by the first iteration. This extremely rapid convergence 

is expected since the difference potential 11 U should be small. 

All integrals were calculated using single center expansions as 
3,18. 

is described elsewhere. The integrations are performed on a grid 

extending to 40 au, except as noted in Tables V and VI where a grid 

extending to 125au is used to accurately compute some integrals iltlow 

energy. 

As can be seen, the K matrix elements are in good agreement 
17 

with those of Collins et al. The small discrepancies which exist are 

probably due to differences in the potentials used. 

IV. CONCLUSIONS 
~ 

The iterative Schwinger variational methcxl presented here is a 

powerful methcxl for computing electron-molecule scattering solutions. 

With a sufficient number of iterations, this method gives accurate 

scattering results which are independent of the initial discrete basis 



81 

I>et used. However, it is important to note that even though the 

variationally stable T matrix may converge in a particular calcu­

lation, it is necessary to check that the conditions given in Eqs. (19), 

(20), and (21) are satisfied to be assured that the T matrix has con-

verged to the correct solution. 

The Schwinger method does not require the solution of integro­

differential equations. All equations are decoupled integral equa­

tions which are solved by straight forward integration procedures. 

With a reasonable choice of the initial separable potential U
So

, 

this iteration method converges in only a few iterations. Applica­

tions to larger molecular systems are underway. 

ACKNOWLEDGMENTS 

This work was supported by the National Science Foundation 

under grant number CHE76-05157. We would like to thank Dr. Derek 

Robb for many helpful discussions and for providing us with results 

prior to publication. One of us (RRL) acknowledges the support of a 

National Science Foundation Predoctoral Fellowship. 

The research reported in this paper made use of the Dreyfus­

NSF Theoretical Chemistry Computer which was funded through grants 

from the Camille and Henry Dreyfus Foundation, the National Science 

Foundation (Grant No. CHE78-20235), and the Sloan Fund of the 

California Institute of Technology. 



82 

References 

1 
D. K Watson and V. McKoy, Phys. Rev. A 20, 1474 (1979). 

~ 

2 

3 

4 

R. R. Lucchese and V. McKoy, J . Phys. B 12, L421 (1979). 
~ 

R. R. Lucchese and V. McKoy, Phys. Rev. A E., 112 (1980). 

D. K Watson, R. R. Lucchese, V. McKoy, and T. N. Rescigno, 

"The Schwinger Variational Principle for Electron-Molecule 

Scattering: Application to Electron- Hydrogen Scattering, " 

Phys. Rev. A (to be published). 

5 
R. R. Lucchese and V. McKoy, Physica Scripta 21, 366 (1980). 

~ 

6 
R. R. Lucchese, G. Raseev, and V. McKoy, "Studies of Differential 

and Total Photoionization Cross Sections of N2 , " (in preparation). 

'D. K. Watson, V. McKoy, and T. N. Rescigno, "Application of the 

Schwinger Variational Principle to the Scattering of Electrons by Polar 

Molecules, " (in preparation). 

8 
J. M. Blatt and J. D. Jackson, Phys. Rev. 76, 18 (1949). 

~ 

e 
T. Kato, Prog. Theo. Phys. 6, 295 (1951). 

~ 

10 A L. Zubarev, Sov. J. Part. Nucl. 7, 215 (1976). 
~ 

11 
W. H. Miller, J. Chern. Phys. 50, 407 (1969). 

~ 

12 
S. K Adhikari and I. H. Sloan, Phys. Rev. C 11, 1133 (1975). 

~ 

13 V. B. Belyaev, A. P. Podkopoyev, J. Wrzecionko, and A L. 

Zubarev, J. Phys. B 12, 1225 (1979). 
~ 

14D. J. Ernst, C. M. Shakin, and R. M. Thaler, Phys. Rev. C!!, 
46 (1973). 



83 

15 (+) 

We obtain Eq. (26) from Eq. (16) by partitioning the [D ]ii matrix 

1e 

and inverting. See,for example, C. E . Fr5berg, Introduction to 

Numerical Analysis (Addison-Wesley, London, 1969) p. 108. Second 

Edition. 

J. R. Taylor, Scattering Theory (Wiley, New York, 1972) p. 276. 

11 
L. Collins, D. Robb, and M. Morrison (private communication). 

Ie 
A. W. Fliflet and V. McKoy, Phys. Rev. A 18, 2107 (1978). 

~ 



84 

TABLE L Convergence of the Schwinger variational K matrix 
2 

starting from plane waves for Lg symmetry in H2 with k = O. 5 au. 

sn 
KH,O 

(i,i') n=O 1 2 3 4 

(0,0) O. -2. 931 -1. 701 -1. 552 -1. 548 

(0,2) o. 0.128(-1) 0.133(-1) 0.134(-1) 0.134(-1) 

(2 , 2) o. 0.163(-1) 0.163(-1) 0. 163(-1) 0. 163(-1) 



TABLE n. Convergence of nonvariational approximations to the K matrix starting from plane 

waves for 2~g symmetry in H2 with k = 0.5 au. 

sn 
( clitiOI u I ~ki'O ) 

(t, i' ) n=O 1 2 3 4 

(0,0) 3.055 - 2. 931 -1. 331 -1. 603 -1. 515 
00 

'" 
(0,2) O. 521(-1) 0.128(-1) 0.180(-1) 0.127(-1) O. 139(-1) 

(2,0) O. 521(-1) 0.128(-1) 0.135(-1) O. 135(-1) 0.134(-1) 

(2,2) 0.165(-1) 0.163(-1) 0.163(-1) 0.163(-1) O. 163(-1) 

sn (PI sn 
(~kiOIU-UGo UI¥tki'O) 

(t, i' ) n=O 1 2 3 4 

(0,0) -2.921 -5.045 -1. 139 -1. 659 -1. 483 

(0,2) O. 129(-1) 0.120(-1) 0.180(-1) 0.128(-1) 0.138(-1) 

(2,2) 0.163(-1) 0.162(-1) 0.163(-1) 0.163(-1) 0.163(-1) 
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TABLE ID. Convergence of the Schwinger variational K matrix 
2 

starting from one discrete scattering function for ~g symmetry 

in H2 with k = 0. 5 au. 

(i.,£') 1 2 

(0,0) -2.045 - 1. 552 -1. 548 

(0,2) -0. 276(-1) 0. 133(-1) 0.134(-1) 

(2, 2) -0. 372(-3) 0.163(-1) 0.163(-1) 
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TABLE IV. Convergence of non variational approximations to 
the K matrix and of matrix elements involving the discrete 

function starting from one discrete scattering function for 2~g 
symmetry in H2 with k = O. 5 au. 

(.£, .£') 

(0,0) 

(0,2) 

(2,0) 

(2,2) 

(.£,.£') 

(0,0) 

(0,2) 

(2, 2) 

o 
2 

a See Eq. (21). 

n=O 

-1. 602 

0.179(-1) 

-0.107(-1) 

0.161(-1) 

1 

-1. 567 

0.131(-1) 

0.136(-1) 

0.163(-1) 

sn (p) sn 
( l/Ik.£O I u - U Go U Il/Ik.£' 0 ) 

n=O 1 

-1. 642 

O. 667(-2) 

0.155(-1) 

o 
2 

-1. 586 

0.132(-1) 

O. 162(-1) 

6.180 

0.834(-1) 

sn (p) a 
(l/Ik.£O I U - U Go U I a) 

n=O 1 

6.190 

O. 170 

6.224 

0.824(-1) 

2 

-1. 549 

0.134(-1) 

0.135(-1) 
0.163(-1) 

2 

-1. 550 

O. 135(-1) 

0.163(-1) 

2 

6. 180 

0.830(-1) 
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TABLE V. Iterated Schwinger variational K matrix elements for 

~ symmetry in H2. 

2 + 
Lg 

2 + 
LU 

k 
s CRM s CRM 

Kooo Kooo K llO K llO 

(). 1 -0. 217 -0. 217a 0.123(-1)b O. 127(-1)3 

O. 3 -0.722 -0. 722 0.113 0.119 

0.5 -1.55 -1. 55 0. 411 0.421 

1.0 8. 04 8.05 1.34 1.34 

s CRM s CRM 
K020 K 020 K130 K130 

O. 1 0.406(-2) 0.39(-2) O. 105(-2)b O. 15(-2) 
O. 3 0.978(-2) 0.11(-1) 0.335(-2) O. 34(-2) 

0.5 0.134(-1) 0.15(-1) 0. 703(-2) O. 71(-2) 

1.0 0. 122 0.11 0. 304(-1) O. 29(-1) 

s G'RM s CRM 
K,20 K 220 Ks30 K330 

O. 1 0.165(-2) 0. 21(-2) 0.971(-3)b O. 73(-3) 

0.3 O. 687(-2) 0.74(-2) 0.290(-2) O. 31(-2) 

O. 5 0.163(-1) 0.18(-1) O. 520(- 2) O. 56(-2) 

1.0 0.914(-1) 0.93(-1) 0.190(-1) 0.20(-1) 

a All numbers in this column are from Ref. 17. 

b A grid extending to 125 au is used to obtain this K matrix element. 
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TABLE VI. Iterated Schwinger variational K matrix elements for 
2 • 
TI symmetry 10 H2' 

2 

TIu "n . g 

k 
s 

K 1U 

CRM 
KUl 

s 
Kzzl 

CRM 
K:.21 

O. 1 -0.296(-2) -0.306(-2)a O.106(-2)b O. 103(-2)a 

O. 3 O. 195( -1) O. 218(-1) O. 368(-2) 0.400(-2) 

O. 5 O. 102 O. 108 0.103(-1) O. 114(-1) 

1.0 0.334 0.335 0.692(-1) O. 713(-1) 

s CRM s CRM 
K131 K131 Klill ~l 

O. 1 O. 110(-2) O. 12(-2) 0.493(-3)b O. 63(-3) 
O. 3 O. 267(-2) O. 28(-2) O. 148(-2) O. 15(-2) 
O. 5 0. 483(-2) O. 50(-2) O. 235(-2) O. 24(-2) 
1.0 0.142(-1) O. 14(-1) O. 564(-2) 0.58(-2) 

s ~CRM s 
K.

CRM 
~31 31 K....l 41 

O. 1 0.286(-3) O. 55(-3) 0.465(-3)b O. 18(-3) 
O. 3 0.217(-2) O. 23(-2) O. 139(-2) O. 15(-2) 

O. 5 0.392(-2) O. 42(-2) 0.245(-2) 0.26(- 2) 

1.0 0.157(-1) 0.17(-1) 0.611(-2) 0.67(-2) 

a All numbers in this column are from Ref. 17. 

b A grid extending to 125 au is used to obtain this K matrix element. 
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SECTION D 

Iterative Approach to the Schwinger Variational Principle 

Applied to Electron-Molecular-Ion Collisions 
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1. INTRODUCTION 
~ 

Considerable effort has been devoted to the development of effi­

cient and accurate methods for solving the electron-molecule collision 
1 

problem. The main difficulties encountered in solving this problem 

are the non-spherical nature of the potential and the accurate treatment 

of the non-local exchange potential. Our approach to the solution of the 

electron-molecule collision problem is to use the Schwinger variational 

prindple. The first application of the Schwinger variational principle 
2 

to this problem was an approximate discrete basis function approach. 

We then implemented the Schwinger vari~.tional principle exactly using 
S 4 

numerical techniques.' This method has been successfully applied to 

the scattering of low-energy electrons by He, He+, Hz, H/, Nz\ and 
3-9 7 

LiH... In the present paper.we give results for the e- -Hi system using 

a recently developed iterative technique based upon the Schwinger varia-

tional principle. 
s 

In this study of the e- -Hz+ scattering system we make several 

standard simplyfying assumptions. First we . work within the fixed­

nuclei approximation. We also assume that the interaction between the 

continuum electron and the molecular ion is described by the static-

exchange potential., and hence we neglect electron correlation. 
s 

The iterative method used here for solving the resulting scatter-

Ing equations begins by exactly solving the equations for a separable 

approximation to the static-exchange potential. The separable approx­

imation used in this study is constructed from a set of Cartesian 

Gaussian functions. The iterative method then proceeds by using the 

exact solutions 1<' the approximate separable potential in a distorted 



92 

wave Scmnnger variational calculation on lbe difierence potential 

(l e . , lbe dillerence between lbe enc1 .atic-exchange potential and 

tbe approximate separable potential). Furtber iterations proued to 

Clve higher order corrections. 

We present converged results for both elastic e- -R," scatterlbg 

aOO photolonlzatlon CroBS sections of B •. We found that our tierative 

Cletllod converged rapidly in all calculations presented bere. We have 

studied e-R," .catterin!; as lbe first test ease {or applying tbe Iterative 

Sclrwillger method tn electron molecular-fon scattering. We have chosen 

thls system since staOO.rd Bingle-center e:a:pall&ion methods sbC>uld .. ork 

... ell and thus proride us wltb accurate ",sults to compare .. lth. We have 

compared our results with the accurate static-exchange results of Collins 
,. . 

aOO Robb, ... hich were obtained using such. single center expanSion 
_ + ll-lJ 

method. There have been other studies of e -B, Bystems, but tbe 
I. 

study of Collins and Robb Is lbe most accurate to date. For aU cbannels 

aOO energies considered bere, lbe results of the Herative Schwinger vo.ria­,. 
tiona! method are in good agreement with those of Collin£ and Robb. 

n. TIfEORY 

Tbe Scbrodinger equation for electron-molecular ion 8catteriog 

in the static-exchange approximation Is (in atomic units) 

1 I Z t" (., 
(--V --+V(i)--). (r)_O 2 r 2 I!"- , (1) 

where Z is the net charge on lbe Isolated ion and V (!) ls the ",sjdual 

Bbort-range potential Thls Schrodlnger equafion 1& equlvalent to the 

LIppmann-Schwinger equation 

(%) 
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where 

U (r) = 2V(r) (3) 

and the Coulomb Green's function is defined by 

c(±) (2 2Z k2 )-1 
G = V + - + ± if: . (4) 

r 

c(±) 
The function >}tIs is the pure Coulomb scattering function and is given 

in terms of its partial-wave expansion as 

c(±) 
>}t Is (r) 

2 Y, • c(±) -
= (_) Z L: i L cP (r) Y* (k) 

IT. kfm - fm L,m 
(5) 

c(±) 
where ct>kfm is the partial-wave Coulomb function defined by 

(6) 

The function F f (y; kr) is the regular Coulomb function with y = -z/k 

and (J f is the Coulomb phase shift defined as (J f = arg [r(f + 1 + i y ) ] . 
~) . . 

The wave function ~k ' which has· incoming waves with momentum 

Is ,can be expanded in the partial-wave series 

(+) 

>}t!s (r) 
2 ~ .f H) * ~ 

= (-) L: 1 lPkfm (.r) Yfm (k). 
IT fm 

(7) 

Computing the wave function in the partial-wave form allows the depend­

ence of the scattering solution on the target orientation to be treated 



94 

analytically. The Lippmann-Schwinger equation for the partial-wave 

states is then 

(8) 

Instead of solving for the scattering solutions directly, one can equiva­

lently solve for the T matrix due to only the short-range component of 

the potential which satisfies the Lippmann-Schwinger equation 

c<+) 
T = U + UG T (9) 

Then using the identity 

(10) 

and Eq. (8), the partial-wave solutions are obtained from 

<+) c<+) c<+) 
lPk.£m (x) = (! 11 + G T I tPk.£m ) . (11) 

We solve the Lippmann-Schwinger equation, Eq. (8), with an 
6 

iterative procedure based upon the Schwinger variational principle. 

The iterative method begins by approximating the short-range potential 

by a separable potential of the form 
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where R is some initial set of expansion functions. For this approxi-

mate separable potential, the solution of the Lippmann-Schwinger 

equation for the T matrix (Eq. (9)) is given by 

where 

c<+) 
= ( a i I U - U G U I a j ) • 

14-16 
As has been pointed out by several authors, this form of the T 

(13) 

(14) 

matrix is equivalent to that obtained from finding stationary values of 

the Schwinger variational expression 

c(-) H)t (-)t C(+) 

(4)kR.m lullttkR.'m)( lttHm IUI4>kf'm ) c(-) c<+) 
= (4)k£m ITI4>kR.'m) = (-)t C(+) (+)t 

(lttUm IV-UG Ullttk£'m) 

(15) 

by varying the partial-wave trial functions which are linear combina­

tions of the expansion functions, 

(±) t 
1Vk£m (r) = 

(±) 

:E C,.n· a. (r) 
a.E::R !\.Lm,l 1 

1 

(16) 

<+)so 
The scattering solutions lttk£ corresponding to the approximate 

s m 
separable potential U 0 are obtained using Eq. (11) giving 

(17) 
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The Iterative procedure is continued by augmenting tbe expansion aet 

R, of Eq. (12), by the set of functions 

(18) 

wmch are the scattering solutions given by Eq. (17). Using this aug­

mented set of functions, the first Iteration is completed by c.alcuJatiog 

a Dew T matrix given by 

x (XJ I U I E' ) • (19) 

Note that the variational basis set RUSo used in Eq. (19) contains both 

the Wtia! expansion set R = {aJ and the continuum solutions given by 
(+) 

Eq. (17). Thus, for example, the Dij matrix will contain matrix ele-

So I r:f(+) I So I c(+) I ments of the form (IJ.'Um U - U U OJ) and (lJ.'kfm U - U G U 

1J.':;'m) as well as the type given in Eq. (14). 

A second Iteration is begun by constructing the set of solutions 
~ ~ ~ 

8, = { IJ.'~, m IJ.' •. , m} wltich Is associated with the matrix T 
A.A.l. , •• • , !LAp 

given by Eq. (19). The set 8" combined with the initial trial functions 
., s 

set R, yields a Dew T matrix, T. In general, T D and the set 01 

functions Sn are given by 

(20) 

and 

(21) 
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where 

(+)Sn 

~k.Lm (x) 
1 

c(+) s c(+) 

( .r I G T n I tPu..m ) 
1 

(22) 

This iterative procedure is continued until the wave functions converge. 

When the wave functions do converge, it can be shown that they are 

solutions of the Lippmann-Schwinger equation for the exact potential 
6 

U. 

In the fixed-nuclei approximation, the differential cross section 

(DeS) averaged over molecular orientation is given byl2 

der 

dQ 
= 

where 

2 
Y 

x L:: BL (9) PL (cos 9) , 
L 

(23) 

=l...L:: 
4lT i ,i', A , A', m, p. 

* (2L+1) 
aU'm a AA' p. 2).' + 1 ( 

2£+1)~ 

and 

2M1 

x (L£OOIAO)(L£'Ool),'O)(L£p.-mmIAp.)(L£'p.-mmIA'p.), 

(24) 



= _1:.. L; 
k m 

(25) 

and where (j,j2m,m2 Ijm) is a Clebsch-Gordan coefficient. The fixed­
'2 

nuclei dynamical coefficients aH'm are defined by 

71'3/2 .f' -t (2£' 1)1/2 T 
k 1 + £i'm · (26) 

In the present study, the partial-wave T matrix elements are approxi­
sn 

mated at the n'th iteration by T H'm which is given by 

(27) 

From Eq. (23) it is clearly seen that the DCS is the sum of the pure 

Coulomb scattering DCS plus the DCS due to the short-range potential 

plus an interference term. 

We have only considered the interaction between the scattered 

electron and the target in the static-exchange approximation. The static-
4 

exchange potential due to a one-electron target is of the form, 

where u°<!) is the orbital of the bound electron, and where the upper 
A 

(lower) sign is for singlet (triplet) scattering. In Eq. (28), N - is 

the nuclear attraction term minus the long-range -Z/r term in Eq. (1). 
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UO UO 
The operators J and K are the standard Coulomb and excbange 

o Uo u 0 
operators of the orbital u . The Q and P operators are included 

to allow for possible non-orthogonality between the bound orbital and 

the continuuID orl:dtal. These operators are defined by 

(rIQuOl x ) = (rluO)(uolhlx)" (rlhluo)(uOlx) (29) 

and 

where 

° (r Ipu I x) = (r luO) (uOlx), 

h (i) 
.! 2 A Z 

-2 V,." N- (r,.)-­r i 

The one electron energy Eo of the orbital uD is thus given by 

ID. RESUL'IS FOR e- - Hi SCATTERING 

(30) 

(31) 

(32) 

In the present study of e-- H2+ elastic scattering, we used a tar­

get molecular orbital constructed from the 8s4z Cartesian Gaussian 

basis set which is given in Table I. This basis set is the 6s Gaussian 

" fit to the hydrogen Is function given by Hu zanaga, augmented by four 

,. functions and two diffuse s functions. The internuclear separation for 

H: was R = 2. 0au. The target energy in this basis was E = - 1. 102292 au 

and the quadrupole moment was - 1. 533 au. 

The initial scattering basis set, set R, Is given in Table n. For 

the present study, R consisted of a set of nuclear arx:J bond mid-point 
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centered Cartesian Gaussian functions. For all symmetries con-

sidered, the scattering basis set consisted of only five functions. We 

found that inclusion of bond mid-point centered functions in the initial 

scattering set yielded more rapidly converging wave functions than 

those obtained starting from basis sets not containing such functions. 

We believe that this is due to the way the Short-range potential U as 

given in Eq. (28) is constructed. The short-range potential U is ob­

tained from the full static-exchange potential by the addition of the term 

Z/ r. This just cancels the long-range tail of the full potential, but 

this method thus makes U strongly repulsive near the origin. It seems 

that in order to describe the scattering due to this repulsive potential 

it is important to have functions centered at the origin. 

In Tables ill and IV we present our converged results for ~ 
10 

and II symmetries and compare them with those of Collins and Robb. 

Our results generally agree very well with those of Collins and Robb. 

Any discrepancies are probably due to the different target orbitals 

used. Collins and Robb use a target orbital constructed from Slater­

type functions which probably gives a more accurate orbital than that 

constructed from our Cartesian Gaussian functions. It is interesting 
T 

to note that in an earlier study, we used a target constructed from a 

smaller 5s2z Cartesian Gaussian basis set. USing the iterative 
1 

Schwinger method with this target, we found that in the ~u channel 

there were discrepancies of ~ O. 05 radians in the converged eigenphase 

sums compared with the results of Collins and Robb. This large dif­

ference had not been evident in any of the other channels considered. 

We then performed a scattering calculation in which no exchange inter­

action was considered. This calculation with the direct potential only 
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yielded excellent agreement wltil tile equivalent calculation performed 

by Coillns and Robb. This somewhat anomalous behavior in the '1:u 
channel prompted uS to try the more accurate S8U target which then 

gave very good agreement In this channel It Is believed that this 

strong dependence on the target orbital Is iodicative of resonnant-Uke 

scattering In the 'l:u channel. 

The Iterative procedure used in the present study was found to 

converge very rapidly. In Table V we present a representative calcu­

lation showing how the eigenpbases converged. The higher partial-wave 

eigenphases were not accurately obtained using only the discrete basis 

set in the zero'th iteration result. However, these eigenphases are 

quickly corrected in the first iteration sioce they are Born-dominated. 

All integrals were computed usiog numerical quadrature as is ... 
described elsewhere.' The iotegrals were evaluated on a grid of 

780 points extending out to 66. 2 au. All basis functions and the target 

orbital were expanded up to 1 = 13. The exchange and direct integrals 

were then computed exactly with no further truncations in L. We have 

computed partial wave solutions up to l p = 7. This fruncatian" of 

the sum in 1 in general gives eigenphase swns converged to better 
p 

than I%. Cutting off the Ip sum does represent an approximation 

to the total wave function ~, however each individual partial wave 

function IVk.f.m which is included in the calculation will still be ob­

tained exactly within the static-exchange approximation if the itera-

tive solution converges. 

In Fig. 1 we present the spin-averaged DeS obtaioed at the three 

energies considered here. These curves clearly show the dominance 

o! Coulomb scattering at low angle and tile effects of scattering due to 

the short-range potential at large angles. 

IV. RESULTS FOR PHOTOJONlZATJON OF H, 

We use the electron-molecular ion scattering wave functions ob-

talned bere to study the photoionlzation of H. in its ground state. We b.>.ve 

• used the method outlined in our earlier paper to obtain the photoionlzation 
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cross section. The fixed-nuclei photoionization .cross section is ob-

, . ~ , 

tained in both tHe dipole-iength and dipole-velocity appro;Kimations. .. . . .' " 

The initial state wave function '+ i (flO !2) used in these calcula­

tions is a Hartree- Fock wave function. The initial state is thus of the 

form 

The one electron orbital cf>1C] was constructed from a 5s2z Cartesian 
5 

Gaussian basis given by watson et al. The Hartree-Fock energy for 

H2 in this basis set is -1. 1330 au. The final state wave function is 

taken to be the electron-ion scattering wave function where the target 

orbital is fixed as the cf>1C] orbital of H2. Thus the final states are of 

the form 

The differential dipole oscillator strengths are then computed in either 

the length or velocity form using 

(35) 
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or 

(36) 

1 2 
where the photon energy is E = 2 k + IP. The photoionization cross 

section is then given by 

a(E) = 2C
1T2 (~). (37) 

The initial scattering basis set in these calculations was the same 

basis set we used for e - - H/ scattering and is given in Table n. The 

rate of convergence in these photoionization calculations was similar to 

that obtained in e - - H/ scattering. In Table VI we give an example 

which shows the rate of convergence for a selected energy in the I!; 
u 

symmetry. Both the eigenphase sums and the cross sections were con-

verged to three decimal places by the second iteration for all energies 

considered in this study. In Fig. 2 we present the converged photoioni­

zation cross sections for H2 in both the length and velocity forms. We 

also compare the present calculated cross section with some experi­

mental results. 19,20 Since we have not treated the vibrational motion in 

the H2 - H 2+ system, we have only compared our calculated results with 

experimental results which correspond to photon energies for which the 

sum of all Franck-Condon factors for the open vibrational channels of 

H 2+ is close to unity. For the H2 - H 2+ system this corresponds to pho-

1 21,22 f t d· I ton pnergies greater than - 8 eV. The equivalence 0 he IpO e 

length and dipole veL'cit)' forms of the photoionization cross section is 
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a necessary but not a sufficient condition for the exact solution. 21 Thus, 

we may use this difference to estimate the minimum possible error in 

the calculation. For the photoionization of H2, as shown in Fig. 2, the 

length and velocity forms bracket the experimental results except at 

the lowest energy. Thus in this case the difference between the length 

and velocity forms gives a good estimate to the true error in the 

calculation. 

V. CONCLUSION 

In this study we have extended the iterative Schwinger variational 

method to include electron-molecular ion collisions. For the e- -H,+ 

system we found rapid convergence of the iterative scheme. The 

resulting eigenphases are in close agreement with the accurate static-
10 

exchange results of Collins and Robb. 

We have also shown that the photoionization cross sections ob­

tained using the method presented here agree well with the observed 

cross sections. The application of the iterative Schwinger method to 

the photoionization of N2 and C02 is in progress. 
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TABLE 1. Target wave function for H2+' a 

Type of functionb Exponent Coefficient 

s 68. 1600 0.00205 

s 10.2465 0.01596 

s 2.34648 0.07150 

s O. 673320 O. 25547 

s O. 224660 O. 27003 

s 0.082217 0.00953 

s 0.04 O. 00988 

s 0.02 -0. 00342 

z 1. 35 -0. 01710 

z 0.45 -0.04320 

z O. 15 -0. 01389 

z· 0.05 -0. 00095 

. a The first six s type functions are from Rei 17. 

bThe basis functions are symmetry adapted functions 

constructed from Cartesian Gaussian functions of the given 

type. 
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TABLE n. Scattering ba sis set. a 

Type of function for b 
the scattering symmetry 

~g ~u IIg IIu Function Center Exponent 

s s x x nuclei 1.0 

s s x x nuclei O. 3 

z z xz xz nuclei 1.0 

z z xz xz nuclei O. 3 

s z xz x bond mid-point 1.0 

aThese basis sets correspond to the set R of Eq. (12). 

bSee footnote (b) of Table 1. 
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TABLE m. Converged eigenphase sums for Z; symmetries 

. - + . me -H2 scattermg. 

Momentum 
Symmetry k ~ 0.2 

L~ -0.366 

-0. 363 

0.235 

0.230 

LM 0.349 

CR 0. 359 

LM 1. 408 

CR 1. 400 

aResults of the present study. 

bResults from Ref. 10. 

k ~ 0.5 

-0.377 

-0.384 

O. 238 

0.233 

0.401 

0.412 

1.296 

1. 287 

k ~ 1. 0 

-0.352 

-0.350 

0.243 

--

0.519 

--

1. 074 

--
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TABLE IV. Converged eigenphase BumS for n symmetries in 

e- -H,+ scattering. 

Momentum 

Symmetry k = 0.2 k = 0.5 k = 1.0 

LMa 
0.042 0.042 0.049 

1 

llg 
CRb 0.045 0.045 0.054 

s 
llg 

LM 0.094 O. 122 O. 183 

CR 0.097 O. 128 O. 194 

LM -0. 344 -0. 330 -0. 281 
1 
II u 

CR -0. 347 -0. 331 -0. 273 
, 

LM 0.141 O. 137 O. 107 
s 
llu 

CR O. 154 0.150 0.119 

a 
Results of the present study. 

bResults from Ref. 10. 
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TABLE V. Convergence of eigenphases using the iterative 

Schwinger variational method . a 

Iteration 
Number o 

0.497 

-0.4BB 

-0.4B7 

-0.497 

Eigenphaseb 

2 4 

o. 055 -0.000 

0.OB3 0.019 

O. OB4 0. 019 

O.OBB 0.019 

6 Sum 

0.000 -0.443 

0.006 -0. 379 

0.006 -0. 377 

0.006 -0. 384 

a The results given are for l:Eg scattering in e - -H,+ at k = O. 5 au. 

bThese values of l. correspond to the principal component of the 

given eigenphase. 

cResults from Ref. 10. 
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TABLE VI. Convergence of eigenphase sums and cross 

sections using the iterative Schwinger variational method to com­

pute photoionization cross sections of H2 • a 

Iteration 
Number 

o 
1 

2 

Eigenphase 
Sum 

O. 181 

0.213 

0.213 

U(Mb)b 

Length Velocity 

4.59 

4.62 

4.62 

2.62 

2.64 

2. 64 

a The results given are for l~U scattering at k = 0.4287 or 

E = 18.9 eV. 
b -18 2 

In megabarns (10 cm). 
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Figure Captions 

Fig. 1 

Fig. 2 

Spin averaged elastic DCS for e - -H/ collisions. 

Total photoionization cross section of H~ in mega-

barns: ___ static-exchange dipole length; ---

static-exchange dipole velocity; 0 experimental 

points from Cook and Metzger (Ref. 19); 

~ experimental points from Samson and 

Carins (Ref. ZO). The ionization potential 

for HZ was taken to be 16.4 eV. 

'-
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CHAPTER II 

Application of the Iterative Schwinger Variational Method 

to Electron-Molecule Scattering 
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INTRODUCTI ON 

The efficiency of the iterative Schwinger method discussed 

in Chapter I allows us to obtain accurate static-exchange 

results for electron-molecule scattering using converged 

single-center expansions. This chapter presents the results 

of a study of e-C0
2 

scattering in the static-exchange approxima­

tion. Although these results are not expected to compare 

exactly with experimental results due to neglect of correlation 

effects, they provide the first accurate .ab initio scattering 

results for the e-C0 2 system. We have compared the present 

results with those obtained using a mode l-exchange potential(l) 

and with results obtained using an unconverged single-center 

expansion method. (2) One feature of interest in this system 

is the 2rr u s hape resonance. Both previous results placed this 

feature at 8 eV and with a fairly broad width. The present 

results show that in the static-exchange approximation the 

resonance lies at 5.39 eV and has a width of 0.64 eV. This 

indicates tha t the semi-empirical polarization potential of 

Morrison e t al.{l) also corrected for deficiencies in the 

model-exchange potential as well as including some effects of 

polarization. We feel that it is important to determine 

the static-exchange r esult accurately before attempting to 

include such polarization effects. 
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1. INTRODUCTIQ~ 

Collisions of low-energy electrons with CO2 molecules are of 
1 

significant experimental and theoretical interest. Morrison et al. 

have studied the scattering of electrons by CO2 in the energy range 

O.07-10.0eV. In these studies, exchange and polarization effects in 

the scattering potential were approximated by a local energy-dependent 

potential and a semi-empirical polarization potential respectively. The 

coupled radial equations resulting from the partial wave expansions of 

the wave function of the scattered electron and the potential were num-
2 

erically integrated. Dill ~ al. have used the continuum multiple scat-

tering model to study the scattering of electrons by CO2• The emphasis 

of these studies was the role of shape resonances in the enhancement of 

vibrational excitation at intermediate energies in electron-molecule 

scattering. Among several approximations for the scattering potential 

the continuum multiple scattering model also uses a local exchange 
3 

approximation. Onda and Truhlar have also reported differential 

and integral cross sections for electron-C02 elastic scattering at 20eV. 

These studies used a semi-empirical scattering potential. 

In this paperwe present the results of studies of the scattering of 

low-energy electrons by CO2 in the static-exchange approximation. 

These studies were done with the iterative Schwinger variational method 

which we have recently developed for studying electron-molecule and 

electron-molecular ion collisions. Although these studies neglect the 

effects of polarization, we believe that it is important to determine the 

converged scattering solutions for the e - - CO2 system at the static­

exchange level. These static-exchange results are not only useful in 
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several applications,such as in the calculation of vibrational excitation 

cross sections at energies where polarization effects are not dominant, 

and of electronic excitation cross sections, but they are also needed in 

order to realistically assess approximate schemes such as the local 

exchange approximation. It has also been shown that the static-exchange 

approximation with an appropriately distorted charge density derived 

from the negative ion wave function can provide reliable resonance 
.'5 

vibrational excitation cross sections. 

In the next section we give a very brief outline of the method used 
2 2 

in these studies. In Section III we present the ~g' ~, 
2 2 

llu' and llg 

eigenphases at incident momenta of 0.1, 0.3, 0.5, 0.7, O. 8573, and 

1. O. All the required matrix elements were evaluated with the use of 

Single-center partial wave expansions. In these studies of e-C02 

scattering with its highly anisotropic interaction we have carried out 

the single-center expansions to high I.. values to assure that our re-
2 

suIts are converged. The eigenphase sums for the resonant llu 

channel are of particular importance in this regard. The parameters 
2 

for this llu resonance extracted from our eigenphase sums are O. 64 eV 

for the width and 5. 39 eV for the position. We also compare our calcu­

lated cross sections with measured elastic scattering cross sections. 

II. THEORY 

In these studies we use the iterative Schwinger variational method 

to solve the collision euqations for the e-C02 system. Briefly, the 
6 

iterative Schwinger variational method is a method to solve the partial 

wave Lippmann-Schwinger equation 
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(+) 

Ii-k.tm = 
(+) (+) 

cf>kim + G (E) U lfkim (1 ) 

(+ ) 

where cf>klm is a component of the incident plane wave, G the 

Green's function with outgoing wave boundary conditions, and U = 2V 

with V the effective interaction between the target and the scattered 

electron. The partial wave component of the total scattering wave func­

tion is defined by 

(+) 

>Pk 

The Schwinger variational expression for the partial wave elastic T 
7 

matrix elements can be written as 

T tl'm = 

-(+) - (-) 

(cf>kl'm I U IlJIk'£ln) ( lJIklm I U I cf>ki' m) 

-(-) (+) - (+) 

(lJ!k£m I U - U G U llJ!k.l" m ) 

-where lJIktm is a trial scattering function and we have assumed the 

(2) 

(3) 

molecule to be linear. Expansion of the trial scattering function in 

basis functions and variation of the linear expansion coefficients give the 

stationary result 

(4) 

where the a's are the expansion functions and 

(5) 
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As is well-known, the T-matrix of Eq. (4) is equivalent to solving 

the Lippmann-Schwinger equation, Eq. (1), with a separable potential 

of the form 

= ~ (riUl a .)(U-1
) .. (a·IUlr') 

- 1 IJ J -
ai' O!j 

(6) 

where the matrix of (U-1 )ij is the inverse of the potential matrix Uir 

The corresponding approximate scattering solution of Eq. (1) is then 

( a j I U I IPkbn ) (7) 

At this point we have obtained an approximate noniterative solution 

to the scattering equations. We have developed a method to iteratively 
6 8 

improve the scattering function in Eq. (7). As noted by Ernst et al, 

if the expansion set used in Eqs. (6) and (7) contained the exact solution, 

then the solution given back by Eq. (7) would again be the exact solution. 

Then our iterative method proceeds by augmenting the expansion set 
So 

used in Eq. (6) by including the approximate solutions ~klm (r). 

Equation (7) will then yield a new and probably improved solution, 
Sl 

~k£m' to Eq. (1). The next iteration proceeds in a similar fashion by 
. So 

replacing th~ solutions ~k£m in the expansion sets by those of the first 
1 

iteration, ~k£m. This ~ew expansion set then yields a new set of 
2 

approximate solutions ~k£m. This procedure can be continued until 

convergence. Various criteria can be developed to establish when the 
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exact solutions to the scattering equations have been obtained. 

III. RESULTS AND DISCUSSION 

We have applied the Schwinger variational method in its iterative 

form to study the scattering of low-energy electrons by CO2• For 

the scattering potential we use the static-exchange approximation which 

was obtained from an SCF calculation in a [3s2pld] contracted 
Q 

Cartesian Gaussian basis. The SCF energy for CO2 in this basis is 

-187.674286 a. u. and the quadrupole moment is -4.013 a. u. for a 

C-O bond distance of 2. 1944 a. u. 
2 2 

We have carried out calculations for the ~g' ~u' 

eigenphases. The expansion functions used to construct the separable 

approximation to the scattering potential, Eq. (6), in the initial step of 

the iterative procedure are spherical Gaussian functions defined by 

(8) 

The spherical Gaussians as defined in Eq. (8), can be expanded onto 

a different center by taking linear combinations of expansions of the 
10 

appropriate Cartesian Gaussian functions. However, for spherical 

Gaussian functions with larger values of l., the required expressions 

can bt more easily obtained by noting that a spherical Gaussian is 

the product of a simple s-type Gaussian function and a solution to 

Laplcce's equation, both of which have simple expressions for their 
10) 11 

expansion about another center. The basis sets for the different 

synmo2tries are given in Table I. The total number of basis functions 
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for the 2~g' 2~U' 2IIu ' and 2IIg symmetries are 30, 24, 19, am 19 

respectively. All matrix elements were evaluated with the use of 

single-center expansions and Simpson's rule quadrature for the radial 

integrals. The grid for the quadrature contained 1000 points and ex­

tended out to 80 a o• In the static potential partial waves through f = 59 

were retained while in the expansion of the occupied orbitals in the 

exchange kernel we used enough partial waves so that each orbital was 

normalized to better than O. 99. For the lCT g' 2CTg , 3CTg , and 4CTg orbitals 

this required f values up to 38, 10, 24, and 16 respectively and f 

values up to 39, 23, 15, 15, and 16 for the lCTu ' 2CTU' 3CT
U' llru' and lIrg 

orbitals respectively in the exchange kernel. In the expansion of 1/r'2 

we retained partial waves up to f = 108 in the direct potential and up to 

40 in the exchange potential. The maximum partial wave retained in 

the expansion of all other functions in the calculation, e. g., in IJ.;, 
-VIJ.;, and GVIJ.;, was £= 59. 

In Tables II-V we show the eigenphases and eigenphase sums at 
2 2 2 2 

k = 0.1, 0.3, 0.5, 0.7, 0.8573 and 1. 0 for the ~g' ~u' IIu and IIg 

channels . These eigenphases were obtained from the second iteration 

of our iterative procedure and are quite well converged. We have chosen 

to show these results in tabular form since in this form they will be more 

useful for comparison with results of other approaches to the solution of 

the scattering equations or with the results of model calculations. To 

our knowledge the only other published eigenphases for e-C02 scattering 

in this energy range are those of the multiple scattering model by 
2 

Dill ~t al. We do not compare the present static-exchange eigenphase 

s'Jms with their results in any detail since their actual numerical values 
2 

are not given. However, several qualitative features of our results 
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agree with theirs. For example, the increase in our O"g eigenphase 

sum at around k = 1. 0 clearly also locates a high energy shape reso­

nance in this channel. The eigenphases of Table II show that the reso-

nance contains a strong mixture of s, d, and g waves. The resonant 
2 

behavior in the ~ eigenphase sum is due to the well-known shape 

resonance in the e - CO2 system. A simple fit of the eigenphase sums 

to a Breit-Wigner form including a background term gives a resonance 
12 

position of 5. 39 eV and a width of O. 64 eV. Experimentally this shape 

resonance occurs at around 3. 8 eV. This difference of about 1. 6 eV 

between the position of this resonance in the static-exchange model and 

its actual location is obviously due to polarization effects. A difference 

of this magnitude is quite consistent with the results of similar studies 
12'13'14 

of shape resonances in the e-N2 and e-CO systems. The multiple 
2 2 

scattering model predicts a resonance position of 3. 4 eV in this "u 

channel. 

In Fig. 1 we compare our calculated total elastic scattering cross 

sections with those calculated with a local model exchange potential by 
1 

Morrison ~ al. A comparison of these cross sections shows tha t . wi th 
2 

this local exchange approximation the " shape resonance comes out 
u 

at about 8 eV which is about 3 eV higher than our calculated position of 

5.39 eV. A semi-empirical polarization potential with a single adjust-

able parameter was then added to this local exchange potential so as to 

move this shape resonance down to its experimental location of 3.8 eV. 
2 

The present results, in which the "u resonance is seen to be at around 

5.4 eV at the static-exchange level, show that polarization effects have 

been overestimated in the semi-empirical potential as used by 

Morrison et al. 1 Figure 1 also sh0ws that the magnitude and shape of 



128 
the total elastic cross section obtained with the local exchange approxi-

1 
mation are quite different from the present calculated static-exchange 

values. To obtain the total elastic cross sections shown in Fig. 1 we 
2 2 

added first-Born estimates for the A g and Au symmetries to the 
2 

actual static-exchange contributions for the !:g' 

channels. For comparison we also show in Fig. 

the total elastic cross sections. 
15' 16 

2 2 2 

!:u' Uu ' and ng 

1 measured values of 

In Fig. 2 we show the elastic differential cross sections for the 

scattering of 10 eV electrons by CO2 , These static-exchange cross 

sections agree quite well with the recent measured values of Register 
16 

et al. 
17 

Recently Schneider and Collins reported some results from their 

preliminary static-exchange calculations for electron scattering by 
2 

CO2, Specifically they report the Uu resonance at 8. 2 eV with a width 

of 2 eV. 
17 

They also indicate that these results are converged to about 

15%. These results differ Significantly from our calculated position of 

5. 39 eV and a width of O. 64 eV. To try to understand these calculated 

positions and widths for this resonance we have repeated our calcula­

tion with a reduced number of partial waves in the various expansions 

in the evaluation of the matrix elements of Eq. (4). Specifically, the 

maximum partial wave retained in the expansion of any function in 

Eq. (4) was reduced from 59 to 27 while only partial waves up to 54 

were retained in the expansion of ~ in the direct potential In the r 12 

expansion of the occupied orbitals in the exchange potential we retained 

partial waves up to 4, 5, 5, and 6 for the ug' uu' 1T
U

' and lfg orbitals 

respectively. In the expansion of the continuum orbital in the exchange 

potential we retained partial waves up to l. = ti. With these reduced 
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partial wave expansions we obtained eigenphase sums which give a 

resonance position of 7. 33 eV and a width of 1. 47 eV. This change of 

about 2 eV and O. B3 eV in the position and width of the resonance res­

pectively due to the reduction in the partial wave expansions suggest 
)7 

that the results of Schneider and Collins may not be adequately con-
.... .... . 18 

verged. We also note that Cadez et al. ' found that with a value of O. 31eV 

for the width of this resonance at the ground state equilibrium geometry 
19 

in the boomerang model they could accurately describe the observed 

resonant vibrational excitation cross sections at 4 eV impact. A static­

exchange value of O. 64 eV for the width of the resonance seems quite 

consistent with their assumed value of O. 31 eV since one expects polari­

zation effects to reduce the static-exchange width by about a factor of 
, 5 

2, e. g. , in the e-N2 system. Calculations which include such polari-

zation effects in e-C02 collisions are under way. 
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TABLE l. Basis sets used In Ihe initial step of Ihe iterative procedure. a 

2 , 
Eg symmetry Eu symmetry 

Number Range Number Range 
of of of of 

FuncUonsb Cenler L m Exponent Functions Center l m Exponent 

6 0 0 0 8.0-0.25 6 0 0 0 8. 0-0.25 
4 0 1 0 2.0-0.25 4 0 1 0 2.0-0.25 
3 0 2 0 1. 0-0. 25 1 0 2 0 0. 5 
2 0 3 0 1. 0-0. 5 5 C 1 0 8. 0-0.5 
1 0 4 0 O. 5 4 C 3 0 2.0-0.25 .... 

"" 6 C 0 0 8. 0-0. 25 3 C 5 0 2.0-0.5 N 

4 C 2 0 2.0-0.25 1 C 7 0 1.0 
3 C 4 0 2.0-0.5 

1 C 6 0 1.0 

, 
nu symmetry 

2 
ng symmelry 

5 0 1 1 4.0-0.25 5 0 t 1 4.0-0.25 

4 0 2 t 2.0-0.25 4 0 2 1 2. 0-0.25 

5 C 1 1 4.0-0.25 5 C 2 t 4. 0-0.25 

4 C 3 1 2.0-0.25 4 C 4 1 2. 0-0.25 

t C 5 1 0. 5 1 C 6 1 0. 5 

aSee Eq. (81. 

bTotal number of basis functions on a l(iven center with the same value of t and m. The 

exponents of Ihe basis functions form a geometric series with a ratio of 2. O. 
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TABLE II. Lg eigenphases and eigenphase sums for e-C02 

collisions. 

ka 6 b I. c 6d 62 6. 6
6 

. 6. 6'0 sum max 0 

O. 1 -0. 15 10 -0.14 -0.01 

O. 3 -0.47 24 -0.40 -0.04 -0.01 -0.01 

O. 5 -0.76 38 -0.60 -0.10 -0.03 -0. 01 -0.01 

O. 7 -1. 08 52 -0.71 -0.29 -0.03 -0.02 -0.01 -0. 01 

O. 8573 -1. 18 58 -0.46 -0.67 0.02 -0.03 -0.01 -0.01 

1. De -0.88 58 -0.29 -0. 82 0.31 -0.03 -0.01 -0.01 

~ncident momentum in a. u. 

bEigenphase sum. 

cDimensionality of the partial wave K-matrix used. 

do £. is the eigenphase whose principal partial wave component is I.. 

eConvergence not complete. This eigenphase sum could be in error 

by ± O. 01 radians. 



13 4 

2 

TABLE III. 2: eigenphases and eigenphase sums for e-C02 u 

collisions. a 

k 6 l. 6, 63 
6

5 6 7 69 sum max 

O. 1 -0. 088 9 -0. 078 -0. 009 

O. 3 -0. 35 23 -0.30 -0.03 -0.01 

O. 5 -0.71 39 -0.63 -0.04 -0.02 -0. 01 

O. 7 -1.08 53 -0.99 -0.04 -0.02 -0.01 -0.01 

0.8573 -1. 34 59 -1. 25 -0.04 -0.02 -0.01 -0.01 

1.0 -1. 55 59 -1. 45 -0. 02 -0.03 -0.02 -0.01 

aSee footnotes for Table II. 

611 

~O. 01 
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TABLE IV. nu eigenphases and eigenphase sums for e-C02 

collisions. a 

k ° sum 
.t 0, max °3 °5 °7 °8 °11 

o. 1 0.027 9 0.037 -0.009 -0. 002 O. 001 

O. 3 -0. 036 23 0. 020 -0.034 -0.011 -0. 005 -0.003 -0.002 

0.5 -0.20 39 -0. 18 0. 03 -0. 02 -0.01 -0. 01 

O. 5745 -0.13 45 -0. 25 0. 18 -0.02 -0. 01 -0.01 

0.6083 O. 24 47 -0.28 0. 58 -0.02 -0.01 -0.01 

0.6403 1. 59 49 -0. 31 1.96 -0.02 -0.01 -0.01 

O. 6708 2. 12 51 -0.33 2. 50 -0.02 -0.01 -0.01 

O. 7 2. 22 53 -0.53 2. 82 -0.02 -0. 01 -0.01 

0.8573 2. 12 59 -0.62 2. 82 -0.03 -0.01 -0.01 -0. 01 

1.0 1. 92 59 -0. 77 2.77 -0. 03 -0.02 -0.01 -0.01 

aSee footn otes for Table II. 
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TABLE V. fig eigenphases and eigenphase sums for e-CO. 

collisions. a 

k ° 1 °2 0. 0. 0. °'0 0,. sum max 

O. 1 -0.014 10 -0.012 -0.003 0.001 

O. 3 -0.065 24 -0.040 -0.012 -0.006 -0.003 -0.002 -0. 001 

O. 5 -0.16 38 -0.11 -0.02 -0.01 -0.01 

O. 7 -0.32 52 -0.25 -0.03 -0.01 -0.01 -0.01 

0.8573 -0.47 58 -0.39 -0.03 -0.01 -0.01 -0.01 

1.0 -0. 59 58 -0. 53 O. 02 -0.03 -0.01 -0. 01 -0.01 

aSee footnotes for Table II. 
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Total elastic cross section for e-C02 scattering: --0-­

exact static exchange results of present study; ---e--­

static plus model exchange from Ref. 1; 0 experimental 

data from Ref. 15 ; eo experimental data from Ref. 16. 

Elastic differential cross section for scattering 10 eV 

electrons by CO2: exact static exchange results 

of present study ; eo experimental data from Ref. 16, 

(e.) indicates an extrapolated value. 



1 38 

IOOr----------------r----------------.----------------, 

80 

60 

N 

f ~ 40 0 
~ 

co 
0 -u 
OJ 

(/) 

V> 
V> 
0 ..... 
U 

20 

IOL-________________ L-________________ L-______________ -J 

o 5 .0 10.0 15.0 

Kinetic Energy (eV) 

Fig. 1 



13 9 

100r-------~------~------~------,_------,_------~ 

-, 
.... -en 

N 
:::> 

80 

60 

o 20 
c: 
o -<.> 
GJ 

( 

(f) 10 
en 
en o .... 
u 

o -c: 
GJ .... 
GJ --o 

8 

6 

2 

(L::. ) 

( 
(L::.) 

(L::.) 

IL-______ ~ ______ ~ ______ ~ ______ _L ______ _L ______ ~ 

o :30 60 90 120 150 180 

Scattering Angle (deg) 

Fig. 2 



140 

CHAPTER III 

Application of the Iterative Schwinger Variational Method 

to Molecular Photoionization 



141 

INTRODUCTI ON 

In this chapter we give the results of the iterative 

Schwinger variational method applied to molecular photoioni­

zation of N
Z 

and CO
Z

' As in our discussion of electron­

molecule scattering in Chapter II, one of the interesting 

features of molecular photoioniz a tion is the appearance of 

shape resonances. Shape resonances appear prominently in the 

photoionization of both N
Z 

and CO
Z

' Such resonances can lead 

to enh"anced total photoioni zation cross sections as well as 

non-Franck-Cordon vibrational effects and rapidly changing 

photoelectron angular differential cross sections. 

We make d~ tailed comp arisons of our computed total and 

differential photoionization cross sections of N
Z 

and CO
Z 

with available experimental data and with the r e sults of other 

theoretical methods. In general we find that the Frozen-Core 

Hartree-Fock (FCHF) model of photoionization used here 

represents the valence shell photoionization cross sections 

of NZ and CO Z very well. We also have found that inclusion 

of initial-st a te correlation effects can be important in 

obtaining quantitative agreement with experimental results. 

We have compared our cross sections to the theoretical results 

given by the Continuum Multiple Scattering Method (CMSM) and 

by the Stieltjes-Tchebycheff Moment Theory (STMT) approach 

for molecular photoionization in the FCHF approximation. (I) 

These two methods are the only other methods, besides the 

Schwinger approach presented here, which have been u sed to obtain 
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th e photoioniz a tion cross sections of N2 and CO 2 for the 

valence shell level. (2) We find that the CMSM cross sections 

generally reproduced all of the qualitative features obtained 

in the Schwinger results but the quantitative results of the 

CMSM method were sometimes in error by more than a factor of 2. 

The STMT method is found to give reasonable absolute values 

for the photoionization cross sections but this method does 

not reliably reproduce effects due to shape resonances. The 

CMSM method obtains e x act scattering 'solutions but of a highly 

simplified model potential which is used to represent the 

static-exchange interactions. The STMT method on the other 

hand uses the exact static-exchange interactions but does not 

e xplicitly solve the scattering equations. 

The development of the iterative Schwinger method has 

allowed us to directly solve the scattering equations using 

the corre ct static-exchange potential, with a reasonable 

computational effort. The cross sections given by the 

iterative Schwinger method allow us to interpret reliably 

experimental results u s ing the FCHF model without uncertainty 

concerning the accuracy of the computed cross sections. 

In Section A of this chapter, we give results for the 

valence photoionization of N
Z 

in the fixed-nuclei approximation. 

Section B gives vibrational branching ratios for the resonant 

photoionization channel of NZ leading to the xZz; state of 

In Section C we give a detailed comparison of the results 

the STMT, CMSM and 

0f CO 2 leading to the 

Schwinger methods for the photoionization 

CZL; state of CO;. In Section D we give 
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the r esults for valence and K-shell photoionization cross 

sections of CO 2 in the fixed-nuclei approximation. In Section E 

we examine th e effects of vibrationa l averaging on the photo-

ionization cross section (both total and differential) l eading 
2 + + 

to th e C Eg state of CO 2 . 
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SECTION A 

Studies of Differential and Total Photoionization 

Cross Sections of Molecular Nitrogen 
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1. INTRODUCTION 

The photoionization of molecular systems is a topic of much 
1 

current theoretical interest. As a prototypical system, the photoion-

ization of molecular nitrogen has been studied uSing several different 
. 2 

methods including the Continuum Multiple Scattering Method (CMSM), 

the Stieltjes-Tchebycheff Moment Theory approach (STMT)both in 

the Hartree- Fock (HF) approximations, 
4 

and the Random-Phase 

' ( 5 Approximation with Exchange RPAE) and several numerical single­
) 

6 
center expansion methods. The Single-center expansion methods 

applied to the photoionization of molecular nitrogen have treated the 

interaction potential in several different ways. Tbere have been static 
? 

and static-plus-orthogonalization calculations, static-plus-model-
8 Q ,10 

exchange calculations, and exact static-exchange calculations. 

Most previous studies have attempted to obtain the continuum solution 

for the final state using the Frozen.-Core Hartree- Fock (FCHF) approxi-
9 

mation. The present study is directed at obtaining accurate and con-

verged FCHF solutions for the final-state wave function, using the body-
6 

fixed frame, fixed nuclei approach. We compare our results with 

some of the other theoretical results mentioned above and with the ex-
11 

perimental results of continuous source experiments by Plummer et al. 
12 ' 13 

and Marr ~ al. using synchrotron radiation, and by Hamnett et al. 
I. 

and Wight et al. obtained using an (e, 2e) technique. 

We have considered the photoionization leading to the X 2~;, A 2IIu, 

2 + + and B ~u states of N2 • Both total and partial photoionization cross 
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sections and angular distributions for these states are reported. 
15 

Following the suggestion of Wallace and Dill, we give both the 

asymmetry parameter for the usual Integrated Target Angular 

Distribution (ITAD), denoted here by tI~, and the Integrated Detector 

Angular Distribution (IDAD), denoted by f3 ii' In combination with 

accurate FCHF finaJ-state wave' functions, we have considered 

the effect of initial-state correlation by comparing the results obtained 

using both HF and Configuration Interaction (CI) type initial-state 

wave functions. The difference-between the dipole length and dipole 

-vel-ocity forms of the cross sections is used to estimate the remaining 

final state correlation effects. 

We solve the static-exchange continuum equations using the iterative 
16 17 

Schwinger method. ' This method is essentially a Single-center 
9 

expansion technique comparable to the methods used by Raseev et al. 
10 

and Robb and Collins. The iterative Schwinger method has been earlier 

applied to the photoionization of II, and C02~8, 19 as well as to electron-
. . 16 20 21 

molecule collislOns for the e-II" e-LiH and e-C02 systems.' , 

We find in this study of the photoionization of N2 that the iterative 

Schwinger method converges rapidly. 

The present results are compared with the results of other single-

center expansion methods. We find that, for the shape resonance in 

the photoionization channel leading to the X
2 

E; state of N~, the 
U 10 

previous results of Raseev et al. and Robb et al. are not well converged. 

In particular, their peak cross section occurs at a photon energy of 

31 eV which differs from the present result of 29 eV. In this regard, 
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we have determined empirically that the energy of the peak cross 

section in this shape resonance, for which the continuum function 

is of C7
U 

symmetry, converges as 

£ <Xl 1 
Emax - Emax o:?' (1) 

where l is the maximum l included in the partial wave expansion of the 

continuum function. We also compare our accurate static-exchange 
2-4 

results with the results obtained uSing the CMSM and STMT methods. 

This comparison shows that the CMSM and STMT results are qualita­

tively similar to accurate static-exchange results but neither the CMSM 

nor STMT is in quantitative (better than 10 %) agreement with the present 

results. 
11-14 

Finally, the comparison with experimental results shows 

that the FCHF final-state model reproduces the experimental cross 

section well except in the energy regions where two-electron resonances, 

such as autoionization, are important. 

We find that the inclusion of initial-state correlation brings the dipole 

length and velocity forms of the photoionizat1on croSs section into better 

agreement with experimental results. This result for molecular systems is 
22 

similar to that found by Swanson and Armstrong for atomic systems. 
. 2+ + 

In the region of the shape resonance leadmg to the X I; g . state of N2 , 

the combination of correlated initial-state wave function and FCHF 

final-state wave function is 'found to be particularly effective. 

ll. METHOD 

A. Iterative Schwin er Variational Method 

We compute the final-state photoionization wave functions USing the 
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9 
FCHF approximation. This implies that the final state is described 

by a single electronic configuration in which the ionic core orbitals 

are constrained to be identical to the HF orbitals of the neutral mole-

cule . The Schr6dinger equation for the remaining continuum orbital is 

then (in atomic units) 

t 1 2 1 ...... k~) (±) ...... 
- - V - - + V(r) - 0... .y (r) = 0 

2 r 2 tr ' (2) 

...... 
where V(r ) is the short-range portion of the static-exchange potential 

...... 
and k is the momentum of the continuum electron. By uSing the FCHF 

approximation, the final-state photoionization problem is reduced to 

solving a single-particle potential scattering problem. 

The Schrodinger equation given in Eq. (2) is equivalent to the 

Lippmann-Schwinger equation 

where U(r) = 2V(r) and Gc(±) is the Coulomb Green's function 

defined by 

GC(±) = (V 2 + ~ + k
2 

± if: )_1 . 

(3) 

(4) 

The function .yc(±) is the pure Coulomb scattering function and is 
k 

given in terms of its partial-wave expanSion as 

(5) 

where cpc(:t) is the partial-wave Coulomb function defined by 
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(6) 

The function F.£ (y;kr) is the regular Coulomb function with y = -11k 

and at is the Coulomb phase shift defined as a.£ = arg [r (£ + 1 + iy)] .23 

The wave function ~-) , which represents the ejected electron _ k 

with momentum k, is then expanded in the partial-wave series 

(7) 

where an infinite sum over .£' s has been truncated at £. = tp. Computing 

the wave function in the partial-wave form allows the dependence of 

the scattering solution on the target orientation to be treated analytically. 

The Lippmann-Schwinger equation for the partial-wave states is then 

(8) 

We solve Eq. (8) using an iterative procedure. 16 The iterative method 

begins by approximating the short-range potential by a separable 

potential of the form 

where R is some initial set of expansion functions and (U- I lij is the 

mairix inverse of Uij" Inserting this approximation to U in to Eq. (8) 

allows the Lippmann-Schwinger equation to be solved since the kernel 

of the integral equation is now separable. 24 The solution to Eq. (8) 
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with the potential approximated by uSo is 

where 

(11) 

The use of a separable potential of the form given in Eq. (9) to solve the 

Lippmann-Schwinger equation is known to be identical to the use of the 

Schwinger variational expression, 25-27 and hence we call this method 

the iterative Schwinger variational method. 

The iterative method is continued by augmenting the expansion set 

R, of Eq. (9) by the set of functions 

So SO} 
I/!tl m' ... ,I/!k£ m ' 

2 P 
(12) 

which are the scattering solutions given by Eq. (10), and where i'p is 

the maximum £ included in the expansion of the scattering solution as 

given in Eq. (7). Using this augmented set of functions, a second set of 

scattering solutions 

{ S, S,} 
S, = I/!k.£ m' ... ,I/!k.£ m , p 

is obtained using Eq. (10). In general, the set of scattering solutions 

at the n'th iteration 

S = n (13) 
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is obtained from the previous set of solutions Sn_l from 

q,t?!n (T) = ~~ (r) + 

o (r I GC(-)UIXi) [D- I ]ij 
Xi' XfRUSn-1 

x (Xj I U I~ > . (14) 

This iterative procedure is continued until the wave functions con­

verge. When the wave functions do converge, it can be shown that 

they are solutions of the Lippmann-Schwinger equation for the exact 
1 6 

potential U. 

B. Frozen Core Hartree- Fock Static- Exchan e Potential 

In this section we will discuss the form of the static- exchange 

potential, obtained from the FCHF approximation, which describes 
28 

the interaction of the ionized electron with the open-shell ionic core. 

First consider the HF wave function of a closed shell molecule such 

as N2• The HF wave function is simply written as a single Slater 

determinant 

(15) 

The photoionization final-state wave function in the FCHF approximation, 

where the ionized electron is removed from orbital cf>n' is written as 

+­
k 

1 .! 
= (""2"") 2 {I <h ~ (h.l3• . • • • cf> n~ cf>- {3 1 

k 

+ 1 <h~<hJ3 . ..•. cf>-acf>rP I} , 
k 

(16) 
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assuming that ¢ n is a nondegenerate orbital. Then the correct single­

particle equation for the continuum electron is obtained from 

where 

1 -' 
= (Z-}2 { I ¢,O' <hi3 ••••. ¢ nO' B q...i3! 

k 

+ ! ¢,0'¢,!3 ..... oq...a¢II! } 
k 

and where Eq. (17) holds for all possible o¢_. 
k 

with 

The electronic Hamiltonian can be written as 

N 
H = I; f(i) + 

i= 1 

f(i) 

(17) 

(18) 

(19) 

(20) 

where Za are the nuclear charges and N = 2n is the numl::er of 

electrons. The one-electron HF Hamiltonian can be written in this 

form as 

n 
f + I; 2J. - K. , 

i= 1 1 1 
(21) 

where f is the one-electron operator defined in Eq. (20) and J i and Ki 
29 

are the usual Coulomb and exchange operators. Thus the HF 

orbitals satisfy 

HHF ri) = rio 
~. n E n't"n (22) 
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If we assume that the orbitals cp_ and ocA-:. are not necessarily 
k k 

orthogonal to each other nor to the orthonormal set of occupi~d HF 

orbitals, then Eq. (17) can be expanded to give 

o = «Poqdl H - E + J + K I P¢_> 
k n n k 

+ 2(o¢...I¢ J (¢n1ii - E+ Jnl¢J (¢nl¢-> 
k k 

+ 2(o¢_ I¢J (¢nIH + Jn1p¢-> 
k k 

+ 2«Po¢_) lif + Jn l¢n> (¢n1¢- ) 
k k 

(23) 

where 

n-1 -H = f + 'B 2J. - K. 
i=l 1 1 

(24) 

and 

(25) 

The energy of the continuum electron is 

E = E _ Ecore (26) 

where Ecore is the Koopman's theorem energy of the ionic core 

Ecore = EHF _ E (27) 
n 

That ¢ is an eigenfunction of HHF [Eq. (22)] reduces Eq. (23) t030 

n 

0 = «Po cfdlif - E+ I n + K jP¢_) 
k n k 

(28) 
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which must hold for all 6¢ _. If we consider the case where 6¢ _ = ct n k k 
then it follows that if € ¢ I': then (¢ _I '1> ) = O. Thus if tiL satisfies 

n k n k 

o = «Po¢~) IH - € + J 'I- K ! p¢~) 
k n n k 

(29) 

for all 0 ¢~ and with € ¢ En' then '1>_ = P¢~ satisfies Eq. (28). So, 
k k k 

solving Eq. (29) will give us the correct continuum wave function 

in the FCHF approximation. 

There are several points to note about Eq. (29). First, Eq. (29) 

constrains the solution p¢'-. to be orthogonal to the occupied orbitals. 
k 

Thus, this form of the scattering equation is entirely equivalent to the 

standa rd undetermined Langrange multiplier form'o ," 
n 

(H - £ + J + K ) ¢_ = 'E A.'1> . (30) 
n n k i=l 1 1 

where Ai are undetermined multipliers and ¢_ is subject to the 
k 

condition 

i = 1, 2, . .• , n (31) 

Se condly, the continuum solution must be constrained to be orthogonal 

to the doubly occupied orbitals since, unlike in the electron-neutral 

closed shell HF scattering case, the continuum orbital and the occupied 

orbitals are not eigenfunctions of the same one-electron Hamiltonian. 

Lastly, the general open-shell scattering problem would require the 

solution of Eq. (23) , but as we have seen, since we are using the FCHF 

approxima tion, the scattering equations can be simplified to yield 

Eq. (29). 
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A scattering equation of the form of Eq. (2) can be obtained from 

Eq. (29) giving 

(32) 

The potential VOrth is a generalized Phillips-Kleinman pseudopotentia1'2 

.. orth v = V - LQ - QL + QLQ 

where L, Q, and V are defined by 

and 

1 2 
L = -aV-E'+V 

n 

Q = ~ I¢· ) (¢ ·I 
' 1 1 1 1= 

n-l Za 
V = ~ (2J. - K.) + J + K - ~ 

bIll n n a ~a 

(33) 

(34) 

(35) 

(36) 

Thus we use the pseudopotential VOrth to treat both the static­

exchange inte raction and the effects of constrainingthe continuum 

solution to be orthogonal to the occupied bound orbitals. 

C. Photoionization Cross Sections and As mmetr Parameters 

The photoionization cross section for going from an initia l bound 

state >It. to the continuum state... _ due to linearly polarized light in 
1 f k , 

the dipole length and dipole velocity approximations is proportional to 

the square of th e dipole matrix elements 

(37) 

for the dipole length form and 
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I~ = (38) 
k,n 

for the velocity form. In Eqs. (37) and (38), E is the photon energy, n 

is the direction of polarization of the light, and k is the momentum of 
1 

the photoelectron. The factor of (k)2in Eqs. (37) and (38) is required to 

change the normalization of the continuum functions, +" (-L, from 
f, k 

momentum to energy normalized. The doubly differential photo-

ionization cross section in the body-fixed frame is then 

2 L V 2 
d a' = 411 E ,IL, V ,2 

drlkAdQA C k- A 
n , n 

(39) 

If the wave functions used to calculate the photoionization cross section 

were exact eigenfunctions of the electronic Hamiltonian, then the 

dipole length and dipole velocity forms of the cross section would be 

equivalent. Thus the equality of these two forms is a necessary but not 

sufficient condition that the computed cross sections are accurate. In 

this sense, the difference between the length and velocity forms can be 

viewed as an estimate of t/le ininimum error in the calculation. 22' 83 

To treat the angular dependence of the cross section on the target 

orientation the dipole matrix elements are expanded in terms of 

spherical harmonics 

(40) 

The partial-wave matrix elements are then given by 
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for the dipole length form, and 

I v - ~('T' I"" 1"' (-) ) 
iml1- = E '" i vI-' "'f, kim 

for the dipole velocity form, where 

and 

'f (-____ ~ __ ) ± i(l.-] / 2 Y. ox cy 

il 
oz 

for 11- = ± 1 

for I-' = 0 

for I-' = ± 1 

for I-' = O. 

The total photoionization cross section averaged over all 

polarizations and photoelectron directions is then 

aL, V 
2 

= ~ E (L: D ) 
3 c 11- 11-

where 

'" 1 L V 12 = LJ 1.£' Ll.m _ "" • .£ ' t-"', ... 

(41 ) 

(42) 

(43) 

(44) 

(45) 

(46) 
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Note that for linear molecules we have 

L>m = m (I» i) - m (ion core) = Il + m (photoelectron). (47) 

There are two other averaged photoionization cross sections of interest 

as suggested by Wallace and Dill.
15 

The first is the usual Integrated 

Target Angular Distribution (ITAD). The ITAD corresponds to the 

photoiorozation experiment where the target orientation is not resolved. 

This is the form of the photoionization cross section measured in the 

usual gas phase experiment. When the cross section in Eq. (39) is 

averaged over all target orientations the ITAD is found to be of the 

form 

da L, VaL, V 
( 

L,V ) 
1+ f3({ P2(COS 0) . (48) 

The angle e is the angle between the direction of polarization of the 

light and the momentum of the electron and P 2 (cos 0) is the Legendre 

polynomial of degree 2. The asymmetry pa rameter f3, is given by3!l 

f3 }:, V = 3 
k 5 

LV 'Iz 
x (I .e'm'Il')* [(21.+ 1)(21.'+1») (11 00120) 

x {H'OOI20) (ll-Il /l' j2/l" )(.£1' - m- m' 12-Jl") (49) 
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where (jl h m1 IIl:! I j3 ffis) is a Clebsch-Gordan coefficienL Note that 

the asymmetry parameter f3({ depends only on the photon energy and 
• t hat the subscript k implies only that f3 k describes the distribution 

of the photoelectrons and not that f3 k depends on their direction. The 

second averaged photo ionization cross section we will consider is the 

Integrated Detector Angular Distribution (IDAD). The IDAD corres­

ponds to the experiment where the target orientation is fixed in the 

laboratory frame of reference and the cross section is then integrated 

over all possible directions of emission of the photoelectron. Wallace 
15 

and Dill have suggested that the IDAD cross section would be 

useful in determining the orientation of a photoionized 

target in the laboratory frame. When the cross section given Eq. (39) 

is integrated over all photoelectron directions the !DAD is found to be 

of the form 

(50) 

The angle 8 in this case is the angle between the direction of the polar­

ization of the light and the molecular z-axis. The asymmetry para­

meter f3 n is given by 

f3!;-' V = 
n 

(51) 
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!.II. RESULTS AND DISC.1}SSION 

A. Final-State Wave Functions 
.... ... 

The final-state wave functions used in this study of photoioniza-

tion are constructed using the FCHF approximation. The bound orbitals 

in this approximation come from the HF wave function of the neutral 

molecule. We have constructed a HF wave function for the neutral N2 

molecule using a double-zeta plus d functions contracted Gaussian 
35' 36 

basis of the form (9s5p2d/4s3p2d). The d-function exponents 

were 1. 5836 and 0.4691 which are the exponents appropriate to re­

presenting a Slater function with exponent ~ = 2. 20. 36 The bond 

length was taken as 2. 068 au. The HF energy for this basis set is 

E = -108.973235 au. and the quadrupole moment for the neutral N2 
36 

molecule in the basis set is 8zz = -0.9923 au. 

To compute the final-state continuum wave function we must evalu-

ate the various matrix elements given in Eq. (14). We have used a 

Single-center expansion approach to evaluate all such matrix ele-
6'30'37 

m ents. The use of single-center techniques implies that all 

functions (e. g. , scattering functions, occupied orbitals, 1/r'2' GC
(-)) 

are expanded about a common origin (taken to be the bond center for N2) 

as a sum of spherical harmonics times radial functions. The radial 

integrals are computed by putting the radial functions on a grid and then 

uSing Simpson's rule. The angular integrals can then be done analyti­

cally. Actual calculations use standing-wave boundary conditions thus 

allowing radial wave functions 'to be represented by real-valued 

fundions. 
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There are several parameters which describe the maximum f. 

included in such spherical harmonic expansions. Using a notation 
10' 36 

similar to that of Robb and Collins, we define our expansion para-

meters as follows: 

1) £m = maximum £ included in the expansion of scattering 

functions (Xi's of Eq. (14)), of the Coulomb Green's function, 

and of the projection orbitals (<Pi of Eq. (35)), 

2) f. esx = maximum f. included in the expansion of the scatter­

ing functions in the exchange terms, 

3) f.~x = maximum f. included in the expansion of the occu­

pied orbitals in the exchange terms, 

4) f.~ir = maximum f. included in the expansion of the occu­

pied orbitals in the direct potential, 

5) A: = maximum f. included in the expansion of 1/ r 12 in 

the exchange terms, 

6) A ~r = maximum f. included in the expansion of 1/r12 in 

the direct potential (not including the nuclear terms). 

Also note that we always include terms up to A = 2£ in the expansion 
m 

of the nuclear potential. We have expanded all radial integrands on a 

grid of 800 points extending to r = 64.0 au. The smallest step size 

in this grid is O. 01 au which is used out to r = 2. 0 au: . The largest 

step si ze is O. 16 au. 

For the purposes of this study we have grouped the six parameters 

listed above as follows 

i) £dir = f. i. dir A dir 
max m' i ' In 
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.. ) I. ex c _ I. ex A ex 
11 max - s' m· 

For all calculations on N2 considered here we have fixed I r to be 

£. ~x = 16(lag), 10(2ag), 10(3ag), 15(lau )' 9(2au)' 9(l7T u). These 

values correspond to having normalized the expansions of the various 

orbitals to better than O. 99. 

To study the general convergence in this system we have initially 

considered four sets of parameters: 

A) £. dir = max 20, £. exc 
max = 20 

E) I. dir = 30~ I. exc = 20 max max 

C) I. dir = 40, £. exc = 20 max max 

D) £. dir = 30, I. exc = 30. max max 

We have used these four sets of parameters to calculate the photoioni­

zation cross section in the 3a g ..... kau channel of N2 • This channel was 

chosen since it contains a shape resonance which makes the computed 

cross section more sensitive to the parameters of the potential than 

in a nonresonant channel. The results for parameter sets A, E, and 

C are shown in Fig. 1. On the scale shown in Fig. 1, the cross sec­

tion with parameter set D cannot be distinguished from that of set E. 

The difference between sets E and C is less than 5% in the cross sec-

tion. We consider the accuracy of set E to be adequate considering 

the FCHF approximation within which we are computing these cross 

sections. Thus, except where noted, we have used this set of para­

meters with £.~~x = 30 and £. ~~ = 20 for. all other calculations in 
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in this study. A more detailed discussion of the convergence of the 

energy of peak cross sections in the Sag - kall channel is given in 

Section Ill. C of this paper. 

The scattering basis sets, corresponding to the set R of Eq. (10), 

which were llSed to obtain scattering solutions of the various possible 

symmetries, are given in Table I. The basis sets are constructed both 

from Cartesian Gaussian functions which are of the form 

centered at the nuclei, and spherical Gaussians Of the form 

a,L,m,A 
cp G) 1 

__ 12 
= N Ir-AI.t e-a r-A Y" (n __ ) 

Lm r-A 
(53) 

ce ntered at th e expansion origin. We have examined the rate of con-

ve rgence of the iterative Schwinger variational method with basis sets 

of this size. In Fig. 2 we present the results of photoiorllzation calcula­

tions in the 3ag - kCTll channel llsing the ull basis set given in Table I. 

The cross s ection without iteration (Eq. (10)) and from the first 

it e ration (Eq. (14) with n = 1) are both given in Fig. 2. The cross sec­

tion obtained from the second iteration is indistinguishable from that 

given for the first iteration on the scale presented in Fig. 2. Thus, for 

all other channels we have only presented cross sections from the results 

of the first iteration. We have assured the adequacy of the basis sets 

for the other scattering symmetries, given in Table I, by comparing 
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the zero-iteration croSS section to the one-iteration cross section. 

In all the other channels considered here, this difference is small and 

of the same order as that we have obtained in the 3CT g ..... kCTU channel. 

B. Initial state wave function 
~ .. 

22 
Swanson and Armstrong found that inclusion of correlation effects 

in the initial-state wave function while using only the FCHF approxima­

tion for the final state significantly improved the computed cross section 

when compared to using only a HF initial-state wave function. In this 

study we have examined effects of initial-state correlation on the com­

puted photoionization cross sections of molecular nitrogen. As initial­

state wave functions we have used the HF wave function described in the 

previous section and a CI wave function containing "singles-plus-
3. 

doubles" excitations. 

In order to limit the size of the CI wave function, the virtual 

orbital space was taken to be a restricted set of orbitals. The virtual 

orbitals were obtained by performing a separated-pair type MC-SCF 
29' 40 

calculation. The orbital occupation in the HF wave function is 

(54 ) 

Note that we have performed the initial-state calculations in D2h 

symmetry. In the separated-pair calculation the valence electron 

pairs are expanded in orthogonal natural orbitals. The wave function 

we used for N2 may be represented as 
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(55) 

where the orbital listed within each pair of parentheses represents 

the natural orbitals of a particular pair function. The energy of this 

separated-pair wave function for N2 is -109.054 489 au. The orbitals 

in each pair function which are doubly occupied in the HF approxima­

tion were not allowed to vary from their HF form. This .constraint 

made the evaluation of the photoionization cross sections simpler 

since in matrix elements of the form of Eqs. (41) and (42), 

this restriction allows cnly the continuum orbital in the final state to 

be nonortho gonal to the orbitals in the correlated initial-state wave 

function. Having only one nonorthogonal orbital in the final state 

causes the configurations in the initial·state wavefunction, differing 

from the reference HF configuration by three or more spin-orbitals, 

not to contribute to the photoionization cross section. 

Hence we have · chosen a linear combination of configurations dif­

fering from the HF configuration by no more than two orbitals to 

represent the correlated initial state wave function. The virtual 

orbital space was taken to be the set of orbitals determined in the 

separated-pair calculation. We have also restricted the calculation 

by requiring the lag and 1O'u orbitals to rema in doubly occupied in all 
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configurations. The resulting wave function has 386 spatial configura­

tions in D2h symmetry, from which 570 spin-eigenfunctions are con­

structed. The energy of this CI wave function is -109.173549 au. 

C. Photoionization leading to the X 2 L + state of N + 
g 2 

Photoionization leading to the X 2L; state of N~ is of primary 

interest due to the appearance of a shape resonance in the cross sec­

tion. In the one-electron picture used here this channel corresponds 

to photoionization from the 3a g orbital into a continuum orbital of 

either a or 1T symmetry. The maximum £ included in the expan-u u 

sion of the scattering solution (Eq. (7)) is £ = 7 for the continuum solu­p 

tions of au symmetry and £p = 5 for continuum solutions of 1T u symmetry. 

The ionization potential we used for this channel was IP = 15. 6eV. 3'11 

There have been several studies of the shape resonance in this chan-
3' 9' 10 

nel using the FCHF approximation. Among these studies there is 

a disagreement of about 3 eV in the position of the peak photoionization 

due to the resonance. 
3 

For the 3a - ka channel alone, Rescigno et al. g u ---

obtained a peak cross section at a photon energy of ~ 28 eV whereas 
9 10 

both Raseev et al. and Robb and Collins obtained the peak cross sec-

tion at ~ 31 eV. Figure 2 shows that the peak cross section in our cal­

culation is at ~ 29 eV. 

The discrepancy between our peak cross section energy and those 

of Raseev et al. and Robb and Collins could be due either to the differ-

ent targets used or the different expansion parameters used. To see 

if the difference in the targets is important, we have performed a 
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calculation in which we used similar expansion parameters to those 
9 

used by Raseev et a1. For this calculation we have taken as our ex-

pans ion parameters 

A ex = 5, A dir = 14. 
m m 

fm = 13,1~x = 9, l~x = 7 for all i, l~ir = 50, 

Using these parameters we obtain the peak cross 

section energy at 30. 7 eV. Thus the difference between using a target 

wave function constructed from Gaussian functions as in the present 
9 

study or from Slater type functions as in the studies by Raseev ~t al. 
10 

and Robb and Collins is seen to be small. Thus most of the difference 
9 10 

between the results of Raseev et al.ai1Cl Robb and Collins and our 

present results must be due to the lack of convergence of the expansion 

parameters in the earlier studies. 

In order to examine the behavior of the peak cross section with 

respect to the f expansion used, we have performed an additional set 

of calculations. The very small difference between the Band D calcu­

lations discussed in Sec. III. A indicates that the exchange potential is 

converged with f. exc = 30. Thus the only variations in f. that we. 
max . 

will consider herE! are those in f~~x. We have thus performed calcula-

tions with l~~ = 30 and l!i:x = 34, 38, 42, 46, 50. We have compu­

ted the photoionization cross section for the 30' ~ kO' channel at three g u 

photoelectron energies, 0.47, 0.50, and O. 53 au,which correspond to 

photon energies of 28.4, 29.2, and 30.0eV. Using these three energies 

we then used polynomial interpolation to obtain the photon energy of the 

peak cross section. We have plotted the resulting energies against 
.,~ 3 

1/ (I ~;~ ) in Fig. 3. As can be seen from Fig. 3, the peak energies 

fall on a straight line when plotted against 1/ (ldir t Thus we have max 
empirically determined the relationship given in Eq. (1), i. e. , 
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1 
7 

The extrapolated energy for the peak cross section is then 28.7 eV. 

We believe that this functional dependence of the resonance energy 

on f~~ is due to the interaction of resonant function of a symmetry, 

which satisfies the appropriate cusp condition at a nucleus, and the 

nuclear potential at that point. To test this conjecture we computed the 

potential integral of a s-type Slater function of exponent ~ = 2. 0, which 

has the correct cusp condition at its origin, with a point charge at the 

center of the Slater function. This integral was performed using a 

single center expansion about an origin 1. 034 au away from the center 
41 

of the Slater function. Note that this distance is the same as the dis-

tance from the expansion center to the nuclei in nitrogen. The conver-

gence of this integral with f max was also found to obey the law given in 
3 

Eq. (1), suggesting that this l/f convergence could be general for all 

a shape resonances, although we do not have a rigorous proof of this. 

We have also observed this rate of convergence in the 4a ...... ka photo-
b 

g u 
19 

ionization resonance in CO2. Note that for resonances with m 0# 0 

(1T, 6, etc. ) the convergence behavior will be different and one would ex­

pect these resonance energies to converge faster with increasing £ than 

does the a resonance discussed here. 

In Fig. 4 we give the total cross section leading to the X tZ;+ 
g 

state of N2~ We have plotted the computed dipole length and dipole 

velocity cross sections, using both the HF and CI initial-state wave 

functions, along with the experimental results of Plummer et al.
ll 

and 
13 

of Hamnett et al. As in studies of atomic photoionization 
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22 
by Swanson and Armstrong, the correlated initial-state wave 

function brings the length and velocity forms of the cross section closer 

together in better agreement with the experimental results. 

The feature at 23 eV in the experimental cross section has been 
. 2 

attributed to autoionization from Rydberg states leading to the C ~: 
+ IU42 

state of N2 . To obtain such autoionization features theoretically 

one would have to include final state effectS not present in the FCHF 

model used here. 

In Fig. 5 we present our comPLted ITAD and IDAD asymmetry 

parameters. The effect of initial state correlation on the computed {3 's 

is small. Thus for all the asymmetry parameters reported here, we 

will only present our most reliable results obtained using the CI initial­

state wave function. The computed ITAD asymmetry parameters agree 
12 

well with the experimental results of Marr et aL, except for the values 

around'the feature at 23 eV and at lower e!lergies where autoioriization 

features are important. We. note that there are no dramatic changes in 

the 13k values in the resonanc::e region, in contrast to the significant 

{3k~ effects which have been predicted in the 40- ~ kcr photoioni-g u 
1.b,43 

zation resonance in CO2. The results for the IDAD asymmetry 

parameter show that above the resonance energy the cOlltribution from 

the kcru continuum channel drops off rapidly leaving only the contribu­

tion from the kIT u continuum. 

D. Photoionization leading to the A 2nu state 'of Ni 

The photoionization channel leading to the A 2nu state of N2+ 
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corresponds in the one electron picture to ejecting an electron 

from the 1 Jf U orbital into a continuum orbital having a g' Jf g' or 0 g 

symmetry. For the ionization potential of this channel we have used 
3' 11 

IP = 16. 7 eV. The maximum £ included in the expansion of the 

scattering solution (Eq. (7)) was £ = 6 for continuum solutions of 
p 

a g' 'if g' and 0 g symmetries. 

There is a well-known difficulty associated with using the FCHF 
4' 5 

approximation for the 1 Jf u ...... k 11' g channel. If the straightforward 

FCHF potential is used tl:e photoionization cross section is unphysically 

large as shown in Fig. 6a. The potential Uf'ed in this calculation was 
s 

the usual singlet-coupled potential for the lTu k 11' g configuration, 

1 

V1f ;::: L: (2Ja-Ka) + 2J - + J + + K + - K -a 11' 11' 11' 1r 

+ 2S' - S" 
11' 11' 

(56) 

where J and K are the usual Coulomb and exchange operators and 

S' and S" are defined by 

(57) 

and 

(58) 

Tbe origin of the unphysical resultl)res~nted in Fig. 6a is that the HF 
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potential given in Eq. (56) places the strong valence 11 - • * transition 

above the ionization threshold. This transition then appears as a large 

feature in the photoionization profile. If the appropriate (]- (]* corre­

lations were included in the final-state wave function, then this transi­

tion would be brought below the ionization threshold in better agreement 
5 

with experiment. Instead of including final-state correlation in our 

calculation, we have chosen to modify the HF potential so that the 11-11 * 

• oscillator strength is removed from the continuum. We have tried three 

different ways of removing this deficiency of the HF potential. The first 

two methods are based on the observation that if an appropriate repres­

entation could be found for the 11 * orbital, then the continuum solutions 

could be obtained using the singlet potential given in Eq. (56), with the 

additional condition that the continuum solution be orthogonal to the 

valence 11* orbital. 4 The orthogonality condition is imposed by using 

the appropriate Phillips-Kleinman potential. We have obtained the 

valence 11* orbital using two methods. The first method used was to 

obtain eigenfunctions of the singlet potential using only a valence basis 

set. For this calculation we used the same basis set as was used to 

obtain the HF wave function. The ei genvalue of the 11* orbital using g 
the singlet potential was 2. 08 eV. The second is to construct 

eigenfunctions of the tripl et potential 

V
3 

= L; (2J - K ) + 2J + J - K - K - S" • (59) 
11 (] (] (] 11- 11+ 11+ 11- 11 

The eige nvalue of the 11; orbital in our vale nce basis s e t for this poten­

tial was ~10. 15eV. This eigenvalue correspollds to an excita tion e nergy 
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of 6.49 eV for the transition to the A 31:; state N
2
••• Using the triplet 

1T * orbital and projected singlet potential was the original solution to 

this problem used by Rescigno et al.· An alternative to using the pro­

jected singlet potential is to use the triplet potential given in Eq. (59) 

directly to obtain the continuum solutions. The use of the triplet poten­

tial to solve the 1T _ 11* problem has been used by Pallial et al in 
45 

photoionization studies of CO2 , The photoionization cross sections 

obtained using these three modifications to the FCHF approximation are 

presented in Fig. 6b. We see that the triplet orbital with projected 

singlet scattering potential gives results very Similar to those obtained 

from the triplet scattering potential The Singlet orbital with projected 

Singlet scattering potential does not seem to be as satisfactory as the 

other two methods. This probably implies that the valence singlet 11 * 

orbital has be en contaminated by nonvalence contributions. The rest of 

the results for this channel were obtained using the triplet scattering 

potential, which seems to be the simplest approach to avoiding the 

11 - 11 * problem. 

In Fig. 7 we present the cross sections for photoionization leading 
2 

to the A llu state. We give results obtained using the dipole length and 

dipole velocity forms of the cross section using both HF and CI type 

initial-state wave functions. We compare our results to the experimen-
1l 13 

tal data of Plummer et al. and of Hamnett et al. In this channel 

the effect of using a CI initial-state wave function is not very large. In­

clusion of initial-state correlation does bring the length and velocity 

cross sections into slightly better agreement, however the effect is not 

as large as we founa in the chann('l leading to the X 21:; ~tate of N;. 
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In the experimental cross section the feature at 23 eV is again due to 

autoionization from Rydberg states leading to the C 2L~ state of N z+. 110 42 

The broad peaked shape of the cross section in this channel is 

due to the 17r u - kO g channel. The enhancement of the cross section 

in this channel is examined in more detail in Fig. 8 where the cross 

section and eigenphase sums of the 17r u - k ° g channel are compared 

to those of the resonant 30 g - kOu channel. As can be seen from Fig. 8, 

the peak of the 1lTu -keg cross section is very broad when compared to 

the 30 g ---. kOu cross section. Also, the eigenphase sums indicate that 

the 1lT u - kO g channel is not resonant. Thus the nonresonant energy 

dependence of the dipole matrix elements must determine the shape of 

the 1lTu - keg photoionization cross section of N z in much the same 

manner as it does the shape of the 2p - kd photo ionization cross 
46 

section of Ne, as discussed by Cooper. 

We present in Fig. 9 the asymmetry parameters for this channel. 

Once again our computed f3f agrees well with the experimental results 
12 

of Marr et al. The computed {3 A , which is very near in value to -1, 
- - n 

reflects that the /1- = 0 contribution (1lTu - klT g) is very small. 

E. Photoionization leading to the B 2L~ state of Ni 

In the one-electron picture, the photo ionization channel leading to 

the B 2L;~ state of Ni corresponds to ejecting an electron from the 20u 

orbital into a continuum orbital of 0g or lTg symmetry. We used 18. 8eV 
3' 11 

for the ionization potential of this state. The maximum I. included 

in the expansion of the scattering llolution (Eq. (7)) was I. p = 6 for con­

tinuum solutions of both ° g and 17 g symmetry. 
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In Fig. 10 we present the calculated cross sections for this 

channel. In this case there seems to be little differential effect be-

tween length and velocity forms of the cross section on going from the 

HF initial-state wave function to the CI wave function. We also see in 

Fig. 10 that the present results are in fairly good agreement with the 
• 11 • 

experunental results of Plummer et aL and wIth those of Hamnett 
13 

et al. 

In Fig. 11 we present the {3's for this channel. The agreement 
12 

between the calculated {3f. and the experimental points of Marr et aL 

is not as satisfactory in this channel as it was in the other two channels 

we have considered here. This difficulty is probably due to the inade­

quacy of the single particle hole state used in the FCHF approximation 

for this higher energy ionic state. A more accurate treatment would 

necessarily include a better representation of the final-state ionic wave 

function. The computed {3 Ii reflects that at low energy the main con­

tribution to the cross section is from the 2au ....... ka g channel, and that 

at highe r energy the 2au ....... k1T g channel becomes more important. 

F. Total photoionization cross section of N2 

We have summed the cross sections discussed above to obtain the 

total photoionization cross section of N2 leading to the X 2:E; , A 2II~ , 

and B 2:E~ states of N2+. These results are presented in Fig. 12 along 
14 

with the total ionization cross sections obtained by Wight et al. In 

o!'der to make an appropriate comparison with our total cross section · 

we have corrected Wight's total cross secti(m by multiplying by the sum 
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13 
of the branching ratios, obtained by Hamnett ~ al., for the three 

channels we have considered. 

We can see from Fig. 12 that the effect of initial state correlation 

is to lower the length form and not to alter appreciably the velocity form 

of the cross section. The length form is now in excellent agreement 

with experimental results except for the 23eV feature which we mentioned 

earlier. In particular, the shape of the shoulder in the cross section 

due to the 3ag - kau resonance, as well as the high energy fall off of 

the cross section are well reproduced using the FCHF model with initial­

state correlation included. 

It seems that the total calculated cross section is in better agreement 

with the experimental results than the individual partial channel cross 

sections are. This is probably due to effects of interchannel coupling 

which might redi s tribute the oscillator strength between diffe rent 

channels but does not seem to greatly affect the total cross section. 

G. Comparison with other theoretical methods 

The partial cross sections for the three channels, which we have 
2 

considered here, have been studied previously using the CMSM and 
3' 4 

STMT approaches to photoionization. In Fig. 13 we have compared 

our FCHF results obtained in the dipole length approximation using a 

HF initial-state wave function with results from the CMSM and STMT 

methods. The three methods are in qualitative agreement. The STMT 

results s e em to be within 10-15% of our Single-center results. The 

CMSM results are generally in worse agreement with the single-center 

results than are the STMT results. 
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y. Gonclusions_ 

We have obtained photoionization cross sections of N2 using a 

single-center expansion technique and examined in detail the effect 

of the truncation of the single-center expansion on the energy of the 

peak cross section in the 3ug -+ kUu channel. We found that the peak 
3 

energy for this resonance converged as 1/1. This rate of convergence 

was also found in single-center expanded nuclear potential integrals 

where the orbitals involved were of U symmetry. Thus the 1/1 

convergence may be a general feature of a symmetry shape 

resonances. 

The coupled integral equations resulting from the single-center 

expansion of the Lippmann-Schwinger equation were solved using the 

iterative Schwinger variational method. We found that, with an ade-

quate initial basis set, the iterative method converged to accurate 

static-exchange results in only one iteration. 

We have used a frozen-core Hartree- Fock final state with a 

correlated initial state to compute molecular photoionization cross 

sections. This combination gives a good representation of the photo­

ionization process except when two-electron resonances are important. 

We feel that it is important to obtain these accurate HF level final­

state solutions before attempting to treat final-state correlation 

effects. 
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TABLE I. scattering basis sets used with the Schwinger 
variational expression. a 

Symmetry of 
Continuum Solution 

'u 

Type of Gau~ian 
Function 

. Cartesian - s 

- z 
Spherical - 1- = 0 

- 1- = 2 

Cartesian - s 
-z 

Spherical - £ = 1 
- £ =3 

- 1= 5 

Cartesian - x 

- xz 

Exponents 

16. 0,8.0, 4.0,2.0,1. 0, 0.5 

1.0,0.5 

2. 0,1. 0, O. 5 
2.0,1 . 0,0.5 

16.0,8.0,4.0,2.0,1.0,0.5 
1. 0,0.5 

4. 0, 2. 0, 1. 0, O. 5 
4. 0,2.0,1.0,0.5 
1. 0, 0.5 

8.0,4.0,2.0,1.0,0.5 
O. 5 

Spherical - £ = 1 1. 0 

- 1= 3 1.0 

Cartesian - x 8. 0,4.0,2.0,1. 0, 0.5 
- xz 0. 5 

Spherical - 1 = 2 1. 0 

-1=4 1.0 

Cartesian - xy 

Sphe rical - 1 = 2 

- 1 =4 

4.0,2.0,1.0,0. 5,0.25 
1.0 

1.0 

aThese basis sets correspond to the set R of Eq. (10). 

bThe ba s is functions are symmetry adapted functions constructed 
from either Cartesian or spherical Gaussian functions, as defined in 
the text, of the given type. Cartesian fu nctions are cente r ed at the 

nuclei and spherical functions are centered at the bond mid-point. 
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Fig. 1 

Fig. 2 

Fig. 3 

Fig. 4 
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Convergence of the 30' g -< kau photoionization cross 

section of N2 with varying potential parameters: 

dir 2) - - - - parameter set A (£max = 0; 

- - - - parameter set B (£:~x = 30); 
d' 

----parameter set C (£ ~~ = 40). 

For all three sets £excx = 20. These are results of 
rna . 

noniterative calculations using the au basis set of 

Table I in Eq. (10). One megabarn (Mb) is 10-18 cm 2. 

Convergence of the 3ag -<kau photoionization cross 

section of N2 using the iterative Schwinger method: 

- - - -iteration zero using Eq. (10); ---- itera­

tion one using Eq. (14). 

Dependence of the energy of the peak photoionization 

cross section on £~~x for the 30' g -- kau channel of 

N 2 • 

Photoionization cross section for the production of the 

X 2~; state of Ni: HFL - in the dipole length approx­

imation using a Hartree-Fock initial-state wave func-

tion; HFV - in the dipole velocity approximation using 

a Hartree-Fock initial-state wave function; CIL - in 

the dipole length approximation using a configuration 

interaction initial-state wave function; CIV - in the 

dipole velocity approximation using a configuration 



Fig. 5 

Fig. 6 
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initial-state wave function; • - experimental results 

of Plummer et al. (Ref. 11); • - experimental re­

sults of Hamnett et al. (Ref. 13). 

Photoionization asymmetry parameters for the produc­

tion of the X 2J;; state of N2+: (a) ITAD asymmetry 

parameter f3 k; (b) !DAD asymmetry parameter f3 ii; 

- --- dipole length approximation using a correla­

ted initial state; - - - -dipole velocity approxima­

tion using a correlated initial-state wave function; 

• - experimental f3k of Marr et aL (Ref. 12). 

Photoionization cross sections in the 111"u ~ kIT g 

channel of N2 using various forms for the scattering 

potential: (a) unmodified potential compared with 

modified forms; (b) expanded scale showing modified 

potentials; ---- the cross section obtained using 

continuum solutions which are eigenfunctions of the 

triplet Hartree- Fock potential ; - - - -- - using 

eigenfunctions of the singlet Hartree-Fock potential 

constrained to be orthogonal to a valence 11" g eigen­

function of the triplet Hartree- Fock potential; 

- - - - using eigenfunctions of the singlet Hartree­

Fock potential constrained to be orthogonal to a 

valence 11" g eigenfunction of the singlet Hartree- Fock 

potential; --------using eigenfunctions of the unmodi­

fied singlet Hartree- Fock potentia!. 



Fig. 7 

Fig. 8 

Fig. 9 

Fig. 10 

Fig. 11 

Fig. 12 
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Photoionization cross section for the production of 

the A 'nu state of N: (same designations as in 

Fig. 4). 

Comparison of photoionization in the 3ag_ k a
u 

channel with photoionization in the 1rr u - k6 g channel 

of N 2 : (a) comparison of photoionization cross sec­

tions; (b) comparison of eigenphase sums; 

3a ~ ka channel; - - - - 171" _ k6 channel. 
g u u g 

Photoionization asymmetry parameters for the pro­

duction of the A '~ state of N: (same designations 

as in Fig. 5). 

Photoionization cross section for production of the 

B'L;: state of N; (same designations as in Fig. 4). 

Photo ionization asymmetry parameters for the pro-
, + + 

duction of the B L;u state of N, (same designations 

as in Fig. 5). 

Total photoionization cross 'section for the produc-

tion of the X 'L;;, A 2nu ' and B 2L;; states of N: 

(same designations as in Fig. 4): • total experimen­

taJ croSs sections of Wight et al. (Ref. 14) corrected 

to include only the contribution from these 

three channels using the experimental branching 

ratios of Har.mett et al. (Ref. 13). 



Fig. 13 
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Comparison of different theoretical cross sections 
2 + 2 2 + 

for the production of the X ~g' A fiu' and B ~u 

states of N:: present single center FCHF 

results; -- - -- - FCHF results obtained using the 

STMT approach (Refs. 3 and 4); ~ - - - CMSM 

model potential results (Ref. 2). 
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Accurate Hartree-Fock Vibrational Branching Ratios 

in 30 g Photo ionization of N
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The shape resonance occuring in the photoionization of molecular nit­

rogen leading to the X 2L~ state of the ion is known to produce signi­

ficant non- Franck-Condon effects in the final vibrational state dis-

tributions. These vibrational effects were first predicted by 

Dehmer et !!J (1979) and subsequently have been observed experiment­

ally by Westet al (1980). The original prediction by Dehmer et al 

(1979) USing the continuum multiple scattering method (CMSM) was 

qualitatively correct but their computed vibrational branching ratio for 

the 11'= 1 vibrational state relative to the 11= 0 vibrational state was 

Off by approximately a factor of two. Recently Raseev et al (1980) 

have studied vibrational effects in this system USing an accurate Hartree­

Fock Single-center expansion method. The 11'= 1/11'= 0 branching 

ratio reported by Raseev et al (1980) is in much better agreement with 

the experimentally measured value of West et al (1980) than is the 

branching ratio obtained by Dehmer et al (1979). However, the results 

of Raseev et al (1980) are still low by about 250/0-

In the present study we have re-examined the calculations of 

Raseev et al (1980) to determine whether the difference between the 

computed and experimental branching ratio is due to a breakdown of 

the adiabatic-nuclei frozen-core-Hartree-Fock model used in their 

study or whether the results given by Raseev e.t al (1980) were not fully 

converged solutions for this modeL We have found two deficiencies in 

the calculation performed by Raseev et al (1980). The most important 

shortcoming of their calculation is that Raseev et al (1980) only com­

puted the electronic transition matrix elements for three internuclear 

sep?Tations and obtained the value of these matrix elements at all other 
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points using a polynomial interpolation. We have found that it is im­

portant to compute the transition matrix elements at more internuclear 

separations since they are fairly rapidly varying functions of the inter­

nuclear separation. Another deficiency of the study of Raseev et ill 

(1980) is that their potential expansion parameters are not well con­

verged. We know from previous studies(l.ucchese.e..! al1981) that 

with more accurate potential parameters the peak photo ionization cross 

section in the fixed-nuclei approximation for the resonant 3a g -> kau 

channel of N2 is found to lie at a photon energy of 29 eV rather than at 

31 eV as reported by Raseev et al (1980). When these two problems 

are corrected we have found that the adiabatic-nuclei frozen-core-

Hartree- Fock v': 1/ v': 0 ratios are in very good agreement with the 

experimental values of West et ill (1980). 

We have repeated the calculations of Raseev et al (1980) correct­

ing the two problems mentioned above. The frozen-core-Hartree-Fock 

approximation was used to describe the interaction between the photo­

electron and the ionic core. To obtain the appropriate continuum solu­

tions we have used the Schwinger variational method (Lucchese and 

McKoy 1980). For the purposes of this study we have not employed the 

iterative technique which has been applied to other systems (Lucchese 

~t al 1980, Lucchese and McKoy 1981), since in our previous studies 

of the photoionization of N2 we found that the exact iterative cross sec­

tion is in general very close to the initial noniterative result using only 
2 

L basis functions (Lucchese et al 1981). 

The scattering basis sets we have used for the 3a g -> kau and 

3a g -> k 1Tu photoionization channels 01 N2 are given in table 1. These 
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basis sets consist of both Cartesian Gaussian functions defined by 

-O'lr- AI2 x e - - (1) 

and spherical Gaussian functions defined by 

I 1
2 

-a r-A 
e - - Y. (0 A) . .. m r-_ 

(2) 

The continuum solutions which are used to obtain the photoionization 

cross section are given by 

(-) c(-) 

1Pkl.m (r) = CPkl.m (r) I 
c(-) 

(r G u I O'i ) 

(3 ) 

where [D- 1
] ij is the matrix inverse of 

(4) 

and where U is the static-exchange interaction potential minus the 
c(- ) 

long range Coulomb potential of the ionic core, G is the Coulomb 

Green's function and R is the appropriate scattering basis set given in 
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table 1. All necessary integrals are computed by expanding all func­

tions in truncated partial wave expansions with the resulting radial 

integrals put on a grid and computed using Simpson's rule. We have 

also constructed our continuum solutions subject to the constraint that 

they be orthogonal to the bound orbitals of the same symmetry. More 

details of this method can be found in previous papers (Lucchese et al 

1981, Lucchese et al 1980, Lucchese and McKoy 1980). 

The Hartree·Fock (HF) target wave function was constructed 

from a (9s5p2d/4s3p2d) contracted Cartesian Gaussian basis set 

(Dunning 1970, Dunning 1971). The computed HF energy of N2 for the 

equilibrium nuclear separation of R = 2.06-8 au was E = -108.973235 au, 

and the quadrufXlle moment for the neutral N z molecule in this basis 

was -0.9923 au. 

The parameters used to expand the static-exchange potential were 

as follows: 

1) f m = 30, maximum I included in the expansion of the scatter­

ing functions and of the Coulomb Green's function, 

2) f:x 
= 30, maximum f included in the expansion of the scatter­

ing functions in the exchange terms, 
ex 

3) f i = 24 (lag)' 12 (2ag), 12 (3ag), 24 (lau )' 12 (2au )' 12 (hu)' 

maximum 1. included in the expansion of the occupied orbitals in the 

exchange terms, 
dir 

4) 1 i = 30, maximum f included in the expansion of the 

occupied orbitals in the static potential, 
ex 

5) Am = 30, maximum f included in the expansion of 1/r1Z in 

the exchange terms, 
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dir 
6) Am = 60, maximum £. included in the expansion of l/r12 

in the static potentiaL 

The grid used to compute all radial integrals consisted of 800 points 

extending out to r = 64. 0 au. These potential expansion parameters 

lead to substantially better convergence than those used by Raseev 

et al (1980). 

We have computed the photo ionization transition matrix elements 

both in the dipole length form 

(5) 

and dipole velocity form 

at five internuclear separations R = 2.268, 2. 168, 2.068, 1. 968 and 

1. 868 au. The cross section for going from the ground vibrational 

state of N2 to the n'th vibrational state of N2+ is given by 

L,V 
a 0 I 11= ,1I=n 

2 

= ~E 
3c 

(7) 

where the X's are the appropriate initial and final state vibrational 

wave functions, E is the photon energy and c is the speed of light The 

asymmetry parameter 13k is defined from the differential cross sec­

tion f0r the photoelectron by 
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L,V er , 
v= 0, V = n 

47T l L,V ) 
1+J3 k -0"'- P2(cos6) ,1I_,v_n (8) 

where 6 is the angle between the direction of the {Xllarization of the 

light and the momentum of the electron. 

The vibrational wave functions were obtained from numeriCal 

solution of the Schrodinger equation for the nuclear motion using RKR 
1 + potentials to describe the {Xltential surfaces. For the X ~g state of 

N2 we used the RKR curve of Benesch et al (1965). For the X 2~+g 

state of N: we used the RKR curve of Singh and Rai (1966). The values 

of the potentials between the classical turning {Xlints were obtained 

using six point polynomial inter{Xllation. The potential curves at Re ' 

1.09768..\ for N2 and 1. 116420..\ of N2+ (Huber and Herzberg 1979), were 

also forced to have zero slope. The vibrational wave functions were 

then obtained using the method of Cooley (1961). With this approach we 

obtained the following Franck-Condon factors (FCF): (v= 0, v'= 0) = 

0.917, (v= 0, v~= 1) = 0.0786, (v= 0, v' = 2) = O. 0043. 

In figure 1 we present the cross section for photoionization lead­

ing to the first three vibrational levels of the X 2~; state of N:. We 

have divided the computed cross section given by equation (7) by the 

appropriate FCF given above to show the non-Franck-Condon nature of 

the photoionization in this spectral region. In figure 2 we present the 

computed asymmetry parameters and note that they also have a strong 

dependence on the final vibrational level. In figure 3 our computed 

vo; 1/ vo; 0 branching ratio is compared to the experimentally determined 
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branching ratio of West ~ ~ (1980) and those of the CMSM model 

(Dehmer et al (1979). From this figure we can clearly see that for 

photon energies greater than 26 eV the computed ratio is in very good 

agreement with the measured value of West et al (1980). At lower 

energies the differences are due to the autoionization features Imown to 

be present in the cross section at these energies and which are not 

included in the present study. 

In conclusion we have shown that non- Franck-Condon vibrational 

effects due to the one-electron (shape) resonance in the photoionization 

of N. can be well represented in the adiabatic-nuclei frozen-core-HF 

model used here. Thus inclusion of electron correlation effects should 

change the computed branching ratios very little except in regions 

where two-electron resonances (autoionization) are important. Thus 

the poor quantitative agree ment between the CMSM branChing ratios 

and the experimental values (West et al 1980) can be attributed solely 

to an inaccurate representation of the R dependence of the scattering 

potential in the CMSM model Moreover, electron correlation effects 

are probably much smaller than had been anticipated by West et al 

(1980). 
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Table 1. Scattering basis sets used with the Schwinger variational 
,... .. 

. a expresslon. 

Photoionization 
Symmetry 

3a - ka g u 

3a - k1T g U 

Type of Gaussian 
Functionb 

Cartesian - s 

- z 

Spherical - t = 1 

- 1= 3 

- £=5 

Cartesian - x 

-xz 

Spherical - 1 = 1 

- l= 3 

Exponents 

16,8,4,2,1,0.5 

1, 0.5 

4,2,1,0.5 

4,2,1, O. 5 

1, 0.5 

8,4,2,1, 0.5 

0.5 

1.0 

1.0 

a These basis sets correspond to the set R of equation (3) of the text. 

b The basis functions are symmetry..adapted functions constructed 

from either Cartesian or spherical Gaussian functions, as defined 

in equations (1) and (2) of the text, of the type indicated. Cartesian 

functions are centered at the nuclei and spherical functions are 

centered at the bond mid-point. 
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Figure Captions 

Figure 1 

Figure 2 

Figure 3 

Scaled photoionization cross sections of N2 leading to the 

/I' vibrational level of the X 22:; state of N2+: 

dipole length approximation; ___ dipole velocity 

approximation. The cross sections given here must be 

multiplied by the Franck-Condon factors given in the 

text to yield their absolute magnitudes. 

Photoelectron asymmetry parameters for photoionization 

of N2 leading to the v' vibrational level of the X 22:; 
state ofN,+: ---- dipole length approximation: 

- - - dipole velocity approximation. 

Branching ratios for the production of the v' = 1/ v' = 0 

2 + + vibrational levels of the X !:g state of N2 by photo-

ionization ofN2: - ---- present results using the 

frozen-core-HF dipole-length approximation: - - -

present results using the frozen-core-HF dipole-velocity 

approximation; CMSM results from 

Dehmer et al. (1979); • experimental results of 

West et al. (1980). 
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SECTION C 

Comparative Studies of a Shape-Resonant Fe a ture 

in the Photoionization of CO
2 



Introduction 218 
.... ~ 

Molecular photoionization has been the subject of many theoretical 

and experimental investigations in recent years. To date many of these 

studies of molecular photoionization cross sections have been carried 

out by the Stieltjes-Tchebycheff moment theory (STMT) approach 
1 

developed by Langhoff and coworkers and by the continuum multiple 
2 

scattering method (CMSM)as developed by Dill and Dehmer. In the 

STMT approach one obtains spectral moments of the oscillator strength 

distribution from the results of the diagonalization of the Hamiltonian 

over discrete basis functions. The underlying photo ionization cross 

sections can then be extracted from the spectral moments. In most 

applications the approximate spectral moments were derived from 

pseudostates obtained from the diagonalization of the static-exchange 
3 

Hamiltonian of the appropriate ion. In the CMSM model the scattering 

potential is partitioned into spherical regions and approximated in these 

regions so that the resulting scattering equations can be readily solved. 

Photoionization cross sections can also be obtained from the solution of 

the scattering equation for the electron-molecular ion system provided 

the relevant equations can be solved for the choice of scattering poten­

tial Methods for the accurate solution of these equations for diatomic 

and linear polyatomic systems at the static-exchange level are now 
4' 5' 6 

available. These methods are based on the Single-center expansion 

technique and hence are not easily extended to more general polyatomic 

systems. They can, however, provide highly accurate differential and 

total photoionization cross sections at the static-exchange level. 

In the course of our studies of the photoionization cross section of 
6 

CO2 by ii,,, Schwinger variational method we have found that our 
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calculated partial photoionization cross section leading to the C
2 

r-; 

state differs significantly from those previously obtained by both the 
7 8 2 + + 

STMT approach and the CMSM model. The C r-g state of CO2 

corresponds to ionization out of the 4a g orbital. The feature of 

particular interest in this partial photoionization cross section is a 

fairly narrow shape resonance at a photon energy of about 40 eV. The 

partial photoionization cross section for this state obtained by the 
7 

STMT approach does not show this narrow shape resonance but has a 

broad peak at lower energy. In the CMSM model the fixed-nuclei 
8 

cross section as given by Swanson et al. does exhibit a very pro-

nounced resonance in this region, but the peak height exceeds our 

calculated value by a factor of almost three. 

In this letter we compare the photoionization cross section for 

the 4a level of CO2 obtained from the solution of the e-CO; scatter-. g 
7 

ing equations with those obtained by the STMT approach and the 
8 

CMSM mode l. There are substantial differences between our calcu-

lated valu es and those obtained by these two other methods. We will 

discuss why these differences suggest that it may be difficult for both 

the STMT approach and CMSM model to provide detailed quantitative 

information about such resonant features in molecular photoionization 

cross sections. 

The rotationally unresolved, fixed-nuclei photoionization cross 

se::tion is given by 

(1) 



- 22 0 
where J.l is the dipole moment operator and w the photon frequency. 

In eq 1 1lti (r, R) is the initial state of the molecule and i'f (r, R) the 

final ionized state. For i'. (r, R) we use the ground state SCF wave-
1 -

function and for the (N - 1) bound orbitals of Wf (r, R) we use the ground 

state SC F orbitals, i. e., the frozen core approximation. The con­

tinuum orbital in 1ltf (r, R) for the ejected electron is a solution of a 

one-particle Schrodinger equation with the static-exchange potential, 

VN_1 , of the ion. The continuum orbital satisfies the Schrlidinger 

equation 

1 2 k2 

(- - V + VN l(r,R) - -2 }I/'- (r,R) = 0 (2) 
2 - - k -

2 

where ~ is the kinetic energy of the ejected electron and 1J.j{ satis-

fi e s the appropriate boundary conditions. It is the solution of this 

equation which is required to obtain the photoionization cross section 

through eq 1. 

To obtain the continuum orbital l/-tj{ it is convenient to work with 

the integral form of eq 2. The partial wave component of l/-tk ' l/-tkim' 

then satisfies the Lippmann-Schwinger equation 

(-) 

l/-tUm = (3) 

2 (_) 

where E = ~ and G C (E) is the Coulomb Green's function with in-
e 

coming-wave boundary conditions. In eq 3 U = 2 V where V is the 

potential of the molecular ion with the Coulomb component removed 

and ¢k£m is the r egular Coulomb function. We have recently developed 

a n iterative approach to the solution of the Lippmann-Schwinger equation 
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8' IV 

which is based on the Schwinger variational principle . Applica-
11' 12 

tions have shown that the method is a very effective approach to 

electron-molecule collisions at energies where partial wave coupling 

due to the nonspherical potentials and exchange effects are important. 
10 

Details have been discussed elsewhere and here we will discuss 

only some essential features of the method. In this approach we first 

solve the Lippmann-Schwinger eq 3, by assuming an approximate 

separable form for the potential U 

( rlUla. ) (U-1
) .. (a·lu Ir') 

- 1 1))-
(4) 

where the matrix (U-
1
)ij is the inverse of the matrix U

ij 
= (ai I U I a

j
). 

At this stage the functions a i can be chosen to be entirely discrete 

ba sis functions and in this study we take them to be spherical Gaussian 

functions defined by 

(5) 

The solutions of eq 3 for the approximate potential US of eq 4 is then 

simply 

(6) 

where the matrix (D -1\j is the inverse of the matrix 
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Dij = (~I u - U GC U I tlj ) 

So 

(7) 

The solutions of eq 6, l,Vk£m' can already provide useful estim-

ates of the photoionization cross sections through eq 1. However, 

these scattering functions are only approximate solutions to the 

Lippmann-Schwinger equation for the actual potential U. The accuracy 
S 

of these solutions depends on how well U approximates U in eq 4. 

To obtain more accurate and, if necessary, converged solutions to this 

static-exchange problem we have developed a method to iteratively 

improve the scattering functions of eq 6. 
10 

This iterative method is 

based on the use of the Schwinger variational principle and the solutions 

of eq 6 to obtain scattering functions which converge to the actual 

solutions of eq 3. This procedure contains criteria which allow one to 

determine when the exact solutions of the scattering problem have been 
10 

obtained. 

We have used this procedure to study the photoionization cross 

section of the 4ag level of CO2 in the static-exchange frozen-core 
7 

approximation. The SCF wavefunction for CO2 was constructed from 
13 

a 3s2p1d contracted Cartesian Gaussian basis set. The SCF energy 

of CO2 in this basis set is -187.674286 a. u. Table I shows the scatter­

ing basis set used in the calculation for the continuum orbital of au 

symmetry. In Table II the eigenphases and eigenphase sums for 1~~ 

symmetry as well as the photoionization cross sections are given. The 
10 

results are obtained after one step in the iterative procedure. The 

resonant nature of the scattering process in this symmetry is clearly 

evident although the eigenphase sum does not rise through a full IT 

radians. The eigenphasp. sums in Table II have been obtained from 
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a K matrix truncated at .£. = 9. Thus these eigenphase sums may not 

be totally converged with respect to this truncation; however, the photo­

ionization cross sections obtained from these solutions are well 

converged. 

We will first compare our results for the kau component of the 

4ag photoionization cross section with those obtained from the STMT 
7 

approach as presented by Padial et al. The Ioru component of this 

cross section is nonresonant and will be given later. The STMT approach 

is based on the fact that the exact moments of the cumulative oscillator 

strength distribution can be obtained from a calculation employing dis-
2 1 

crete basis (L ) functions only. Once these moments have been com-

puted the problem can be inverted and the underlying spectrum can be 

obtained. In practice the moments are computed by diagonalizing the 
2 

static-exchange Hamiltonian for the appropriate ion in an L basis. This 

procedure gives the variational pseudospectrum {€i.fi' i= 1, N} where 
- -the €i and fi are the discrete transition frequencies and oscillator 

strengths respectively. From this spectrum, approximate moments can 

be defined by 

S (-k) 
N 

- k­= 6 L- f. 
. 1 1 1 1= 

(8) 

{
Ill) In) } 

The principal representation of order n, € i ,fi ,i= 1, n is then 

defined by 

n -S (-k) 
.... (D) -k In) 

= LJ (€. ) f. 
. 1 1 1 1= 

0'" k'" .2n -1. 

1 
One can show that the Stieltjes densities defined by 

(9) 
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In) 
dfs 1m 

= 0 o <E <£1 
dE 

1m 
dIs 1 1m 1m 

)/ (Ei+1 - €i) 
(10) = (fi+1 + Ii €. <E <€. 1 

dE 2 1 1+ 

1m 
dfs 

0 En < € = 
dE 

will converge to the correct oscillator strength densities in the limit of 

large n if the exact moments S(-k) are used. However, when the 

moments are obtained from a variational calculation, the principal 

representation of order N is identical to the variational pseudospectrum. 

Thus the Stieltjes densities in this case will converge to the Stieltjes 

density of the variational pseudospectrum. 

In Figure 1 we compare our calculated 40- -+ ko- cross sections g u 
7 

with those of the STMT method given by Padial et aL We show both 

the Stieltjes density of the variational pseudospectrum and the final 

smoothed cross section of ref 7. A comparison of these results show 

that the low order moment theory, i. e. , n« N in eq 8 and 9, used by 
7 

Padial et al. has smoothed away the resonant feature in this channel. 

The Stieltjes densities do not begin to show this resonance-like feature 

until one goes to order n = 15 where N = 24. Cross sections obtained 

from such a high order moment analysis may not always be reliable. 

We believe that this comparison shows that in order to obtain an 

accurate representation of a fairly narrow shape resonance, in this 

case of width 3 eV, one must have considerably more than the two 
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pseudostates which are present in the resonance region in this calculation. 

Next we compare our 4Gg - kGu cross sections with those of the 
8 

CMSM model. The CMSM method is a model potential approach which 
2 

is described in detail elsewhere. One of the approximations employed 

in the CMSM model is a local-exchange approximation. In Figure 2, we 

show our calculated 4Gg - kau cross sections and those of the CMSM 
8 

model given by Swanson et aI. Clearly the CMSM model does show a 

very narrow resonance but the magnitude of the fixed-rruclei photoioniza­

tion cross section given by the model exceeds our value by almost a 

factor of three. It is unclear if the disagreement between our results 

and those of the CMSM model is due to the local-exchange approximation 
14 

alone or whether it is due in part to the other approximations inherent · 

in the CMSM model. 

In Figure 2 we also show the 4a -+ ka photoionizatiori cross g u 
section obtained in the CMSM mod el by ave raging the cross section for 

each nuclear confi gu ration over the ground state vibrational wavefunction. 

This R-averaging reduces the cross section considerably from the fixed-

nuclei values calculated at equilibrium geometry giving a result much 

closer in magnitude to our fixed-nuclei cross sections. We believe that 

this dramatic effe ct due to vibrational averaging in the region of the reso­

nance is unphysical and is an artifact of the CMSM model. One can hence 

expect that the CMSM model would overestimate non-Franck-Condon 

effects in the calculation of vibrational branching ratios in the region of 

resonances. This feature of the CMSM model had already been noted [or 

vibrational branching ratios in the photoionization of the 3a g level in 
,; 

N,. 

Finally, in Figure 3 we compare our calculated photoionization 

7 
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cross section for the C
2 !:; (4a~') ion of CO 2 with the (e, 2e) measure-

15 
ments of Brion and Tan. These experimental results do not indicate 

any significant enhancement in the C
2 !:; cross section around 40eV. 

This discrepancy may be due to interchalUlel coupling or other effects 

which could reduce its apparent magnitude to a level which would be 

difficult to identify easily in current experiments. A more detailed 

description of our calculations for the photoionization cross sections of 

CO2 including the energy dependence of the asymmetry parameters is 

in preparation. 
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TABLE I. Scattering Basis Set for au Symmetrya 

l m Centerb a '8 

° ° 0 16.0, 8.0, 4.0, 2. 0, 1. 0, O. 5 

1 0 0 1. 0, o. 5 

1 0 C 4. 0, 2. 0, l. 0, 0.5 

3 0 C 4. 0, 2. 0, 1. 0, 0.5 

5 0 C l. 0, O. 5 

a The 18 basis functions given are symmetry adapted 

functions conf'tructed from spherical Gaussian functions 

of the given £. and m. See text for definition. 

bThe O-C bond distance was taken to be 2.1944 a. u. 



TABLE II. Elgenphase Sums and Cross Sections for 4"g - k"u Photolonlzatlon Channel In CO, 

Photon Energya Eigen Phase Eigen Phasesb Cross Sectionc 
(eV) Sum 1 3 5 7 9 (Mb) 

19.55 1. 43 1. 36 0.06 0.01 0.00 0.00 O. 57 

23. 00 1. 25 1. 19 0. 03 0.01 0.01 0.00 1. 79 

27. 00 1. 06 1. 14 -0. 13 0. 04 0.01 0.00 2. 75 

31. 00 0.87 -0. 32 1.11 0.06 0. 01 0. 00 3. 06 N 

""' 35. 00 0. 71 -0. 49 1. 08 O. 10 0. 02 0.01 3.28 0 

38. 00 0. 69 -0. 57 1. 06 O. 18 0. 02 0.01 3. 89 

39. 50 O. 76 -0.58 1. 05 O. 27 0.02 0.01 4.61 

41 . 00 0.97 -0.55 1.04 0.45 0.02 0.01 5. 79 

42.50 1.47 0.80 1.09 -0.45 0.02 0.01 5. 79 

44. 00 2.07 1.41 0.95 -0.33 0. 03 0. 01 2. 35 

47.00 2.51 1. 70 0.94 -0. 18 0.03 0.01 0. 20 

50.00 2. 54 1. 70 0. 91 -0.12 0.04 0. 01 0. 16 

aThe verticallonlzation potential to produce the .C'2:;IOnlC state was taken to be 19.4 eV. 

bThe value of ! given corresponds roughly to the principal component of the eigenphase. 

c (1 -,. , In mega barns 0 cm ). 
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Figure Captions 

Fig . 1 

Fig. 2 

Fig. 3 

Comparison of STMT am Schwinger photoionization 

cross sections in 4 G
g -< kG

u channel of CO2: 

_____ Schwinger; ___ STMT from ref. 7; 

---------- Stieltjes density of variational pseudospectrurn. 

Comparison of .CMSM and Schwinger photoionization cross 

sections in 4Gg -< kG
u 

channel of CO2 : ____ Schwinger; 

___ fixed-nuclei; CMSM from ref.8; 

R-averaged CMSM from rei .8. 

Comparison of Schwinger photoionization cross sections 

with experimental results in 40'g -+ kGu + klTu channel of 

CO2 : Schwinger; + experimental results of 

Brion and Tan from ref. 15. 
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SECTION D 

Studies of Differential and Total Photoionization 

Cross Sections of Carbon Dioxide 
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1. INTRODUCTION 
~ .... ............... .. 

Several recent theoretical studies have investigated the partial-

channel photoionization cross sections and photoelectron angular dis­

tributions of carbon dioxide. They include the comprehensive work by 
1 

Padial et al. which employed the Stieltjes-Tchebycheff Moment 

Theory (STMT) approach to obtain photoionization cross sections, and 
2' 3 

the studies of Swanson et al. which used the Continuum Multiple 

Scattering Method (CMSM) to compute both cross sections and photo­

electron angular distributions. Both the CMSM and STMT approaches 

obtained photoionization cross sections within a Hartree-Fock final­

state framework. The present study is directed at obtaining accurate 

Hartree-Fock final-state continuum wave functions which are then 

used to compute both differential and integral photoionization cross 

sections. Comparison of the present results with available experi-

mental data and with the results of the STMT and CMSM methods allow 

us to examine the accuracy of the Hartree-Fock final-state model and 

the utility of the STMT and CMSM methods. 

The theoretical approach used here is identical to the approach 
4 

used in an earlier study of the photoionization of N2 • We have used 

the fixed-nuclei approximation with the final-state photoionization 

wave function computed using the Frozen-Core Hartree-Fock (FCHF) 

approximation. To study initial-state correlation effects, we have 

computed the photoionization cross section using both a Hartree- Fock 

(HF) initial-state wave function and a Configuration Interaction (Cl) 

initial-state wave function. The FCHF final-state wave functions were 
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obtained using the iterative Schwinger variational method, 
5' 6' 7 

which we found to be an effective approach for obtaining HF continuum 
4 

solutions in our study of the photoionization of N2 • 

We have studied the photoionization of CO2 from the valence 

molecular orbitals (lrr g' b u ' 3au ' and 4ag) and from the K-shell 

orbitals (la, la , and 2a). Of particular interest in this system g u g 

are the narrow shape resonances which occur for continuum solutions 
2' 3'S -10 

of au symmetry. Such shape resonances can lead to an en-

hancement in the photo ionization cross section, marked changes in 

the photoelectron angular distribution and non-Franck-Condon vibra­

tional effects. 

We compare our valence shell photo ionization cross sections of 
11 

CO2 to the (e, 2e) cross sections of Brion and Tan, to the synchro-
12 

tron source cross sections of Gustafsson ~ aI., and to the fluores-
13 14 

cence cross sections of Lee et aL and Carlson et aI. The carbon 

K-shell cross sections are compared to the electron energy loss data 
15 

of Wight and Brion and the oxygen K-shell cross sections to the 
. . 16 

photoabsorptJOn cross sectIons of Barrus et aI. We also compare 

our asymmetry parameters to the experimental data of Katsumata 
17 lSa ,sb 

~ al. , of Carlson et aI. and of Grimm et al. We find good 

agreement between experimental data and the present theoretical re­

sults. There are, however, two noticeable disagreements. The first 

major disagreement is the lack of experimental observation of the 

computed resonant enhancement of the photoionization cross section 

learj5y>g to the C 2L + state of CO:. However, the experimentally g 
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18 
determined asymmetry parameters of Carlson et al. do lend support 

to the existence and to the predicted poSition of this shape resonance. 

The second area of disagreement is that the experimental cross section 

has a peak at a photon energy of 21 eV which is not obtained in the pre-

sent results. We have tentatively attributed this discrepancy to the 

effects of autoionization which have not been included here. 

We also compare our results to the published results of the 
1 2' 3 e 

STMT and CMSM methods. In a previous paper we discussed the 

relationship between the results of the Schwinger method used here and 

the results of the STMT and CMSM methods for photoionization leading 
2 + + to the C l:g state of CO2 , In the present paper we compare the results 

of the Schwinger method with those of the STMT and CMSM method 

leading to other states of CO:. As in the case of the C 2~; channel 

• discussed in the earlier paper, we find that the STMT method as 
1 

applied by Padial et al. does not reliably obtain the cross section in the 

region of narrow shape resonances found in the photoionization of CO2, 

1 
Also due to limitations of the computer program used by Padial ~ al. 

the incorrect HF potentials were used in the calculations of the "IT ~ 6 

partial channels contribution. This led . to somewhat different results 

'han those obtained here using the correct HF potentiaL We have also 
2' 3 

compared our results with the CMSM results of Swanson et al. As 

indicated in Ref. 9 we find that the CMSM method does show the narrow 

shape resonances found here, but the resonant CMSM cross sections 

are too large by a factor of about 2 and the positions of the resonanceS 

are at different energies than found here. 



23 9 

ll. METHOD 

A. Final-state wave functions 

The final-state photo ionization wave functions used in this study 

were obtained using the FCHF approximation. In the FCHF model the 

final-state wave function is described by a Single electronic configura­

tion in which the ionic core orbitals are constrained to be identical to 

the HF orbitals of the neutral molecule. The Lippmann-Schwinger equa­

tion for the remaining continuum electron is (in atomic units) 

(±) 
'1'_ 

c(±) 
= it_ + 

c(:t.) (±) 
G U'1'_, (1 ) 

k k k 

with U (r) = 2 V (r), where V (r) is the appropriate short-range poten­
c(±) 

tial describing the scattering process and G is the Coulomb 

Green's function defined by 

c(±) 2 2 2 
G = (V + - + k ± i€ r ' . 

r 
(2) 

In Eq. (1), '1'~(±) is a pure Coulomb scattering function In the FCHF 
k 19 

approximation, V is a generalized Phillips-Kleinman pseudopotential 

which constrains the continuum orbital to be orthogonal to the occupied 

molecular orbitals. For photoionization from the n'th (nondegenerate) 

orbital of a closed-shell molecule containing n doubly occupied molecu-

• lar orbitals, the potential V is given by 

SE 1 
V = V - LQ - QL + QLQ + -r 

(3) 
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where 

2 SE 
L = - ~ V

2 

- ~ + V (4 ) 

n 

Q = ~ I <Pi ) (<Pi I , 
1=1 

(5) 

SE 
and V is the static-exchange potential 

~E (6) 

In Eq. (6), the functions <Pi are the n molecular orbitals, Z£l is the 

nuclear charge of the £l'th nucleus, and J i and K i are the usual 

Coulomb and exchange operators. 
20 

We solve the Lippmann-Schwinger equation using the iterative 

Schwinger variational method which has been described in detail el8e-
4-7 

where. Using this iterative method, the continuum solution at the 

n'th iteration is expanded in a partial-wave series 

(7) 

where an infinite sum over I. 's has been truncated at I. = Ip. The set 

of partial-wave scattering solutions at the n'th iteration 
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is obtained from the previous set of solutions, Sn_1' using 

c(-) _ 
¢k£.m (r) 

where [D -1] ij is the matrix inverse of 

c(-) 
D ij = (Xi I u - U G U I Xj ) . 

2 

(8) 

(9) 

(10) 

The set of functions R in Eq. (9) is composed of L functions, which, 

in the present study, are taken to be spherical Gaussian functions de-

fined by 

Xct,l,m,A(-r) N 1- A-II _alr_XI 2 y (n ) 
= aIm r - e Im .0- _ . 

r-A 
(11) 

2 
The L basis sets, R, for the various scattering symmetries are given 

in Tables I and II. Note that in Eq. (9), the set of functions S_1 is taken 

to be the null set. When the wave functions given by this iterative 

scheme do converge it can be shown that they are solutions of the 

Lippmann-Schwinger equation given in Eq. (1).5 
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These continuum solutions are then used to compute photoioni­

zation cross sections. The cross section for ionization of an initial 

bound state >I< i to the continuum state q, f, k by linearly polarized 

light is given in the dipole length approximation by 

and in the dipole velocity approximation by 

41T
2

, , - ., (-) ,2, = -k (>I<. V.n ,y _ 
cE 1 f, k 

(12) 

(13) 

where E is the photon energy, n is the direction of the polarization of 

the light, c is the speed of light, and k is the asymptotic momentum 

of the photoelectron. When these cross sections are averaged over all 

possible orientations of the molecule in the laboratory frame the result­

ing differential cross section is of the form 

= 
aL, V 

411 
[ L,V ] 

1 + f3. P2 (cos 0) 
k 

(14) 

where 0 is the angle between the direction of polarization of the light 

and the momentum of the photoelectron. For all channels considered 
L,V 

in this study we have computed both the total cross section a and 
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f:J ~,v. the asymmetry parameters _ 
k 

To compute the final-state continuum wave functions we must 

evaluate the various matrix elements given in Eq. (9). We have used 

a single-center expansion approach to evaluate all such matrix ele­

ments. In actual scattering calculations we use standing-wave bound-

ary conditions thus allowing radial wave functions to be represented by 

real-valued functions. We define our partial-wave expansion para-

meters as follows: 

1) 1m = maximum I included in the expansion of 

scattering functions (Xi's of Eq. (9)), of the Coulomb 

Green's function and of the projection orbitals (<Pi of Eq. (5)), 

2) I ~x = maximum 1 included in the scattering functions 

in the exchange terms, 

3) I fX = maximum 1 included in the expansion of the 

occupied orbitals in the exchange terms, 

4) I ~ir = maximum 1 included in the expansion of the 

occupied orbitals in the direct potential, 

5) A ~ = maximum 1 included in the expansion of 1/r12 

in the exchange terms, 
d' 6) A ~r = maximum 1 included in the expansion of 1/r12 

in the direct potential. 

As usual we have included nuclear potential terms up to A = 21m. We 

have expanded all radial integrals on a grid of 1000 points extending 

c;.:! ~-::. r = 90 au. The smallest step size in the grid was O. 005 au 

which was used for points within O. 1 au of the nuc:ei. A step size of 



244 

O. 01 au was used for all other points out to r = 3. 0 au. The largest 

step size in the remainder of the grid was 0.16 au. 

In studying the convergence of the single-center method we fixed 

some of the expansion parameters. We have taken f~ir = 59, 
ex d' 

fs = fm' and Am1r 
= 2fm . We also fixed fiX to be 

f~x = 38(lag), 10(2ag), 24 (3ag), 16(4ag), 39(lau)' 23(2au)' 

15(3au )' 15(17ru)' 16(17rg). These values for f~X correspond 

to having normalized the expansions of the various orbitals to 

better than 0.99. The value for fp of Eq.(7) was fixed at fp = 10. 

Thus we have only retained two independent parameters, 

fm and A!X to define the single-center expansion. To study 

the convergence of the static-exchange potential of CO2 , we 

have considered five combinations of values of fm and A!X : 

A) fm = 59, A ex = 40 m 
B) fm = 55, A ex 

m = 40 

C) fm = 51, A ex 
m = 40 

D) fm = 47, A ex 
m = 40 

E) fm = 59, A ex = 30. m 

We have used these five sets of parameters to compute the energy 

of the peak cross section of the resonant 4a g - ka u photoionization 

channel of CO2 , The peak energy of such a shape resonance is 

a sensitive test of the convergence of these parameters. The 

peak energies were obtained from a zero iteration calculation 

(n = 0) using Eq.(9). 

EA = 41. 79 eV, max 

The resulting peak photon energies were, 
B C 

E = 41. 85eV, E : 41. 92 eV, max max 
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D E Emax '" 42. 01 eV and Emax = 41. 82 eV. To test the effect of the 

iterative procedure on these results, we performed one iteration using 

parameter set A and obtained a first iteration result of E~ax = 41. 79 eV. 

Thus the peak energy was unchanged by one iteration, and the procedure 

seems well converged by the first iteration. All other results presen­

ted in this paper were obtained using the results of the first iteration 

of Eq. (9) (i. e. , using the 81 scattering functions). In an earlier 

study we found empirically that the energy of the peak cross section in a a 

symmetry shape resonance converges with partial wave expansion as 

£. 2 
E m _ E CO 

ex: 1/.£ m • 

The results of parameter sets A-D satisfy this relationship well 

with an extrapolated E
co 

= 41. 57eV. Thus we see that parameter 

set A is within O. 3 eV of the fully converged result. Also, we 

note that the A;;: parameter seems to be at least as well 

converged at A~X = 40. Thus for all further calculations in CO2 

we have used the parameter set A. 

B. Initial- State Wave Functions 

(15) 

We have studied the effects of initial state correlation on the 

photoionization cross section by calculating cross sections using 

both a HF wave function and a CI wave function as the initial state. 
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The HF basis set was a [3s2pldJ contracted Cartesian Gaussian 

21 
basis set. With a R(C-O) bond length of 2.2944 au, the HF 

energy in this basis was E - 187.674286 au. 

The CI initial- state wave function contained" single-plus- double 

exitation" type configurations. These are the only configurations 

which have a non-zero contribution to the photoionization cross 
4 

section when the final state is computed using the FCHF approximation. 

The virtual orbital space for the CI calculation was a restricted set of 

molecular orbitals obtained from a separated-pair calculation. The 

separated-pair wave function was of the form 

where the orbitals within each pair of parentheses represmt 

natural orbitals of a particular pair function. Also, the orbitals 

in each pair function which are doubly occupied in the HF 

approximation were not allowed to vary. The energy of this 

separated-pair wave function for CO2 was E = -187.707766 au. 

The CI wave function was then taken to be a linear combination 

of configurations constructed from the orbitals determined in 

the separated-pair calculation and differing from the HF 

configuration by no more than two orbitals. We have also 

restricted the calculation by requiring the lag, 2a g' and lau 

orbitals to remain doubly occupied in all configurations. The 
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resulting wave function had 505 spatial configurations in D2h 

symmetry from which 797 spin eigenfunctions were constructed. 

The energy of the CI wave function was E = -187.943937 au. 

ITi. Results and Discussion 

A. Valence- Shell Photoiomzation ...... - -.... - .............. 

Of primary interest here is the photoionization from the 

valence orbitals of CO2, These photoionization channels lead to 

the foW" lowest states of CO; which are the (111 gfl x2ng state 

obtained by ionizing an electron from the 111 g orbital with a 

vertical ionization potential (IP) of 13.8eV, the (111uflA2~ 

state with an IP of 17. 7eV, the (3auflB2L; state with an 
-1 2 + 22 

IP of 18. 2e V, and the (4ag) C Lg state with an IP of 19. 4eV. 
2 

In Fig. 1 we present the cross sections leading to the X TIg 
2 + + and C Lg states of CO2, Both of the se channels contain narrow 

shape resonances in the partial channels where the continuum 

orbital is of au symmetry. In the computed photoionization 
. 2 

cros s sections, these resonances are apparent. In the X TIg 

channel, the resonance produces a shoulder in the cross section 
2 + 

at a photon energy of 35eV and in the C Lg channel the resonance 

produces a prominent peak in the cross section at 42eV. In 

Fi g. 1 we present four different theoretical cross sections for 

each channel. These four cross sections were obtained using 

the HF initial- state wave fun ction with the dipole length (HFL) 

and dipole velocity (HFV) approxim aticns, as well as using the 
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correlated initial- state wave function, discussed in section IT B, 

in the dipole length (elL) and dipole velocity (CIV) approximations. 
1 

As noted previously by Padial et al., if the correct singlet 

HF potential were used in obtaining the l7r g - lor u partial charmel 

cross section, then the cross section would be spuriously enhanced 

at low photon energy. This difficulty is due to a strong 111 g - 2rr u 

(n -11*) transition which is incorrectly placed above the ionization 

threshold in the HF approximation. Thus we have been forced to 

use the triplet coupled potential to obtain the cross section in the 

l7r g - k1T u photoionization charmel. This is the only channel where 

we did not use the correct singlet HF potential. 

The difference between the length and velocity forms of the 

cross sections in Fig. 1 can be viewed as an estimate of the 

23' 24 
minimum error in these calculations. In our previous 

study of the photoionization of N2 we found that in nonresonant 

regions of the photo ionization cross section, the inclusion of 

initial- state correlation tended to reduce the cross section in 

both the length and velocity approximations, whereas in the 
, 

region of the photoionization cross section dominated by a shape 

resonance, the inclusion of initial- state correlation differentially 

lowered the length form of the cross section relative to the 

velocity form, bringing the two approximations into close 
4 

agreement. The same trends can be seen in the two channels 
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given in Fig. 1. In the C
2 r:; channel, inclusion of initial- state 

correlation brings the length form very close to the velocity form 
2 

in the region of the resonance. In the X llg channel, this effect is 

not as noticeable since the cross at 35eV is not dominated by the 

resonant l7T g - kuu partial channel. 

In Fig. 1 the cross sections leading to the X
2

llg and e:E; 
12 

states are compared to the experimental data of Gustafsson et al. 
11 2 

and Brion and Tan. The experimental results for the X llg channel 

fall between the length and velocity estimates of the cross section, 

although there is no reason for this to be generally true. There 

also seems to be some evidence of a shoulder in the experimental 

cross section at a photon energy of 35eV as was obtained in the 

theoretical cross section. The C
2 :E; experimental cross sections 

do not contain any such evidence of the resonance enhancement 
2 

seen theoretically. As has been noted by Swanson et _~, both 

vibrational effects and final- state correlation would lower and 
10 

broaden the theoretical cross section. In an earlier study, we 

have examined the effects on this cross section of averaging the 

cross section over the symmetric stretch vibrational mode, and 

found that the peak resonant cross section was lowered by about 

15%. Inclusion of vibrational effects of other modes would also 

be expected to lower the peak cross section. Thus the theoretical 

cross section using the FCHF final- state model and including 

averaging over all vibrational modes would probably not differ 
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from the experimental cross section by more than a few megabarns 

in the region of the 42eV resonance. However, there would still 

seem to be a qualitative discrepancy in this channel which may be 

attributed to the effects of final- state correlation. 

In Fig. 2 we compare our fixed-nuclei HFL results for the 
2 2 + 

X TIg and C Lg channels to the cross sections given by the STMT 

and CMSM methods also using the fixed-nuclei dipole length form 

1 
of the cross section. The STMT cross section of Padial et al. 

2 
for the X TIg channel agrees fairly well with the Schwinger cross 

section at high energy although there is no evidence of a shoulder 

in the STMT cross section at 35eV. At lower photon energies there 

is a larger disagreement between the STMT and Schwinger results. 

Most of the discrepancy at low energy is due to differences in the 

17r g - kcr u partial channel. The STMT cross sections were extracted 

from the results of a diagonalization of the FCHF operator in a 
2 

large L basis set of Cartesian Gaussian basis functions. These 

calculations were performed using standard bound state computer codes 

which require that the inter-electronic interactions be expressible in 
20' 25 

terms of the usual J and K operators. The singlet potential appro-

priate to the Tf 30 case is not expressible in terms of J and K operators 

when real valued molecular orbitals are used. Thus the STMT results 

were instead obtained using a triplet-coupled potential which can be 

expressed in terms of J and K operators. To show the effect of using 

these different HF potentials, we present in Fig. 3 the results of 
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noniterative Schwinger calculations where both the triplet and singlet 

potentials have been used, and compare them to the STMT 1rr ~ k Ii g U 
1 

results of padial ~ al. Thus it can be seen that a large portion of the 

discrepancy in the 1rr g ~ kliu channel is due to using the triplet poten­

tial in obtaining the STMT cross sections. 

In Fig. 2a we also compare the Schwinger results for the 

2 
X llg channel to the fixed-nuclei CMSM cross section of Swanson 

2 
et al. We can see that the CMSM eroS's sections are generally 

too small and that the shape resonance in the l1r g - kau partial 

channel is at a lower energy than that obtained using the Schwinger 

method. The fixed-nuclei resonant feature in the CMSM cross 

section is seen to be much more pronounced than the broad shoulder 

obtained using the Schwinger method. 

In Fig. 2b, we compare the various theoretical cross sections 

for the C2~; channel. This comparison has been discussed in 

9 
detail in an earlier paper. Briefly, we can see that the STMT 

results show no evidence of a resonant enhancement of the photo­

ionization cross section. In contrast, the results of the CMSM 

method show an unrealistically large and narrow resonant cross 

section, which differs from the Schwinger results in position by 

about 5e V and in magnitude by over a factor of two. 

In Fig. 4 we present the computed asymmetry parameters 
2 2 + 

for the X llu and C ~g channels. We have only presented the 
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results which were obtained using the correlated initial- state 

wave fW1ction. We fOW1d that initial-state correlation effects on 

the asymmetry parameter were smail, and thus we chose only 

to present our most accurate results. We have compared the 

present results with available experimental data and to the values 
• 3 

predicted by the CMSM method. 
2 

The resonance in the X n g channel at 35e V is barely visible 

as a slight bump in the dipole length asymmetry parameters. The 
3 

CMSM asymmetry parameters of Swanson ~ aL are seen to have a 

larger resonance effect than do the Schwinger values. Both the CMSM 

and Schwinger results are in reasonable accord with the two line source 
17 

measurements of Katsumata et aL, and with the continuous source 
18 b 

measurements of Grimm et aL As can be seen in Fig. 4b, the reso-

nance in the C 2~; channel leads to very dramatic effects in the asym-
18a 

metry parameters. The experimental results of Carlson et aL show 

a fairly large dip in the f3 values around a photon energy of 40eV. 

Both the Schwinger and CMSM fixed-nuclei results overestimate 

the magnitude of the resonance effect. Inclusion of vibrational 

3,10 
effects is known to make this feature shallower. Including just 

10 
the symmetric stretch vibrational m'ode, in an earlier paper 

we found that vibrational averaging of the cross section reduced 

the dip in the asymmetry parameter by about 25 %. Thus if 

other vibrational degrees of freedom were considered in the 
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averaging, it would seem that the theoretical fJ could be in fairly 

good quantitative agreement with the experimental results using 

just the FCHF final- state approximation. 
2 

The cross sections leading to the production of the A llu and 

B2L~ states of CO;- are given in Fig. 5. We have compared our 

cross sections to the experimental fluorescence cross sections of 
13 2 

Lee et al. for the A llu state, and to the fluorescence data of 
14 2 + 

Carlson ~ al. for the B Lu state. We have also presented cross 

sections which were derived by taking the ratios of the cross 

sections for the A and B states obtained from the photoelectron 
26 

spectra by Samson and Gardner and multiplying them by the total 
11 

cross section for the A and B states given by Brion and Tan. The 

cross section for the B2 L~ state is in reasonably good agreement 

with results obtained from fluorescence measurements, whereas 
• 2 

the cross sectlOn for the A II u state has a more serious 

disagreement with the experimental fluorescence data in the 

region of 21eV photon energy. The limited number of photoelectron 

measurements available seem to indicate the reverse situation, 

with agreement between theory and photoelectron experiments 

being good in the A channel and a major disagreement in the 21eV 

photon energy range in the B channel. The comparison of the 

present theoretical results with the photoelectron results thus 

seem to indicate that near the photon energy of 21 e V, a large 

co[,tribution to the correct cross section for the B2 L~ channel 
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must come from multi-electron effects in the final state. One 

possible effect which would enhance the cross section would be 

autoionization due to higher lying ionic states. The lowest 

multi-electron ionic state, which has been identified, has an IF 
on 

of 23e V and has been characterized by Domcke et al. as being 

dominated by the (l7r gf2 (21Tu) configuration. This autoionization 

enhancement would be analogous to the enhancement due to the 

C
2 ~~ state in the photoionization cross section of N2 which is 

characterized by the (l7r ur1 (3ugf1(l7r g) configuration. 

It is clear from Fig. 5 that the fluorescence cross section 

disagrees strongly with the photoelectron cross section in the 

region of the feature which we suggest is due to autoionization. 

We can speculate that in this region there is a mechanism whereby 

a large fraction of the molecules which are initially in the B state 

cross over to the A state before the molecule fluoresces. Such 

a cross over mechanism has been suggested by Samson and 
26 

Gardner; however, they assumed that the crossover rate would 

be independent of the photon energy. As discussed by Gustafsson 
12 

et al., such a photon-energy-independent mechanism does not 

agree with experimental evidence since, as can be seen in 

Fi g. 5, at 40. 8eV the cross section derived from fluorescence 

and photoelectron measurements are in much better agreement 

~':~ ~ :!t 21. 2eV. This suggests that such a mechanism must 

depend on the photon energy and in particular the presence of 

autoionization in the cross section must 5trongly effect the 



255 

crossover rate. 
2 2 + 

It is of interest also to note that both the A ~ and B ~u 

channels exhibit rising eigenphase sums in the partial channels 

where the continuum electron has ag and 'lf g symmetry. In the 

case of the 'If g continuum channels, these rising eigenphase sums 

can be attributed to very broad shape resonances at about 22eV 

above threshold. 

The resonant rise in the eigenphase sums in the a g channels 

occurs at low energy and is due to a rising eigenphase which is 

primarily s-wave. In Fig. 6 we give both the eigenphase sums 

and cross sections for the l'If u - ka g and 3au - kCT g channels. 

The effects of the resonance-like features on the cross sections 

in these two channels are markedly different, with the l'If u - kCT g 

channel showing a minimum and the 3CTu - kCTg showing a maximum 

in the region of interest. As can be seen in Fig. 5b, the effect 

of initial state correlation on the maximum in the 3CT
U 

- kCT g 

cross section is to increase the difference between length and 

velocity forms of the cross section. This effect is different 

from that found for cross sections dominated by shape resonances 

discussed earlier, where length and velocity forms are brought 

closer together by initial state correlations. Thus it seems that 

these two CTg photoionization continuum channels are being 

affected by a one- electron resonant process which is qualitatively 

different from the usual shape resonance, which is characterized by a 

rising eigenphase corresponding to a higher value of £., i. e. , £. > o. 
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In Fig. 7 we compare the present Schwinger results for 

the A2TIu and B2Z;~ channels with the cross sections obtained by 
1 

Padial et al. using the STMT method. The peak in the STMT 
2 

cross section in the A TIu channel is shifted to a lower energy 

than that obtained using the Schwinger method. As was the case in 
2 

the X TIg channel, most of the cross section comes from the 

1f - Ii partial channel. The STMT results were again obtained 

using the triplet potential in this channel, and this may account 

for the shift of the peak cross section to lower energy. In the B 2Z;: 

channel both the 3a ~ ka and 3a .... k 1f features are at lower energy u g u g 

in the STMT cross sections. The source of these discrepancies is 

uncertain. 

In Fig. 8 we present the computed asymmetry parameters 
22+ 

for the A nu and B Z;u channels. The present results are 

compared with those of the CMSM method and to experimental 

results. The agreement between the two theoretical calculations 

is fairly good, and both theoretical results agree fairly well 

with experimental results except for the 40. 8eV measurement 

17 2 + 
of Katsumata ~ al. in the B Z;u channel. 

. 2 2 + 
In FIg. 9a we compare the sum of our A nu and B Z;u 

12 
cr::>ss sections with the experimental results of Gustafsson ~ al. 

11 
... 1,,': vi Brion and Tan. Due to the small difference between the 

IPs of these two states, neither of these two continuous source 

photoelectron experiments resolved the individual branching 
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ratios for these two channels. The Schwinger results are seen to 

agree fairly well with the experimental data for photon energies 

above 24e V. Below 24e V the computed cross section is too 

small. This error must be due to final state correlation effects 

as we discussed earlier. 

The total valence shell cross sections are given in Fig. 9b. 

Here we have summed the four theoretical cross sections leading 
2 2 2+ 2+ + 

to the X ng, A nu' B ~u' and C ~g states of CO2 given above and 

compare them to the sum of the experimental cross sections leading 
11 

to these four states given by Brion and Tan. The feature at a 

photon energy of 21eV is again apparent in the experimental cross 

section and not in the theoretical cross section. The other major 

discrepancy between theory and experiment is the shoulder at 

42eV in the theoretical cross section due to the resonance in the 

C2~; channel. As noted earlier, the magnitude of this feature 

would be reduced somewhat by vibrational averaging. 

B. K- shell Photoionization 

As we have seen in the previous section, photoionization from 

the outer valence shell of CO2 is fairly well represented by the use 

of the FCHF final-state approximation. Photoionization from the 

inner valence orbitals (3a g' 2a ul should be strongly affected by 

final state correlation. This breakdown of the single particle 

picture for the inner valence ionic states has been discussed 
Z1 

by Domcke et al. However, the K- shell photoionization 
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should be fairly well described by the simple hole states used in 

the FCHF model. 

We have computed the oxygen and carbon K-shell photo ion­

ization cross sections of CO2 , The K- shell IPs were taken to 
:as 

be 297. 5eV for carbon and 541.1eV for oxygen. Since the initial-

state correlated wave function discussed in section II B does not 

include any correlation effects involving the K- shell electrons, 

we have only computed the HFL and HFV forms of the photoioniza-

tion cross section. 

In Fig. 10a we present the computed carbon K- shell 

photoionization cross section of CO2 , We have compared the 
1 

present theoretical results to those of Padial ~ al. obtained 

using the STMT method and to the experimental energy loss cross 

15 
sections of Wight and Brion. We have arbitrarily normalized the 

relative cross sections given in Ref. 15 to the Schwinger results 

at a photon energy of 325eV. The Schwinger and STMT results 

are in good mutual agreement with both cross sections showing a 

pronounced peak due to a 2CT g - kCT
U 

shape resonance. Both of 

. the FCHF level theoretical results are seen to be in only rough 

agreement with the experimental data which shows evidence of 

strong final state correlation effects (e. g., shake-up states). In 

Fig. lOb we give the computed photoelectron asymmetry parameters 

which show a strong feature around a photon energy of 304eV due 
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to the 2ag - kau shape resonance. 

The photoionization cross section for the oxygen K- shell 

is given in Fig. n. The theoretical cross section we have presented 

is the sum of the cross sections for photoionizing electrons out 

at the nearly degenerate lag and lau molecular orbitals of CO2. 

The effect of the narrow shape resonance in the lag - kau channel 

is evident at a photon energy of 560eV. We have compared our 

cross sections to the experimental absorption measurements of 

16 1 
Barrus et al. and to the STMT results of Padial et al. The broad 

feature in the experimental cross section at a photon energy of 

560eV seems to be due in part to the shape resonance in the 

lag - kau channel. However, the fixed-nuclei FCHF model gives 

a much narrower width to this feature. Vibrational averaging 

would tend to broaden this peak within the FCHF approximation. 

The shoulder in the experimental cross section at 554eV is not 

found using the FCHF approximation and is thus probably due 

to final state correlation . . The STMT results of 
1 

Padial ~ al. do not show the narrow resonance which is present 

in this system in the FCHF approximation. In the STMT cross 

section, the oscillator strength from the resonance has been 

smeared out over a large energy range in much the same manner 

as the C2L~ cross section was unphysically smoothed out by the 

• STMT method. The computed asymmetry parameters for this 

chaJ.nel arE given in Fig. llb. The effects of the shape resonance 
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are once again clearly evident. 

IV. Conclusion 

Accurate fixed-nuclei FCHF photoionization cross sections 

of CO2 have been presented. Comparison of the present results 
1 2' 3 

with those of the STMT and CMSM methods have shown that 

both the STMT and CMSM methods provide useful qualitative 

information about the cross sections but these methods can fail 

to reproduce some important features in photoionization cross 

sections. The present results have been found to be in reasonably 

good agreement with experimental data. Comparison of experimental 
• 2 2 + 

and computed cross sectlOns for the A flu and B ~u channels has 

yielded indirect evidence of a possible autoionization feature at a 

photon energy of 21eV. These results also provide direct 

evidence of narrow shape resonances in those partial channels 

where the continuum electron has au symmetry. The effects of 

these resonances on differential photoionization cross sections 

has been computed to be substantial. Such shape resonances can 

also be expected to exhibit strong non- Franck- Condon vibrational 

effects. Both vibrational effects and autoionization can be 

studied using FCHF continuum wave functions such as those obtained 

here and will be the subject of future research. 
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TABLE J. Scattering ba.s is sets of 0 symmetry used in the 

Schv:inger variational expression. a 

10 I 30 - ka u u g 

Number of Center I m Exponentsb 
Functions 

? 0 0 0 32.0-0. 5 

5 0 1 0 8.0-0. 5 
3 0 2 0 2.0-0. 5 
? C 0 0 32.0-0. 5 
5 C 2 0 8.0-0.5 
3 C 4 0 2.0-0. 5 

lw _ ko 
u g 

6 0 0 0 32. 0-2.0 , 0. 5 

4 0 1 0 8.0-1.0 
2 0 2 0 2.0,1.0 

1 0 3 0 1.0 

2 0 4 0 1. 0,0.5 

1 0 5 0 1. 0 

6 C 0 0 32.0-1. 0 
4 C 2 0 8.0-1. 0 
2 C 4 0 2.0,1.0 
2 C 6 0 1.0, 0.5 
1 C 8 0 O. 5 

lag, 2og, o4 0 g , b g - kOu 

? 0 0 0 32.0-0.5 

5 0 1 0 8.0-0.5 
3 0 2 0 2.0-0.5 

? C 1 0 32. 0-0.5 

5 C 3 0 8.0- 0.5 
3 C 5 0 2. 0-0.5 

aThese basis s ets aTe composed of spheri cal Gaussian functions as 

d e fined In Eq. (11) and corr espond to the set R of Eq. (9). 

tiThe notati01J 32.0-0. 5 denote.!. a geometric seri es of exponents 
GtarUng with 32. ( I and ending with O. 5 with a ratio between succeed­
Ing e xpo ne nts of 2. O. 
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TABLE D. Scattering basis 8ets 0{ w and ° . ymmetry "sed in 

the Schwinger variational expression. a 

lou , 30u ' b u - tW g 

Number of Cente r l m Exponents Functions 

6 0 1 1 16.0-0.5 

5 0 2 1 8. 0-0. 5 
5 C 2 1 B. 0-0. 5 
3 C 4 1 2. 0-0. 5 

l ag I 2 0'S , 4 og , bg-k·u 

6 0 1 1 16.0-0.5 
5 0 2 1 8. 0- 0. 5 
5 C 1 1 B. 0-0. 5 
3 C 3 1 2. 0-0. 5 

hu - kO g 

5 0 2 2 B. 0- 0. 5 
3 0 3 2 2. 0-0. 5 
2 0 4 2 1.0, 0.5 
5 C 2 2 4.0-0.25 
3 C 4 2 1.0-0. 25 
3 C 6 2 1. 0- 0. 25 

h g - tOu 

5 0 2 2 8. 0-0. 5 
3 0 3 2 2.0-0.5 

4 C 3 2 4.0-0. 5 
2 C 5 2 1. 0, 0.5 

aSe• no!eS of TABLE I . "" 
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Figure Captions 

Figure 1 

Figure 2 

Photoionization cross section for the production of 

the X 2llg and C 2L; states of CO:: present 

results using the dipole length approximation and the 

CI initial-state wave fWlction; -- - -- - present 

results using the dipole velocity approximation and 

the CI initial-state wave function; - - - - present 

results using the dipole length approxima.iion and the 

HF initial-state wave function; - - - - - present re­

sults using the dipole velocity approximation and the 

HF initial- state wave function; 0 - experimental re-

sults of Brion and Tan (Ref. 11); 0- experimental 

results of Gustafsson et al. (Ref. 12). One mega-

( 
-18 2 

barn Mb) is 10 cm . 

Comparison of diffe rent theoretical cross sections 
2 2 + 

for the production of the X llg and C Lg states of 

CO:: - --- present single-center FCHF results; 

- - - - FCHF results obtained using the STMT 

approach (Ref. 1); - - - - fixed-nuclei CMSM 

results (Ref. 2). 



Figure 3 

Figure 4 

Figure 5 
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Cross sections obtained using different scattering 

potentials in the I1T g - k liu photoionization channel of 

CO2 : present results using correct singlet 

potential; - - - - present results using triplet 

potential; - - - - results of STMT method (Ref. 1) 

using triplet potential. 

Photoelectron asymmetry parameters for photoioniza­

tion leading to the X 2ng and C 2L; states of CO:: 

---- present results using the dipole length approx­

mation and a CI initial-state wave function; -- - --­

present results using the dipole velocity approximation 

and a CI initial-state wave function; - - - - fixed-

nuclei CMSM results (Ref. 3); 0 - experimental data 

of Grimm et al. (Ref. 18); 0 - experimental data of 

Katsumata et al. (Ref. 17). 

Photoionization cross section for the production of the 

A 2nu and B 2L~ states of CO2+' for definitions of the 

lines see Fig. 1: t;. - experimental fluorescence data 

of Lee ~ al. (Ref. 13) for the A state and of Carlson 

~ al. (Ref. 14) for the B state; 0 - experimental 

photoelectron cross sections obtained by taking the 

total A + B cross sections of Brion and Tan (Ref. 11) 

and using the AlB ratios of Samson and Gardner 

(Ref. 26) to compute individu.11 A and B cross sections. 
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Figure 7 

Figure 8 

Figure 9 

Figure 10 
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Eigenphase sums and cross sections for the 11Tu -

kag and 3a _ ka photoionization channels of CO2: u .. g 

----liT _ ka channel· - - - - 3a - ka u g' u g 

channeL 

Comparison of different theoretical cross sections for 
2 2 + + 

the production of the A nu and B ~u states of CO2 : 

---- present single-center FCHF results; 

- - - - FCHF results obtained using the STMT 

approach (Ref. 1). 

Photoelectron asymmetry parameters for photoioniza­

tion leading to the A 2nu and B 2~~ states of CO:, 

see Fig. 4 for definitions of lines and symbols. 

Total photoionization cross sections for the production 
2 2+ 2 2 2+ 

of the A nu + B ~u and X ng + A IIu + B ~u + 

C 2~; states of CO:, see Fig. 1 for definitions of 

lines and symbols. 

Photoionization cross sections and photoelectron 

asymmetry parameters for carbon K-shell photoioni-

zation in CO2 : - --- present results using the dipole 

length approximation and the HF initial-state wave 

function; - - - - present results using the dipole 

velocity approximation and the HF initial-state wave 

function; -- - -- - results obtained using the STMT 
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approach (Ref. 1); - - _ - - - experimental results 

of Wight and Brion (Ref. 15) normalized to the pres­

ent results at a photon energy of 325 eV. 

Photoionization cross sections and photoelectron 

asymmetry parameters for oxygen K-shell photoioni­

zation in CO2 , see Fig. 10 for definitions of the lines: 

0- absolute photoabsorption cross sections of Barrus 

et aL (Ref. 16). 
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SECTION E 

Vibrational Effects in the Photoionization Shape 

2 + + 
Resonance Leading to the C L g State of CO 2 
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]. INTRODUCTION 

I 
Recently, we have compared the partial photoionization cross 

section leading to the C 2!:; [(4a)-'] state of CO2+ as obtained by the 
2 

continuum multiple scattering model with that given by the direct 

solution of the scattering equations for the e-CO~ system. In these 
I 

studies we explicitly solved the scattering equations for the contin-

uum orbital of the ejected electron in the field of the static-exchange 

potential of the molecular ion. The feature of particular interest in 

this channel was the narrow shape resonance which was predicted 

by the continuum multiple scattering model (CMSM) to have a peak 

valu e of 18 Mb at a photon energy of about 37eV for the nuclei fixed 

at the ground state equilibrium geometry. In contrast, the photoioni­

zation cross sections obtained from the solution of the e-CO: static­

exchange collision equations show a somewhat broader resonance 
• I 

feature wlth a peak value of about 7 Mb at a photon energy of 42 eV. 

~breover, Swanson et al. 2 found that vibrational averaging of the fixed-nuclei 

CMSM cross sections resulted in a considerable reduction and broad-

ening of th e r esonant peak relative to the results obtained at the equil-

ibrium nuclear configuration. Specifically, vibrational averaging re­

duced the fixed-nuclei cross section from its peak value of 18 Mb at 

the ground state equilibrium geometry to a value of 6 Mb. Although 

photoionization cross sections near a shape resonance can be expected 
1 

to be sensitive to changes in internuclear separation, we suggested 

th at this dramatIc r educti un of the cross section at the equilibrium ge­

ometry due to vibrational averaging in the region of the r e sonance 
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was unphysical and an artifact of the CMSM. Since vibrational motion 

can indeed lead to important effects in molecular photoionization, it 

is necessary to quantitatively assess the actual magnitude of the 

effect of vibrational averaging on molecula:- photoionization in the 

region of shape resonances. 

In this paper we present vibrationally averaged cross sections 

and asymmetry parameters for photoionization of the 4ag level of CO2 

leading to the C 2:E; state of coi. These results are obtained by 

averaging the fixed-nuclei photoionization cross sections and asym­

metry parameters at five values of the internuclear coordinates over 

the ground vibrational wave function of the symmetric stretch mode 

of the molecule. At each internuclear geometry the cross sections 

are obtained from the solution of the e-cOi collisional equations with 

the full static-exchange potential of the ion. These results show that 

vibrational averaging, in fact, reduces the peak intensity of the fixed­

nuclei resonant cross section at the ground state equilibrium geom­

etry by about 15%. These results are in strong contrast to those of 

the CMSM where vibrational averaging reduced the intensity of the 
2 

resonance by 70% in this channel. These results clearly suggest 

that the CMSM does not provide a quantitatively realistic description 

of this resonant photoionization cross section and the effects of vibra-

tional averaging on these cross sections. 

Tn the next section we briefly outline our method of solution of 

the ", ··C02+ scattering equations. We then present both the fixed­

nuclei and vibrationally averaged cross sections and asymmetry 
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parameters. We compare our results with those of the CMSM and 

experimental results where available. 

ll. THEORY AND RESULTS 

The fixed-nuclei photoionization cross section for going from an 

initial bound state iI'. to the continuum state iI' _ due to linearly polar-
1 f k , 

ized light is given in the dipole length approximation by 

i ('f L(R) = 
ctn ~ ctn~ 

k n 

2 

411 Ek I (iI'i (R) Ir. ~I 
c 

(-) iI' _ 

f,k 
(R»1

2

, 

and in the dipole velocity approximation by 

= 

2 
411 k 

cE 

_... (-) 2 

I (iI'.(R)1 V·nlil' (R»I, 
1 f k , 

~ 

(1) 

(2) 

where E is the photon energy, n is the direction of the polarization of 

the light, c is the speed of light, and k is the asymptotic momentum of 

the photoelectron. When these cross sections are averaged over all 

possible molecular orientations in the laboratory frame, the resulting 

dHferential cross section is of the form 



da L, VIR) 

lill~' 
k 
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= a L, V(R) [1 + f3::' V(R) P2 (cos 8) ) (3) 
471 k 

where (J is the angle between the direction of the polarization of the 

light and the momentum of the photoelectron. 

The adiabatic-nuclei cross section can then be obtained from the 

fixed-nuclei results by averaging over the vibrational degrees of free­

dom. If only the ground vibrational state is initially populated and we 

sum over all final vibrational states then, by ignoring the dependenc.e 

of k on the vibrational energy levelS, we obtain the following vibra-
3 

tionally averaged cross sections 

and 

L,V 
f3~ = 

k,ave 

(4) 

(5) 

where Xi is the ground vibrational wave functioJL In this study we 

assume that the vibrational motion of CO2 is harmonic and we have only 

considered the effects of averaging over the symmetric stretching mode. 

We have computed the vibrational averages by performing a 
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five point Gaussian quadrature where the square of the vibrational 

wave function is the weight function. Thus with a symmetric stretch 
-1 4 

vibrational frequency of 1388. 17 cm for CO2 , we have computed the 

fixed-nuclei cross sections at R(C-O) = 2. 0892, 2.1445, 2.1944, 2.2443, 

and 2.2996 au. The quadrature weights were then 0.011257, 0.222076, 

O. 533333, O. 222076, O. 011257, respectively. 

The initial state function (iFi of Eqs. (1) and (2)) was represented 

by a SCF wave function which was constructed from a 3s2p1d contracted 
5 

Cartesian Gaussian basis set. The SCF energy of CO2 in this basis set 

is -187.674286 au at the equilibrium R(C-O) = 2.1944 au. The final 

state wave functions (iF _ of Eqs. (1) and (2)) were obtained using the 
f, k 

Frozen-Core-Hartree-Fock (FCHF) approximation. This implies that 

all the bound orbitals were fixed as their initial state forms. The con-

tinuum orbital representing the photoelectron was then determined by 

solving the appropriate static-exchange Lippmann-Schwinger equation 

(-) 

~­k 

(-) (-l 
G

c 
(E) U ~_ 

k 
(6) 

2 (-) 

where E = k /2, Go (E) is the .Coulomb Green's function, U is the 

static-eXChange potential with the l/r component removed, and <P_ 
k 

is a Coulomb scattering function. We have solved Eq. (6) USing the 

Schwinger variational method. 6 We have not employed the iterative 
7, 8 

technique which has been applied to other systems, since in our pre-

vious studies of the photoionization of CO2 we found that the exact itera­

tive cross section for photoionization leading to the C 2E; state of CO~ 
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2 
was very close to the initial noniterative result obtained using the L 

9 
basis functions given in Table 1. Using the Schwinger variational ex-

6' 7 
pression the solutions of Eq. (6) are given by 

(-) -
~_ (r) = 

k 

-I (-) 1 -1 (r G U a.)[D ] .. 
c 1 1J 

where [D -1] ij is. the matrix inverse of 

(7) 

(8) 

The sets of functions R used in Eq. (7) are composed of spherical 

Gaussian functions defined by 

-y,f,m,n,A _ 
a (r) 1

_ - 12 

1- - If -y r - A 
= N r-A e yfm(n- _). 

r-A 
(9) 

In Table I we give the elements of these sets for the two scattering 

symmetries considered here. The necessary integrals are computed 

by expanding all functions in truncated partial wave expansions with the 

resulting radial integrals put on a grid and computed USing Simpson's 

rul~. We have used the same grid and expansion parameters as were 
9 

used in our earlier study of CO2 photoionization. The grid contained 



289 

1000 points extending out to r = 90 au. The smallest step size was 

0.005 au and the largest step size was O. 16 au. We have expanded the 
dir 

static potential including terms up to Am = ll8. In the exchange 

integrals, the occupied orbitals were expanded to a high enough £. 

such that the orbitals were normalized to better than O. 99, and the 
ex 

expansion of l/r'2 was truncated at Am = 40. All other partial-wave 

expansions were truncated at £.m = 59. 

In Fig. 1 we present the fixed-nuclei photionization cross sec­

tions of CO2 leading to the C 2~; state of cot for the five internuclear 

separations given above. We have taken the vertical ionization poten-
2 + + 10 

tial for the C :6g state of CO2 to be 19. 4eV. We can see that the 

photoionization cross sections depend fairly strongly on R in the 

region of the shape resonance in this channel The longer internuc­

lear separations produce a lower energy resonance, and the shorter 

internuclear separations produce a higher energy resonance. In Fig. 2 

we compare the present dipole length static-exchange level cross sec­

tions, both vibrationally-averaged and fixed-nuclei, with those ob-
2 

tained using the CMSM approach, and with the experimental results 
11 

of Brion and Tan. We can see that the effect of averaging on the 

static-exchange cross section is to broaden the resonant feature and 

to reduce the cross section. As can be seen in Fig. 2, the CMSM 

fixed-nuclei and vibrationally averaged cross sections exhibit the same 

qualitative trend. However, the CMSM cross sections show a much 

larger drop in the peak cross section due to vibrational averaging. 

Tre experimental total cross section does not show any resonance 
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feature in this channel. 

In this study we have not included the effects of initial or final 

state correlation. One way of estimating such correlation effects is 

by computing the photoionization cross section in both dipole length and 

velocity forms. In Fig. 3 we present the length and velocity forms of 

the vibrationally averaged cross section leading to the C 2~+ state of 
g 11 

CO2+ and compare them to the experimental results of Brion and Tan. 

The difference beiween the length and velocity cross sections can be 
12 

viewed as an estimate of the minimum error due to correlation. 
8' 9' 13 

In actual applications we have found that the exact cross sections 

tend to lie beiween the length and velocity forms, except where auto­

ionization is important. The lack of agreement beiween theory and 

experiment shown in Fig. 3 indicates that correlation effects will have 

to be explicitly included before quantitative agreement will be achieved. 

In Fig. 4 we examine the effects of vibrational averaging on the 

photoelectron asymmetry parameters in the C 2~; channel. We have 

compared the static-exchange results obtained here with the CMSM 
14 

results of Swanson et al. and with experimental data of Katsumata 
15 16 

et al. and Carlson et al. Unlike the experimental total photoioniza-
11 16 

tion cross sections, the experimental asymmetry parameters 

do show a resonant feature at a photon energy of 40 eV, in reasonable 

agreement with the present theoretical results. Once again the vibra­

tlc;-.;:,l averaging of the CMSM results produces a larger quantitative 

change than does vibrational averaging of the static-exchange results. 
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m. CONCLUSION .............. ---...-... 

We have shown that the effect of vibrational averaging on the 

static-exchange photoiorllzation cross section of CO2 leading to the 

C 22:; state of CO2+ is a 15% reduction in the peak resonant cross 

section. A similar reduction in the feature in the computed photo­

electron asymmetry parameters was also obtained. This is in con-

trast to the larger effects predicted by the CMSM calculations. 
2' 14 

It is also of interest to note that the resonant vibrational effects ob-

tained here for the photoionization of CO2 are much larger than those 
17 

obtained by Raseev et aL for the resonant photoionization of N2 
2 + + leading to the X 2: g state of N2 • This seems to follow directly from 

the fact that the shape resonance in CO2 is much narrower than that 

in N2 • 

The present theoretical results do not yet agree quantitatively 

with experimental results. However, the experimental asymmetry 

parameters of Carlson et al. 16 lend strong support to the theoretical 

prediction of a shape resonance occurring in the C 22:; channel near 

a photon energy of 40eV. 
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TABLE 1. Scattering basis sets used with the Schwinger 

variational expression. a 

Number % 
Functions 

7 

5 

3 

7 

5 

3 

6 

5 

5 
5 

4a ~ ka 
g u 

Center 

0 
0 
0 
C 

C 

C 

4a ~ k1T 
g u 

0 

0 

C 

C 

Range of 
I. m Exponents 

0 0 32. 0-0. 5 

1 0 8. 0-0. 5 

2 0 2. 0-0. 5 

1 0 32.0-0.5 

3 0 8.0-0.5 

5 0 2. 0-0.5 

1 1 16.0-0.5 

2 1 8. 0-0. 5 
1 1 8. 0-0. 5 

3 1 8. 0-0. 5 

aThese basis sets are composed of spherical Gaussian functions as 

defined in Eq. (9) and correspond to the set R of Eq. (7). 

bTotal number of basis functions on a given center with the same 

value of I. and m. The exponents of the basis set form a geometriC 

series with a ratio of 2. O. 
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Figure Captions 

Figure 1: 

Figure 2: 

Figure 3: 

Figure 4: 

Fixed-nuclei photoionization cross sections of CO2 lead­

ing to the C 2~; state of CO:. The five curves corres­

pond from left to right to R(C-O) = 2.2996, 2.2443, 

2.1944, 2.1445, and 2.0892 au. One megabarn (Mb) 
-18 2 

is 10 cm. 

Comparison of the CMSM results from Ref. 2 and the 

present static-exchange results for the photo ionization 

cross section of CO2 leading to the C 2~; state of CO:: 

---- cross section averaged over the symmetric 

stretch vibrational mode; - - - - equilibrium 

fixed-nuclei cross section; • - experimental results 

of Brion and Tan from Ref. 11. 

Vibrationally averaged photoionization cross section 

leading to the C 2~; state of CO:: dipole 

length static-exchange cross section; - - -­

dipole velocity static-exchange cross section; .­

experimental results of Brion and Tan from Ref. 11. 

Comparison of the CMSM results from Ref. 14 and the 

present static-exchange results for the photoelectron 

asymmetry parameter for photoionization leading to the 

C 2~+ state of CO:: asymmetry parameter . g 

averaged over the symmetric stretch vibrational mode; 
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Figure Captions (continuation) 

- - - - equilibrium fixed-nuclei asymmetry para­

meter; • - experimental data of Carlson et al. from 

Ref. 16; • - experimental data of Katsumata et al. 

from Ref. 15. 
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ABSTRACTS OF PROP OSITIONS Robert Ro ss Lucchese 
NEW METHOD FOR EFFICIENT COMPUTATION OF }'1CSCF WAVE FUNCTIONS. 
It is proposed that the integral transforma tion method of 
Beebe and Linde rberg will allow the e fficient determination of 
MCSCF wave functions. In the Beebe and Linderberg method , 
repeated integral transformations are performed with great 
ease. Thus, this method should be ideally suited for use in 
MCSCF procedures. Details are given on how this transfo rmation 
procedure would be applied to the SRMCASE method of Yarkony. 
TREATMENT OF POLAR IZAT ION EFFECTS USING A SCffi~INGER VARIATIONAL 
METHOD. It is proposed that the effects of polarization in 
low-energy electron-molecule scattering can be treated using a 
multichannel Schwinger formalism. Polarization pseudo-states 
would be constructed which reflect the effects of the incoming 
electron on the target electrons. These p seudo-states could be 
included in the wave function using the tar get state expansion 
method. The final scattering wave function would then be ob­
tained from a Schwinger variational expression. Application of 
this procedure to e--HZ scattering is discussed. Z + 
MEASUREMENT OF THE POLARIZATION OF FLUORESCENCE OF THE B LU 
STATE OF C02 FOLLOWI NG PHOTOIONIZATION OF COZ' We propose t~at 
the measurement of the polarization of fluorescence of the B E+ 
state of COZ would provide a good comparison between experimen¥ 
and theory. This experiment should also give strong evidence 
for sha~e r esonance s in the photo ionization of COZ leading to 
th e BZE v state of COZ. We h ave computed the expected polariza­
tion uSln g previous theoretical results. 
COMPUTATION OF S-l OSCILLATOR STRENGTH SUM RULE FOR NZ AND CO. 
We propose to calculate the S-l sum rule for NZ and CO using 
standard bound state techniques. The needed matrix elements 
are given and possible basis set effects are discussed. 
A HYBRID ITERATIVE SCHWINGER VARIATIONAL METHOD FOR SCATTERING 
SYSTEMS CONTAINING DIPOLAR POTENTIALS. In the spirit of the 
R-matrix method, we propose to solve the scattering problem 
with long -range potentials by dividin g space into two regions. 
In the inner region where the interaction potential contains 
both local and non-local terms, we will use the itera tive 
Schwinger variational technique to solve the scattering 
problem. In the outer re gion where the potential has only a 
local component, we will use ., the inte gral equations method to 
obtain scatter in g solutions. The form of the integral 
equations method is discussed along with possible applications. 
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PROPOS ITION I 

NEW METHOD FOR EFFICIENT COMPUTATION 

OF MCSCF WAVE FUNCTIONS 

It is proposed that the integral transformation method 

of Beebe and Linderberg will allow the efficient determination 

of MCSCF wave functions . In the Beebe and Linderberg method, 

repeated integral transformations are performed with great 

ease. Thus, this method shou l d be ideally suited for use in 

MCSCF procedures . Details are given on how this transformation 

procedure would be applied to the SRMCASE method of Yarkony. 
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Computing electronic wave func tions for mo lecules whos e 

symmetry co rresponds to non-abelian point groups is in general 

more compliecated than it is for molecules of lower symmetry. 

In fact, for some open-shell systems the standard SCF procedures 

(e.g., Goddard's GVB(l)) are not applicable, since they assume 

a restricted energy expression of the form 

E : 2H.h .. + L(a .. J .. + b .. K .. ) . 
1 11 .. 1J 1) 1) 1) 

1 1» 
(1) 

Yarkony has presented the Symmetry-Restricted Annihilation of 

Singles (SRAS) method, (2) which allows for the variational 

determination of such wave functions. Recently, he has general-

ized the method to compute optimized multiconfiguration wave 

functions. (3,4) The generalized method is called the Symmetry 

Restricted Multiconfiguration Annihilation of Single Excitations 

(SRNCASE) method. The mos t serious computational difficulty 

in this method 1S the need for a full two-electron integral 

transformation during each iteration. I propose to overcome this 

computationa l difficulty by using the novel integral transforma­

tion method of Beebe and Linderberg.(S) 

An MCSCF wave function is the wave function of a given 

form which gives the lowest variational energy. Give n the 

expansion of the wave function in the form 

: Lt .. 1jJ (S , rCl , i , j ) 
i= I m 1J , 

(2) 

j=l,d(i) 
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where w(S , ra ,i,j) 1 S the jth symmetry-adapted configuration 

arising from the ith electron occupancy, and t .. are expansion 
1J 

coefficients. The symmetry-adapted configurations are con-

structed from ~rbitals jr ~ which are linear combinations of 

symmetry-adapted orbitals, given by 

a _ a ( 
J.r ~ - ~C. A a,~) 

m J,m m 
(3) 

where the subscript ~ denotes transformation according to the 

~ th column of the irreducible r epresentation, and A (a,~) is a 
m 

symmetry-adapted atomic orbital. The conditions that the 

function o/(S,r a ) is an energy minimum within the required 

form are 

(4 a) 

and 

8 cc;t E = 0 (4b) 
Jm 

for j occupied orbitals. The SRMCASE method generates the 

optimal wave function using an iterative two-step procedure. 

The first step is the optimization of the configuration 

expansion coefficients t .. with the orbital expansion coeffi-
1J 

cients C~ fixed. This is performed by standard Configuration 
Jm 

Interaction (CI) techniques. (6) The second step is the 

optimization of the orbital expansion coefficients with the 

t ij fixed. This orbital optimization is performed using a 

generalized form of Brillouin's theorem and the Iterative 

Natural Orbital (INO) technique.(7) In the form of a generalized 
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Brillouin's theorem, the second condition, in Eq. (4b), becomes 

<'l' SE ~ (S , r a , 1') I H I 'l' (S , r a) > 
J 

o (5) 

where 'l'SE~(s,ra,l') is the result of an excitation operator 
J 0. 

acting on 'l' (S,r ), which is defined by 

~ { (j rIA )+(ir iA ) 
Jl=l,m(ro.) 

AE{ o. S} (6) 

If the t .. coefficients were known, then the optimum orbitals 
1J . 

could be obtained by performing INO iterations. This involves 

setting up a Hamiltonian ma trix of all such matrix elements as 

in Eq . (5), and diagonalizing it. Next, the one-electron 

density matrix is constructed and diagona lized, yielding a new 

set of orbitals . This procedure could be repeated until 

convergence is achieved. In the present application, both the 

t .. and the orbital expansions must be optimized simultaneously. 
1J 

It has been found(4) that successive alternations of optimiza-

tions of the t .. and the orbitals produced the quickest 
1J 

convergence . 

The optimization of the wave functions, as described 

above, requires the construction of many different matrix 

el ements of the Hamiltonian. These matrix elements are composed 

wi sums of various one- and two-electron molecular integrals. 

Thus every time the orbital basis se ,' is changed by an INO 
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iteration, all of the two-electron integrals must be trans-

formed. 

In actual implementation of any general MCSCF procedure, 

the bulk of the computational efforts will be devoted to the 

r epeat ed two- e l ec tron integral transformations. The transfor­

mation method of Beebe and Linderberg(S) would seem to be 

ideally suited to such applications. I will describe how they 

propose integral tr a nsformations should be performed. Then I 

will describe how Beebe and Linderberg's procedure could be 

utilized with the SRMCASE method described above. 

In discussing the transformation scheme proposed by Beebe 

and Linderberg, consider the one-electron orbitals to be 

composed of functions ~a(r) = <ria>, then let the distribution 

~ k(r) be glven by 

If there are N basis functions ~ , then there will be 
a 

( 7 ) 

M = N(N+l)/2 distributions ~k' The potential due to the two­

electron opera tor V = 1/r12 can be represented by 

M 
E Vlk>[d-llk~<~IV 
k, ~=l 

(8) 

for dk~ = <klvl~>. This reproduces all matrix elements of the 

various distributions exactly, i.e., 
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Beebe and Linderberg suggest that the distribution basis in 

I 
which d is diagonal provides a good representation of V. Here 

the projected potential is given by 

}\ 1 
= 1: V I k> d k I V 

k=l kk 
(10) 

The key point is that, when the eigenvalues of d become small 

enough, the contribution from those small eigenvalues can be 

neglected with no loss in the accuracy of the reproduced 

integrals. Thus the expansion of the potential can be termi-

nated 

v I 
= 1: V I k>cr::' k I V 

k=l kk 

where v<M. With this truncation of the potential, any 

two-electron integral is given by 

where 

(11) 

(lZa) 

(IZb) 

When integrals over a new basis set are required, the distribu-

tion tables are easily transformed using 

N N 
= E E c, Co'oL( O)k 

a=If3=1 a a ~ ~ a , ~ 
(13) 
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This integra l tran sformat ion method seems ideally suited 

for the needs of an MCSCF procedure. The efficiency of the 

Beebe and Linderberg method is dependent upon the actual value 

of v , compared to its ma ximum po ssible value N(N+l)/2. If 

v~N 2 then this procedure will probably not be faster than 

traditiona l transformat ion methods. However, if v~N , as Beebe 

and Linderbe r g suggest as the most probable dependence, then 

in the application to MCSCF methods, this procedure will h ave 

greater efficiency. In thi s case, the transformation of the 

distribution tables would require a computational effort 

proportional to N4 , and each integral would then only take 

N additional multiplications. Thus if all N4 inte grals are 

needed, th e transforma t io n time would be proportional to NS In 

general, an MCSCF procedure would r equire less th an the full 

N4 integrals. It is for this reason that the Beebe and 

Lind e rberg procedure is attractive, since only tho se integrals 

explicitly required would be constructed. 

As was suggested in Ref. 4, the mos t flexible approach 

to implementing the SRMCASE method is probably u s in g some form 

of symbolic formula t ape me thod. The formula t ape method 

consists of symb olic formulas for each Hamiltonian matrix 

element. In the INO procedure described above, each matrix 

element is a sum of contributions from various i nt egrals with 

coefficients which are functions of the t .. coefficients. 
1) 

These symbolic formulas can be computed once, the n reused 

during each iteration, and can also be used again a t different 

geome tri es which have the same symme try. In standard CI 
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procedures, the for mula tape is combined with the transforme d 

integrals to produce the final Hamiltonian. In the present 

u se , the integrals are not formed ahead of time--instead, the 

distribution tables are u sed . The most efficient Ham i ltonian 

construction procedure is that of Yoshimine. (8) This procedure 

would be modified in that, instead of having a certain set of 

integrals held in the computer memory at one time, the appro­

priate distribution tables would be in the core. Then as the 

formulas for each integral are processed, that particular 

integral would be constructed from the distribution tables. 

The formula tape would be organized so that each integral 

would only be constructed once. By using the distribution 

tables in this manner, integrals not required in the construc­

tion of the Hamiltonian would never be computed. 

The use of the Beebe and Linderberg transformation method 

would seem to be the best way to implement the SRMCASE method 

of Yarkony. The chief uncertainty concerning the utility of 

this method is the dependence of v on N. It would seem that 

for basis sets which are of an extended nature v would likely 

be of a lower order of dependence on N, since these high quality 

basis sets are more nearly linearly dependent. That is, in 

such basis sets each new function would be in some part redundant 

as to the information it contains about the potential. However, 

for large molecular systems where minimal basis sets must be 

employed, I would suspect that v might be more nearly propor­

tional to N2 . If the proposed scheme for implementing Yarkony's 

SRMCASE method does prove to be efficient as is hoped, then it 
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might also be competitive with other general MCSCF procedures 

for molecules of low symmetry. 
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PROPOSITION I I 

TREATMENT OF POLARIZATION EFFE CTS 

USING A SCHWINGER VARIATIONAL METHOD 

It is proposed that the effect s of polarization in low­

energy electron-molecule scattering can be treated using a 

multichanne l Schwinger formalism. Polarization pseudo-states 

would b e con s tructed which reflect the effects of the incoming 

electron on the target electrons. These pseudo-states could 

be included in the wave funct ion using the target state 

expansion method. The final scattering wave function would 

then be obtained from a Schwinger var ia tional expression . 

Application of this procedure to e --H Z scattering is discussed. 
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One of the unusual features of electron-atom or electron-

molecule scattering is the very low energy behavior of the total 

elastic cross sections of some systems. In heavy rare gas 

atoms, such as Ar, Kr, and Xe, (1) and in some organlc molecules 

such as methane, ethane, and propane, (Z) sharp minima in the 

elastic electron-molecule scattering cross sections are 

observed with the incident electron having kinetic energy in 

range of O.l-O.Z eV. These minima are known as Ramsauer­

Townsend CRT) minima. In the theoretical study of e--Ar,(3) 

the feature is strongly dependent upon polarization effects. 

Physically, polarization is the redistribution of the target 

electrons due to the presence of the incident scattering 

electron. At higher incident kinetic energy these polarization 

effects become less important and approximations ignoring them, 

such as the static-exchange approximation, are better able to 

describe the scattering process. However, polarization must 

be included to obtain the proper low energy dependence of 

the elastic cross section. 

I propose that a multichannel version of the Schwinger 

variational method using polarization pseudo-states in a manner 

similar to that used by Schneider, (4) should allow the accurate 

determination of low energy polarization effects in electron­

molecule scattering. To demonstrate the proposed method, I 

will consider e -HZ scattering. In this system, the effects 

of polarization can clearly be seen in the low energy elastic 

cross section. At 3 eV the elastic cross section of e--H Z has 

a maximum and falls off towards zero as the kinetic energy of 
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the scattered electron approaches zero. (5) This feature in 

the elastic cross section is due to polarization, since in 

the static-exchange approximation, the cross section rises 

monotonically as the incident electron energy goes to zero. (6) 

A standard procedure for dealing with multichannel 

scattering is the target state expansion method. (7) In this 

method, the total wave function is written as 

(1) 

where {</> . } are eigenfunctions of the target Hamiltonian and 
a 

{X } are one-electron orbitals describing the incident electron. a 

If all target states are included in the expansion,then the 

scattering solution will be exact. In ac tual applications 

the expansion must be truncated. In most cases only a few 

important terms are retained. 

In principle, polarization effects could be treated by 

including enough tar get states in the expansion of the wave 

function g iven in Eq. (1). Unfortunately , the effects of 

polarization are not rapidly convergent with increas ing numbers 

of target states included in the expansion. As discussed by 

Burke and Mitchell,(8) for rare gas a toms, typical ly 50% of 

the polariz a tion effects come from continuum states of the 

t arget . 

A solution no the slow convergence of target states was 

given by Damburg and Karu1e. (9) They suggested tha t inclusion 

of states which reflected the effect of a static electric field 

would be more effective in treatin g the polarization due to the 
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incident electron. Burke et al. (10) showed that this procedure 

substantially improved the results in e--H scattering. 

The method I propose to use to calculate polarization 

pseudo-states is the same as that used by Schneider. (4) This 

method is an adptation of the scheme proposed by McLean and 

Yoshimine to calculate static polarizabilities of molecular 

systems. (11) The first step is to calculate one-electron 

polarized orbitals. This is done by calculating one-electron 

orbitals which are eigenfunctions of an effective Hamiltonian. 

This Hamiltonian has a potential that is the sum of the 

potentials due to the other electrons in the target, which are 

described by the orbitals of the unperturbed system plus a 

potential due to an applied electric field. The electric 

field is simulated by placing a point charge at a large distance 

from the molecule. The point charge must be far enough away 

from the target so that the target wave function does not 

have an appreciable amplitude in the vicinity of the charge. 

The one-electron orbital is obtained by diagonalizaing the 

Hamiltonian in a finite basis set. For the application 

considered here, the basis set used will be a set of Cartesian 

Gaussian functions 

k £ m -a!r-A!2 
= N (x - A ) (y - A ) (z - A ) e --k£m x y z (2) 

where Nk£mis a normalization constant and 6 is the center of 

the Gaussian, which is usually either one of the nuclear 

centers or the center of mass of the molecule. For each 

different occupied target molecular orbital, a different 
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polarization orbital can be constructed. The polarized orbitals 

are then orthogonalized with respect to each other and with 

respect to the occupied :orbitals. 

As Schneider suggested,(4) the target ground state and 

polarization pseudo-states can then be obtained by diagonalizing 

the N+I electronic Hamiltonian in a space spanned by Slater 

determinants constructed from the Hartree-Fock orbitals of 

the ground state combined with the polarized orbitals . The 

one-electron basis set could be even expanded further to 

include more orbitals . This would produce a target wave 

function of increasing complexity, which makes the insuing 

scattering calculation increasingly more difficult . 

The simplest possible form of the Schwinger pseudo-sta~e 

method proposed here for e - -HZ scattering, would be obtained 

by calculating one polarized orbital of a symmetry and to 
u 

compute a scattering wave function which is an expansion of 

three pseudo-states. Thus the total wave function would be 

given by 

~ = ~l + ~Z + ~3 (3) 

where 

(4a) 
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,.". Z 
~ Z = "2[la ala ax BJ -3" g u 

2 
l1[la Bl a ax a J 

"6 g u 

- 2 - Il[l a Bla ax aJ 
"6 g u 

3 
- l1[la Bl a ax aJ 2" g u 

(4b) 

(4c) 

and where l a is the g round ~ate Hartree-Fock orbital and Xl, 
g 

x 2 and x 3 are scattering functions to be determined. 

The Lippmann-Schwinger equation for such an expansion of 

the total wave function is of the form(12) 

X
n(+) = n 

Xo + G(+) (E-E)l:U xm (+) 
o n m nm 

(5) 

where En 1S the energy o f the nth target state and E is the 

electronic energy of the whole system. In a more general 

v e ctor notation, Eq. (5) becomes 

where 

(+) 
X = X +.Q (+) (E)!Jx (+) 

o ", 0 '" 

G(+)(E-E) 0 
o 1 

o •• G(+) (E-E ) 
o n 

(6) 

(7) 

Th e Unm are matrix elements of the potential. For example, in 

ZE scattering the orbital x l has gerade symmetry. In that g 

c as e UZI XI would be given by 
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and 

<aD]bc> (r) 
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3 a(t)bCr') 
c(r)Jdr' ]r-r'] 

Expand the wave function x(+) in a basis set 

x (+) = 

(8) 

(9a) 

(9b) 

(10) 

where the expansion functions are Cartesian Gaussian functions 

o 

<p (r) 
• ct -

(11) 

o 

Then inserting this expansion into a Schwinger expression 

identical in form to that used in the single channel case gives 

for the Schwinger variational T matrix 

where 

T = E U]f. > (D- l ) .. < f.]U 
'" .. " - 1 1J - J '" 

1J 
(12) 
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For elastic scattering 

and 

for i >l, 

with k. = 12CE-E.). 
1 1 

Then the scattering amplitude defined by 

1S given by 

-1 

or, in the cas e considered here 

-1 1 1 ik or' xeD ) .. < f. l:U 1 e - 2. - > 
1J - J m m 

(13a) 

(13b) 

(14 ) 

(IS) 

(16 ) 

The numerical methods for calculating these matrix elements 

would be identical to those presented for the Schwinger 

variational method at the static-exchange level. (13) However, 

it is interesting to look at the partial wave form of the free 

~o ~ticle Greens function. 

standard result(14) 

When E>E the Green's function is the 
n 
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G(+) (E-E or r') 
on ' , 

(17) 

When E<E , as will be the case with closed channels, the Green's 
n 

function is 

G(+)(E-E ·r r') ~ on' , 

where k
n 

~ 12 (E - E) • 
n (18) 

Then note that in terms of modified Bessel functions, CIS) 

j ~ Cikr) ° ~/-,r (k ) 
J. 2KT I~+1/2 r (19a) 

and 

(19b) 

so 

G(+) (E-E ·r r') ~ 
o n' , 

" o~ - ,. J. 

t,m 

(20) 

The im~lementation of this method should be very straight-

forward. All the numerical integrations can be performed by 

known procedures. Since the radial functions for the continuum 
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electron are kno\m explicitly in both open and closed channels, 

the iterative Schwinger variational method could also be 

applied here to obtain improved solutions. (16) The formalism 

developed here is naturally directly applicable to multichannel 

scattering with suitable choice of target states. It would 

seem that just as polarization effects are important near 

zero momentum in elastic scattering, polarization effects 

would be important just after threshold in an inelastic 

channel. It is conceivable that the polarization pseudo-state 

method presented here could also be used to treat inelastic 

polarization threshold effects. 
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PROPOSITION III 

MEASURH1El\T OF THE POLAR I ZA TI ON 

OF FLUORESCENCE OF THE B2E+ STATE OF CO+ 
u 2 

FOLLOWING PHOTOIONIZATIOl\ OF CO 2 

ABSTRACT 

We propose that 

fluorescence of the 

the measurement of the polarization of 

2 + 
B Eu state of CO

2 
would provide a good 

comparison between experiment and theory. 

should also give strong evidence for shape 

photo ionization of CO
2 

leading to the B2E: 

This experiment 

resonances in the 

+ 
state of CO 2 . We 

have computed the expected polarization using previous 

theoretical results. 
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When comparing theoretical quantum mechanical calculations 

of reaction cross sections to experimental data, one usually 

must sum over individual computed cross sections to obtain 

the result equivalent to what is measured. Such summed 

theoretical cross sections can often be more accurate than the 

individual cross sections due to cancelation of errors. Thus, 

it is of great interest to theoreticians when a new experimental 

technique which allows more detailed measurements to be made 

is developed since this allows for more accurate assessments 

of theoretical models. Recently Po1iakoff et a1.(1) have 

reported on such a method which measures the relative contri-

but ions to molecular photoionization corning from degenerate 

continuum states. This method is based on the measurement of 

the polarization of the fluorescence corning from an excited 

ionic state produced by polarized ionizing light. 

Wepropose that the experimental technique of Poliakoff 

et al. (1) be applied to the measurement of the photoionization 

cross sections for producing the BZE: state of co;. The first 

application of this technique was to the photoionization of N
Z 

BZE: state of N; which then fluoresces down to leading to the 

the XZE+ state 
g 

ofN;.(l) The comparison between theory and 

experiment was not very satisfactory in this case. One possible 

indication that the theory is suspect here is that the theoretical 

photoelectron asymm e try parameters are also in poor agreement 

with the experiment. (1) In contrast, the theoretical asymmetry 
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parameters computed for photoionization leading to the B2Z+ 
u 

state of co; a gree fairl y well with the experiment. (2) Thus, 

the proposed e x periment should provide a good comparison with 

theory and thus allow for a more detailed study of temperature 

effects as discussed by Poliakoff et al.(l) 

The fluorescence polarization experiment can be analyzed 

classically for high temperature experiments (high rotation 

quantum number j).(l) The degree of polarization of the 

fluorescence, P, is defined as 

(1 ) 

where I[ [ is the intensity of the fluorescence which polarized 

parallel to the polarization of the ionizing light and I is 
.L 

the intensity of the perpendicularly polarized fluorescence. 

Then P is given by(3) 

(2) 

where a is the average angle between the absorption and 

fluorescence transition dipoles. The photo ionization of CO 2 

can be represented as 

hv 

hv (3) .. 
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and the fluorescence by 

(4 ) 

The B2I + -+ 
u 

x2ng transition of co; produces emission at a 

wavelength of 2890~. This feature is 

ultraviolet spectrum of the atmosphere 

prominent in 

of Hars.(4) 

the 

The average 

an gles between absorption and fluorescence are then given in 

Table I along with the resulting polarizations. ~~en these 

processes are averaged over, we obtain for the "pure ° " g 

photoionization P = -1/13 and "pure IT " 
0g g 

photoionization 

= 1/27. Then defining R as the ratio of the intensities 

P = 

we obtain for the true polarization 

R - 1 

13 + 27R 

(5) 

2 + • 
One particularly interesting aspect of the B Iu channel 1n 

CO
2 

photoionization is the appearance of shape resonances in 

both the 0g and lTg channels. (2) In Fig. la we present the 

theoretical R ratios from Ref. 2 and in Fig. lb we have 

predicted the polarization, obtained by using Eq. (5), which 

should be observed experimentally. As can be seen in Fig. 1, 

the R ratio changes dramatically as a function of energy 

reflecting the ° resonance at a photon energy of 22 eV and the g 

TIg resonance at 42 eV. These large changes in R are directly 

related to the predicted energy dependence of the fluorescence 

poh'rization. 
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We feel that the proposed experimental measurement of the 

fluorescence polarization of 
2 + + 

the B Eu state of CO 2 would show 

dramatic effects due to shape resonant photo ionization and 

should provide a good comparison between theory and experiment. 
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Table I. Average angles between absorption and fluorescence 

for various processes in photoionization leading to 

the B2E: state of co;. 

Continuum Rotational a 

Channel Branch P 

0g PtRt NR+ 45 0 1/7 

0g PtRt ,Q+ 90 0 -1/3 

TT 
g PtRt P+R+ 45 0 1/7 

TT PtRt , g Q+ 90 0 -1/3 

TT Qt , g P+R+ 90 0 -1/3 

rr Qt , g Q+ 00 1/2 

a The notation PtRt , Q+ implies that the process proceeds 
through the P(6j = -1) or R(6j = +1) rotational branches in 
absorption and through the Q(6j = 0) branch in emission. 
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FIGURE 1 

a) The predicted D;/D~ ratios for photoionization 

leading 
2 + + 

to the B Eu state of CO 2 from Ref. 2. 

b) The computed polarization parameter for fluor-

escence 
2 + + 

of the B Eu state of CO 2 : dipole 

length FCHF with correlated initial state; -

dipole velocity FCHF with correlated initial state. 
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PROPOSITION IV 

COMPUTATION OF S _l OSCILLATOR STRENGTH 

SUM RUL E FO R NZ AND CO 

ABSTRACT 

We propose to calculate the S_l sum rule for NZ and CO 

using standard bound state techniques. The needed matrix 

elements are given and possible basis set effec ts are discussed. 
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The moments of the dipole oscillator strength for atomic 

or molecular systems are defined as (1) (in atomic units) 

(1) 

where f(x) . is the oscillator strength for a transition going 
q) 

from the q state (e.g., the ground st a te) to the j state 

(e. g. , an excited state) and is defined as 

(Z) 

The moments corresponding to integer values of k are of interest 

for several reasons. One interesting application involving 

oscill a tor moments is the Stie1yjes-Tchebycheff Moment Theory 

(STMT) approach to the calculation of photoionization cross 

sections dev elope d by Langhoff(Z) and others. Th e STMT me thods 

obtain appro x ima te moments and then invert the moment theory 

problem to obtain the underlying oscillator strengths. Various 

of the moments (also known as sum rules) also have physical 

interpre tations. (1) S_3 is the norm of the first order 

perturbation wave function, wher e the perturbation is an 

electric field. S_Z is the static pol a rizability. S_l is 

known as the size or approximate polarizability of a system, and 

So i s the Reiche-Thomas-Kuhn sum rule and is just equal to 

the number of electrons in the sys tem (in the fixed-nuclei 

appro ximation). 

Here we will discuss the S_l sum rule. As pointed out by 

Berkowitz, (3) this sum rule h as apparently been computed only 

for atomic systems and HZ' We propose to calculate S_l 
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for molecular systems such as N2 and CO. The molecular 

systems N2 and CO are of particular interest since experimental 

estimates of S _l are given by Berkowitz,(3) and these systems are 

small enough so that computation of accurate theoretical S_ l 

sums should be possible. 

The S_l sum rule is obtained from Eq. (1) with k -1, and 

is 

S lex) = 2 L <1J! 111 11J!·><1J!·I11 11J! > , 
- j rq q x J J x q 

(3) 

where the dipol e operator is 

(4) 

Usin g comp leteness of s tates, we can rewrite Eq. (3) to give 

Eq. (5) can then be slightly rewritten to give 

= 4<1J! 1 L x .• x·l1J! > 
qij 1J q 

+ 2<1J! 1l:x~ I1J! > 
q i 1 q 

- il<1J! ILX.I1J! >[2. 
q i 1 q 

(5) 

(6) 

We thus propose to compute the ground state S_l sum rule by 

directly computing the ground state wave function, 1J!q' using 

standard C1 methods(4) and then evaluating the expression 

given in Eq. (6). 
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To evaluate Eq. (6), we need to note that the matTix 

elements needed aTe of an opeTatoT of the fOTm 

M = Lf. + L g... (7) 
i 1 i> j 1J 

which is also the fOTm of the electTonic Hamiltonian. MatTix 

elements of such opeTatoTs between many-electTon wave functions 

which aTe sums of Slater determinants can be computed 

using the Condon-Slater rules.(S) Thus to compute the matTix 

elements in Eq. (6), one could easily modify a standard 

Hamiltonian construction progTam to use products of dipole 

matrix elements instead of the usual two-electron Coulombic 

integrals. Such dipole matrix elements are readily available 

from one-electron pToperty pTogTams. 

The main question here is how accurate must the ground 

state wave function be in order to obtain accurate S _l sums. 

There are two parts to this question. First, what kind of 

one-electron basis set must be used in the C1 wave function; 

and second, what level of excitations, relative to the Hartree-

Fock Teference configuration, must be included in the C1 

expansion? I believe that an extended basis with polarization 

functions would be requiTed since such basis sets are needed to 

obtain accurate one-electron properties of molecular systems. (6) 

One expects that a C1 expansion of the "singles-pIus-doubles" 

type would be adequate for wave functions which are dominated 

by a single reference configuration. 

I think it is interesting to apply such bound state 

techniques as indicated above to the problem of computing the 
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5_
1 

sum which formally involves summations over continuum 

states since such bound state methods can easily include 

extensive correlation effects which are very difficult to 

include in the direct continuum state calculation. Another 

note of interest is that this same technique could be applied 

to computing S+l by computing dipole velocity matrix elements. 
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PROPOSITION V 

A HY BR ID ITERATIVE SCHWINGER 

VARIATIONAL METHOD FOR SCATTERING 

SYSTEMS CONTAINING DIPOLAR POTENTI ALS 

ABSTRACT 

In the spirit of the R-matrix me thod, we propose to solve 

the scattering problem with long-range potentials by dividing 

space into two regions. In the inner r eg ion where the interaction 

potential contains both local and non-local terms, we will use 

the iterative Schwinger variational technique to solve the 

scattering problem. In the outer r eg ion where the potential 

has only a local component, we will use the integral equations 

method to obtain scattering solutions. The form of the integral 

equations method is d i scussed along with possible applications. 
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Th e iterative Schwinger variational method has been found 

to work very well for those problems where the potential is 

of not too long of a range . Thus f o r systems such as e-H Z' 

e-N
2 

and e-C0
2 

scattering,Cl) where the asymptotic interaction 

potential goes as l/r 3 , we have found rapid convergence of the 

iterative method. However, for systems which contain dipolar 

potentials Cl/rZ) such as e - LiH (2) and e-CO+(3), the iterative 

meth od is found to be more slowly convergent. In particular 

in e-CO+ scattering where there are both resonant and non­

resonant scattering effects, we found that it was difficult 

to find a satisfactory initial basis set with which to start 

the iterative procedure. (4) We observed that one basis set 

would work well at some scattering energies while it lead to 

a non-convergent iterative procedure at other energies. 

There are several approaches to solving this problem. 

One suggestion has been the use o f a different variational 

functional. (3 ) Another approach now being considered CS ) is 

the use of the integral equations method of Morrison(6) which 

would treat the static potential exactly and represent the 

exchange terms by a separable potential of the Schwinger 

type.(l) I propose here a third possible approach to the long -

range static 

method, (7) I 

potential problem. In the spirit of the R-matrix 

suggest that for some boundry r = r c ' we can 

compute the scattering wave function for r<r using the iterative c . 

Schwinger variational method, then we could obtain the solutions 

from the integral equations method for r>r~. 
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For most systems of interest all of the non-local potential 

effects (exchange and orthogonality) are of the same range as 

the molecular orbitals. In CO+, for example, (4) the most diffuse 

orbital is very small at r = 20 au whereas the dipole potential 

is only down to 10- 5 by r = 100 au. Thus for the region from 

r = 20 au to r = 100 au, the only interaction potential is a 

static potential which can be most easily be handled by the 

integral equations method of Morrison. (6) By not using the 

iterative Schwinger variational method in this intermediate 

region (r>r ), we hope to improve the convergence of the method c 

in the inner region (r<r c ). 

To see how the integral equations method can be used in 

the intermediate region, consider the potential to be a sum of 

two pieces, V(r) a local potential and V'(r,r') a short range 

non-local potential such that V'(r,r') is zero if r >rc or 

r'>rc . Then assume that we have obtained solutions valid for 

r <rc using the iterative Schwinger variational method which 

satisfy 

r 
= F(r) - l/klo cdr'F(r<)G(r»U(r')\jJc(r') 

r 
- l/kl Cdr' 

o 

r 
F(r<)G(r» ~cdr"U'(r',r") \jJ c(r") 

(1) 

where F are regular (at the origin) zero-potential solutions, and 

G are irregular zero-potential solutions. The equations presented 

here can be viewed as either single channel equations or multi-

channel equations where the functions then represent matrix 

functions. The total solutions t:"en satisfy 
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r r 
- 11k Jocdr'F(r< )G(r» Jo

C dr"U'(r',r")1J!"'(r") 

Assuming that 

for r <rc and matching the functions at r = rc we obtain 

where 

and 

- 11k G(r) J~c dr'F(r')U(r') 1jJ"'(r') 

+ 11k F(r) ~/r'G(r')u(r')1J!"'(r') 

- F(r)B 

r 
KC = - l/ k J

o
c dr'F(r'){U(r')1jJc(r') 

(3) 

(4) 

(5) 

Now we can transform Eq. (3) by rewriting it in terms of 

1jJV defined as 

v '" -1 ,', (r) = 1jJ (r) (I-B) • (6) 

(2) 
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Then Eq. (3) becomes 

¢V(r) = F(r) + G(r)Kc - 11k G(r) ~cdr'F(r')U(r')¢V(r') 

+ 11k F(r) J~ dr'G(r')U(r')¢V (r'). 
c 

(7 ) 

This is then an inhomogeneous Volterra type integral equation 

which can be integrated in a very straightforward manner. (8) 

Once the wave function ¢V has been computed, the physical 

solution WOO can be obtained by matching ¢V and WOO at r = 00 

Doing this we obtain 

(1 - B) = (1 + C)-l 

where 

C 

so that 

11k J: dr'G(r')U(r')¢V (r') 
c 

00 V -1 
¢ (r) = ¢ (r) (1 + C) 

and the final K matrix is given by 

(8) 

(9) 

(10) 

K
OO 

= {Kc _ l/kJ~ dr'F(r')U(r')¢V(r')}(l + C)-I. (11) 
c 

I feel that this hybrid method should allow us to treat 

problems with long-range (1/r2) interaction potentials without 

any loss of efficiency compared to the use of the iterative 

Schwinger variational expression with shorter range (1/r3) 

potentials. Such an improved method would be very useful when 

considering non-syoonetric linear systems such as CO, HCN, NZO 
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and non-linear systems such as H
2

0 and H
2

CO, as well as in 

applications to inelastic scattering. 
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