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ABSTRACT 

The chemistry of the Earth's atmosphere consists of complex networks of 

reactions.  Photooxidation of volatile organic compounds (VOCs) in the 

atmosphere initiates free radical formation.  These radicals attack other 

VOCs to form pollutants and secondary organic aerosols.  Quantitative 

understanding of the radicals and reactions is needed for accurate 

modeling of the atmosphere.  Many species are difficult to study due to 

low concentrations and short lifetimes.  Spectroscopic methods in the 

ultraviolet and visible regions either do not have the sensitivity or the 

specificity to characterize these reactions.  The work here examines the 

chemistry and physics of atmospheric radicals by using the sensitive and 

fast spectroscopic technique cavity ringdown spectroscopy (CRDS), to 

detect transient species in the near-infrared (NIR) region. 

 

The nitrate radical NO3 is a major nighttime oxidant in the troposphere.  It 

is also a classic example of the breakdown of the Born-Oppenheimer 

approximation.  The radical was first observed a century ago in 

atmospheric measurements.  The structures of the three lowest electronic 

state however are still not well understood.  Difficulties arise from the 

non-adiabatic Jahn Teller and Pseudo-Jahn-Teller effects.  In Chapter 3, 

we examine the electronic-dipole forbidden A X  transition of NO 3 in 

the NIR to elucidate the Ã state of NO3.  In Chapter 4, we examine the role 

of NO3 in atmospheric reactions by detecting the peroxy radical 

intermediate of the oxidation of 2-butene by NO3.   

 

The chlorine atom Cl is highly reactive and has been historically 

considered a coastal or marine layer oxidant.  Studies now indicate that Cl 

atoms can play significant roles in urban mainland chemistry.  Isoprene 

and 2-methyl-3-buten-2-ol (MBO232) are two important biogenic VOC 
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emissions.  Isoprene alone is responsible for emissions of 500 Tg C y-1.  

The peroxy radical intermediates of the oxidation of isoprene and MBO232 

by Cl have never been detected using absorption spectroscopy.  Chapter 5 

includes the first preliminary CRD spectra of the A X   transition of Cl-

isoprenyl and Cl-MBO232 peroxy radials in the NIR.  We also outline 

kinetic experiments to measure the rates of reaction between the Cl-

substituted peroxy radicals and nitric oxide (NO) and hydroperoxy radical 

(HO2) under high and low NOx conditions in the troposphere. 
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C h a p t e r  1  

INTRODUCTION  

To everyone who was kind and patient enough to show the world to a 

curious girl, the first chapter is for you. 

 

1.1  The initial conversation 

After a seminar on the quantum mechanics of atomic clocks, I asked a 

visiting scientist how he explained the significance of his work to a 

stranger on a plane.  To my great surprise, he replied, "British maritime 

history."  To my puzzled look, he continued, "When the British ruled the 

seas, they had the best marine chronometer and could calculate 

longitudinal coordinates better than anyone else.  If we want to lead in the 

future, we need to be able to know time to the utmost accuracy."  His 

reply was true but far removed from his earlier talk.  It captured the 

essence of science: the pursuit of basic knowledge with the imagination to 

see the same ideas in the everyday world.  

The everyday world my research occupies is the atmosphere of our planet.  

The Earth's atmosphere can be divided into separate layers, with humans 

occupying the lowest level, the troposphere.  In elementary school, we 

learned that the Earth's atmosphere consists mostly of nitrogen (78%) and 

oxygen (21%).  What was not taught to us was that it is the minority of the 

species (often less than 1 part per million) that drives the chemistry of the 

atmosphere.  The reactions of these few species determine whether we 

have clear skies or smog formation.  
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The quality of the air we breathe has been tied to both the quality of life 

and public health.1-5  The issue is not just an "urban" problem, as winds 

can transport pollutants on both local and global scales.6  While many  

Laboratory work 

Field work 

Model of the 
Atmosphere 

Regulation 

 

Figure 1.1.  Diagram of the relationship among different branches of atmospheric 
chemistry.  Parameters obtained in the experimental (laboratory/field) work are used by 
modelers to describe the chemistry of our atmosphere.  The results are used by national 
and international governing bodies to better regulate the air quality.    

 
reactions begin in the gas phase, the gas species can react further to form 

larger complexes until they begin to coagulate or form particles called 

secondary organic aerosols (SOA).  These aerosols absorb or scatter energy 

from the sun, playing a major factor in determining the Earth's climate.7  

Any regulation on global warming will have to involve understanding of 

the underlying gas phase chemistry forming these aerosols.  

There has thus been both scientific and societal interest in accurately 

modeling the atmosphere of the Earth.  The chemistry, however, is very 

complex with hundreds of reactions going on simultaneously.  

Considerable field work has been done to identify and measure 

concentrations of relevant species.  But where do these species come from?  

How fast do they form?  How fast do they react?  What do they form?  

Answering these questions requires complementary work in the 

laboratory, where the complex network of reactions can be isolated into 

individual reactions (Fig. 1.1).  Some experiments focus on re-creating the 

atmosphere in a more controlled setting.  Chamber experiments involve  
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adding known concentrations of gas phase species into a large Teflon bag 

and measuring product growth over long timescales.  While such studies 

have provided useful data, there are often discrepancies in the 

measurements.  Even a small percentage difference in the yields can lead 

to large errors in the atmospheric models.  Accurate quantification of the 

parameters is thus critical. 

Much of the discrepancy in the chamber experiments could be resolved by 

studying the reactions on shorter timescales.  Due to the transient nature 

of the initiating species, the oxidation or reaction of the compounds occurs 

very quickly, ranging from the microsecond to millisecond timescale.  The 

intermediates formed during oxidation can follow multiple pathways, 

resulting in a large range of products.  If we could probe the intermediates 

directly, we could not only characterize the intermediate, but we could 

also conduct quantitative kinetic experiments, measuring the rate of 

reaction between the intermediate and gas species of interest and 

quantifying product yields of the various pathways. 

Our initial conversation on the Earth's atmosphere has brought us to the 

laboratory to detect specific trace gas intermediates.  That is the magic of 

science.  The atmospheric problem is now a chemical physics problem.  

How does one detect a species that is transient and exists only in low 

concentrations?  How does one detect a species that has never been 

detected?  We explore the answers to these questions in the next section. 

1.2 Detection of transient species 

We would like to detect the transient species in a non-invasive manner.  

Laser spectroscopic methods are ideal, as absorption of low energy 

photons of light does not change the chemical nature of the species but 

allows identification, as compounds absorb energies of light characteristic 
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to their molecular rotations, vibrations, and electronic transitions.  A 

spectroscopic method that is fast and sensitive is also necessary, as the 

species of interest have lifetimes on the microsecond to millisecond 

timescale and are low in concentration.  In our laboratory, we use the 

laser method cavity ringdown spectroscopy (CRDS).8,9  

The sensitivity of spectroscopic methods is related directly to the 

probability of photons interacting with the sample.  The earliest 

atmospheric experiments gained sensitivity by maximizing the pathlength 

of detection.  For example, many people are familiar with current efforts to 

measure ozone levels in the troposphere.  These measurements however 

have a rich history.  In 1881, Hartley measured the ozone absorption of 

ultraviolet (UV) light by pointing a spectrometer at the sun from mountain 

tops across Europe.10  In 1918, a mercury lamp was set in one town and a 

spectrometer was placed four miles away in another valley to measure 

ozone levels directly in the troposphere.11 

 

lamp 

sun 

laser 

detector 

detector 

detector 

 

Figure 1.2.  To achieve enough sensitivity to detect gas phase species in spectroscopic 
experiments, the detector and light source were historically placed kilometers apart.  The 
optical cavity (shown on the bottom) is only a few centimeters in length.  It uses highly 
reflective mirrors such that the effective pathlength the light propagates is equivalent to a 
few kilometers.    
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The measurements were amazing for their time, and there are still 

measurements being done today in which we point a laser to the sky and 

record the observations.  These situations, however, are not ideal for a 

laboratory setting.  One alternative is to place two highly reflective mirrors 

at the end of a sample cell.  When laser light is injected into the cavity, the 

laser pulse is reflected back and forth such that the effective pathlength of 

the cell is equivalent to a few kilometers (Fig. 1.2).  This is the underlying 

idea of CRDS.   

CRDS allows for detection of species below 1 part per million.  To truly 

appreciate the sensitivity of the technique, imagine measuring the height 

of Mt. Everest with a ruler.  To match the relative sensitivity of CRDS, the 

measurement would have to be made with a precision of inches.  CRDS 

also measures samples on the microsecond timescale, as the time of 

detection is related directly to the time it takes for light to be reflected 

about the cavity.  Thus, CRDS is an ideal technique for directly probing 

the intermediates of atmospheric reactions. 

Choosing the detection wavelength is governed by both the characteristic 

molecular trait by which we choose the species to be identified and the 

chemistry which we use to generate the species in the laboratory.  The 

electromagnetic spectrum is shown in Fig. 1.3.  Rotational, vibrational, 

and electronic transitions lie typically in the microwave, infrared (IR), and 

visible/UV regions, respectively.  With commercial availability of sensitive 

detectors and high power laser sources, many experimental studies have 

been done in the visible and IR regions.  While transitional energies are 

distinct to the species, many species absorb similar wavelengths of light.  

Overlapping spectral bands complicates individual identification and 

quantification of species.  
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In this work, we detect gas phase species in the near-infrared (NIR) 

region.  Many species do not absorb photons in this region.  Most 

intermediates of atmospheric reactions are highly reactive species called 

radicals.  These radicals tend to have low-lying electronic transitions in 

the NIR.  We run quantum mechanical calculations on the radical 

structure and electron density to predict the electronic transitional 

energies.  The bands are then detected in the NIR using CRDS.         

γ-ray 
(inner electron) 

 
X-ray 

 

Figure 1.3.  Diagram of the electromagnetic spectrum.  As the wavelength gets shorter, 
each photon of light has more energy.  For each region, the corresponding molecular 
transition is written in the parentheses.  We conduct our experiments in the near-
infrared, examining the rovibronic transitions of various gas phase species. 

Before we conduct any experiments, the radical species must be generated 

in the laboratory.  Often there are many ways to generate radicals.  The 

ideal chemical method produces a high concentration of radicals with 

minimal secondary chemistry.  Byproducts of the radical formation can 

have consequences for both detection and kinetic experiments.  Products 

may absorb in the NIR and interfere with detection.  They or subsequent 

products may react with the radical and complicate measurements of the 

101 10-1 10-3 10-5 10-7 10-9 10-11 λ (nm) 

Radio 
(nuclear/electron spin) 

 

Microwave 
(rotation) 

 

Infrared 
(vibration) 

 

Visible 
(electronic: outer electron) 

 

Ultra-Visible 

(inner electron) 
 

(electronic) 
 

Near-infrared  
 
 

energy 
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reaction rates.  The physical manner in which we produce these radicals 

must also be considered.  Thermal heat, electric discharge, laser 

photolysis, and chemical reactions are only a few examples of how radicals 

have been generated in the laboratory.  Each approach requires a different 

set of chemicals and equipment. 

The chemical methodology we choose is dependent on the purpose of the 

experiment.  If the goal is to detect and characterize the radical, the 

method that produces the most abundant radical concentration without 

spectral interference is chosen.  If the goal is to measure the kinetic rate 

constants, the method that minimizes secondary chemistry is chosen.  For 

kinetic experiments, the physical method of radical production has to also 

allow for time resolution, as it is critical to measure the precise moment 

the radical is formed and begins to react with other gas species.   

The ultimate goal of all experiments is to reproduce the most atmosphere-

like conditions in the laboratory such that measurements made in the 

laboratory can be directly input to the atmospheric model.  Many of the 

ideas behind the chemical methodologies originate from chemical 

reactions in the atmosphere.  Thus, we now discuss the chemistry of the 

atmosphere.  

1.3 The chemistry of the atmosphere: the role of the peroxy radical 

The majority of atmospheric reactions are initiated by the sun.  Stable 

compounds absorb solar energy and break apart into reactive species 

called radicals.  These radicals attack other compounds to generate new 

species.  The new species can continue to react in the gas phase or form 

SOA.  Transport of species from different geographic locations and 

different atmospheric layers plays an important role in the atmosphere.12  

We focus on the chemical reactions in this work.  Only a brief overview of 
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the chemistry is given here, as there are excellent books written on this 

subject.13,14 

Many of the compounds involved in the reactions are volatile organic 

compounds (VOCs).15,16  VOCs include hydrocarbon and oxygenated 

species from both biogenic and anthropogenic sources.  Global biogenic 

VOC emissions contribute more than 1150 Tg (C) yr-1, while anthropogenic 

VOC emissions contribute 100 Tg (C) yr-1.17  In urban areas, 

anthropogenic sources still dominate. 

The largest biogenic non-methane VOC emission is isoprene (Fig 1.4).  

Isoprene is naturally released by deciduous trees and contributes ~500 Tg 

(C) yr-1.14  With two double bonds and multiple attack sites, isoprene is 

very reactive and can form a variety of products from oxidation by 

atmospheric radicals.  The majority of anthropogenic VOC emissions are 

hydrocarbons from car exhaust and petrochemical plants.  A breakdown 

of non-methane VOCs in an urban city such as Los Angeles showed VOC 

contributions from alkane (40-45%), alkene (10%), aromatic hydrocarbons 

(20%), oxygenated species (10-15%), and a small percentage of yet to be 

identified VOCs.18 

* 

* 

* 

* 
 

Figure 1.4.  Isoprene is the most abundant non-methane VOC in the atmosphere.  Upon 
oxidation, various products are formed.  The asterisk (*) labels the various oxidation sites 
of isoprene. 
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.    

The fate of VOCs in the troposphere is tied directly to the formation of the 

peroxy radical intermediate.19  The hydroxyl radical (OH) and ozone (O3) 

are formed during the day:   

OH source:      O3 + hν (λ<336 nm) → O(1D) + O2 (1.1) 

                        O(1D) + H2O → 2OH (1.2) 

O3 source:        NO2 + hν (λ<420 nm) → NO + O(3P) (1.3) 

                        O(3P) + O2 →  O3                                                            (1.4)     

The radical (X = OH, O3) can abstract either a H-atom or react with the 

VOC to form an alkyl radical (R).  In the presence of oxygen, the alkyl 

radical is immediately converted to a peroxy radical.      

VOC + X → R (1.5)  

R + O2 → ROO (peroxy radical) (1.6) 

Peroxy radicals can follow many chemical pathways after formation (Fig 

1.5).  They can react with other peroxy radicals to form carbonyl 

compounds (RHO), hydroperoxides (ROOH), and alcohols (ROH).  They can 

also react with nitric oxide (NO) to form alkoxy radicals (RO), which can 

initiate their own complex network of reactions.20,21  The chemistry of the 

troposphere is often categorized into two domains: low and high NOx 

conditions, in which NOx includes compounds NO, NO2, and NO3.  In 

rural environments with low NOx conditions, the peroxy-peroxy reaction 

pathways dominate.  In urban environments with high NOx conditions, 

the peroxy-NO reaction pathways  dominate

The significance of peroxy radicals can also be understood by their 

relation to other atmospheric networks.  One of the most important 
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questions in tropospheric chemistry is whether we can accurately model 

ozone concentrations.  There is a tendency in popular literature to use the 

misleading terminologies "good" and "bad" ozone.  The "good/bad" refers 

not to the chemical composition of ozone (O3) but to the different roles 

ozone plays in the atmosphere.  In the stratosphere, ozone absorbs 

harmful UV rays.  In the troposphere, ozone or inhalation of ozone is 

adverse to human health.22-25 

X + VOC 

R 
Low NO

 

Figure 1.5.  Schematic of the formation and subsequent chemistry of peroxy radicals.  
The peroxy radical can follow multiple pathways.  Observed products can be grouped 
under low and high NOx conditions.  Measurement of the kinetic rate constants of the 
various species with ROO is critical for accurate modeling of the atmosphere. 

In a polluted high NOx environment, peroxy radicals react with NO to form 

alkoxy radicals and nitrogen dioxide (NO2): 

RO2 + NO → RO + NO2 (1.7) 

NO2 can be photolyzed to form ozone (reactions 1.3-1.4). Thus, the two 

networks are connected.  Peroxy radicals indirectly lead to ozone 

formation, while ozone-initiated oxidation of VOCs leads to peroxy radical 

formation.  There has thus been much effort to characterize the peroxy 

radicals and their chemistry in the atmosphere.  The simplest peroxy 

radicals include the hydroperoxyl (HO2), methyl peroxy (CH3O2), and ethyl 

O2 

       ROO NO2 HO2 

ROOH NO RO2 

ROH, RHO, etc.   RO + NO2 

High NOx x 
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peroxy (C2H5O2) radicals.  Rate constants for these radicals with HO2 

and NO have been measured to model low and high NOx conditions, 

respectively.26,27   

In some cases, the radical can directly add to the VOC to form a 

substituted peroxy radical: 

VOC + X → RX  (1.8) 

RX + O2 → RXOO· (substituted peroxy radical)                                     (1.9) 

The substituted peroxy radicals can undergo similar reactions with NO 

and other peroxy radicals.  There is, however, considerably less work on 

the kinetics and detection of substituted intermediates.  Questions have 

risen with respect to the mechanism and yields of these addition 

reactions.  Does the radical addition lead to formation of substituted peroxy 

radical or is the adduct in quasi-equilibrium with the reactants?  Are there 

new reaction pathways that need to be considered?  Does the substituent 

on the peroxy radical affect its reactivity with other peroxy radicals and NO?  

These issues need to be resolved to gain a full picture of the peroxy and 

substituted peroxy radical chemistry in the atmosphere.   

We have thus far mentioned VOC oxidation by OH and ozone.  Along the 

marine coast, halogens (I, Br, Cl) also influence the chemistry of the 

atmosphere.  Halogens are very reactive, and it is only their general low 

abundance in the atmosphere that limits their importance to non-coastal 

environments.  Recent reports however may change this picture, as 

relatively high levels of nitryl chloride (ClNO2) have been reported 

inland.19,28,29  ClNO2 can photolyze to form both Cl atoms and NO2.  We 

have already discussed the impact of NO2 on ozone levels.  Cl-initiated 

oxidation of VOCs must also be well-characterized.   
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by sunlight: 

At nighttime, there are no longer photolytic sources for OH, ozone, or Cl.  

Instead, another radical, the nitrate radical (NO3), dominates the 

nighttime chemistry.  NO3 is very reactive and oxidizes VOCs as rapidly as 

other atmospheric radicals.  During the daytime, however, NO3 is 

destroyed 

NO3 + hν (λ < 700 nm) → NO + O2                                                                              (1.10 a) 

NO3 + hν (λ < 580 nm) → NO2 + O                                                   (1.10 b) 

At nighttime, NO3 becomes the most abundant oxidant in the troposphere.  

The reaction rates of NO3 with various VOCs have been measured.30,31  

NO3-substituted peroxy radicals, however, have never been detected in the 

gas phase.   

NO3 also has a rich history with other scientific communities and has 

proven to be an equally interesting and challenging problem in itself.  We 

discuss in the next section how the nitrate radical has entertained 

experimentalists and theorists alike in the physical chemistry community. 

1.4 A puzzle for many: the nitrate radical 

N 

O 

 O 

O  

Figure 1.6.  Picture of the NO3 radical.  This deceivingly simple radical has proven to be a 
spectroscopic and theoretical puzzle for over a century. 

Spectroscopic signatures of NO3 were obtained in the visible region as 

early as 1880.32  Consisting of only four atoms, NO3 appeared to be a 

simple system to calculate its electronic structures (Fig. 1.6).  Modeling 
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the states of NO3 is particularly important for accurate simulations of 

NO3 oxidation of VOCs.   

The Born-Oppenheimer (BO) approximation is often invoked to simplify 

quantum mechanical calculations.  The approximation states that as 

electrons are very light in mass compared to nuclei in a compound, they 

should be able to instantaneously adjust to positional changes in the 

nuclei to minimize the overall energy of the compound.  Mathematically, 

the wavefunction describing the electronic and nuclear motion of a 

molecular system can be separated into two functions.  For NO3, however, 

this approximation is no longer valid.  Thus, the quantum calculations 

becomes very challenging, and new theoretical approaches must be 

developed.   

To test and push the development of accurate quantum models, 

quantitative features of the electronic states of NO3 must be measured for 

comparison.  NO3 has been detected in the visible region; however it has 

been difficult to retrieve structural information from these spectra.  

Considerably less work has been done on NO3 in the NIR region.  We 

therefore use CRDS to probe NO3 in the NIR region to elucidate the non-

adiabatic effects of NO3.   

1.5  Summary 

We began with a simple conversation on the composition of the Earth's 

atmosphere and how it was the minority of the gas species that drives the 

chemistry of the atmosphere.  The effect of air quality on public health 

and the role of aerosols in climate change make modeling the atmosphere 

both a scientific and societal issue.  In order to model the atmosphere 

accurately, the complex network of reactions has to be studied in the 

controlled setting of a laboratory.  We use the fast and sensitive 
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spectroscopic method CRDS to study the intermediates of VOC 

oxidation and measure their kinetic rate constants with other atmospheric 

species.   

In particular, we are interested in the tropospheric peroxy and nitrate 

radicals.  The peroxy radical is formed upon VOC oxidation and can follow 

many chemical pathways.  Subsequent products have large consequences 

for the atmosphere, including ozone and smog formation.  The nitrate 

radical is the primary initiator of VOC oxidation at night and can form 

substituted peroxy radicals.  Although a small radical, NO3 is proving very 

difficult to simulate, and more data is needed to better understand its 

non-adiabatic effects.   

In the next chapter, we discuss the method of CRDS in more technical 

terms and provide details of our apparatus.  In Chapter 3, we describe the 

non-adiabatic effects of NO3 and the information we learned from the NO3 

spectra obtained in the NIR region.  In Chapter 4, we discuss detection of 

the NO3 substituted peroxy radicals in the NIR region using CRDS.  

Finally, in Chapter 5, we outline preliminary efforts to detect and conduct 

kinetic experiments on Cl-substituted peroxy radicals.  
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C h a p t e r  2  

CAVITY RINGDOWN SPECTROSCOPY AND THE APPARATUS 

2.1  Introduction to cavity ringdown spectroscopy 

Detection of trace species in the gas phase is of interest to many 

scientific communities, including analytical and spectroscopic chemists.     

Applications range widely, from quantification of intermediates in the 

atmosphere to medical diagnosis to detection of dangerous explosives for 

national security.1-8  A variety of methods have been developed to study 

radicals, including photoacoustic spectroscopy,9-11 laser-induced 

fluorescence (LIF),12,13 and photoionization experiments.14,15  We focus on 

optical cavity techniques in this chapter. 

 

Traditional absorption spectroscopic experiments consist of a sample cell, 

laser source, and detector.  The Beer-Lambert Law states that: 

 

0
 NLI I e           (2.1 a) 

 

where I = the intensity of light transmitted through the sample cell, I0 = 

the intensity of the incident light, σ = the absorption cross section of the 

sample, N = the concentration of the species, and L = the pathlength of 

the absorbing sample.  If the absorption cross section for a sample is 

known, the concentration of the species can be quantified.  Difficulties 

arise when the cross section is small.  The sensitivity of the technique 

could be vastly increased if the pathlength (L) is increased. 
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)

The method is also vulnerable to fluctuations in the laser intensity.  If 

the cross section is small, the Beer-Lambert Law can be approximated as: 

 

0 0 1  ~ (NLI I e I NL         (2.1 b) 

 

With simple algebra, the equation is rewritten as: 

 

0

 


I
NL

I
           (2.1 c) 

 

If ΔI is a small quantity, noise from laser fluctuations masks any 

measured absorption signal.  The ultrasensitive optical cavity technique, 

cavity ringdown spectroscopy (CRDS), addresses both pathlength and 

laser power issues directly.   

 

CRDS has been reviewed in the literature.6,7,16-19  We give a brief history 

and outline of the technique here.  CRDS was developed in the early 

1980s during experiments to measure the reflectivity of mirrors.  These 

methods were quickly adapted to spectroscopic experiments.18  Two 

highly reflective mirrors (R > 99.99%) are placed at the end of a sample 

cell (L) to form an optical cavity.  This arrangement immediately 

addresses the issue of pathlength, as the sample cell of a few centimeters 

becomes equivalent to a pathlength of several kilometers.  The overall 

sensitivity of the system is increased by 103-104 orders of magnitude.  

 

A pulsed CRDS experiment illustrates the insensitivity of CRDS to 

fluctuations in the laser power (Fig. 2.1).  A laser pulse with coherence 

less than L is injected into the empty cavity.  When the pulse hits the 

surface of the mirror before the detector, >99.99% of the light is reflected 

back toward the first mirror.  Some light (T = 1 – R) however is 
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transmitted to the detector.  The pulse travels to the first mirror and 

loses intensity from transmission and mirror diffraction losses before it is 

reflected back to the other mirror.  The transmitted light to the detector 

is less than the previous measurement.  This process repeats until the 

detector can no longer measure the low intensity of the pulse.  The 

pattern of the collected signal is a "ringdown." 

 

 

Optical cavity 
 detector voltage 

time 

laser pulse 

 
Figure 2.1.  Schematic of a laser pulse injected into an optical cavity (L) for a pulsed 
CRDS experiment.  The detector records signal from an empty cavity (bold line) and an 
absorber cavity (dashed line).  The decay is much faster with the absorber cavity.  By 
comparing the rates of decay, the absorption coefficient for the absorber can be 
extracted.  
 

The losses in the empty cavity are described mathematically as:  

 

2 (1 )
2

tc
R

L

  

  

# reflections loss from transmission
total loss # trips

trip reflection

=     

       (2.2) 

 

Following Beer-Lambert's law, we write for the empty cavity 

 

1

0

 


( )
( )

tc
R

LI t I e             (2.3) 

 

and define a time constant or ringdown time τvac: 

 



 21

1
 

( )vac

L
c R

          (2.4) 

 

If an absorbing species is added to the cavity, then the total loss includes 

contribution from the sample absorbance: 

 

2 (1 ) ]
2

tc
R NL

L


  

   

# reflections loss from transmission + absorbance
total loss # trips

trip reflection

=   [   

    (2.5) 

 

where L΄ = the absorbance pathlength, which does not necessarily have 

to equal the pathlength of the optical cavity (L), e.g., the distance 

between the two reflective mirrors.    

 

We then write for the absorbance cavity: 

 

1

0

   


{( ) }
( )

tc
R NL

LI t I e             (2.6) 

 

and ringdown time τabs: 

  

1abs

L
c R NL{( ) }





 

            (2.7) 

 

The difference between the inverse of the absorber and vacuum ringdown 

times is directly related to the absorption coefficient α of the sample: 

 

1 1 
 
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
( )

abs vac

L
N

cL
         (2.8 a) 
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By comparing the rates of decay of a cavity with and without an 

absorber, the absorption coefficient of the sample can be measured.  

CRDS therefore does not suffer from fluctuations in the laser power, as 

the measurements are independent of intensity.     

 

Current research on CRDS is focused on increasing the quality or Q-

factor of the cavity.  The Q-factor refers to the ratio of energy stored in 

the cavity versus the energy that is lost.  Many groups have focused on 

coupling the laser to the modes of the cavity for efficient energy transfer.  

The sensitivities of CRDS and its variants have been reported to be on 

the order of 10-6 to 10-14 per pass.19-34  The sensitivity of our pulsed 

CRDS apparatus is on the order of 10-6 to 10-8 per pass.  Details on the 

calculation of our sensitivity are in  Appendix 2.1.           

 

The absorption coefficient is wavelength dependent.  In expression 2.7 for 

the ringdown constant, both the reflectivity of the mirrors (R) and the 

absorption cross section of the sample (σ) is wavelength dependent.  For 

spectroscopic experiments, both absorbance and vacuum (background) 

ringdowns must be collected at each spectral wavelength of interest.  

There are also other experimental factors to be considered for 

spectroscopic studies. 

  

Lasers in spectroscopic measurements should be chosen such that their 

line widths are narrower than the width of the absorption of interest (Fig. 

2.2).  If a laser interacts with multiple absorption lines, the resulting 

signal has multi-exponential components.  While absorption coefficients 

can be extracted,35,36 the analysis is more involved.  The absorption cross 

section of the sample of interest also cannot be too large.  Otherwise, the 

signal decays so rapidly that the detector cannot collect an adequate 

number of data points for exponential fit of the decay.  Zalicki and Zare 
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calculated that the absorbance has to be less than 0.1(1–R) for 

accurate quantification.35  Thus, CRDS is ideal for spectroscopic studies 

of trace gas species with relatively small absorption cross sections.  

 

broad absorption 

scan 

laser pulse 

 

laser pulse 

scan 

narrow absorption 

 

 
 
Figure 2.2.  Illustrations of a laser (bold line) scanning over broad and narrow 
absorption lines (dotted lines).  When the line width of the laser pulse is wider than the 
absorption lines, problems occur with the analysis, as multiple absorption lines interact 
with the laser, each with a different exponential decay constant. 
 

For a 50-cm cell and mirrors R = 0.9999, the ringdown constant for an 

empty cavity is 16.7 μs.  If we generate 1014 radicals with cross sections σ 

= 10-20 cm2, the ringdown constant becomes 11.1 μs.  Thus, detection and 

kinetic measurements can be conducted on the microsecond timescale.  

We utilize both the sensitivity and fast time response of CRDS to probe 

trace atmospheric radicals in the near-infrared (NIR) region.  We discuss 

in the next section the advantages of NIR detection and how we generate 

NIR light in our laboratory.   

2.2  The Raman cell as a near-infrared source 

While many tunable sources in the visible region are commercially 

available, there have historically been fewer options in the IR and even 

fewer options in the NIR regions.  One of the main spectroscopic 

advantages of conducting experiments in the NIR region is less spectral 

interference.  NIR transitions include vibrational overtones and low-lying 
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electronic transitions of radicals.  The strengths of these transitions are 

orders of magnitude weaker than the line strengths in the visible region.  

Absorption by background species such as water is therefore significantly 

reduced.  There is a trade-off as the radical of interest also has weaker 

absorption cross sections in the NIR region; however a sensitive technique 

such as CRDS can overcome these problems.  The NIR has provided a new 

spectral window for many molecular species.37-42        

Research on new IR sources has exploded in the past two decades.  

Advances include development of quantum cascade lasers, laser diodes, 

fiber optics, supercontinuum sources, and difference frequency 

generation in various crystals.43-50  The expense and simplicity of the 

sources vary widely.  For laboratories that already utilize tunable visible 

sources, one simple and economic method to generate tunable NIR light 

is addition of a Raman cell to the apparatus.  The underlying physics is 

discussed here, along with details of the Raman cell.   

 

The Raman cell consists of a 2-m long metal cell with two silver-coated 

mirrors at each end.  The mirrors have holes in their centers to allow 

passage of light in and out of the cell.  The entrance port of the Raman 

cell includes an additional "pick-off" mirror attached to the mirror mount.  

The silver mirrors and pick-off mirror can be aligned in a multipass 

configuration.  We generally operate in a 3-pass configuration, with 200 

psi hydrogen in the Raman cell.  Specific alignment procedures, along 

with photos of the cell, can be found in Appendix 2.2.  Blueprints of the 

Raman cell have previously been published in a senior member's 

thesis.51      
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Figure 2.3.  Diagram of the Rayleigh and Raman scattering upon interaction of the 
hydrogen molecules with incident light in the Raman cell.  The majority of the light is 
Rayleigh scattered.  Some light however is Raman-shifted to longer (Stokes shift) and 
shorter (anti-Stokes shift) wavelengths.   
 

A diagram of the interaction between the hydrogen molecules and 

incident light is shown in Fig. 2.3.  At room temperature, the majority of 

the hydrogen molecules occupy the ground electronic state.  When light 

enters the cell, the molecules are excited to the virtual states.  The 

virtual states are not electronic states; thus, these are not electronic 

transitions.  Most of the hydrogen molecules relax back to the ground 

state, emitting photons of the same wavelength.  This is Rayleigh 

scattering.   

 

Some molecules, however, relax to the excited vibrational states rather 

than the ground state of hydrogen and emit photons of longer 

wavelengths (lower energy).  This is Raman scattering, with the shift in 

the photon energy called the Stokes shift.  The most intense band results 

from the first order Stokes shift, in which hydrogen molecules relax to 

the first vibrational state.  The second most intense band results from 
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second order Stokes shift, in which hydrogen molecules relax to the 

second vibrational state.   

 

At room temperature, there are some hydrogen molecules that already 

occupy vibrational levels of the ground state.  Upon interaction with light, 

the same scattering phenomena occur.  Some of the excited hydrogen 

molecules can relax to the ground state and emit photons of shorter 

wavelengths (higher energy).  This shift in energy is called anti-Stokes 

shift.  Due to Boltzmann weighting, the intensity of the anti-Stokes-

bands is less than the Stokes bands.   

         

The value of the Stokes shift is species dependent, as it relates to the 

vibrational level of the species.  The Stokes shifts for several gases have 

been reported in the literature, including methane (2916 cm-1) and 

hydrogen (4155 cm-1).52,53  We use hydrogen in our Raman cell.  In a 

typical experiment, the incident light is in the visible region (e.g., λ = 640 

nm at 10 mJ/pulse).  The first and second order Stokes outputs (<1 

mJ/pulse) are then 872 nm (11470 cm-1) and 1367 nm (7315 cm-1), 

respectively.  As we use a tunable dye laser to generate visible light, the 

incident light can easily be tuned to generate tunable NIR light for the 

CRDS experiments. 

2.3  The pulsed CRDS apparatus 

We use pulsed CRDS to study vibronic transitions of atmospheric species 

in the NIR region.  A diagram of the apparatus is shown in Fig. 2.4.  A 

Nd:YAG laser (Continuum NY61, 532 nm at 100-150 mJ/pulse) is fired at 

5/20 Hz to pump a tunable dye laser (Continuum TDL51, Γ = 0.15 cm-1), 

generating 10-15 mJ/pulse of visible light.  Before entering the Raman cell 

(PH2 = 200 psi), the beam is propagated by various optics to reduce hot 

spots and obtain a Gaussian or TM00 mode beam profile.  Telescope lens 
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are used to adjust the beam diameter such that the laser pulse does not 

harm the silver mirrors of the Raman cell.  The beam however is focused 

inside the Raman cell for optimum NIR conversion.   

 

 
Figure 2.4.  Schematics of our pulsed CRDS apparatus.  The HeNe laser is used for 
alignment of the optical cavity.  Each of the components are discussed in the Chapter 2 
appendix.  The sensitivity of the apparatus ranges from α = 10-6 to 10-8 per pass, 
depending on the CRD mirror and ringdown cell utilized in the optical cavity. 
 

Upon exit of the Raman cell, a silicon filter is used to isolate the NIR light 

of interest (< 1 mJ/pulse).  The NIR light is directed toward the optical 

cavity, with another set of telescope lens to re-focus the beam.  After the 

laser pulse enters the optical cavity, NIR signal is focused with a 10-mm 

focal lens and collected by a 1-mm diameter InGaAs photodiode with a 

built-in transimpedance amplifier (Thorlabs PDA 400).  Each decay is 

recorded by a transient digitizer computer board (Gage Compuscope 

14100), operating at 20 MHz sampling rate.  Five to twenty waveforms 

are collected before being averaged and fit with an exponential curve in 

our Labview data collection and analysis program.  An overview of the 
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Labview program is provided in Appendix 2.3.1.  The sensitivity of our 

apparatus ranges from 10-6 to 10-8 per pass.   

 

The optical cavity is shown in Fig. 2.5.  The optical cavity has been 

designed to simply alignment while maximizing flexibility.  Two metal 

flanges with CRD mirrors mounts (Newport) are attached to Pyrex 

couplers that connect directly to the ringdown cell.  Windows on the 

flanges allow NIR light to enter the cell.  They also maintain the pressure 

of the cell.  The flanges include gas ports such that helium/nitrogen 

purge gases can be flowed during the experiments to protect the CRD 

mirrors.  Blueprints of the flanges have been previously published.51   

 

We use a variety of Pyrex and stainless steel ringdown cells for our 

experiments.  The choice of ringdown cell depends highly on the nature 

of the experiment.  Most ringdown cells have multiple ports for chemical 

gas input and pressure readout.  As we conduct most experiments under 

flow conditions, we also connect our ringdown cell to the mechanical 

vacuum pump.  To minimize wall-reactions, many of the cells are coated 

with Fluoropel.  There are various types of Fluoropel.  Some are UV-

sensitive; others do not adhere to stainless steel.  The appropriate 

Fluoropel sample should be used to coat the ringdown cell for each 

experiment.   

 

The volumes of the ringdown cells can also largely vary.  While it is 

advantageous to have larger concentrations of radicals for CRDS 

detection, the mechanical pump has a limited pumping rate.  For large 

volumes, the flow rates of the gases are reduced, increasing the residence 

time of the reacting species inside the cell.  Some radicals have long 

lifetimes (~ms) and can be studied under long residence time conditions.  

In other cases, especially for the kinetic experiments, a small volume cell 
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must be used.  Diagrams of the ringdown cells and a list of our CRD 

mirrors are available in Appendix 2.3.2.  The alignment of the optical 

cavity is also discussed in the appendix. 

 

½” (1.27 cm) 

  Pyrex coupler 
3” (7.6 cm) 

   ringdown cell 

4” (10.2 cm) 

Metal flange with mirror mount for CRD mirror. 
Side port for purge gas to protect the mirror. 

 
Figure 2.5.  Diagram of the CRD optical cavity used in our laboratory.  The ringdown 
cell can be easily decoupled from the apparatus such that we can switch in and out the 
desired cell.  The metal flanges holding the CRD mirrors can also be removed without 
disturbing the ringdown cell such that we can clean or switch the CRD mirrors between 
experiments. 
 
 
We conduct experiments over a large wavelength region of interest.  Due 

to the simplicity of the Raman cell, scanning across a large wavelength 

region  mostly involves changing the dyes of the dye laser and the CRD 

mirrors of the optical cavity.  For each dye change, the dye laser is 

realigned and optimized for power.  The position of the dye laser 

wavelength is also recalibrated.  We use a combination of optogalvanic 

spectroscopy and CRDS for calibration.  Details are available in Appendix 

2.3.3.  The recipes for the various laser dyes covering the 580-670 nm 

region are also provided in the appendix.   

 

In general, the Nd:YAG and dye lasers used in the apparatus are very 

durable and, with basic maintenance, can be used for a long time in the 

laboratory.  We provide notes on the general maintenance of the lasers in 

Appendix 2.3.4.  We also utilize a third laser for many of the kinetic 
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experiments, the fluorine excimer laser.  The fluorine excimer laser 

(Lambda Physick LPF 220, 193/248 nm: 60-150 mJ/pulse) generates  

high energy UV pulses to initiate radical formation.  We control the 

timing between the firing of the fluorine excimer and Nd:YAG (probe) 

lasers such that time-resolved measurements can be made.  The timing 

conditions are discussed in Appendix 2.3.5.   

 

The shape and size of the excimer beam are controlled by two optical lens, 

an UV fused silica plano-convex cylindrical lens (Thorlabs F-500mm) and 

an UV plano-concave lens (Edmund Optics 50.8 mm x 100 FL).  The 

excimer beam is focused 0.5~1-cm wide and stretched to match the 

dimensions of the quartz window of the ringdown cell.  Measurements of 

the excimer power are made at both the exit of the laser and directly 

before the ringdown cell.  This is especially critical in the case of 193-nm 

light, as absorption by oxygen greatly decreases the power of light over a 

long distance.  We use a beam blocker, in conjunction with a power 

detector, to check that the excimer beam profile is uniform.  

 

Photolytic chemical systems are also used to characterize the excimer 

laser source.  We align the UV lenses to maximize radical production.  If 

the reactant concentrations and the photolysis rates are known, we can 

quantify the amount of radical formation and directly calculate the 

energy of the excimer pulse inside the ringdown cell.  Specific details are 

given in Chapter 5.  Discussion on the chemical methods and modeled 

kinetics of nitrate and substituted peroxy radicals are reserved until their 

respective chapters.  
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2.4 Summary 

In this chapter, we discussed the chemical physics behind CRDS and 

provided details of the pulsed CRDS apparatus used in our experimetns.  

The advantages of spectroscopic studies in the NIR region were also 

outlined.  The appendix for Chapter 2 contains a detailed account of the 

lasers and computer programs used in our laboratory.  Appendix 2.4 is 

particularly recommended for persons interested in working in the 

laboratory, as it reviews many lab safety issues.  

 

As we better understand the CRDS apparatus, we discuss in the next 

chapters the different chemical systems and radicals probed by the 

apparatus.  In Chapter 1, we showed that the understanding of the 

Earth's atmosphere involves elucidation of both the chemical physics and 

kinetics of a radical.  We begin in the next chapter with a chemical 

physics perspective.  The problem however maintains a firm root in 

atmospheric chemistry, as we focus on analysis of the most important 

nighttime oxidant in the troposphere, the nitrate radical. 
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A p p e n d i x  f o r  C h a p t e r  2  

Appendix 2.1  Calculation of the sensitivity 

In section 2.1, we wrote an expression for the absorption coefficient 

(2.8a).  We rewrite the equation here in terms of absorbance as: 

 

1 1 1
( )

abs vac vac abs

L L
A NL

c c


   
           (2.8 b) 

 

At the beginning of our experiments, we collect ten ringdown signals and 

calculate both the standard deviation and average of the ringdown 

constants.  Depending on the alignment of the optical cavity, values for 

Δτ/τ range from 0.1-0.7 %.  The distance between the CRD mirrors is 

determined by the length of the ringdown cell (L = 40-70 cm); the 

reflectivity of our mirrors (R) range from 0.9995-0.9999%.  A diagram of 

the ringdown cells and a list of CRD mirrors are provided in Appendix 

2.3.2. 

 

Suppose L = 70 cm, Δτ/τ = 0.4%, and 1/τ = 67000 (corresponding to a 

ringdown time of 15 μs).  The sensitivity or minimum absorbance is: 

 

7
10

70 0.4
67000 6.3 10  minimum absorbance/pass

3 10 100
                                      = 0.63 ppm/pass

A     
  (A-2.1) 

 

Sensitivity is often reported as the value for which the observed 

absorption has a signal-to-noise ratio (S/N) = 3 or 5.  The calculated Amin 

is multiplied by the desired S/N accordingly. 
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The sensitivity can also be reported to take into account the length of 

the sample cell and the number of ringdown signals averaged for data 

analysis: 

 

9

1
8 2

8.9 10  min absorbance/cm

# avg ringdowns 10
1.26 10 min absorbance/cm/Hz

repetition rate of laser 5 Hz

A
L

A A
L L





 

    

 

                  (A-2.2 a-b) 

 

Thus, special attention should be given to the units for comparison of 

sensitivities of different apparatuses. 

Appendix 2.2  Photos and alignment of the Raman cell 

This section provides instructions on how to align the Raman cell with a 

HeNe laser.  The HeNe light is guided into the Raman cell through the 

entrance port and is reflected back and forth in the cell n number of 

times before exiting the cell.  Alignment is easier once the components of 

the Raman cell are understood.     

 

The Raman cell in our apparatus consists of a 2-m stainless steel tube 

with mirror/flange attachments at each end.  Blueprints of the Raman 

cell have been published.1  A basic diagram of the Raman cell is shown 

in Fig. A-2.1.  The viewport consists of a window connected to a metal 

piece (copper gasket seal).  The metal piece lowers a contraption with two 

small mirrors into the Raman cell.  The contraption is high enough that 

it does not interfere with the passing light beam.  The mirrors are angled 

such that the entrance and exit of the Raman cell can be viewed from 

inside the cell.   
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p-gauge 
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the cell with window 

Contraption 

 
 
Figure A-2.1  Diagram of the 2-m stainless steel Raman cell used in the laboratory.  
Individual components are highlighted, including the exit and entrance flanges and the 
viewport.   
 

The metal flange that bolts to the exit side of the cell (o-ring seal) has 

attachments on both sides of the flange.  A small flange holding a BK7 

window (o-ring seal) is attached to the center of the flange surface facing 

outside the cell.  A mirror mount holding a modified 3-inch diameter 

silver-coated mirror is attached to the flange surface facing inside the cell.  

to the inside mirror mount 

Flange facing inside  
the cell with slit mirror 

Flange facing outside  
the cell with window 

Small flange  
as seen from the viewport 

The small dot in the bottom 
right corner is the pick-up 

mirror. 

exit entrance 
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The knobs to the mirror mount are bored through the flange such that 

adjustments can be made from outside the cell.   

 

The metal flange that bolts to the entrance side of the cell (o-ring seal) 

has a BK7 window (o-ring seal) located in the upper left corner of the 

flange surface facing outside the cell.  Removal of the flange reveals a 

small flange inside the cell, directly attached to the stainless steel tube 

by four long screws.  A tiny mirror mount for the "pick-up" mirror is 

located at the bottom of the screws.  A larger mirror mount, supporting a 

3-inch slit silver-coated mirror identical to the one on the exit flange, is 

on small flange itself (Fig. A-2.2). 

 

Front view

Slanted view

Side view
Pick up mirror

Ag mirror

Front view

Slanted view

Side view
Pick up mirror

Ag mirror

 
 
 
Figure A-2.2.  Photos of the small flange on the entrance side of the Raman cell.  The 
photo of the front view of the small flange shows a circular shape cutout.  One would 
assume that the cutout is centered with the window on the entrance flange.  Closer 
examination however shows that there is a slight misalignment of the two pieces and 
the “center” of the window is the marked red spot in the photograph. 
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Alignment of the Raman cell is recommended for two people.  The 

procedure is as follows: 

 

1.  Remove the entrance and exit flanges.  Use two mirrors to guide a 

HeNe laser beam directly through the cell, preferably traveling through 

the marked spot (Fig. A-2.2).  As the cell is 2-m long, the HeNe beam 

tends to hit the inner walls.  Vertical alignment of the HeNe beam is 

recommended before horizontal alignment.  The two mirrors will be called 

the "HeNe mirrors" in the following instructions.  

 

2.  Re-attach the exit flange.  To minimize leaks, grease the o-rings with 

Apiezon L.  From the viewport, check to see whether the beam is hitting 

the silver mirror mounted to the exit flange.  Adjust the HeNe mirrors 

accordingly.  Arrange two irises to mark the HeNe beam pathway.  From 

this point on, do NOT touch the HeNe mirrors. 

 

3.  There are two mirrors mounted on the entrance side, the pick-up 

mirror and the silver coated mirror.  The Raman cell can be aligned like a 

Herriot cell for n(odd) passes.  The beam is reflected by the silver-coated 

mirrors on the exit and entrance sides until the last pass, in which the 

beam hits the pick up mirror and is guided outside the Raman cell 

through a window.  Difficulty in the alignment differs greatly on the 

choice of configuration. 

 

For conversion to second order Stokes, a 3-pass configuration is 

sufficient.  Simply, adjust the mirror mount on the exit flange such that 

the HeNe beam is directed towards the pick-up mirror.  This can be 

observed through the viewport. For a 3-pass configuration, the silver- 

coated mirror on the entrance port never has to be touched. 
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4.  Adjust the pick-up mirror mount such that the beam is traveling 

through the center of the window on the exit side.  The HeNe beam 

should be visible outside the Raman cell.  Put the entrance flange back 

on the Raman cell. 

 

5.  Once HeNe alignment is completed, pump down the cell and do a leak 

test of the Raman cell.  Water from the air can contaminate the cell.  If 

the cell is not leaking, fill the cell with hydrogen gas (~200 psi).  Replace 

the HeNe laser with the laser of interest and align with the same irises.  

Minor adjustments may have to be made, but Stokes and anti-Stokes 

outputs, in addition to the origin laser beam (Rayleigh-scattered light), 

should be observed from the exit of the Raman cell. 

  

In the CRD experiments, visible light from the dye laser is injected into 

the Raman cell.  The conversion efficiency of the visible light to NIR light 

is inversely proportional to the diameter of the beam.  The silver mirrors 

are however easily damaged by focused light.  Telescope lens (- and + 

focal lens) can be arranged such that the laser beam is large entering the 

cell but focuses in the middle of the cell.  While the alignment can be 

done with a HeNe laser, re-check the focal point with the dye laser 

output before directing the dye laser light into the cell. 



 41
Appendix 2.3  Details of the pulsed CRDS apparatus 

A-2.3.1 Overview of the Labview programs 

Our data collection and analysis programs are written in Labview version 

8.5.  The current programs are outlined here.  Codes for the programs 

can be found on the Okumura acquisition computer, under folder "Noyes 

105 Data Programs." 

 

The main data collection program is called "mainprogram_excimer2.vi."  

The front panel is shown in Fig. A-2.3.  Each Boolean option opens a 

subprogram that carries out the selected function.  The "Diagnostic" 

option opens the "readboard.vi" subprogram to collect and analyze 

ringdown signals.  The "Move the dye laser" option opens the 

"movedyelaser2_dr.vi" subprogram to change the wavelength of the dye 

laser and thus the wavelength of the NIR light used in the CRDS 

experiments.  The "Excimer on and off" option controls firing of the 

excimer laser.  Finally, the "Scan region" option utilizes all listed 

subprograms to collect CRD spectra.   

 

The "readboard.vi" subprogram works directly with the digitizer board 

(Gage CompuScope 14100) installed on the acquisition computer to 

collect decay signals from the detector of our CRDS apparatus.  The 

subprogram serves as an interface to the digital oscilloscope such that 

the voltage scale and sampling rate can be adjusted.  Data collection 

begins when the program receives a trigger TTL pulse from delay 

generator (BNC 555).  The delay generator controls firing of all lasers in 

the CRDS apparatus (Appendix 2.3.5).  The ringdown signal is collected 

and fit to an exponential decay.  Both the ringdown constant and its 

inverse are reported.  The number of acquisitions can also be adjusted in 

the subprogram.    
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Figure A-2.3.  A snapshot of the front panel of the main data collection program 
"mainprogram_excimer2.vi"  Spectra with the excimer on and off are plotted below the 
panel, such that the user can observe the spectra as data is collected 
 

The subprogram "movedyelaser2_dr.vi" controls the position of the dye 

laser through DAQ card (NI USB-6008).  The DAQ card sends a TTL 

pulse to a step motor connected to the grating of the dye laser.  The step 

motor rotates counter or counterclockwise, according to high or low 

voltage input from the computer.  Given two dye laser positions (nm), the 

subprogram calculates how many TTL pulses need to be sent to the step 

motor to adjust the grating of the dye laser accordingly.  Details of the 
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circuit connecting the DAQ card to the dye laser step motor are 

available in Appendix 2.3.4.   

 

Collection of CRD spectra is more involved.  Before any scan, the settings 

in "readboard.vi" should be selected and saved in the file.  The gage 

board settings cannot be changed once the scan is started.  To collect a 

spectrum with the excimer continuously on, the front panel options 

"scan region" and the "excimer on and off" should be highlighted 

simultaneously.  To collect a spectrum with the excimer off, the "excimer 

on and off" button should not be highlighted.  The beginning and end 

wavelengths of the scan and the step size of the scan are manually 

entered in the front panel.  The wavelengths refer to the position of the 

dye laser.  Thus, for scans in the NIR region, the appropriate wavelengths 

in the visible must be selected.  For example, to scan the 7000-7100 cm-1 

range, the difference in indexes of refraction for air and vacuum must be 

taken into account (Appendix 2.3.3) before calculating the corresponding 

wavelengths of light in the visible, 653.4-648.7 nm. 

 
correct index of refraction-1 -1

7

7

7000 7100 cm 6995 7105 cm

10
 = 653.4 nm 

6995 2 * 4155(Stokes)

10
 = 648.7 nm

7105 2 * 4155(Stokes)

  





    (A-2.3) 

 

The step size of the scan refers to the number of TTL pulses that are sent 

to the step motor before data collection.  The "motor stepsize" on the 

front panel provides the effective nm-wavelength scale for one TTL pulse.   

 

The program automatically saves a text file with all the wavelengths and 

inverse ringdown time constants at each scanning point.  The averaged 
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ringdown signals for each scanning point can also be saved in separate 

text files by selecting "Click if you want to save the ringdowns during 

your scan" on the front panel.  Once all the options have been selected or 

entered, the main program can be run.  The program will ask the user to 

check the gage board settings and scanning range before initiating the 

scan. 

 

The main program calls the "movedyelaser2_dr.vi" to move the position of 

the dye laser to the starting wavelength of the scan.  The "readboard.vi" 

collects and fits the ringdown signals.  The "corrected" dye laser position 

(see Appendix 2.3.3) and inverse ringdown constant are plotted on the 

main screen.  The "movedyelaser2_dr.vi" then moves the dye laser by the 

user-selected step size.  The process repeats until the end of the 

scanning range.  If the scan has to be stopped during the middle of the 

experiment, the "Stop" Boolean button, and not the "Stop" of the 

"mainprogram_excimer_2.vi," should be selected.  

 

To collect simultaneous spectra during a photolysis experiment for 

excimer on and off, select the "excimer scan on/off" button located at the 

bottom of the front panel.  The Boolean "Excimer on and off" button 

should not be selected.  Instructions for other inputs remain the same.  

Once the scan is started, the main program uses an additional 

subprogram to control the firing of the excimer laser.  Specific details of 

the external control of the excimer are reserved until Appendix 2.3.5.  To 

briefly summarize, the computer controls a delay generator connected to 

the excimer such that the excimer fires at a specified time before the 

ringdown signal is collected by the detector.  At each scanning 

wavelength, the main program turns the excimer on and collects the 

ringdown signals using "readboard.vi."  After the averaged ringdown 
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signal has been collected, the computer turns off the excimer and 

repeats the collection of ringdown signals.  

 

We mainly use the previous program for data collection.  When we switch 

laser dyes, we use the Labview program "Calibration of the dye laser.vi" 

to calibrate the position of the dye laser in the visible region.  Specifics of 

the calibration procedure are provided in Appendix 2.3.3  The program 

has a very similar format to the main data collection program.  The main 

difference is that the program collects optogalvanic spectra rather than 

CRD spectra.  Thus, the "readboard.vi" is replaced by "optogalvanic.vi", 

which analyzes optogalvanic signals by integrating the areas beneath the 

signals.   

 

Smaller subprograms are stored in the "Noyes 105 Data Programs" folder.  

Most do simple calculations such as determination of the residence time 

given the voltage of the flow meters.  One program compares CRD 

background spectra with a reference water spectrum to calculate the 

concentration of water in the cell.  Labview significantly eases the daily 

operation of the apparatus; thus future lab members should continue to 

update and add to the current collection of programs and subprograms.  

A-2.3.2 Components of the optical cavity 

A diagram of the optical cavity was shown in Fig. 2.5.  We use a variety of 

ringdown cells in our laboratory.  For long residence time experiments, 

we use long multi-port Pyrex cells (Fig. A-2.4).  For photolysis 

experiments, we use stainless steel cells with quartz windows of various 

sizes (Fig. A-2.5).  We also use multiple CRD mirrors to scan different 

regions of interest.  A list of the current CRD mirrors in the laboratory is 

provided in Table A-2.1.  1" Teflon adapters are used to mount smaller 

diameter (0.8 ") mirrors into our 1" Newport mirror mounts.   
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Figure A-2.4. Schematic of  Pyrex cells used for long residence time CRD experiments.   
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Figure A-2.5.  Schematic of stainless steel cells with quartz windows used for CRD 
photolysis experiments   
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able A-2.1.  List of CRD mirrors in the laboratory.  The eT

u
 

On-axis alignment of the optical ca

2

 

1.  Turn on the HeNe laser.  A second mirror is inserted before the optical 

cavity along the path of the NIR beam.  Mount the ringdown

b

 

2.  If the irises have already been set to define a straight path through 

the ringdown cell, use the two mirrors to align the HeNe beam through 

the irises.  Otherwise, align the beam such that the HeNe goes through 

the center of the ringdow
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3.  The detector (Thorlabs PDA 400) is mounted to a two-dimensional 

micrometer translational stage.  Although the detector consists of an 

InGaAs photodiode, it can still detect light from the HeNe laser.  Insert a 

focal lens between the detector and exit of the ringdown cell such that 

the beam focuses before or after the surface of the photodiode.  Adjust 

the vertical and horizontal positions of the detector to maximize the HeNe 

signal on an oscilloscope. 

 

4.  The CRD mirrors should be cleaned before alignment.  The "drag-

drop" method with methanol works well for most NIR CRD mirrors.  On 

the side of the ringdown cell closest to the detector, mount the metal 

flange with the first CRD mirror.  The reflective or coated surface should 

face inward.  Part of the HeNe beam will be reflected.  Use the mirror 

mount on the flange to direct the HeNe beam through the irises.  Run the 

purge gas slowly to protect the CRD mirror from water in the air.  

 

5.  Mount the second flange with the second CRD mirror on the cell.  

Turn off the purge gas.  Although the HeNe beam is hitting the non-

coated side of the mirror, part of the beam will be reflected.  Use the 

mirror mounts to direct the HeNe beam through the irises.   

 

6.  After both mirrors have been mounted, evacuate the cell.  Turn off the 

HeNe laser and remove any mirrors blocking the pathway of the NIR light.  

Turn on the Nd:YAG and dye laser.  Use an NIR card and a set of mirrors 

to align the NIR beam through the same irises.  A ringdown signal should 

be observed on the oscilloscope.  Adjustments can be made to the 

mirrors along the NIR pathway to achieve a good ringdown signal, i.e., a 

ringdown signal with a single exponential decay.  The positions of the 

CRD mirrors can also change upon pressure change.  Minor corrections 

can be made by adjusting the CRD mirror mounts.  The Labview 
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"readboard.vi" program is used to analyze the ringdown signals on the 

computer. 

 
A.2.3.3 Calibration of the spectra 

 

Calibration of NIR spectra involves two stages.  First, the position of the 

dye laser is calibrated in the visible region using an optogalvanic 

spectroscopy apparatus.  Second, the exact Stokes shift of the hydrogen 

gas is determined for calibration in the NIR region using our pulsed 

CRDS apparatus.  We begin our discussion with the first stage of 

calibration.  

 

There are three parameters of interest in the Labview data collection 

program with respect to the calibration of the wavelength of the dye laser: 

1) the current dye laser wavelength (nm), which is stored in a file: 

"dyelaserposition.txt" 

2) the step size of the dye laser motor (nm/TTL pulse), which is stored 

in a file: "stepsize.txt" 

3) the index of refraction, which is stored in a file: 

"indexofrefraction.txt" 

The first two parameters calibrate the wavelength of the dye laser output, 

as the beam is propagated through the air.  We use the optogalvanic 

apparatus to adjust the two parameters.   

 

Optogalvanic spectroscopy has been reviewed by Barbieri and Beverini.2,3  

The methodology is quick, inexpensive, and spectrally precise.  The 

approach can be better understood by examining a diagram of the 

apparatus (Fig. A-2.6).  In principle, any gas can be used.  We use neon 

(Ne) gas due to the high number of atomic lines in the visible region and 

the NIST database of the Ne line positions.4  The diagram shows a circuit 
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with a  simple $0.40 neon lamp.  The signal-to-noise (S/N) can be 

vastly improved by using a hollow cathode tube filled with neon.  The 

basic components and underlying science of the apparatus remain the 

same. 

   

Power supply 
(Lambda LQD 425) 

Neon lamp 
(GE A-9A, NE-2) 

R = 110 kΩ 

C = 0.15 μF 

 
Dye laser 

Computer 
(Gageboard) 

 
Figure A-2.6.  Diagram of a basic optogalvanic apparatus that can be made from a 
cheap neon lamp. For better S/N, the neon lamp is replaced with a hollow cathode tube 
filled with neon and another homemade optogalvanic circuit (dashed square).  The 
essential components of the two apparatuses remain the same.   
 
The power supply provides current to the lamp.  The Ne lamp begins to 

glow orange, as the gas is discharged.  When light is shined on the neon 

discharge, populations of the excited and ground state neon atoms are 

affected.  These effects are observed externally by changes in the 

conductivity of the lamp in the circuit.  The change in the current can be 

measured directly by probing the voltage across the resistor (R).  The 

change becomes more pronounced when the light is resonant with an 

atomic transition of neon.  Cartoon depictions of the signal are shown in 

Fig. A-2.7. 
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Figure A-2.7.  Carton depictions of the voltage readout from an optogalvanic apparatus 
when the light is resonant (dark line) and non-resonant (dotted line) with a neon 
transition.  The area underneath the voltage signal can be positive or negative 
depending on the sampling window.  Sampling window A results in a positive sum or 
peak while sampling window B results in a negative sum or peak.  Sampling window B 
results in a better S/N peak.     
 

Elucidation of the time response is beyond the scope of this work.  We 

instead probe the circuit for large changes in the voltage to identify the 

neon transitions.  As the Ne transitions are known to high accuracy, the 

signals can be used to calibrate the dye laser position.  We therefore use 

the Labview program "Calibration of the dye laser.vi" to scan the dye 

laser and collect signal from the optogalvanic apparatus at each 

scanning point.   

 

The optogalvanic signal is processed in the Labview subprogram 

"optogalvanic.vi" using a simple box integrator.  The area underneath the 

voltage signal is calculated and plotted against the wavelength.  Areas 

underneath negative voltage signal is considered "negative."  Depending 

on the shape of the signal and sampling window, the resultant sums can 
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be positive or negative (Fig A-2.7).  The peak position, however, should 

not change.  To maximize the S/N of the peak, the sampling window 

should be chosen to contain the largest absolute change in the voltage 

signal.  Optogalvanic spectra collected in various visible regions are 

shown in Fig. A-2.8.  Recipes for the laser dyes used in the dye laser for 

each scan are listed in Table A-2.2.      

 

         Laser Dye             Wavelength Range    Oscillator & Amplifier 

 

        Oxazine 720      664 - 672 nm          117.5 mg/0.87 L & 69.3 mg/0.82 L 

             DCM       620 - 653 nm             22 mg/0.9 L & 158.3 mg/0.9 L 

Rhodamine perchlorate 640            608 - 622 nm             192 mg/0.9 L & 101 mg/0.9 L 

           Rh 640       603 - 613 nm            143 mg/1.0 L & 19.0 mg/1.0 L  

      Rh 610 + Rh 640                      594 - 610 nm        19.2 mg Rh640 + 34.1 mg Rh 610/0.9 L 

             & 9.6 mg Rh 640 + 16.8 mg Rh610/0.9L  

Rhodamine chloride 610                  583 - 597 nm             96 mg/0.9 L & 33.7 mg/0.9 L 

 
Table A-2.2.  List of the dye laser recipes used in the experiments.  The solvent for all 
mixtures is high grade methanol (water < 0.1%). 
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Figure A-2.8.  Optogalvanic spectra collected in the visible regions using different laser 
dyes.  The frequency axes and the neon lines are all in units of nm.  The y-axis is 
arbitrary, as depending on the alignment, the relative intensities of the bands change.  
The line positions however are unaffected. 
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Each peak in the optogalvanic spectra can be fit with a Gaussian line 

shape to calculate the center of the peak: 

 
2

2
( )

2

x b

cy Ae



           (A-2.4) 

 

where A = amplitude of the peak, b = center of the peak, and c = width of 

the peak.  The centers of the peak are compared to the Ne lines from the 

NIST database.  Ideally, we analyze three peaks evenly spaced across the 

scanning range; however, as long as the lines are far apart, the analysis 

works well with even two lines.  If there is a systematic difference 

between the data and NIST frequencies, we move the laser to the peak of 

interest and adjust the parameter "current dye laser position" to the 

equivalent NIST frequency.  If the differences are not systematic, we 

adjust, in addition, the parameter controlling the step size of the motor.  

We first move the laser to the peak of interest and correct the "current 

dye laser position" as before;  we then adjust the "step size of the motor" 

by: 

 

|NIST peak 1 - NIST peak 2| 
new step size = 

|data peak 1 - data peak 2|
current step size

     (A-2.5) 

 

The parameters described above involve corrections to the dye laser 

output as it propagates through the air.  Many of our experiments, 

however, are done under vacuum.  We must take into account the 

difference between the indexes of refraction of air (nair ≠ 1) and vacuum 

(nvac = 1).  

 

vac
vac dye

air air air

c
c

n n n
c               (A-2.6) 
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In the Labview program "Calibration of the dye laser.vi," we process all 

positions based on the wavelength of the dye laser λdye.  For vacuum 

experiments, we switch to the "mainprogram_excimer2.vi."  The program 

multiplies the wavelength by nair and reports the "dye laser" positions as 

the corrected value.  The value of nair depends on the relative water 

composition of the air (1.00029 ~ 1.00033).  Our current parameter for 

the index of refraction is set to 1.0029.   

 

The best calibration method involves obtaining a reference spectrum in 

the experimental apparatus under similar temperature and pressure 

conditions.  This is the second stage of our calibration process.  Most of 

the pulsed CRDS experiments are conducted in the NIR region (7000-

8700 cm-1).  Water lines are therefore used for calibration.  The 

"mainprogram_excimer2.vi" program records the "corrected" dye laser 

position and the inverse of the ringdown constants for each wavelength 

position during a CRD scan.  To convert the frequency-axis (nm) to 

wavenumbers (cm-1) in the NIR region, the "corrected" dye laser positions 

are converted to wavenumbers in an Excel spreadsheet.  The second 

order Stokes shift is then manually subtracted from the frequencies.  We 

compare our CRD spectrum of water to the PNNL database5 or Hitran6 to 

determine the Stokes shift.  The absolute lines positions are known to < 

0.1 cm-1.  In our experiments, the Stokes shift of hydrogen ranges from 

4155.15-4155.30 cm-1.  

 

A.2.3.4  Laser maintenance  

 

The Continuum manuals for both the Nd:YAG and dye lasers (NY61 and 

TDL 51 respectively) and the Laser Physik manual for the excimer laser 

(LPF 220) review the physical phenomena leading to light generation in 

great detail and provide protocols for laser alignment and maintenance.  



 57
We outline here only the issues that are not discussed in the manuals 

but are still needed for operation of the lasers.   

 

NY61 Nd:YAG laser 

The laser head consists of three major components: the housing, the flow 

tube, and the YAG rods.  While most laser housings consist of silver or 

gold cavities, the NY61 cavity consists of an aluminum housing, packed 

with barium sulfate powder.  The packing is directly related to the 

efficiency of the YAG power and needs to be replaced every 5-10 years.  If 

the rubber silicone o-rings fail and water contaminates the powder, the 

packing needs to be replaced immediately.  The flow tube is made of 5% 

Samarium-doped quartz.  It not only absorbs UV light but also fluoresces 

pink light to contribute to the overall YAG power (~10-15%).  Over time, 

the quartz material gets baked by the UV light and also needs to be 

replaced.  In Fig. A-2.9, a photo of a damaged flow cell is shown.  Finally, 

the YAG rods need to be polished and recoated every 5-10 years for peak 

laser performance.   

 

For problems with low laser power, the protocols in the laser manual on 

laser alignment or replacement of the flashlamps should be first followed.  

If the efficiency of the laser power continues to decrease and there is no 

obvious damage to the optics, the laser head should be resent to the 

manufacturer (Continuum) or another laser refurbishing company (e.g. 

Kentek) for evaluation. 
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Figure A-2.9.  Photo of the three-bore flow cell of the laser head of the NY 61 Nd:YAG 
laser.  The material on the left is not made out of the 5% Samarium-doped quartz.  
However, it illustrates how translucent the material should be.  The flow cell on the 
right has been used in a laser head for extended time.  While the flow cell is still intact, 
the quartz has been baked such that the material has a cloudy appearance. 
 

The Nd:YAG laser also has problems with the control unit (CU601).  The 

laser program crashes after the flashlamp count exceeds a billion counts.  

The program must be reset, or the laser cannot be fired.   

 

To reset the program, we follow the below procedure: 

 

1.  Open switch #8 on the red dip switch component located on the 

mother board (#503-9900) inside the CU. 

 

2.  Reset the key switch to start the countdown display. 

 

3.  In the service mode, use the “Parameter Select” button to cycle 

through each parameter.  Set each parameter to the following:  Pulse div 

min = 0, Pulse div max = 11, Rep rate min = half the operating rep rate = 

10 Hz, and Rep rate max = operating rep rate = 20 Hz. 
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4.  Reset switch #8 to the closed position and reset the key switch to   

restart the CU. 

 

While this protocol allows operation of the Nd:YAG laser, the laser can 

only be externally triggered.  TTL pulses must be sent to the control unit 

to trigger the firing of the flashlamp and Q-switch.  For the flashlamp, 

the signal can be either a positive or negative-going 5V TTL pulse (width 

10 μs); for the Q-switch, the signal must be a negative-going 5V TTL 

pulse (width 10 μs).  These signals are supplied by a delay generator.  

Exact details are available in Appendix 2.3.5.  A homemade box 

connected to a 5V power supply is used as an interface between the 

delay generator outputs and the inputs for the control unit box, a BNC 

cable for “ext Q-switch” and a blue 9-pin connector for “externals.”  A 

switchbox has also been added to the Q-switch input BNC cable.  This is 

useful for “single shot” procedures for alignment of the Nd:YAG laser.  

 

TDL 51 dye laser 

External control of the step motor connected to the grating of the dye 

laser is crucial for experimental scans.  The step motor needs a 5V TTL 

pulse to rotate and a 5/0 V line voltage to determine the direction of 

rotation.  In our laboratory, we use a DAQ card (NI USB 6008) to provide 

both signals to the step motor.  There are two connections to the dye 

laser, one 25-pin connector for movement of the dye laser and one 15-pin 

connector for safety interlock of the dye laser.  We interface the DAQ card 

to these connectors via a 37-pin connector and circuit box. 

 

In a senior lab member's notebook, we found a printout of an 

unidentified connector that sounded very similar to the input of our dye 

laser step motor (Fig. A-2.10).  From the printout, we made a homemade 

box to interface the DAQ card with the dye laser connection (Fig. A-2.11).   
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The essential connections for movement of the step motor are pins 34-

37, or on the DAQ card, lines P0.3, P0.2, A00, and P0.0, respectively.  

Outputs from the pins are connected to a TTL integrated component (IC)  

SN74128N (NOR 50Ω line driver).  A subprogram of the Labview program 

"movedyelaser2_dr.vi" controls the DAQ card such that outputs of the 

pins can switch from 0 to 5 V rapidly.  The outputs of pin 36 (0/5 V) and 

pin 37 (0 V) work together to create a TTL pulse, while the outputs of pin 

34 (0V) and pin 35 (0/5 V) work together to determine the direction of 

rotation.  When pin 35 is 0 V, the IC output is 5 V and the step motor 

rotates such that the wavelength of the dye laser grows shorter.  When 

pin 35 is 5 V, the IC output is 0 V and the step motor rotates such that 

the wavelength of the dye laser grows longer. 

 

Only two of the pins, 31 and 33, are currently connected to the 15-pin 

connector of the dye laser.  They both provide 5 V lines to the dye laser 

and behave as safety interlocks.  If the step motor moves the grating of 

the dye laser to the edge, the dye laser shuts down the motor such that 

the grating is not damaged.  The computer program can receive signals 

from the dye laser stating whether the grating is at the edge or not.  

These safety connections are currently not set up, as we have never 

moved the motor beyond the grating range.    
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J1-indexer connector 

Pin #1_Step + :  This input causes the motor to be incremented one microstep for each 

pulse it receives.  This pulse or pulse train input must be TTL (0 to 5 VDC @ 20 ma) 

level and have a minimum of one μs pulse width.  There is no maximum pulse width.  

Velocity of the motor will be proportional to the frequency of the input pulse train, and 

distance will be in equal (in μs) to the number of pulses received.  This input is optically 

isolated.  Return is Step- (J1 pin 2) 

Pin # 2_Step - :  This input provides a return for the Step + input.  This input it 

optically isolated and should not be connected to logic ground (J1 pin 8 and J2 pin 8) 

Pin # 3_Dir + :  The state of this input determines the direction  the motor will move 

when step pulses are received on the Step + input.  This is a TTL level input with a logic 

high (5 V @ 20 ma) corresponding to CW motion of the motor and a logic low (O V) 

corresponding to CCW motion.  This input must be defined 80 μs before a step pulse is 

received and must remain in that state for the duration of the move.  This input is 

optically isolated.  Return is Dir- (J1 pin 4). 

Pin #4_Dir - :  This input provides a return for the Dir + input.  This input is optically 

isolated and should not be connected to logic ground (J1 pin 8 and J2 pin 8) 

Pin #5_Res Sel C:  The state of this input along with the state of J1 pins 6 and 7 

determines the resolution of the DB Drive.  The state of this input is read only at power-

up.  Changes in state to this input is read only at power-up.  Changes in state to this 

input after power-up will have not effect. 

Pin #6_Res Sel B:  The state of this input along with the state of J1 pins 5 and 7 

determines the resolution of the DB Drive.  The state of this input is read only at power-

up.  Changes in state to this input is read only at power-up.  Changes in state to this 

input after power-up will have not effect. 

Pin #7_Res Sel A:  The state of this input along with the state of J1 pins 5 and 6 

determines the resolution of the DB Drive.  The state of this input is read only at power-

up.  Changes in state to this input is read only at power-up.  Changes in state to this 

input after power-up will have not effect. 

Pin #8_Logic Gnd:  This input provides a ground for configuring the state of the 

resolution select inputs.  This is internally connected to the logic ground input on J2 

pin 8.  This input should never be connected to earth ground. 

 
Figure A-2.10.  Description of a connector to the step motor of the dye laser. 
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DAQ card 
NI USB-6008 

Labview  
computer 

37-pin connector USB to 37 pin 
 
P0.0 TTL:  pin 37 
A00  TTL:    pin 36 
P0.2 dir:      pin 35 
P0.3 dir:      pin 34 
Grd:           pin 13 
P0.4 chk      pin 31  
P0.5 chk    pin 33  

SN74128N 

37 pin to SN74128N 
 
Pin 36 and 37: inputs 1 
Pin 34 and 35: inputs 2 
 
SN74128N to 25 pin 
 
Output 1: pin 1 
Output 2:  pin 2 
 
Other 25 pin 
 
Pin 14, 15, 17 at ground   

 

5V power supply 

25-pin connector 

Dye laser (move motor) 15-pin connector 

Dye laser (motor check) 

13 kΩ 

10 MΩ 

37 pin to 15 pin 
(Pin 1, 10) 

x 2 

 
Pin 31: pin 11 
Pin 33: pin 2 

 
 
Figure A-2.11.  Schematics of the connections between the dye laser and DAQ 
card/computer.  The dotted lines are currently not connected.  The 25-pin connector is 
for moving the step motor of the dye laser.  The 15-pin connector is for safety checks of 
the step motor and dye laser grating. 
 

LPF 200 Fluorine excimer  

The excimer can be operated at multiple wavelengths, as long as the gas 

mixture is fluorine-based.  The internal program for the excimer laser 

however can only fill the chamber with the 193-nm gas mixture recipe.  

To operate the laser at other wavelengths, the fill must be done manually.  

The following protocol is used: 
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1.  Close all gas cylinder valves.  Purge each gas line connected to the 

excimer three times.   

 

2.  Do not touch the halogen line.  Remove all other lines and cap off all 

gas ports on the excimer.       

 

3.  Select "New Fill" and execute.  The chamber should pump down to 

~30 mbar.  The program then tries to fill the chamber with gas  from the 

gas ports.  However, as all the ports are closed and the halogen cylinder 

is closed, an error message appears.  Push the "break" button.   

 

4.  Open the fluorine cylinder.  Push F7 to inject a fixed amount of 

halogen into the chamber.  Repeat to fill the chamber with X mbar of gas.  

The overall pressure reads: "30 + X" mbar.  If necessary, the injection can 

be interrupted by pushing the "break" button.  Close the fluorine cylinder 

when finished. 

 

5.  All other gases must be added via the inert gas port.  They can be  

added in any order, although it is recommended that the rare gas and  

then inert gas are added.  Connect the cylinder of interest to the inert gas 

port.  Purge the line three times.  Then open the cylinder of interest.  

Push F6 to inject a fixed amount of the gas into the chamber.  Repeat as 

necessary.  If needed, the injection can be interrupted with the "break" 

button.  Close the cylinder.  Purge the lines three times before removal.  

Add all gases accordingly. 

 

We have mostly  used 193-nm and 248-nm fills.  For operation of the 

excimer at 193 nm, the gas mixture consists of 100 mbar fluorine, 150 

mbar argon, and 2750 mbar neon, while for operation of the excimer at 
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248 nm, the gas mixture consists of 80 mbar fluorine, 100 mbar 

krypton, and 2870 mbar neon. 

A.2.3.5 Delay generators for control of the laser firing   

Controlling the timing between the firing of the Nd:YAG and excimer 

lasers is critical for kinetic experiments.  We also need to trigger the 

Labview program "readboard.vi" to collect the ringdown signal at the 

appropriate time.  We achieve these conditions by using two delay 

generators (Fig. A-2.12).  The flashlamps of the NY 61 Nd:YAG laser are 

specified for 20 Hz rep rate.  If we run the experiments at 20 Hz, the 

triggering of the Nd:YAG, excimer, and data collection program is 

straightforward (Fig. A-2.13).  The first delay generator is internally 

operated at 20 Hz.  Channel A controls the firing of the flashlamp of the 

Nd:YAG laser.  This channel defines the zero of the timing control.  

Channel B controls firing of the Q-switch.  The output of the Nd:YAG 

laser is optimized by adjusting the time delay for channel B (~280 μs).  

Channel C triggers the data collection on the computer.  The time delay 

for Channel C is relatively close to the Q-switch firing (Channel B).  We 

collect a few data points before the NIR light reaches the detector to get a 

better measurement of the baseline.   

Finally, Channel D is used to trigger the excimer.  There are two separate 

issues that need to be discussed.  First, we need to control when the 

excimer fires with respect to the Nd:YAG or probe laser.  Second, we want 

to be able to turn the excimer laser on and off during the same 

experimental scan.  With respect to the first issue, the excimer laser light 

travels a different path to the ringdown cell than the Nd:YAG laser.  To 

define the zero of the kinetic measurements, we measure the exact time 

that the two laser pulses overlap in the ringdown cell.  This is done by 

observing the NIR CRD signal.  The excimer laser causes a small spike in 
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the ringdown signal.  The delay time of Channel D (x) can be adjusted 

such that the spike lies on the rise of the CRD signal.  This defines the 

zero point of the kinetics experiments.  For example, to do a 10 μs delay 

experiment, the Channel D delay time is adjusted to "x-10" μs.  As 

channel A defines the zero of the timing control, the delay time of 

Channel A can be set to 10 ms.  We can then fire the excimer <10 ms 

before the NIR pulse reaches the cell to probe the sample of interest. 

 

With respect to the second issue, channel D triggers the second delay 

generator to send a TTL pulse to the excimer.  The excimer only fires 

upon receiving a TTL pulse with amplitude >3 V and width >15 μs.  We 

therefore also connect the second delay generator to the computer.  A 

subprogram of Labview program "Excimer on and off" is used to rapidly 

change the amplitude of the TTL pulse from 1 or 4 V to turn the excimer 

off and on respectively during the course of a scan. 

 

Operating the laser at 20 Hz allows the maximum number of ringdown 

signals to be collected per second by the CRDS apparatus for averaging.  

There are however situations in which the gases reside in the ringdown 

cell for over 50 ms.  In the kinetic experiments, we often operate at 5 Hz 

to guarantee that all gases have been flushed from the ringdown cell 

before the next excimer pulse initiates chemistry.  Triggering all the 

equipment becomes more difficult, as the Nd:YAG flashlamp must still 

operate at 20 Hz.  We therefore use a combination of TTL ICs to achieve 

these settings: SN7414 (inverter) and SN7407 (driver) for the excimer 

channel and SN7400 (NAND) and SN7407 (driver) for the Q-Switch 

channel.  The driver IC is an open-collector.  Open-collector devices sink 

currents in their logic 0 state; thus, an external pull-up resistor is 

needed to hold the signal line high until the device sinks enough current 

to pull the line back low.  In the circuit, we add a resistor between the 
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common voltage and output of the ICs. In Fig. A-2.14, we show the 

schematic of the pulses used to operate the Nd:YAG flashlamp and 

excimer lasers at 5 Hz. 

 

 

trigger 

A B C D 

E F G H 

excimer ext trigger 

DDG #1 
Internal trigger 20Hz 

DDG #2 
(connected to computer) 

 
Figure A-2.12.  Timing of the lasers and data collection program is controlled by two 
delay generators.  The first delay generator is operated at 20 Hz.  The second delay 
generator is externally triggered by an output from the first delay generator.    
 

OPERATES AT 20 Hz (50 ms residence time) 

t = 0 t = 50 ms t = 100 ms 

Channel A 
Nd:YAG Flashlamp 
(operates 20 Hz) 
 

5 

0 

10 µs 

283 µs* 

Channel B 
Nd:YAG Q-
Switch 

5 

0 

280 µs 

Channel C 
Data collection 
Labview computer 

5 

0 

282 µs** Channel D 
Ext trigger DDG 2 
 

5 

*adjust time for max power 

**adjust time for delay between 
YAG and excimer shots 

282 µs** 

0 

5 

Channel DDG2 
Fires excimer 
(operates 20 Hz) 
 
 

0 

 
 
Figure A-2.13.  Schematic of the outputs from different channels of the delay 
generators for experiments at 20 Hz rep rate or 50 ms residence time. 
 



 67
a. 

OPERATES AT 5 Hz (200 ms residence time) 

 
b. 

 
 
 
Figure A-2.14.  Schematic of the different channel outputs for the delay generators for 
operation at 5 Hz rep rate or 200 ms residence time.  Schematic (a) summarizes all the 
channels.  The Q-switch and excimer channels (black) go through an TTL IC component 
before they are connected to the dye laser or second delay generator, respectively.  The 
circuit for channel D (excimer) is straightforward as the original TTL pulse is just 
inverted.  The circuit for the Q-switch is more complicated, as it involves two channels 
G and H, which go through the NAND TTL IC.  The original G and H inputs are shown 
in figure (b).  Note that the delay time for channel A , and thus all other channels, can 
be adjusted by 10 ms to provide a larger time window for the kinetic experiments. 

Channel A 
Nd:YAG Flashlamp 
(operates 20 Hz) 
 

t = 0 (* + 10 ms) t = 50 ms t = 200 ms 

5 V 

0 V 

t = 100 ms t = 150 ms 

10 µs 

Channel G+H* 
Nd:YAG Q-Switch 
(operates 5 Hz) 

5 V 

0 V 

Channel C 
Data collection 
Labview computer 

5 V 

0 V 

Channel D* 
Ext trigger DDG 2 
(operates 5 Hz) 
 

5 V 

0 V 

0 V 

283 µs 

280 µs 

150 ms wide  

282 µs 

5 V 
282 µs 

Channel DDG2 
Fires excimer 
(operates 5 Hz) 
 
 

Q-switch for Nd:YAG at 5 Hz 
t = 100 ms t = 50 ms t = 200 ms t = 150 ms t = 0 (* + 10 ms) 

5 V 

0 V 

Channel B 
Nd:YAG Q-Switch 
(operates 5 Hz) 

5 V 

0 V 

Channel G 
Input # 1  
For Q-switch 
 

5 V 

0 V 

Channel H 
Input # 2 
For Q-switch 
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Appendix 2.4 Lab safety and procedures 
 

My advisor once gave a laboratory safety seminar to the first year 

graduate students in chemistry.  After a graphic description of laser light 

striking the eyeball, one of the students remarked, "I don't want to work 

in a dangerous lab.  I'm going to join an inorganic chemistry group."  We 

are always asked by incoming students and undergraduates how 

dangerous our laboratory is.  Compared to many areas of research, our 

area of research is very safe.  We use less hazardous chemicals and 

solvents.  The laser dyes are mutagenic, but we do not handle them often, 

and when we do handle them, we wear protective gloves.  It is more the 

nature of the danger that is unfamiliar to most incoming students.  Thus, 

we include here a brief overview of the safety issues in our laboratory.  

There are many topics not discussed here, e.g., emergency eye wash, 

showers, fire escape, etc. Every person working in the laboratory should 

review general safety protocols with the safety officer and other lab 

members.  

 

Lasers 

Lasers are very safe when used correctly.  The power and wavelength of 

the laser should be known by the user before operation.  Goggles are 

wavelength-specific and should be chosen to minimize eye exposure to 

the most intense wavelengths of laser light.  The laser pathway should be 

well-defined and not designed at eyelevel.  If any metal construction is 

involved, the reflected and scattered light should be contained.  

Communication is the best protection for persons sharing a laboratory 

with a laser.  Be aware when a laser is being fired in the laboratory.    
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Gas samples  

Gas samples are like any other chemical.  Some are toxic; others are 

harmless.  The Material-Safety-Datasheets (MSDS) for gases should be 

checked before any experiment.  Some gases can only be transported by 

specific materials.  The material of the line, Swagelok pieces, and o-rings 

in the connectors should all be checked.  When using toxic gases, it is 

also important to leak check the gas lines before opening the cylinder.  

There are several ways to leak check a system, including a helium leak 

detector, methanol/acetone vapor check, and Snoop spray.  While many 

of the gases are invisible and have no smell, some toxic gases such as 

ozone and halogen have distinct sharp odors.  If there is a leak, close the 

gas cylinder immediately and evacuate the area.   

 

Gases are usually transported to the laboratory in large cylinders.  Every 

cylinder has a CGA number.  The CGA number of the pressure regulator 

should always match the CGA number of the cylinder.  For safety 

reasons, pressure regulators associated with toxic or flammable species 

are reverse-threaded and have notches on the input.  Sometimes we 

purchase small lecture bottles of gas and make our own high pressure 

gas cylinder mixture (Fig. A-2.15).  Areas exposed to high pressure (>1 

atm) are made of metal.  Electronics such as low pressure readouts are 

also protected.   
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d total pressure. 

vacuum 

Low 
Pressure 
readout 

 High Pressure readout

 

 
Figure A-2.15.  Schematic of the preparation of the alkene/N2 cylinder at high 
pressure.  All connected lines and the mixture cylinder are evacuated.  After the 
vacuum line is closed, the valves to the mixture cylinder, alkene lecture bottle, and low 
pressure readout are opened.  After the desired amount of alkene is injected into the 
mixture cylinder, the valve to the mixture cylinder is closed.  The remaining alkene in 
the line is recollected by placing a liquid nitrogen bath on the alkene lecture bottle.  
After valves to the alkene lecture bottle and low pressure readout are closed, the valve 
to the nitrogen (fill gas) cylinder is opened.  The valve to the mixing cylinder is slowly 
opened and filled to the desire
  
Baths and liquid nitrogen 

Solid and liquid samples are also used in the experiments.  We utilize 

different temperature baths for the samples (Table A-2.3).  The MSDS of 

the sample should always be checked before choosing the appropriate 

bath, as there is always a possibility that the container holding the 

sample may break.  We also use baths on the gas lines to remove water 

and on the vacuum trap to prevent reactive or corrosive species from 

reaching the mechanical vacuum pump.   

 
Liquid nitrogen is the most common bath used in the laboratory.  We use 

it on the helium purge lines for the CRDS experiments.  Nitrogen gas 

lines are often utilized for atmospheric experiments.  Liquid nitrogen 

should not be used on those lines.  Instead, a dry ice/acetone bath or a 

Mixture 
(~15%) Alkene 

N2 

(fill gas) 
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sieve trap should be used to remove water contaminants.  Similar 

considerations should be made for the bath of the vacuum trap.   

 

If ozone is used in the experiment, a heated trap, filled with copper 

scrubs, should be added, in addition to a bath, to the vacuum line.  

Concentrated ozone can cause explosions.  The combination of heat and 

copper eliminates excess ozone.  Trapped ozone gives a violet-colored 

glow.  If ozone becomes trapped, stop the ozone source and let the trap 

warm up slowly, with plenty of head volume. Due to similar concerns, 

care should be taken to not condense flammable hydrocarbons and 

oxygen in the same trap. 

               
                  Bath                                         Temperature 
 
            Liquid nitrogen       < -196 ºC 
Methanol in Neslab ULT 80 Chiller                     25 ºC ~-70ºC                                                   
            Dry ice/acetone             -60 ºC 
      Salt water/liquid nitrogen                                -10 ~-20ºC 
                 Ice bath          0 ºC 
 

Table A-2.3.  Common baths used in our laboratory.   

 

Liquid nitrogen is also used to store samples in bubblers overnight.  The 

bubbler must be leak tight.  If there is a leak, air can enter the bubbler 

and condense.  When the bubbler is removed from the liquid nitrogen, 

the condensed air is immediately warmed and becomes a gas again.  As 

there is not enough head volume for the extra gas, the bubbler explodes.  

To avoid this problem, flow helium gas through the bubbler to remove all 

head gas and fill the bubbler with helium (>1 am) before liquid nitrogen 

storage.  The freezing point of helium is below the temperature of liquid 

nitrogen.  Thus, even if there is a minor leak, the helium should leak out 

of the bubbler before any air enters the bubbler.  A relatively tall liquid 

nitrogen storage dewar is used for storage such that the valves of the 
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bubbler (usually made of Teflon) remain above the liquid nitrogen level 

and do not contract from the cold temperatures.   

 

Before an experimental run, the bubbler is evacuated while it is under 

liquid nitrogen in the hood.  When the bubbler or sample is removed 

from the liquid nitrogen dewar, we check the bubbler for liquid.  If any 

liquid is observed in the sample, the bubbler is quickly lowered back into 

the liquid nitrogen.  Helium gas is then run over the sample to slowly 

warm up the liquid.  Similar precautions should be taken with freeze-

pump-thaw liquid procedures.  The bubbler should not be filled with too 

much liquid, as the inner glass tube of the bubbler can break upon rapid 

liquid contraction and expansion. 

 

High voltages 

The main danger in a physical chemistry laboratory is the high voltage 

equipment.  Before taking apart any equipment, make sure that the 

power has been turned off, and the equipment has been unplugged.  

Many lasers such as the Nd:YAG laser involve high capacitor banks.  

Even if the equipment is turned off, the capacitors take time to discharge.  

For emergencies, be aware of the main circuit breaker for the laboratory, 

so all power can be turned off immediately.  
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 X

C h a p t e r  3  

THE A  TRANSTION OF THE NITRATE RADICAL (NO3):                

ELUCIDATION OF THE NON-ADIABATIC EFFECTS  

3.1  Introduction to the chemical physics problem of NO3 

The nitrate radical NO3 is an important nighttime oxidant, playing key 

roles in both gas phase and aerosol chemistry.1-3  As we focus on the 

atmospheric role of NO3 in Chapter 4, we discuss here the chemical 

physics problem of NO3.  Spectra of NO3 were observed in the visible 

region as early as 1882.4  In 1953, Walsh analyzed the molecular 

bonding orbitals of NO3 and found that the radical favored a planar D3h 

configuration in the ground state: ...(4e′)4(1e″)4(1a2′)1 (Fig. 3.1).5  With 

only four atoms and apparent D3h symmetry, NO3 appeared to be a 

simple system to study.  After a century of extensive theoretical and 

experimental effort, the "simple" open-shell radical NO3 however 

continues to  provoke more questions than answers today.   

 

a2

e″ 

e′ 

Figure 3.1.  Diagram of the molecular bonding orbitals of NO3 
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The non-adiabatic effects of NO3, specifically the Jahn Teller (JT) and 

pseudo-JT (PJT) effects, complicate study of the radical.  The Born-

Oppenheimer (BO) approximation, or the separation of nuclear and 

electronic motions, is commonly invoked to simplify solutions to the 

Schrödinger equation.  The JT effect is a classic example of the 

breakdown of the BO approximation.  The theorem states that a molecule 

in a degenerate electronic orbital state distorts to a lower symmetry to 

remove the degeneracy.6  The PJT effect extends the theorem to 

molecules whose electronic states are nearly degenerate.7,8  Both JT and 

PJT effects have been reviewed in the literature.9,10  We also provide a 

more detailed description in Appendix 3.1 

 

Most dynamic studies probe the asymptotic behaviors of reactions to 

learn about the non-adiabatic effects.  In the JT studies, the bound 

molecules are spectroscopically probed such that the distortion can be 

observed directly.  Various chemical systems have been shown to 

undergo JT distortion, including the cyclopentadienyl radical C5H5, the 

benzene cation C6H6+, the silver trimer Ag3, and the methoxy radical 

CH3O.9  NO3 provides a unique opportunity to study both JT and PJT 

effects in the same chemical system. 

 

The three lowest electronic states of NO3 are the X , ÃA2
2 2E″, and B E2   

states.  Spaced approximately an eV apart, the two upper electronic 

states are JT active, and all three are pseudo-JT coupled (Fig. 3.2).  The 

extent of the strength of these vibronic interactions in NO3 has been 

heavily debated.11-14  Of the three electronic states, the ground state 

 has been the most studied (Table 3.1).X A2
2 12,13,15-24  Most groups have 

agreed on assignment of D3h symmetry to the ground state. 

 



 76
Study of the Ã2E″ and B E2 

(1 1

 excited states has been more challenging.  

Both states are JT active.  While the symmetric stretch and out-of-plane 

(oop) umbrella modes, ) a and ( )2 1  a , are non-degenerate, the 

antisymmetric stretch and antisymmetric in-plane bending modes, ( )3  e  

and , are degenerate.  Study of the JT effect in the excited states 

therefore becomes a bimodal JT problem.  To further complicate matters, 

the  transition is electric-dipole forbidden.  Therefore, studies of 

the excited states of NO

( )4  e

A 

B

X

3 have historically been restricted to studies of 

the  state.   

   

 

A 2E″ 

X 2A'2 

B 2E' Jahn Teller (JT) 
Active 

JT Active 

Pseudo-JT (PJT) 
coupling 

PJT coupling 

15089 cm-1 

(~2eV) 

7060 cm-1 

 (~1 eV) 

17035 cm-1 
NO2 + O(3P), NO+O2 

 

 

Figure 3.2.  Schematic of the three lowest electronic states of NO3 
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XJones and Wulf first assigned theB transition of NO 3 in 1937.25  

The transition is very strong, with σ662 nm = 2.2 x 10-17 cm2.18-20  

Atmospheric groups have used these bands to quantify NO3 

concentrations at ambient conditions in the troposphere.26-30 The  

bands however are not ideal for spectroscopic studies, as the bands are 

greatly broadened by strong vibronic interactions.  Efforts to resolve the 

bands using jet cooling have proven difficult.

B X 

31  Structural details of the 

 state are not readily available. B

 

In this work, we turn to the dark Ã state of NO3 to shed light on the non-

adiabatic effects of NO3.  While the A X   transition is dipole forbidden, 

there are still ways to study the dark excited Ã state.  In the next section, 

we discuss the relatively brief experimental and theoretical history of the 

Ã state and outline our specific goals for studying the Ã state of NO3.  
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Frequency            Method        Reference 
  
   1051.2                LVC              Stanton, JCP 2007 
    1150                  EOMIP-CCSD//DZP       Crawford & Stanton, JCP 2000 
   1140.6                    MR-SDCI//DZP       Eisfeld & Morokuma JCP 2000 
   1083.5            MR-SDCI + Davidson/AVTZ-f       Eisfeld & Morokuma JCP 2001 
    1133                   EOMIP-CCSD//TZ2P       Wladyslawski & Nooijen 2002 
       
     796                EOMIP-CCSD//DZP       Crawford & Stanton, JCP 2000 
    756.8                   MR-SDCI//DZP       Eisfeld & Morokuma JCP 2000 
    773.0            MR-SDCI + Davidson//AVTZ-f     Eisfeld & Morokuma JCP 2001 
     814                  EOMIP-CCSD//TZ2P       Wladyslawski & Nooijen 2002 
 
    994.3                 LVC               Stanton, JCP 2007 
    1146                  EOMIP-CCSD//DZP       Crawford & Stanton, JCP 2000 
   1439.2                   MR-SDCI//DZP       Eisfeld & Morokuma JCP 2000 
   1376.5            MR-SDCI + Davidson//AVTZ-f     Eisfeld & Morokuma JCP 2001 
    1113                  EOMIP-CCSD//TZ2P       Wladyslawski & Nooijen 2002  
       
     361                 LVC             Stanton, JCP 2007  
     246                  EOMIP-CCSD//DZP       Crawford & Stanton, JCP 2000 
    173.5         MR-SDCI//DZP       Eisfeld & Morokuma JCP 2000 
    272.9            MR-SDCI + Davidson//AVTZ-f     Eisfeld & Morokuma JCP 2001 
     249                   EOMIP-CCSD//TZ2P       Wladyslawski & Nooijen 2002 

Recent theoretical studies of the ground state frequencies 

( )a  
1 1

( )a  
2 2

( )e  
3

( )e  
4

Frequency   Method         Reference 
 
    1060      LIF     Ishiwata JPC 1983 
 1050/931     LIF     Nelson JPC 1983** 
     1053       LIF        Kim JCP 1992 
 
     753      LIF        Kim JCP 1992 
     762                  FTIR    Friedl & Sander JPC 1987    
    763.1               Ne matrix   Jacox & Thompson JCP 2008 
 
   1480       LIF     Ishiwata JPC 1983 
 1489/1166      LIF     Nelson JPC 1983** 

 

 

 
Table 3.1.  The upper table lists the most recent theoretical values of the ground state 
frequencies of NO3.  The lower table lists experimental values.  Most groups have agreed 
that the ground state has D3h symmetry.  The most significant experimental disparity is 

in the value of the  frequency.   ( )
3

  e

   1500       LIF        Kim JCP 1992 
 1492.393 IR diode    Kawaguchi JCP 1990 (analysis) 
1000-1100  Ne matrix  Jacox & Thompson JCP 2008 
 
    365     CRDS        Deev JCP 2005*  
    380       LIF      Ishiwata JPC 1983 
360/418       LIF      Nelson JPC 1983** 
    368       LIF          Kim JCP 1992 
  365.6                  Ne matrix   Jacox & Thompson JCP 2008 
365.48419               FTIR        Kawaguchi, J. Mol. Spec. 2011 (submit) 
 

Previous experimental studies of the ground state frequencies 

*used origin 7064 cm-1 

**assumed ground state in C2v symmetry 

( )a  
1 1

( )a  
2 2

( )e  
3

( )e  
4
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3.2 The dark Ã state of NO3 

The Ã state of NO3 was observed for the first time twenty years ago in a 

low resolution anion photoelectron spectrum (PES) of the nitrate anion 

NO3-.  The origin of the Ã state was estimated to be in the near-infared 

(NIR) region at T0(Ã) = 7000(100) cm-1.32  Hirota et al. and Kawaguchi et 

al. recognized that the Ã state could also be studied using spectroscopic 

absorption methods in the NIR via Herzberg-Teller selection rules (Fig. 

3.3).33,34  The HT selection rules state that a transition is allowed only if 

the product of the electric dipole transition moment and the initial and 

final vibronic states contain the totally symmetric representation of the 

molecular system's point group.   

 

For NO3, the origin of the A X 



transition is electric dipole forbidden:  

 
0
0 1 2 20 : { ( ) ( )}a A a e E        .         (3.1) 

 
However, vibronic bands of the A X

1
0

 transition such as the parallel and 

perpendicular bands,  and 2  respectively, are HT allowed:  1
04

 

                  1
0 1 2 2 4 2 2 1 24 : ( ) { ( )} ( ) { a A a E e A a a a  e }      (3.2) 

 
1
0 1 2 2 2 22 : ( ) { ( )} ( ) { }a A e E a A e e                 .              (3.3) 

 

Hirota et al. and Kawaguchi et al. collected rotationally resolved spectra 

of the  and  bands using diode laser and Fourier transform infrared 

(FTIR) spectroscopy respectively.  Both the upper and lower rotational 

constants were assigned for the  band. 

1
04 1

02

1
04
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



Our group and Jacox and Thompson followed with surveys of the 

 vibronic bands in the 5000-9000 cmA X -1 region using cavity 

ringdown spectroscopy (CRDS) of NO3 in the gas phase and FTIR 

spectroscopy of NO3 in the matrix, respectively.24,35,36  Multiple vibronic 

bands were observed and assigned in the spectra.  Appendix 3.2 provides 

a more detailed overview of the previous CRDS survey.   

A 2E″ 

X 2A'2 

B 2E' 
15089 cm-1 

(~2eV) 

 

7060 cm-1 

 (~1 eV) 

weak 
σ≈10-20cm2 

forbidden 

D3h 

very strong 
σ≈2x10-17cm2 

 

Figure 3.3.  Schematics of the transitions to the excited electronic states of NO3.  While 
the absorption cross section for the B  transition is quite strong, much of the 
structural information about NO

X

3 is learned from the weak A X  transition of NO
    

3, 
as spectra of th X  transitions can be rotationally resolved.  e A 
 

Theoretical work on the Ã state has increased only in the last decade.  

Multi-reference configuration interaction (MRCI) calculations by Eisfeld 

et al. predict a large JT distortion in the Ã state, with C2v minimum B1 

(depth 2000 cm-1) and transition state A2 (pseudorotation barrier 1000 

cm-1).16  The calculated JT stabilization energies are much larger in 

magnitude than the spin-orbit couplings (~50-150 cm-1) of similar-sized 



 81



e

f NO3.  

JT systems, such as the methoxy radical.37-39  In many NO3 models, 

the spin-orbit coupling is thus ignored.   

 

Improvements to the ab initio models initially involved incorporation of 

higher order JT terms.16,40,41  The growing experimental evidence for 

strong PJT effects in NO3 led many groups to use the linear multimode 

vibronic coupling (LVC) model developed by Koppel, Domcke, and 

Cederbaum.42  To date, Faraji et al. have used the model to simulate 

Weaver’s anion PE spectrum,43 while Stanton has used the model to 

simulate band intensities of our previously published CRD spectrum.44,45  

As theoretical models of the Ã state continue to evolve, we need more 

experimental benchmarks on the Ã state of NO3. 

 

The vibrational frequencies of the Ã state would provide a first means to 

test the accuracy of the theoretical models.  While many A  bands 

were assigned in the previous CRD and matrix studies, vibrational 

frequencies of the Ã state were not able to be definitively determined due 

to the lack of an assignment of the origin band.  Values were instead 

inferred from spacing between combination bands.  Identification of the 

origin band would lead to absolute fundamental frequencies of the Ã 

state of NO

X

3.   

 

The origin of th X  transition of NO A  3 however has yet to be 

observed in the gas phase.  While the transition is electric dipole 

forbidden, in principle, we should be able to observe the origin directly 

via magnetic dipole selection rules.  Magnetic transitions are very weak, 

typically 10-5 the strength of electric transitions.46  Only a handful of 

such studies have been done on polyatomic molecules, including oxygen 

and formaldehyde.47-50  We would need a very sensitive technique to 

observe the origin band o
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Previous experiments have also provided only a qualitative gauge of the 

JT strength in the Ã state.  The importance of the JT effect in NO3 was 

apparent in the first PES experiment when Weaver et al. observed a 

strong progression by the Franck-Condon (FC) forbidden 4  frequency in 

the Ã state that could only be explained by strong vibronic coupling 

among the three lowest electronic states of NO3.32  In our previous CRD 

survey, we observed a series of irregularly spaced  (n = 1-4) bands.  

The rotational contours of the bands were fit with symmetric top models; 

however, the irregular progression of the bands supported small to 

moderate JT activity along the Q

04n

4 coordinate.  We also observed 

surprisingly similar strength absorptions by the parallel and 

perpendicular  bands. The intensity borrowing mechanisms for the 

respective bands highlighted the strong vibronic coupling among the 

three lowest electronic states of NO

1
04

1
02

3 (Appendix 3.2).44   

 

The matrix isolation survey supported our gas phase observations.  In 

addition to 14NO3, Jacox and Thompson also examined isotopologues of 

NO3 that reduced the symmetry of the radical to C2v.  They observed 

additional satellites and shoulders to absorption features that were 

attributed to matrix effects.  They however did not observe any apparent 

splitting in the vibronic bands from reduced symmetry. 

  

A quantitative measure of the vibronic strength in the Ã state would 

provide a better benchmark for ab initio models of NO3 and would offer 

valuable insight into the strength of the nonadiabatic effects of NO3.  

Many of the previous studies focused on the JT activity along the Q4 

coordinate.  The 2
4A E υ (e ) 

1 2a a e   

 manifold of the Ã state is split into three 

vibronic levels: (Fig. 3.4). The ordering and magnitude of the 
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splitting are direct consequences of the strengths of vibronic 

interactions in NO3.  Only the a1″ level has been examined via the 

band, as transitions to the a

1
04  

2″ and e″ vibronic levels are forbidden from 

the ground state under HT selection rules.  Access to the e" level is 

allowed via the  hot band, as the symmetry of the ground state is 

changed.  Measurement of the e″-a

1
14

1″ splitting would provide the first 

quantitative gauge of the JT effect.     

"e

 

 

Figure 3.4.  Schematic of the 2

4
A E υ (e )    manifold of the Ã state.  To date, only the 

a1″ level has been examined.  We access the e″ level via the  hot band.   1
14

 

In this work, we use the sensitivity of the pulsed CRDS apparatus to 

examine the origin and hot bands of the A X   transition of NO3 in the 

7000-7650 cm-1 region and to measure directly the fundamental 

vibrational frequencies and JT strength of the Ã state of NO3. 

 

2   X A

  A E

4( ')e


1a4( ')e


2a

1
141

04
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t 193 nm.     

3.3 Experimental conditions 

Spectra of NO3 were obtained in flow cells heated to > 40ºC using the 

thermal decomposition of dinitrogen pentoxide (N2O5).  The synthesis of 

N2O5 is described in Appendix 3.3.  The pulsed CRDS apparatus was 

described in Chapter 2.  The optical cavity consisted of a 50-cm long 

Pyrex cell wrapped in heating tape (T = 40-160ºC) with 13-cm purge 

volume couplers attached at each end to protect the CRD mirrors (LGR 

1400 nm, R = 99.995%).  Scans were collected at 0.2 and 0.4 cm-1 step 

size with helium/oxygen carrier gas (10-15 Torr) flowing through a N2O5 

trap (T = -12ºC salt water/liquid nitrogen bath), with Pvapor, N2O5 ~ 1.5 

Torr.  The chemical identity of the bands was verified using N2O5 

photolysis a

 
In our previous CRDS study, we flowed ozone at room temperature over 

the N2O5 trap to produce NO3 radicals.  In this study, we observed a > 5-

fold increase in the NO3 concentration under heated conditions (T = 

40ºC).  The residual water in the cell was also reduced, minimizing 

formation of nitric acid: 

H2O + N2O5 → 2 HNO3            (3.4) 

Nitric acid absorption in the NIR is discussed in Appendix 3.4.  Absolute 

concentrations of NO3 were measured via single-pass direct absorption 

with a diode laser (Sanyo diode DL 6147-040, 662 nm).  Typical NO3 

concentrations were 1014 molec cm-3. 
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3.4 Observed Spectra  

3.4.1 Assignments 

We observed several vibronic bands in the CRD spectrum of NO3 in the 

7000-7650 cm-1 region (Fig. 3.5).  Assignments were aided by the distinct 

rotational contours of parallel and perpendicular bands of the A X   

transition of NO3.  We modeled the contours using PGopher v. 5.3, 

developed by C. M. Western from the University of Bristol, to determine 

band origins of the observed bands (Appendix 3.5).  The results have 

been summarized in Table 3.2, with schematics of the assigned bands  

shown in Figure 3.6. 

Hot bands 

Upon heating to 40ºC, several absorption bands increased in intensity 

relative to the most intense band in the region, the  band at 7602.8(2) 

cm

1
04

-1.  We definitively assigned three of these to hot bands of the A X   

transition arising from thermal population of the lowest vibrational 

excited state : the  (||),  (14 1
14 0 1

1 04 2 ┴), and (||) bands.  Uncertainties in 

the band origins (1.0~3.0 cm

0 1
1 04 1

-1) were due to overlap of multiple hot bands.  

Other features that were observed but not assigned (* in Fig. 3.5), were 

attributed to hot bands of NO3 based on their temperature dependence. 

 
0
14  hot band  

We collected CRD spectrum of the  hot band of NO0
14 3 in the 6650-6710 

cm-1 region.  We compared the spectrum to a high resolution off-axis 

integrated cavity output spectrum (OA-ICOS) of the  band that had 

been previously obtained by our group and found the two spectra 

matched (Fig. 3.7).

0
14

51  A brief summary of the OA-ICOS experiment is 
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provided in Appendix 3.6.  Analysis with an asymmetric top model led 

to assignment of the band origin to 6696.5(1.0) cm-1.  The band contour 

resembled the contours of the  parallel bands, with a sharp R branch 

head and a gap near the origin.  

04n

 

 

 

 

Table 3.2.  Assignments of the observed A X 

0
14

0
00

0 1
1 04 2

0 1
1 04 1

1
04

1
02

1
14

Intensit

 vibronic bands of NO3  

 

Bandhead (cm-1) 
 

6703.906 
  

7066.1, 7074.2 
 

7086.1 
 

7243.1 
 

7375.8 
 

7434.7 
 

7489.6 
 

7532.7 
 
 

7610.6 
 

7745.5 

Band origin (cm-1) 
 

6696.5(1.0) 
 

7062.25(0.5) 
 

- 
 

7235.5(1.5) 
 

7370.0(3.0) 
 

- 
 

7481.0(1.5) 
 

- 
 
 

7602.8(2), 7602.5754(16) 
 

7740.9(3)*, 7744 

      
Assignment 

 
y 

 

w 
 

v. w. 
 

v. v. w. 
 

w. 
 

w. 
 

v. w. 
 

v. w. 
 

v. w. 
 
 

s. 
 

s. 
 

Bold: Hirota and Kawaguchi high resolution studies 
*: observed in our previous 
w = weak, v = very, s = strong 

CRD study 
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Figure 3.5.  CRD spectrum of the A X   transitions of NO3 in the 7000-7600 cm-1 NIR 
region. * = observed but unassigned hot bands of NO3. 
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Figure 3.6.  Diagram of the observed A X   vibronic bands of NO3  in this work.     

 

 
 

Figure 3.7.  Comparison of the  hot band obtained by CRDS apparatus and the ICOS 

apparatus.  The ICOS data was convoluted to a lower resolution (0.1 cm

0

1
4

-1) for 
comparison. 
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0
00  origin band   

We observed a weak spectrum in the 7000-7100 cm-1, in the vicinity of 

the expected origin (Fig. 3.8).  The feature comprised of a broad 

underlying absorption from 7020-7080 cm-1 with two distinct Q-branch-

like peaks at 7066.1 and 7074.2 cm-1 and a sharp edge at 7090 cm-1.  

The rise in the absorption below 7020 cm-1 is due to the first overtone of 

the OH stretch of nitric acid impurities.   

 

Variation of the intensity with temperature (T = 40-160 ºC) indicated that 

the main features were not due to hot bands, with exception of the sharp 

edge, which grew with temperature.  We therefore believe some of the 

features can be assigned to the magnetic dipole allowed origin band .  

We also scanned 700 cm

0
00

1 0
01 0-1 to the blue of the band to observe the  

band for confirmation; however the observed absorption was very weak 

and inconclusive (Fig. 3.9).    

0

 

Contour analysis of the absorption at 7000-7100 cm-1 with magnetic 

dipole and electric quadrupole models could not fully reproduce all of the 

features, in particular the presence of two strong peaks.  Simultaneous 

fits of the  magnetic transition and  vibronic transition bands led us 

to tentatively assign the first observed peak to the  transition with 

band origin at 7062.25(0.5) cm

0
00 0

14

0

0
00

-1 and the second peak to an unidentified 

absorption by NO3 or some contaminant with fortuitous absorption in 

the 7000-7100 cm-1 region.  We discuss the second peak further in 

section 3.5.  Given our assignment of the origin band, we used the 

measured NO3 concentration to calculate the integrated cross section for 

the origin band to be 1.3 × 10-20 cm.  We compared the integrated 

absorption cross sections of the  and  bands and found ratio = 25:1.   1
04 0

0
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Figure 3.8.  CRD spectrum of the origin of the A X   transition of NO3. 
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f the  NO3. 
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Figure 3.9.  CRD spectrum of the 7790-7940 cm-1 region of NO3.  A weak absorption is 
observed near 7850 cm-1, approximately 800 cm-1 (~v1) to the blue of the observed 
origin band o X   transition of A
 

 
1 1
0 02 4  anomalous strong band  

In our previous CRDS study, we had tentatively assigned the 

anomalously strong band at 8287 cm-1 to the 3  band.  We repeated the 

CRDS experiments at room and heated conditions (Fig. 3.10).  We now 

reassign the band to 2 .  The reassignment is discussed in detail in the 

discussion section.  

1
0

1 1
0 04
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Figure 3.10.  CRD spectra of NO3 in the 8220-8350 cm-1 region at room and T = 65˚C 
temperatures.  The anomalously strong absorption at 8287 cm-1 is reassigned to the 

band. 1 1

0 0
2 4

 

3.4.2 Fundamental vibrations  

Many of the fundamental vibrations in both the ground and Ã states of 

NO3 can be calculated from the assigned bands.  The frequencies of the 

fundamental vibrations are summarized in Table 3.3. 

 

Ground state 4   

The ground state 4   level has only been recently observed directly via 

absorption methods.  Jacox et al. and Kawaguchi et al. reported 4   = 

365.6 cm-1 and 4   = 365.48419 cm-1 in FTIR matrix and gas phase 

experiments, respectively.36,52 Previous studies had involved LIF 

detection, with estimates of 4   varying from 360-380 cm-1.  From 
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0 0
0 14combination differences between 0  , we calculated 4

   = 

365.75(1.1) cm-1. 

  

 

THE GROUND STATE VIBRATIONAL FREQUENCY 

Expt. Freq. (cm-1) 
 

 380 
360/418 

368 

Vibrational level 
 
 
          v4 (eʹ) 

365 
365.6 

365.48419 
365.75(1.1) 

Method 
 

LIF [18] 
LIF [19] 
LIF [20] 

CRDS [24] 
Matrix FTIR [22]  

FTIR [52] 
CRDS 

Vibrational level 
 
 

 v1 (a1ʹ) 
 
 
 
 
 

  v2 (a2ʺ) 
 
 
 
 
 
 
 
 
 
 
 

 v3 (eʹ) 
 
 
 

 v4 (eʹ) 
 
 
 

THE Ã STATE VIBRATIONAL FREQUENCIES 

Expt. Freq. (cm-1) 
 

 804(4) 
785* 

783.1/782.5* 
784.5(1.8) 

 
683 
678 

656/680.6 
678.65(58) 

 
 

1223? 
 
 

541(8) 
519-547* 

514.2-558.3* 
540.55(54) 

Method 
 

Anion PES [32] 
CRDS [24] 

Matrix FTIR [36] 
CRDS 

 
IR Diode [34] 
CRDS [24] 

Matrix FTIR [36] 
CRDS 

 
 

CRDS [24] 
 
 

Anion PES [32] 
CRDS [24] 

Matrix FTIR [36] 
CRDS 

Calc. Freq.(cm-1) 
 

820 
905 

801.8 
 
 

685 
730.7 
738 

 
 

1292/1569 
1230/1595 

1216.7/1754.8 
 

566/567 
373.7/270.9 

681/588 
 
 
 Bold: results from this work; * = assignment from combination band 

 

Method 
 

CCSD(T) [45] 
MR-SDCI [16] 

EOMIP-CCSD [45] 
 
 

CCSD(T) [45] 
MR-SDCI [16] 

EOMIP-CCSD [45] 
 
 

CCSD(T) [45] 
MR-SDCI [16] 

EOMIP-CCSD [45] 
 

CCSD(T) [45] 
MR-SDCI [16] 

EOMIP-CCSD [45] 
 

Calc. Freq. (cm-1) 
 

 
272.9  
246 
249 
361 

Method 
 

 
MR-SDCI [16] 

EOMIP-CCSD [45] 
EOMIP-CCSD [45] 

LVC [13] 
 

Table 3.3.  Comparison of the vibrational frequencies of NO3 determined in this work 
with previous theoretical and experimental values. 
 

Ã state 1   

Transitions to the 1   level from the ground state are forbidden by HT 

selection rules.  We used the combination difference between the 

 bands to calculate 0 1 0
1 0 14 1 4 1   = 784.5(1.8) cm-1.  Past absorption 

studies have relied on extricating the value of 1   from allowed transitions 
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11

0 04 1n  and .  Combination differences between (n = 1, 2) 

bands were used by both Deev et al. and Jacox et al. to estimate 

1 1
0 02 1 1

0 0 04 1 4n n 

1   = 

763-779 cm-1 and 1 

1 1
0 0 

 = 733.7-763.2 cm-1 respectively, with the wide 

frequency range attributed to JT effects along the Q4 coordinate.24,36  The 

difference in the  bands predicted a larger value for 1
02 1 2 1  , 1   = 785 

cm-1 and 1   = 782.5-783.1 cm-1, respectively.  The latter estimates are 

more reliable as they involved non-JT active modes and agree with our 

assessment.  

 

Ã state 2   

The fundamental frequency 2   was directly calculated from the  and 

origin bands.  We found 

1
02

2   = 678.65(68) cm-1, which is well within the 

experimental limits of previous studies.   

 

To check our other band assignments, we calculated 2 
4 and    from the 

combination differences between 0 1 0
1 0 14 2 4  and 2 4 .  We found 1

0 
0 1
1 02 2   = 

673.5(3.2) cm-1 and 4   = 370.9(3.0) cm-1, respectively.   The 4 2  hot 

band was difficult to simulate due to convolution of multiple hot bands.  

Interestingly, if the band origin for the  band were shifted to the blue 

by 5 cm

0
1

1
0

0
0

0
14 21

0

-1, both calculated vibrational levels would be within errors of the 

frequency values calculated directly from the observed origin band .  0

 

Ã state 3   

The 3  level was not observed in this study.  More details can be found in 

the discussion section. 
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Ã state  4 1   a

As a degenerate mode, the 2
4A E (e )   manifold is split into three 

vibronic levels: .  HT selection rules only allow transitions to 

the a

1 2a a e   

1″ level from the ground state.  Current literature values for 4  all 

refer to the a1″ level.  We thus calculated 4 a 1
  from  to be 

540.55(54) cm

1
04 0 0

0

-1.  This is consistent with previous measurements. 

 

3.4.3 Jahn Teller splitting in the 4 1   , E″  × e′ level 

We used the  band to probe the e″ level of the 1
14 2

4A E (e )   manifold.  

Along with other measurements, we calculated the JT splitting JT(a1″ - e″) 

from the relation 1
1 4

1
0(4 ) 4 v  to be -1.55(1.9) cm-1.  The relatively small 

magnitude of the splitting is consistent with previous observations of 

small to moderate JT coupling strength in the Q4 coordinate.  

3.5  Discussion  

We observed the origin of the A X   transition of NO3 for the first time 

in the gas phase.  The band origin was assigned to T0(Ã) = 7062.25(0.5) 

cm-1, with integrated absorption cross section for the band ~1.3 × 10-20 

cm.  From the assignment, we determined all the fundamental 

vibrational levels of the Ã state except 3  .  We also identified several  

hot bands in the 7000-7650 cm

14X

-1 region.  From the  band, we 

calculated the splitting in the A E

1
14

2
4(e )    manifold, JT(a1″ - e″) = -

1.55(1.9) cm-1.  This was the first quantitative measurement of the JT 

activity along the Q4 mode.   
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A comparison of our experimental vibrational frequencies to the 

calculated values was shown in Table 3.3.  As MRCI calculations predict 

a large JT distortion for the Ã state, vibrational frequencies were 

calculated for the Ã state (B1) assuming C2v symmetry.  Table 3.3 shows 

that adiabatic models cannot quantitatively describe the Ã state 

accurately, although CCSD(T) does surprisingly well.  Non-adiabatic 

effects therefore must be included to model NO3 correctly.  Several 

groups have begun to use the LVC model to include PJT effects.  The LVC 

model has already been used to calculate ground state vibrational 

frequencies of NO3 with great quantitative success.13  No one however 

has used the LVC model to directly study the origin band of the A X   

transition of NO3.  In fact, no theoretical work has been done on the 

magnetic dipole transitions of NO3.   

 

The LVC model has been used by Faraji et al. to predict a small JT 

distortion along the Q4 coordinate and a very strong JT distortion along 

the Q3 coordinate for NO3.43  This could explain the difficulties in 

observing the  band, as poor Franck-Condon overlap should lead to 

very weak absorption.  In our previous CRD study, we had tentatively 

assigned the anomalously strong absorption at 8287 cm

1
03

-1 to the  band 

(Fig. 3.10).  The difference between the  and  band is approximately 

1
03

1
03 0

00

2 4  

X

 .  If the anomalous band is reassigned to the  band, the 

anomalous strong absorption could be explained by intensity borrowing 

from the "zero-frequency" electronic transition between the Ã

1 1
0 02 4

2E″ state 

components via strong quadratic PJT coupling between the Ã and 

states (Fig. 3.11).  The dipole moment between the Ã2E″ state 

components is estimated to be quite strong (~1.2 Debeye).53   Weak 

absorptions observed in the 8760 cm-1 region in the previous CRD study 
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1
0 3would then be the best candidates for the 3  band ( ~1697 cm-1).  

The high density of bands in the region however makes definitive 

assignment difficult.  Improved theoretical calculations of the vibrational 

frequencies in the Ã state would help us definitively assign the 3  band. 1
0

2 4 2 4
, v v v vA A

 
 

A 2E″ 

B 2E' 

 

X 2A2

 
″ 

HPJT(2) 

(~1.2 D) 

1 1
0 02 4

Figure 3.11.  Schematic of intensity borrowing mechanism for the anomalous 2 4  
band.  The "zero-frequency" transition can be compared to the first order Starks effect. 

1 1
0 0

 
   
While we have provided many new benchmarks for ab initio models, open 

experimental questions on the Ã state remain.  The most obvious issue is 

the resolution of the two observed peaks in the origin region.  Our 

assignment of the first peak to the origin band is consistent with other 

groups' estimates of the origin band: T0(Ã) = 7000(110) cm-1, 7061(8) cm-

1, 7064 cm-1, and 7058.5 cm-1, respectively.24,32,33,36  The second peak is 

located only 8 cm-1 to the blue of the first peak.  As the second peak also 

grows relative to the concentration of NO3, the peak appears to belong to 

NO3.  From our temperature experiments, we rule out the possibility that 

the second peak is a hot band.  The feature is also too strong to be an 

electric quadrupole transition.   
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1
0The second peak has a rotational contour similar to the parallel 4  

band.  Of the 2
4A E (e )  = 1 2a a e     manifold, the  and 1a e  levels 

have been observed via the  and  bands, respectively.  Only the 1
04 1

14 2a  

level has never been observed.  Its energy level has been predicted to be 

~10 cm-1 above the zero point of the Ã state.53  This corresponds roughly 

to the observed shift in the second peak from the origin band.      

 

Transitions from the ground state to the 2a  level however are forbidden.   

This can be shown by examination of the symmetry of the total 

wavefunction  for NOtot 3:   

 

        tot elec vibr rot nuclr           (3.5) 

 

Assuming D3h symmetry (or subgroup D3), tot should remain the same 

upon exchange of the oxygen atoms (bosons, with I = 0): 

 

12
ˆ

tot totP    .            (3.6) 

 

Then, 

 

 .       (3.7) 
        

             
1

1 1

tot elec vibr rot nuclr

elec vibr rot elec vibr rot

A

A A

 

Assuming  and  1elec A   1vibr A , for K = 0, even J levels have A1 

symmetry, while odd J  levels have A2 symmetry.  For K = 3n, the J  

levels have both A1 and A2 symmetry, while for K ≠ 3n, the J levels have 

E symmetry.54   
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The ground state of NO3 has A2 symmetry (    elec vibr

4A E

2A ).  Thus, 

from equation (3.7), only odd J″ levels of K″ = 0 and J″ levels of K″ = 3n 

are allowed.  The selection rules for a parallel band state that: ΔK = 0, 

with ΔJ = ±1 for K″ = 0 and ΔJ = 0, ±1 for K″ ≠ 0.  Then for K′ = 0, only 

even J″ levels (A1) are allowed.  In the 2 (e )   manifold, equation 

(3.7) implies that only the vibronic state with A1 symmetry is allowed.  A 

new mechanism is therefore needed to explain observation of the 2a  level.  

 

One possible mechanism is the inclusion of rotationally forbidden states.  

Oka et al. used this mechanism to explain the observation of the 

forbidden 1  ← 0 (A1 ← A1) transition in H3+.55  More explicitly, the 

rovibrational transition 1 , J′, K+3 ← J″, K″ borrows intensity from the 

allowed 2  ← 0 (A2 ← A1)  or 2 , l = 1, J′, K+1 ← J″, K″ transition in H3+.  

To better understand the mechanism, consider a simple basis set for a 

molecule, consisting of the product of vibrational and rotational 

wavefunctions: 

 

     | |  vibr rot v J K .        (3.8 a) 

 

The wavefunction of a specific energy level is described by the linear 

combination of the basis set (3.8 a).  The symmetry of the individual 

components must retain the same symmetry as the overall wavefunction.  

Under this analysis, the 1  and 2  states of H3+ cannot interact: 

 

  1 2 1| |v v A 2A .        (3.9 a) 
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If the vibronic basis set   

 

     |   vibr rot v J K         (3.8 b)  

 

is used, then the symmetries of the rotational levels can differ for each 

respective state to allow coupling: 

  

     1 1 2 2 1 2 2 1 2|   |    2( ) ( )v J K v J K A A A A A A    (3.9 b) 

 

Thus, the forbidden 1  ← 0 transition borrows intensity from the allowed 

2  ← 0 transition.  A similar mechanism may be leading to the 

observation of the second peak in the NO3 spectrum.  More experimental 

and especially theoretical investigations however are needed.  

 

This CRD study represents the only experimental work that has 

examined the A  hot bands of NOX  3.  While we have focused primarily 

on the Ã state, the hot bands can also shed light on the ground state of 

NO3.  We have already demonstrated this by determining the 4  level 

from the observed hot bands.  There is current disagreement in the 

literature over the value of 3   (1492 cm-1 vs. 1000 cm-1).  If we take the 

latter assignment for 3  , many of the hot bands originating from the 3   

state would lie in the * regions of Figure 3.5.  There are however, many 

other possible combination bands that could have absorptions in the 

same region.  More experiments are clearly needed.   
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3.6 Summary 

This chapter highlighted the quantitative advances we have made in 

elucidating the non-adiabatic effects of the Ã state of NO3.  We observed 

the  magnetic-dipole allowed origin transition, along with several 

vibronic hot bands, using the pulsed CRDS apparatus.  From analysis, we 

assigned the fundamental vibrational levels of the Ã state of NO

A X

3 and 

calculated the JT splitting in the 2
4A E (e )  

r. 

 manifold.  As a small radical 

system with both JT and PJT effects, NO3 is a benchmark system for 

many non-adiabatic models.  Our work helped define areas in which 

theoretical models still need to be developed.  Further experimental and 

theoretical collaborations are planned.   

 

Now that we better understand the chemical physics of NO3, we are ready 

to examine the role of NO3 in our atmosphere.  We are specifically 

interested in the oxidation of various volatile organic compounds by NO3 

at nighttime.  We discuss these issues in the following chapte
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A p p e n d i x  f o r  C h a p t e r  3  

Appendix 3.1  Brief overview of the Jahn Teller (JT) effect 

The original Jahn Teller (JT) theorem (1934) states that a non-linear 

molecule in a degenerate electronic orbital state distorts to a lower 

symmetry configuration to remove the degeneracy.1  The theorem was 

extended to linear molecules for quadratic or second order vibronic 

coupling terms by Renner and Teller (Renner-Teller effect) and to 

molecules with near degenerate states by Öpik and Pryce (pseudo-JT 

effect).2-4  Proof of the JT theorem involves perturbation theory, in which 

the corrections terms are the Taylor expanded vibronic coupling terms.   

 

We define the Hamiltonian as the sum of the electronic potential (Helectr) 

for the system at its symmetric configuration (0 subscript in the 

formulas), the kinetic energy of the nuclei (Tnuclr), the electrostatic 

potential of the system (V(r,Q)) as a function of both nuclear (Q) and 

electronic (r) coordinates, and the spin-orbit Hamiltonian (Hso):  

 

   electr nuclr SOH H T V r Q H( , )        (A-3.1)

         

with           
 

   
   

N N

i
i i ji i j

V V
V r Q V r Q QQ

Q Q Q

2

0 0
,

1
( , ) ( ,0) ( ) ( ) ...

2 i j   (A-3.2) 

 

The HSO  term is typically included, as JT systems necessarily involve 

open-shell systems.  Both vibrational and spin angular momenta 

compete for the orbital angular momentum.  In the case of NO3, the 

spin-orbit coupling term is expected to be very small compared to the JT 

distortion.  Thus, the HSO term is often ignored. 
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Analysis of NO3 (D3h) is parallel to Barckholtz and Miller's analysis of 

a C3v molecule in a 2E state with degenerate JT active mode Qi,±(e).  Using 

vibronic basis set { }, the eigenvalues for the Hamiltonian are: i iv l| | , 5 

 

    

    
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 

ii i ii i
i i i i i i

i

i i i i ii i i

g g
U k

k

k g

12 2
2 2

, 2

2 2

1 2
(1 cos(3 ) )

2

1
~ [ cos(3 )]

2

ik
     (A-3.3) 

 

with λi = curvature of the potential energy surface at the symmetric 

configuration, ki = linear JT constant, and gii = quadratic JT constant.  

  
 

  ii
i iQ e,           (A-3.4) 


 
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|( ) |         (A-3.5) 




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i
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Q 0
,

|( ) |         (A-3.6) 




  

ii
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V
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Q

2

02
,

|( ) | .        (A-3.7)

         

The minimum and maximum energies at min,

2 4
0, , ,...

3 3i

    and 

max, , ,...
3i

    are: 

 

  min/max, , (1 )i i e iE D iK ,        (A-3.8) 

 

where Mi = reduced mass of the JT active mode and 
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                           (A-3.10) 

 

From equation A-3.8, distortion to lower symmetry occurs only when the 

linear JT or first order vibronic coupling term is non-zero (Di ≠ 0).  The 

quadratic JT term (Ki ≠ 0)  removes the symmetry of the distortion.  In 

literature, the JT stabilization energy is often reported as ε = |Emin/max,i| 

with Ki = 0.  The expression for the PJT effect is mathematically 

equivalent to the linear JT term.  Both JT and PJT effects are needed to 

describe distortions in NO3. 

 

 

 

Linear JT 

Quadratic JT 

Quadratic JT 

Figure A-3.1.  Schematics of a two-dimensional slice of a potential energy surface with 
linear and quadratic JT effects.  The linear JT effect must be non-zero for the system to 
undergo distortion. 
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Appendix 3.2 Results from our previous CRDS study 

In our previous CRDS study, we examined the Herzberg-Teller-allowed 

 transitions of NOA X 3 in the 5000-10000 cm-1 region at room 

temperature.6,7  The D3h and C2v character tables, along with a 

correlation table, are shown in Fig. A-3.2.  Assuming D3h symmetry, we 

access all vibrational levels of the Ã state, except the 1  level, from the 

ground state.  Given the perpendicular and parallel electric dipole 

transition moments E    and 2A  , the transitions are the 

following: 

 

1
0 1 2 2 1

1
0 1 2 2

1
0 1 2 2

1
0 1 2 2

1 : ( ) ( )

2 : ( ) ( )

3 : ( ) ( )

4 : ( ) ( )

a A E A E a

a A E E a

a A A E e

a A A E e

        

       

       

       



            (A-3.11) 

 

The listed bands, along with multiple combination bands, were identified 

in the previous study.  Assignments can be found in the original 

published papers. 

 

A1 ′ 
 
A1 ′ 
 
E′ 
 
A1″ 
 
A2″ 
 
E″ 

D3h E     2C3     3C2     σh     2S3     3σv 

1       1         1       1        1        1 

1       1        -1       1        1       -1        

2       -1        0       2       -1        0        

1       1         1      -1       -1       -1        

1       1        -1      -1       -1        1        

2      -1         0      -2        1        0        

Rz 

(x,y) 

z 

(Rx, Ry) 

x2+y2, z2 

(x2-y2, xy) 

(xz, yz) 
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A1 ′ 
 

       

 

 

Figure A-3.2.  The D3h (top) and C2v 8 character tables.  The correlation table is also 

included on the side. 

 

The parallel and perpendicular  bands are shown in Fig. A-3.3.  

While the rotational contours of the bands are distinct, the two bands 

have surprisingly similar intensities.  The rotational contours are 

discussed in Appendix 3.5.  We focus here on the intensities of the two 

bands.  Examination of the intensity borrowing mechanisms reveals the 

importance of the PJT effect in NO

1
04 1

02

3. (Fig. A-3.4).9   

 

For the  band, the wavefunction describing the ground state of NO1
04 3 

has contributions from both the  and  states:   X B

 

:| , | | ,PJT BXX X B e        

d is the



          (A-3.12 a) 

 

where λPJT:BX = PJT coupling between the X  and B  states.  The 

transition dipole moment for the 1
04  ban n: 

 

:, | | , | | , , | | ,PJT BXX A e X A e B e A e              
      .      (A-3.12 b) 
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

B 



 

Figure A-3.3.  CRD spectrum of the  and  bands in the 7530-7800 cm1

0
4 1

0
2 -1 region. 

 

For the  band, the wavefunction describing the Ã state has 

contributions from both the Ã and B  states:   

1
02



 

2 2 :| , , | , |PJT ABA a A a B                 (A-3.13 a) 

 

where λPJT:AB = PJT coupling between the Ã and  states.  The transition 

dipole moment for the band is then: 

B

 

2 2 :| | , , | | , | |PJT ABX A a X A a X                      (A-3.13 b) 

 

For the  band, λ1
04 PJT:BX  is expected to be very strong, while for the 

band, the transition is known to be very strong.  Thus, the  and 

 bands coincidentally have similar intensities.  From our simulations 

1
02  

B X 1
04

1
02

7530 7580 7630 7680 7730 7780

1
04
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04

A


of the experimental data, the intensity ratio of the  bands  was 

1.76.  Stanton modeled the intensities using a linear multimode vibronic 

coupling (LVC) model and found the ratio to be 1.36.

1
02 :

9   

 

  

 
 

Figure A-3.4.  Schematics of the intensity borrowing mechanisms for the parallel 4  

and perpendicular 2  bands of NO

1
0

1

0 3.  The parallel band borrows intensity from the weak 

 transition via strong PJT coupling between the B and  states.  The 

perpendicular band borrows intensity from the strong B  band via weak PJT 

coupling between the Ã and  states.  

B  


X
X

B
 

The analysis of the bands highlighted the importance of the PJT effect in 

NO3.  However, an interesting puzzle arose during the simulations.  A 

symmetric top model was used to simulate the 4  band; however an 

asymmetric top model had to be used to simulate the 2  band.  

Asymmetry indicates JT distortion.  What is then the symmetry or the 

extent of vibronic coupling in the 0  level of the Ã state? 

1
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Detection of the origin band  would solve the puzzle.  The A X  

transition is electric dipole forbidden; however the origin band  is 

magnetic-dipole and electric-quadrupole-allowed:  

0
00  

0
00

 

3

0
0 1 2 2

:

magnetic 0 : (
hD

a A a   
0
0 1 2 1

)

electric quadrupole 0 : (

e E

a A a

  

    e

2

0
0 1 2 1

)

:

magnetic 0 : (
v

e E

C

a B b

  

  2b 2 1

0
0 1 2 1

)

electric quadrupole 0 : (

a B

a B b

 

  2b 1a 2 1)a B 

        (A-3.14) 

 

The absorptions are expected to be very weak.  A better NO3 source 

would be necessary to increase the signal-to-noise of the spectra.  Thus 

Chapter 3 built on the previous CRDS study by focusing on detection of 

the origin band and the hot bands in the 7000-7600 cm-1 region. 
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Appendix 3.3 N2O5 synthesis 

Dinitrogen pentaoxide (N2O5) is synthesized in the hood by mixing gases, 

nitric oxide NO and ozone O3, in a glass vessel (Fig A-3.5).  The gas 

product N2O5 is collected in a bubbler in a dry ice/acetone bath.  The 

product is a white powder or crystal.  N2O4 impurities can easily be 

observed by a slight yellow tinge to the powder.  To remove impurities, lift 

the bubbler out of the dry ice/acetone bath and run ozone through the 

bubbler until the yellow color disappears.   

 

N2O5 crystals will form on any cold surface, including the inner tube of 

the bubbler.  Before running experiments, warm the sample slowly by 

running either ozone or helium at room temperature through the bubler.  

Shake the bubbler gently to push all the N2O5 sample into the bottom of 

the bubbler.  If extra N2O5 is synthesized, the bubbler can be put under 

high pressure helium and placed in liquid nitrogen for storage.  Proper 

care should be taken when handling liquid nitrogen (Appendix 2.4).     

  N2O5 Synthesis 
In the hood: 

O3  

(to bubbler in dry  
ice/acetone bath) 

N2O5  (from ozonizer   )     

NO + O3   NO2 + 

NO2 +  O  NO3 + 

NO3 + NO2  N2O 

(from gas cylinder, 99.99%) 

NO  

 
 
 
  
 

  
   

 
Figure A-3.5. Schematic of the synthesis of N2O5.  All connections should be vacuum 
tight and  made from stainless steel or Teflon, as ozone and nitric oxide destroy most o-
rings.     
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Appendix. 3.4 Nitric acid absorption in the NIR region 

The overtone and combination bands of nitric acid (HNO3) have been 

examined for potential contributions to the photochemistry of the 

atmosphere.10,11  We further explored HNO3 absorptions in the NIR 

region using the pulsed CRDS apparatus.  Details of the pulsed CRDS 

apparatus has been provided in Chapter 2.  The Nd:YAG was operated at 

20 Hz for maximum data collection per second.     

To minimize water absorptions in the NIR, we prepared a 3:1 solution of 

sulfuric acid (concentrated) and nitric acid (70% HNO3) in a bubbler.  

The sample was freeze-pump-thawed before being placed in an ice bath.  

Helium (~20 Torr) was flowed slowly over the HNO3 bubbler (Pvapor ~ 1.5 

Torr) and into a long residence time Pyrex ringdown cell.  The ringdown 

cell was wrapped with thermal tape for temperature experiments.   

Preliminary spectra were collected from 7200-7600 cm-1 and 7900-8300 

cm-1 at 0.2 cm-1 step size at both T = 25˚C and T = 60˚C.  The absorption 

features were identical at both temperatures, thus only the preliminary 

spectra of nitric acid at room temperature are shown in Fig. A-3.6 (a-b).   

The HNO3 bands are surprisingly structured in the region.  Calculated 

intensities of the bands have been plotted in Fig. A-3.6 (a).12  The 

experimental and theoretical data match very well.  The strong OH 

overtone at ~6940 cm-1 has been well-studied, with measured absorption 

cross section σ < 6.9x10-19 cm2 cm-1 molec-1.12,13  CRDS, however, cannot 

quantitatively measure strong absorptions (Chapter 2).  We therefore are 

currently in the process of diluting HNO3 concentrations such that 

spectra of both the OH overtone and combination bands can be obtained 

simultaneously.  The integrated intensities of the bands can then be 

directly compared. 
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7200 7250 7300 7350 7400 7450 7500 7550 7600

Figure A-3.6 (a).  CRD spectrum of nitric acid in the 7200-7650 cm-1 NIR region.  The 
red lines are from VPT2 calculations from ref [11].  

 

 

7900 7950 8000 8050 8100 8150 8200 8250 8300

 
 
Figure A-3.6 (b).  CRD spectrum of nitric acid in the 7900-8500 cm-1 NIR region.  
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4

Appendix 3.5 Calculations and simulations of NO3   

A-3.5.1.  PGopher simulations  

We simulated the rotational contours of the NO3 bands using PGopher v. 

5.3.  In Appendix 3.2, we compared the intensities of the parallel  and 

perpendicular  bands.  We began simulations with these bands (Fig. A-

3.7 and Fig. A-3.8).  A comparison of the contours shows that the 

band has a small gap, caused by shifting of the Q-branch to the blue of 

the bandhead.  The distinct contours for perpendicular and parallel 

bands are useful for band assignments in NO

1
04

1
02

1
04  

3.   

 

We next simulated the observed hot bands in the 7000-7600 cm-1 region.  

In a recent study, Kawaguchi, et al. fit the 3 4  

4

 and 

3 42    bands in the ground state to determine the rotational 

constants of the level.14 14  We used these values to model the transitions; 

however, simulations were still difficult, as the observed bands consisted 

of a convolution of multiple hot bands in some absorption regions.   

 

In the 7300-7400 cm-1 region, we used the upper rotational constants of 

the  band to simulate the  band (Fig. A-3.9).  There may be a 

second peak at 7360 cm

1
02

1
0

0 1
1 04 2

-1.  If we adjust C′, however, the simulation 

matches the rotational contour of the hot band.  Thus, we assigned the 

band origin of the  band with large error bars to 7370.0(3.0) cm0 1
1 04 2 -1.  

We analyzed the hot bands in the 7200-7270 cm-1 and 7450-7500 cm-1 

regions similarly and assigned the peaks to  at 7235.5(1.5) cm1
14 -1 and 

 at 7481.0(1.0) cm0
14 1 -1, respectively (Fig. A-3.10 and A-3.11).  
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Simulation of the  origin band was the most difficult (Fig. A-3.12).  

We could not re-create the two peaks with a magnetic dipole model.  We 

therefore fit the first peak to the magnetic dipole transition and 

simulated perpendicular and parallel bands to take into account the 

other absorption features in the 7000-7100 cm

0
00

-1 region.  In order to 

check whether the rotational constants for the  level were reasonable, 

we used the same rotational constants to fit the  band (Fig. A-3.13).  

The simulated contour was in good agreement with the experimental  

band.   

00

0
14

0
14

 

We also tried using an electric quadrupole model to fit the absorption 

peaks (Fig. A-3.14), but this model also could not recreate the two 

absorption features.  Electric quadrupole transitions are much weaker 

than magnetic dipole transitions; thus we maintain that the observed 

features resulted from the  magnetic dipole transition.  Determination 

of 

0
00

4   = 365.75(1.1) cm-1 from 0
00 40

1  are very consistent with previous 

measurements of the 4   level ( 4   = 365.6 cm-1 and 365.48419 cm-1).14,15  

Thus, we used the magnetic dipole PGopher simulation of the  band to 

calculate the integrated absorption cross section in the study.  

0
00
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7540 7550 7560 7570 7580 7590 7600 7610 7620

Red: PGopher Model (4_10: Eʺ-A2 ʹ) 
Dark Blue: NO3 data 

 
 
Ground State: Excited Ã State: 

 

Figure. A-3.7.  PGopher simulation of the  band using a symmetric top model. 1

0
4

 

Figure A-3.8.  PGopher simulation of the  band using a symmetric top model. 1

0
2

B = 0.458575  B = 0.4325 
C = 0.229288 C = 0.2155 

To = 7602.8 cm-1 

 

7602.8 ± 0.2 cm-1 1
04

File for PGopher v5.3: A X 4_7600band_symmetric.pgo 

D3h model: 

File for PGopher v5.3: mod_NO3 A-X 2 and 4 7660-7750.pgo 

7690 7700 7710 7720 7730 7740 7750 7760 7770 7780

Red: PGopher Model Total 
Pink: 4_21: A1-B2 

Blue: 2_10: B1-A1, A2-B2 

Black: NO3 data 

Ground State: 

C2v model: 
Excited Ã State: 
A = 0.4395 
B = 0.42 
C = 0.22 
To = 7740.9 cm-1 

 

7740.9 ± 0.3 cm-1 

1
02

A = B = 0.458575  
C = 0.229288 

Excited Ã State: 

2
14

Ground State: 
A = B = 
0.4592222 
C = 0.2278233 

A = 0.434 
B = 0.425 
C = 0.215 
T  = 7768.85 cmo -1 

 

7768.9 ± 0.5 cm-1 
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Figure A-3.9.  PGopher simulation of the  band using an asymmetric top model. 0 1

1 0
4 2

 

Figure A-3.10.  PGopher simulation of the  band using an asymmetric top model. 1

1
4

7350 7355 7360 7365 7370 7375 7380 7385

Pink: 4_01 2_10: B2-A1 

Blue: 4_01 2_10 : B2-A1 

Black: NO3 data 

C2v model: 

0 1
1 04 2

File for PGopher v5.3: NO3 7300-7400.pgo 

Ground State: 
A = B = 0.458575  
C = 0.229288 

Ground State: 
A = B = 
0.4592222 
C = 0.2278233 

Excited Ã State: Excited Ã State: 
A = 0.4395 
B = 0.42 
C = 0.22 
To = 7370.7 cm-1 

7370 ± 3 cm- A = 0.434 
B = 0.425 
C = 0.205 
T  = 7372.7 cmo -1 

  Take values from 2_10 Change C constant 

7180 7190 7200 7210 7220 7230 7240 7250 7260

Pink: 4_11: B2-A2, B1-A1 

Blue: 4_11 : B2-A1, B1-A1 

Black: NO3 data 

C2v model: 
Excited Ã State: 

1
14

File for PGopher v5.3: NO3 7100-7300.pgo 

Ground State: 
A = B = 
0.4592222 
C = 0.2278233 

7235.5 ± 1.5 cm-1 A = 0.4325 
B = 0.4325 
C = 0.2175 
To = 7235.7 cm-1 

 

Excited Ã State: 
A = 0.4325 
B = 0.4225 
C = 0.2175 
To = 7236.7 cm-1 

 

Ground State: 
A = B = 
0.4592222 
C = 0.2278233 

Take values from 4_10 Change B constant 
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Figure A-3.11.  PGopher simulation of the  band using an asymmetric top model. 0 1

1 0
4 1

 

Figure A-3.12.  PGopher simulation of the  band using a magnetic dipole C0

0
0 2v model. 

7450 7455 7460 7465 7470 7475 7480 7485 7490 7495 7500

Pink: PGopher Model (4_01 1_10, B1-A1) 
Black: NO3 data 

 
 
Ground State: Excited Ã State: 

A = 0.44 
B = 0.43 
C = 0.215 
To = 7480.8 cm-1 

 

A = 0.4592222 
B = 0.4592222  
C = 0.2278233 

File for PGopher v5.3: NO3 7440-7500.pgo 

C2v model: 

Pink: PGopher Model (4_01 1_10, B1-A1) 

0 1
1 04 1 7481 ± 1.5 cm-1 

Black: NO  data 3

 
 
Ground State: 
A = 0.458575 
B = 0.458675  
C = 0.229288 

Excited Ã State: 
A = 0.445 
B = 0.4125 

0
00

File for PGopher v5.3: NO3_origin_magdipole_allthree.pgo 

7025 .00 7035 .00 7045 .00 7055.00 7065 .00 7075 .00 7085.00 7095 .00 7105.00

Red: PGopher Model (0_00, B1-B2) 
Purple: 0_00 (magnetic dipole) 
Brown: c-type 
Green: b-type (hot band) 
Black: NO3 data 

C2v model: 
b-type 
(perpendicular) 
Excited Ã State: 
A = 0.435 
B = 0.41 
C = 0.21 
To = 7083.5 cm-1 

 

c-type  
(parallel) 
Excited Ã State: 
A = 0.435 
B = 0.43 
C = 0.215 
To = 7066.46 cm-1 

 

C = 0.2175 
To = 7062.25 cm-1 

 

7062.25 ± 0.5 cm-
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File for PGopher v5.3: 4_01_6700_ICOSband.pgo 

 

Figure A-3.13.  PGopher simulation of the  band using an asymmetric top model. 0

1
4

Figure A-3.14.  PGopher simulation of the  band using an electric quadrupole C0

0
0 2v 

model.  

6 6 4 5 6 6 5 5 6 6 6 5 6 6 7 5 6 6 8 5 6 6 9 5 6 7 0 5 6 7 1 5

Pink: PGopher Model (4_01, B1-A1) 
Black: NO3 data 

 
 
C2v model: 

Ground State: 
A = 0.4592222 
B = 0.4592222  
C = 0.2278233 

Excited Ã State: 
A = 0.445 
B = 0.4125 
C = 0.2175 
To = 6696.5 cm-1 

0
14 6696.5 ± 1.0 cm-1 

 Take values from 0_00 

Electric quadrupole model 
In PGopher, simulate an electric quadrupole transition by using a spherical transition moment and 
choosing rank 2.  Components (-2, 0, 2)  resulted in spectra, although all component may not be 
allowed in NO3. 

7050 7055 7060 7065 7070 7075 7080 7085 7090 7095 7100

 
 
C

Ground State: 
A = 0.458575 
B = 0.458675  
C = 0.229288 

Excited Ã State: 
A = 0.445 
B = 0.4125 
C = 0.2175 
To = 7062.25 cm-1 

 

2v model: 

Red, Blue, Green: PGopher Model (0_00) 
Black: NO3 data 

Excited Ã State: 
A = 0.435 
B = 0.43 
C = 0.2175 
To = 7062.25 cm-1 

 

File for PGopher v5.3: quadrupole.pgo 

From earlier 0_00 fit 

Excited Ã State: 
A = 0.445 
B = 0.43 
C = 0.2175 
To = 7062.25 cm-1 
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2

2

A-3.5.2 Rotational constants 

Most theoretical papers publish the structural parameters of the 

chemical system, rather than the rotational constants.  For NO3, the 

most three important parameters are d and r, the length of the NO bonds 

in Ǻ units, and θ, the angle between the z-axis and NO bond.  To 

calculate the rotational constants from these parameters,  NO3 is drawn 

on a yz-graph with the origin of the axes at the center of mass of NO3 (Fig. 

A-3.15).  The planarity of the radical simplifies the calculations.  The 

moments of the inertia tensor are determined from the coordinates and 

masses (amu) of the atoms: 

 
2 2

2 2

2 2

( )
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( )
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xz yz

I m y m z I I

I m x m z m

I m x m

z

y m y

I m x y

I I

   

  

  

  

 


 
 
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             (A-3.15) 

  

The rotational constants (A < B < C) are then:16 

 

16.8576314
Rotational constant ( , , )

Inertia ( ,  ,  )xx yy zz

A B C
I I I

          (A-3.16) 

 

The z-axis is generally chosen as the axis of the symmetry.  The 

coordinate system in Fig. A-3.15 was chosen assuming C2v symmetry for 

NO3.  If NO3 has D3h symmetry, the coordinate system should be 

rewritten such that the z-axis is coming out of the plane.  The 

calculations simplify even further as A = B for an oblate symmetric top. 
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Figure A-3.15.  The structural parameters of NO3  
 

A program was written in Mathematica to simplify the calculations.  A 

copy of the code is provided below.  Comments have been written in red 

to guide the reader through the program. 

 
Clear[h] 
mN = 14; amu  
mO = 16; amu  
r=1.28; angstroms 
d=1.24; angstroms 
=(120/2)*/180; radians 
Solve[mN*{0,0,-h}+mO*{0,0,d-h} 
    +mO*{0,-r*Sin[],-h-r*Cos[]}+mO*{0,r*Sin[],-h-
r*Cos[]}0,h]; solve for the center of mass of the 
coordinate system i.e. h. 
Ixx = mN*h^2+mO*(d-h)^2+2*mO*((-r*Sin[])^2+(-h-
r*Cos[])^2)/.Solve[mN*{0,0,-h}+mO*{0,0,d-h} 
      +mO*{0,-r*Sin[],-h-r*Cos[]}+mO*{0,r*Sin[],-h-
r*Cos[]}0,h]; 
Ixy=0; 
Iyy=mN*h^2+mO*(d-h)^2+2*mO*(-h-r*Cos[])^2/.Solve[mN*{0,0,-
h}+mO*{0,0,d-h} 
      +mO*{0,-r*Sin[],-h-r*Cos[]}+mO*{0,r*Sin[],-h-
r*Cos[]}0,h]; 
Iyz=0; 
Izz=2*mO*(r*Sin[])^2/.Solve[mN*{0,0,-h}+mO*{0,0,d-h} 
      +mO*{0,-r*Sin[],-h-r*Cos[]}+mO*{0,r*Sin[],-h-
r*Cos[]}0,h]; 
Inertia={Ixx,Iyy,Izz} 
{A,B,c}=Reverse[Sort[16.8576314/Inertia]] A < B < C 
 
Unfortunately, the structural parameters cannot be directly determined 
from the rotational constants.  We can however use the relationship 
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between the constants to evaluate the asymmetry and non-planarity 
of the chemical system.  For asymmetry, 
 

2B A C
A C

  



                (A-3.17) 

 

Deviations from κ = 1 (oblate symmetric top) and κ = -1 (prolate 

symmetric top) indicate the degree of asymmetry.  For non-planarity, 

 

0

1 1 1
16.8576314 ( )

C A B
                  (A-3.18) 

 

Deviations from Δ0 = 0 (planar) indicate non-planarity. 

 
A-3.5.3  Simulation of the bands in Mathematica 

If the Hamiltonian is well-defined, the NO3 bands can be simulated in 

Mathematica.  We wrote a Mathematica simulation for the  band using 

the symmetric top Hamiltonian from the high resolution diode study of 

the  band.

1
04

1
04 17  While the code is too long to include in the thesis, we 

outline here the ideas behind the program. 

 

A set of quantum numbers is first chosen to describe the energy levels of 

the molecular system. In general, the quantum labels include J = the 

total angular momentum of the molecule K = the projection of J along the 

molecular z-axis, and M = the projection of J along a laboratory z-axis.   

It is convenient to first generate the lower and upper state energy levels 

separately using the Hamiltonian.  The Hamiltonian is also a function of 

the quantum numbers and has been well-defined for symmetric tops:16   

 
2 2 4 2( , ) ( 1) ( ( 1)) ( ) ( 1)J KE J K BJ J D J J A B K D K D J J K        JK  
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                 (A-

3.19) 

 

where DJ, DK, DJK are the centrifugal distortion constants. 

 

The energy levels are organized by K-stacks, i.e., for every K, the J-

dependent energy levels (J ≥ K) for that value of K is calculated.  Not all 

J-levels are however allowed.  Thus, the symmetry of the J-levels must be 

investigated, along with the overall symmetry of the wave function 

describing the molecule (Chapter 3).18.  Once the energy levels have been 

well-defined, for symmetric tops, the selection rules for the transition are 

very simple: ΔK = 0, with ΔJ = ±1 for K = 0 and ΔJ = 0, ±1 for K ≠ 0.  A 

program can be written to calculate the energy differences between 

corresponding upper and lower energy levels from the selection rule.   

 

A similar approach can be used for asymmetric tops.  Finding good 

quantum numbers can be more difficult.  Often the coordinate system is 

chosen such that the asymmetric top behaves as a near oblate or prolate 

symmetric top.  The selection rules change according to the chosen 

coordinate system.  Thus, great care should be taken to check that the 

correct selection rules are being used and the symmetry of the involved 

energy levels is correct within the chosen coordinate system. 

 

The line positions are easily calculated once the Hamiltonian is well-

defined.  Simulating the line intensities of the bands can be more difficult.    

There may be some subtleties in weighing the energy levels, but to first 

approximation, the line intensity is a product of the square of the 

transition dipole moment and the Hönl-London factors.  The Hönl-

London factors are:18 
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For ΔK = 1, 
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         (A-3.20 a) 

 

where P, Q, and R refer to ΔJ = -1, 0, and 1 respectively. 

 

For ΔK = 0, 
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             (A-3.20 b) 

 

For ΔK = -1, 
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             (A-3.20 c) 

 

 

For symmetric tops, only equations A-3.20 (b) are utilized.  The transition 

dipole moment involves ab initio calculations that are beyond the scope 
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of this discussion.  However for relative line intensities within the 

same transition, only the Hönl-London factors are needed. 

 

Appendix 3.6 Off-axis integrated cavity output spectroscopy 

The methodology of CRDS was discussed in Chapter 2.  Improvements to 

CRDS and related cavity enhanced methods have focused on increasing 

the Q-factor of the cavity by efficiently coupling the laser to the cavity 

modes.  In integrated cavity output spectroscopy (ICOS), the difference 

between the integrated light output from a cavity with and without an 

absorber is measured.  Ideally, the spacing between the cavity modes is 

narrower than the laser line width such that the laser is always in 

resonance with the cavity.     

 

The free spectral range (FSR) of a cavity (L) is defined as the frequency 

spacing between two successive resonant modes:   

   

2longitudinal

c
FSR

L
                 (A-3.21) 

 

In off-axis (OA)-ICOS, the laser is aligned off-axis to the optical cavity 

axis such that the transverse modes are activated.  The mode density of 

the cavity is therefore significantly increased (Fig. A-3.16).19,20  In many 

cases, however, the mode spacing remains large with respect to the laser 

line width.  Thus, either the laser or the cavity modes are modulated to 

randomize interaction between the laser and cavity.  This can be 

achieved by either sweeping the laser frequencies rapidly or jittering the 

length of the optical cavity.   
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Figure A-3.16.  Schematics of OA-ICOS.  The integrated light output from the cavity is 
measured with and without an absorber.  The high density of cavity modes increases 
the sensitivity of the method, as the baseline is better averaged. 
 

A brief schematic of the OA-ICOS apparatus is shown in Fig. A-3.17.  

Output from an external cavity diode laser (New Focus TLB-6323, Γ = 

100 kHz, 1407-1545 nm) with a 40-dB isolator is divided among the 

optical cavity, 1-m reference gas cell, and a 5-cm ultra-low expansion 

(ULE) quartz etalon (FSR ~ 2 GHz).  A New Focus 2011 InGaAs detector 

(gain 104, BW = 50 kHz) with voltage amplifier SRS560 (30 kHz low pass 

filter, gain 5) and two New Focus IR 1623 detectors (BW = 50 kHz) are 

used for detection along their respective paths.  All signals are collected 

using an analog-to-digital converter (Keithley Instruments, KPCI-3108) 

and recorded in Labview simultaneously.   
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Figure A-3.17.  Schematic of the OA-ICOS apparatus.  The sensitivity of the apparatus 
is 2.5 x 10-8 per pass. 
 

The optical cavity consists of two highly reflective mirrors (Newport 1500, 

R = 99.98%) spaced 85-cm apart (FSR ~ 176 mHz).  The cavity is first 

aligned on-axis, before the laser is translated horizontally ~0.25 cm and 

tilted vertically for OA-ICOS experiments.  Minor adjustments can be 

made while maximizing carbon dioxide signal.  Mechanical jittering of the 

optical cavity by a chopper wheel increases the sensitivity of the 

apparatus to 2.5 x 10-8 per pass. 

 

For the OA-ICOS experiments, the chemistry was very similar to that 

used in the pulsed CRDS experiment.  In order to take a scan, the 
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piezoelectric transducer (PZT) of the laser was modulated with a 50 Hz 

sawtooth function to span ~1.5 cm-1.  The stepper motor was used to 

coarsely tune the wavelength of the laser such that successive PZT scans 

could be collected and overlapped for a global spectrum of the  band of 

NO

0
14

3.  The effective resolution of the apparatus was 75 MHz or 0.002 cm-1:   

 

-1

ramp frequency
resolution = laser frequency span

detector bandwidth
50 Hz

45 GHz 75 MHz (0.002 cm )
30 kHz



  
        (A-3.22) 

 

The resolution is sufficiently below the Doppler width of NO3 (0.01 cm-1). 

The reference cell was filled with either ammonia or water to provide 

frequency calibration, while the ULE was used to calibrate the relative 

spacing between the cavity modes.  

 

The raw data is shown in Fig. A-3.18.  We found however that the NO3 

concentrations were not stable for the experimental run.  Thus, we 

analyzed only the excerpt of the NO3 data about the  band head.  To 

compare our data to the CRD spectrum, we convoluted the OA-ICOS 

spectrum with a 0.1 cm

0
14

-1 Gaussian line shape.  The two spectra matched 

very well (Fig. 3.7).    
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Figure A-3.18.  Raw data from the OA-ICOS experiment (0.002 cm-1).  The bump at 
6660 cm-1  is due to fluctuations in the NO3 concentrations.  For analysis, we therefore 
used only the 6680-6720 cm-1 region.  
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C h a p t e r  4  

DETECTION OF THE PEROXY INTERMEDIATE IN THE OXIDATION 

OF 2-BUTENE BY THE NITRATE RADICAL (NO3)  

4.1  Introduction to NO3 as a tropospheric oxidant  

The free radical oxidation of volatile organic compounds (VOCs) drives 

the chemistry of the Earth's atmosphere.  While most radicals are 

produced photochemically, the nitrate radical (NO3) is formed by reaction: 

 

NO2 + O3 → NO3 + O2           (4.1) 

 
During the daytime, NO3 is destroyed by sunlight:1 

 

NO3 + hv   → NO + O2        (4.2 a)

                

       + hv   → NO2 + O(3P)       (4.2 b) 

 

At nighttime, however, NO3 is the main oxidant in the troposphere (~50 

ppt), with various roles in gas phase chemistry reactions and secondary 

organic aerosol (SOA) formation.2-20 

 

The oxidation of VOCs by NO3 is directly related to the formation of 

peroxy radicals in the atmosphere.  For alkanes (RH), hydrogen 

abstraction is the main reaction mechanism: 

 

RH + NO3 → R + HNO3           (4.3) 

 

R + O2 → RO2 (peroxy radical)          (4.4) 
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The peroxy radicals play key roles in pollutant and ozone formation. 

The different reaction pathways and the relationship of the radicals to 

other atmospheric networks have been discussed in Chapter 1.  

Significant research has been focused on characterizing the peroxy 

radicals and measuring their rates of reaction with atmospheric gas 

species.3,21-26 

 

Less research has been devoted to the oxidation of alkenes by NO3.  

Observations of products from NO3-initiated oxidation of isoprene in 

SOAs however have sparked interest in the oxidation of alkenes.6,7,9-

12,14,18,19  Isoprene is the most abundant non-methane VOC in the 

atmosphere, with global emissions of ~500 Tg (C) yr-1.5  As isoprene is 

released mainly from deciduous trees during the day, its reaction with 

the NO3 was long believed to be insignificant.  The new studies however 

show that under cloudy conditions or near dusk, both NO3 and isoprene 

levels are sufficiently high to be of atmospheric relevance. 

 

NO3 addition to the double bond of alkenes (R=R′) leads to competing 

pathways of epoxide and NO3-substituted peroxy radical formation: 

 

R=R′ + NO3 → R- R′(NO3)          (4.5) 

 

R- R′(NO3)  → ROR′ (epoxide) + NO2      (4.6 a) 

         + O2  → R- R′(NO3)O2 (nitrooxyalkyl peroxy radical)   (4.6 b) 

 

At low pressures, the epoxide channel (4.6 a) dominates, while at high 

pressures, the NO3-peroxy radical channel (4.6 b) dominates.13,27-41  

NO3-peroxy radicals undergo similar reaction pathways as the 

unsubstituted peroxy radicals; however, the reaction rates are not well-

characterized.  To date, only one theoretical paper has investigated the 
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he gas phase. 

potential energy surface (PES) of isoprene oxidation by NO3 and the 

different branching ratios of NO3-peroxy radical formation.42  No 

experiment has ever detected for any alkene oxidation system the NO3-

peroxy radical intermediate in t

 

While much attention has been given to the formation of peroxy radicals, 

the epoxide channel is also of atmospheric interest, especially with 

respect to SOA formation.43-46  Epoxide rings can open in acidic mediums 

to produce volatile diol, sulfate ester, and polymer products.  These 

products have all been observed in SOA field samples.  The 

Intergovernmental Panel on Climate Change recently highlighted aerosols 

as one of the greatest uncertainties in the Earth's radiation budget.47  

The radiation budget plays a significant factor in global warming and 

climate modeling predictions.  All atmospheric sources of epoxides must 

be taken into account.   

 

The quantitative yields of the competing pathways of NO3-initiated 

oxidation of alkene systems are highly debated.  In the simple NO3 + 2-

butene system, estimates of the epoxide yields range from <1% to 

20%.4,27,29  The majority of these measurements were made in aerosol 

chambers, in which the final end products were analyzed hours after 

initiation of the reactions.  Early intermediate and product detection 

could resolve some of the observed disparities.  In particular, in situ 

detection of the NO3-peroxy radicals would be useful. 

 

In this work, we use the pulsed CRDS apparatus to detect the 2-NO3-

butyl peroxy radical in the oxidation of 2-butene by NO3.  We discuss in 

the next section why this reaction system was chosen and how we 

propose to detect the radical in the gas phase. 
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4.2  Detection of the 2-NO3-butyl peroxy radical  

4.2.1 The NO3 + 2-butene system 

The reaction rate constants of NO3 with various alkenes have recently 

been reviewed.4  While the NO3-ethyl peroxy radical is the simplest and 

therefore prototype of the substituted NO3 peroxy radicals, the measured 

rate constant for NO3 addition to ethene is considerably slower than NO3 

addition to 2-butene and isoprene:  

 

k298 K (ethene + NO3) = 2.05 × 10-16 cm3 molec-1 s-1 

k298 K (cis/trans-2-butene + NO3) = 3.52/3.90 × 10-13 cm3 molec-1 s-1  

k298 K (isoprene + NO3) = 2.05 × 10-13 cm3 molec-1 s-1.                   (4.7 a-c) 

 

The potential energy surfaces (PES) of NO3 addition to ethene and 2-

butene have been investigated to explain the difference between the two 

rate constants.48-52  The PES barrier for the NO3-ethene adduct to 

dissociate back to the reactants is much lower than the barrier for the 

NO3-2-butene adduct.  None of the PES calculations however take into 

consideration the presence of oxygen.  More theoretical work is needed 

on NO3-initiated oxidation of alkenes under atmospheric conditions.  

 

For this work, we chose NO3 + 2-butene as the prototype alkene 

oxidation system.  While other large alkenes have similar rates of 

reaction with NO3, the inherent symmetry of 2-butene simplifies the 

detection problem to only one NO3-peroxy radical.  The chemical 

pathways of NO3 + 2-butene and the associated peroxy radical reactions 

are shown in Fig. 4.1.  For simplicity, reactions with other common 

peroxy radical species such as the hydroperoxy species (HO2) have not 
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been included.  Of the reactions shown, only the rate of NO3 addition 

to 2-butene has been well-measured.   

 

 

ONO2

 
 
 
Figure 4.1.  Schematics of the various chemical pathways of 2-butene oxidation by 
NO3..  The red and green boxes signify major products of the competing oxidation 
pathways, the 2-NO3-butyl peroxy radical (red) and the epoxide product, oxirane (green).  
Although the reactive hydroperoxy radical HO2 (blue box) is formed downstream, 
reactions with unsubstituted peroxy radicals have not been included in the reaction 
scheme for simplicity. 
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



4.2.2 Detection of peroxy radicals 

Peroxy radicals have generally been detected spectroscopically via the 

 transition in the ultraviolet (UV) region.B X 3,21-26  While absorption 

cross sections are quite large (σUV (RO2) = 10-16~10-18 cm2),1 the spectral 

features tend to be broad and structure-less, as the PES for the upper B  

state is a repulsive surface.  Many peroxy radicals therefore have 

overlapping UV absorptions, complicating individual identification and 

quantification of the radicals (Fig. 4.2).  In this work, we explore an 

alternate method to detect the peroxy radical. 



  

methyl peroxy and ethyl peroxy radicals 

235 nm 240 nm 
B

X

 
 
Figure 4.2.  A cartoon representation of the UV transition from the bound ground 

state to the repulsive excited B  state surface (left).  The resulting spectra for methyl 
and ethyl peroxy radicals are shown on the same plot (right).  Overlap of the broad and 
non-distinctive absorptions complicates identification and quantification of the species. 

X 

 

Recent efforts have focused on detection of the peroxy radicals via the 

 transition in the near infrared (NIR) region.A X 53-61 Absorption cross 

sections are much weaker (σNIR (RO2) = 10-20~10-21 cm2); yet transitions to 

the bound Ã state result in more structured spectral features.  In a 

systematic study of alkyl peroxy radicals, the Miller group demonstrated 

that not only the isomers but also the different conformers of the same 

abs 

UV 

nm 
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structural peroxy radical isomer could be distinguished in the NIR 

spectra (7000-8000 cm-1).61  Each peroxy radical has a distinct A X   

origin band and COO bend and COO stretch absorptions ~500 cm-1 and 

~1000 cm-1 to the blue of the origin, respectively.  The spectra of the 

smaller alkyl peroxy radicals showed narrow structured bands, while the 

spectra of the larger alkyl peroxy radicals contained broad absorptions 

(width ~500 cm-1) with multiple bumps arising from overlap of the 

various conformers.  Ab initio methods, including density functional 

theory (e.g., B3LYP) and Gaussian 2 Møller–Plesset 2 (G2MP2), were used 

with high quantitative accuracy to predict the origins of the A X   

transitions of the alkyl peroxy radicals. 

 

This spectroscopic approach has been extended to study the substituted 

peroxy radicals.62-64  The origin of the A X 

e

 transition should shift to 

the red or blue of the parent peroxy radical depending on the electron-

withdrawing or contributing nature of the substituent with respect to the 

OO moiety of the peroxy radical.  The overall shape of the band should 

remain the same.  In the extreme case of fluorinated methyl peroxy 

radical (CF3O2), the origin of th  A X  transition shifted 727 cm -1 to 

the red of the origin of the methyl peroxy radical (CH3O2); the rotational 

contour of the band remained very similar.63   

 

Our group has systematically studied the A X   transitions of Cl-alkyl 

peroxy radicals.64  The origin bands were shifted slightly to the red of the 

origins of the respective unsubstituted alkyl peroxy radicals.  B3LYP 

calculations were done in Gaussian98 to predict the origins of the A X   

transitions of the Cl-alkyl peroxy radicals.65  Specifc details are provided 

in the thesis of a senior lab member.64  Briefly, C-C-Cl and C-O-O 

dihedral angles were systematically varied, with geometry and energy 
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

optimizations done at each scan point. At each minimum, the highest 

occupied alpha or beta orbital was manually adjusted in the Gaussian 

input file such that the overall symmetry of the radical was that of the 

excited state.  The energy was then re-calculated and compared to the 

"ground state" energy value for determination of the origin band 

frequency.  Theoretical results were consistent with experimental values, 

demonstrating that density functional theory could be applied to 

substituted peroxy radicals. 

 

In the case of NO3 addition to 2-butene, the number of electrons is too 

large for ab initio calculations.  We instead use the previously published 

spectrum of the A  transition of sec-butyl peroxy radical to predict 

the frequency of the origin band for the

X

A X 

 region. 

 transition of 2-NO3-butyl 

peroxy radical.54  The NIR spectrum of the sec-butyl peroxy radical 

shows a relatively broad absorption between 7350 cm-1 and 7750 cm-1, 

with two distinct bumps at 7560 cm-1 and 7605 cm-1 for conformers A 

and B.  Weak absorptions corresponding to the torsional motions are 

observed at 8051 cm-1 and 8507 cm-1.  We expect the origin band for 2-

NO3-butyl peroxy radical to be slightly red-shifted.   We therefore 

conduct the pulsed CRDS experiments in the 7200-8600 cm-1

 

4.3  Experimental conditions 

4.3.1 The chemistry 

Our goal is to detect the substituted NO3-peroxy radical in situ.   Typical 

NO3 sources include discharge of fluorine in the presence of nitric acid 

(HNO3), photolysis of chlorine nitrate (ClONO2), and thermal 

decomposition of dinitrogen pentoxide (N2O5): 
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F + HNO3 → HF + NO3                   (4.8)    

 

ClONO2 → Cl + NO3           (4.9) 

    

N2O5 + Δ(heat) → NO2 + NO3              (4.10 a) 

 

In the first two methods, the F and Cl atom preferentially attack the 

alkene.  Nitric acid concentrations cannot be increased significantly in to 

scavenge the F atoms in reaction 4.8, as nitric acid absorbs in the NIR 

region (Appendix 3.4).  The third method is more plausible.  The thermal 

decomposition of N2O5 was used as the NO3 source for our study of the 

Ã state of NO3 (Chapter 3).  Given our previous flow conditions, however, 

the residence time of the flow cell experiments is very long (~150 ms to 1 

s).  The lifetime of peroxy radicals is on the millisecond timescale such 

that secondary chemistry would complicate spectral detection (Appendix 

4.1).   

 

We therefore explored photolytic precursors of NO3, as the NIR probe 

laser could be delayed on the microsecond timescale with respect to the 

excimer fire or chemical initiation.  We searched for methods in which 

byproducts of the photolysis would not react with the alkene and found 

that the photolysis of (room temperature) N2O5 at 193 nm and 248 nm 

showed the greatest potential.  We tried both wavelengths in the 

laboratory and observed identical NO3 spectra (Fig 4.3).  We however 

observed major differences when the excimer was fired with only the 

reactant, 2-butene, in the flow cell.  At 193 nm, we observed formation of 

large amounts of methyl peroxy radical; at 248 nm, we observed no 

change in the spectrum.  We therefore conducted the photolysis 

experiments at 248 nm (σ248 nm(N2O5) = 4.19 ×10-19 cm2).1 
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N2O5 photolysis however also leads to production of nitrogen dioxide 

(NO2).  NO2 can react with both NO3 and the target species, the 2-NO3-

butyl peroxy radical, to complicate the detection process:1 

 

NO2 + NO3 → N2O5           (4.10 b-d) 

     with Keq(298 K) = 2.9 × 10-11 cm3 molec-1 

     k298 K (NO2 + NO3 + M) = 7.4 × 10-13 cm3 molec-1 s-1 at P = 80 Torr  

       

CH3CH(NO3)CH(OO)CH3 + NO2 ↔ CH3CH(NO3)CH(OONO2)CH3 (4.11) 
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Figure 4.3.  CRD spectrum of NO3 from photolysis of N2O5 at 193 nm.  Concentrations 
varied, depending on the vapor pressure of N2O5: [NO3] = 1-10 × 1013 molec cm-3.  The 
CRD spectrum of NO3 from photolysis of N2O5 at 248 nm showed slightly lower 
absorptions; however the scaled features were identical to the spectrum shown here. 
 

To estimate NO2 yields, we collected time-resolved CRD spectra of the  

band of NO

1
04

3 at 7602 cm-1 and plotted the intensity of the band relative to 

the time delay of the NIR probe.  If we assume that the rate of NO3 signal 

decay is from reaction with NO2 alone, we calculate NO2 concentrations 
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~1-10 × 1014 molec cm-3.  The values are slightly higher than initial 

NO3 concentrations, as NO3 can recombine to form NO2:1 

 

NO3 + NO3 → 2 NO2 + O2               (4.12 a-b) 

k298 K (NO3 + NO3) = 2.3 ×10-16 cm3 molec-1  

 

Until we quantitatively characterize the reaction rate between NO2 and 

the peroxy radical, we will be unable to do any kinetic experiments using 

this chemical approach.  Direct observation and characterization of the 

2-NO3-butyl peroxy radical however should still be possible and would be 

a major step in unraveling the complex oxidation scheme. 

 

4.3.2 Apparatus and scan details 

The pulsed CRDS apparatus has been described in Chapter 2.  We 

operated the NIR probe and 248-nm excimer lasers at 5 Hz (250 ms 

residence time) to insure that all gas products were flushed from the cell 

before excimer fire.  To cover the wide NIR wavelength range (7200-8300 

cm-1), we used a variety of laser dyes (DCM, Rh 640, Rh 640+610, Rh 

610).  The optical cavity consisted of a stainless steel photolysis cell with 

quartz windows, either the 30.5-cm cell with the 17.8-cm × 0.95-cm 

window or the 24.1-cm cell with the 12.7-cm × 0.95-cm window. 13-cm 

purge volume couplers were attached at each end of the ringdown cell to 

protect the CRD mirrors.  We used multiple CRD mirrors to cover the NIR 

range: LGR 1200-nm (R = 99.99%), LGR 1315-nm (R = 99.99%) and 

Layertec 1390-nm (R = 99.99%) mirrors. 

 

The gas conditions are provided in Fig. 4.4.  As the experiment was 

conducted in smaller segment scans, mass flow meters were placed on 

each gas inlet for reproducibility.  The main valve of the vacuum port was 
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adjusted to determine the total pressure of the cell.  A needle valve 

was added to the port for additional fine control, as the pump conditions 

fluctuated during the course of the experiment.   

 

The probe laser was generally delayed 100 μs after excimer fire or 

chemical initiation.  Scans were collected at 0.4 cm-1 step size with the 

excimer on and off for N2O5 and N2O5/2-butene gas mixtures separately.  

Preparation of N2O5 and 2-butene gas was described in Appendix 3.3 

and Appendix 2.4 respectively.  Experiments were run at total pressure 

80 Torr, with N2O5 ~1.5 Torr, 2-butene/N2 mixture (15%) ~10 Torr, zero 

grade air ~60 Torr, and N2 purge ~10 Torr.  To confirm that the observed 

bands were not from 2-butene, we also obtained scans of 2-butene and 

zero grade air (background) in the 7000-7400 cm-1 region.  For peroxy 

verification experiments, we added a nitric oxide (NO, 1% in N2 from 

Matheson) port to the ringdown cell. 

 

Stainless steel with quartz windows 

vacuum vacuum P-readout 

Nitrogen purge 
to protect mirrors 

 
+ 200 sccm 

MKS flowmeter 
(0.5 V ~ 200 sccm)   

• 15% 2-butene in N   2

  + 2000 sccm MKS flowmeter 

• N O /zero grade air carrier (1.5 V~ 600 2 5

sccm) 
  + 2000 sccm MKS flowmeter 

Pyrex cross connection 
• 1% NO in N2  

 
 
 
 
Figure 4.4.  Schematic of the photolysis cell for the NO3 + 2-butene experiment.  
Details of the gas flow conditions are also provided in the figure.  The detection limit of 
the pulsed CRDS apparatus for the NO3-peroxy radical is ~ 1012 molec cm-3. 
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4.4 Results and discussion 

4.4.1 Observed spectra 

CRD spectra of "NO3 + 2-butene" were obtained from differences between 

the N2O5/2-butene scans with the excimer on and off (Fig. 4.5 a).  As 

NO3 concentrations determine the final concentrations of 2-NO3-butyl 

peroxy radicals, CRD spectra of NO3 were also collected from differences 

between N2O5 scans with the excimer on and off (Fig. 4.5 b).  NO3 

concentrations varied from successive scanning segments.  We therefore 

used NO3 absorption features to scale overlapping spectra.  The same 

scaling factors were used to overlap the "NO3 + 2-butene" spectra.   

 

Given the relatively slow reaction rate constant between NO3 and 2-

butene, not all of the NO3 reactant was consumed during the flow cell 

experiment.  The concentration of 2-butene could not be further 

increased, as 2-butene has absorptions in the NIR region (Fig. 4.6).  

While contributions from 2-butene absorption is efficiently removed by 

subtraction, absorptions from NO3 have to be manually subtracted from 

the "NO3+2-butene" spectra.  Analysis of each scanning segment showed 

that ~60 % of NO3 was consumed by 2-butene.  The corrected spectra 

were then combined into one spectrum.  As the observed absorptions 

were broad with respect to the step size of the scan (0.4 cm-1), we 

averaged every five data points for the plot.    

 

The combined CRD spectrum of 2-NO3-butyl peroxy radical is shown in 

Fig. 4.5 c.  The most intense and broad absorption in the 7250 cm-1 - 

7800 cm-1 region is assigned to the origin band of the A  transition.  

The small bumps in the absorption belong to different conformers of the 

2-NO

X

3-butyl peroxy radical.  We mentioned beforehand that peroxy 
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radicals have distinct torsional absorptions 500 cm-1 and 1000 cm-1 

to the blue of the origin band.  We observe small absorption at 8000 cm-1 

and 8516 cm-1 that are assigned to the COO bend and OO stretch 

respectively.   

 

The experiments were repeated at low pressure (~40 Torr) and higher 2-

butene concentrations (×2).  No change in the relative shape or 

intensities of the bands was observed in the spectra.  A weak but sharp 

absorption was observed at 7383 cm-1 and attributed to methyl peroxy 

radical, CH3O2.55  The absorption was observed as early as 15 μs after 

the excimer fire, so it cannot be arising from secondary chemistry.  

Earlier tests on the photolysis of 2-butene at 248 nm did not report any 

CH3O2 production; it maybe that the sensitivity of the CRDS alignment 

was improved for the NO3 + 2-butene scans.  Some of the NO3-peroxy 

radicals may also have enough internal energy to break apart into 

smaller fragments.  Regardless, the CH3O2 yield was negligible and did 

not interfere with the spectral analysis.  
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Figure 4.5. CRD spectra of (a) NO3+2-butene (difference between the N2O5/2-butene 
scans with the excimer on and off) with a 10 ppm offset (b) NO3 (difference between 
N2O5 scans with the excimer on and off), and  (c) 2-NO3-butyl peroxy radical (spectrum 
b - spectrum a).  The colors indicate the different scanning segments.  All spectra 
shown in the figure have been 5-point averaged.  
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We estimate the cross section for 2-NO3-butyl peroxy radical to be σNIR ~ 

6990 7090 7190 7290 7390
frequency

ar
b
. 
A

b
s.

 

Figure 4.6. CRD spectrum of 2-butene in the 7000 - 7400 cm-1 region.  The absorption 
features are flat after 7390 cm-1.  
 

4.4.2 Verification of the peroxy radical spectrum 

 

Observation of the torsional features, in addition to the origin band, is a 

strong indicator that the spectral absorptions belong to the 2-NO3-butyl 

peroxy radical.  The shape and absorption frequencies are similar to the 

spectral features of sec-butyl peroxy radical.  As NO3 concentrations 

determine the amount of peroxy radical generated in the experiment, we 

can also compare the two concentrations to check whether the values are 

consistent to first order.  While the observation of multiple bumps in the 

7250-7600 cm-1 region suggest multiple conformers of the 2-NO3-butyl 

peroxy radical were formed, they all should have similar absorption cross 

sections.  Thus, we estimate the total concentration of peroxy radical 

from the observed peak signal at ~10 ppm.  The absorption cross section 

for perxoy radicals in the NIR region has only been measured for ethyl 

perxoy radical (CH3CH2O2), σ7596 cm-1(CH3CH2O2) = 5.29 × 10-21 cm2.57  
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10-20 ~ 10-21 cm2.  Assuming LR = 17.8-cm (our long photolysis cell), 

we calculate: 

 

3 3

molec
[2-NO -butyl peroxy radical] ~

. c








 

6
14

21

10 10
10

5 10 17 8 m
     (4.13) 

 

his is consistent with the amount of NO3 generated during photolysis. 

dditional experiments were also conducted to verify the spectral 

e also injected NO into the system, as NO should react with the peroxy 

O2 + NO → RO + NO2         (4.14) 

he peroxy radical signal disappeared accordingly.  All tests therefore 

T

 

A

assignment.  The lifetime for peroxy radicals is typically on the 

millisecond timescale.  The presence of NO2 will cause the peroxy radical 

concentration to decrease more quickly (rxn 4.10).  We collected time-

resolved spectra of the 7250 cm-1 - 7650 cm-1 region from 100 μs to 10 

ms after chemical initiation.  As expected, the peroxy radical signal 

decayed over time and disappeared by >5 ms.   

 

W

radical rapidly:1,66 

 

R

k298 K(RO2 + NO) ~ 1 ×10-11 cm3 molec-1  

 

T

indicated that the absorptions observed in the CRD spectrum belonged 

to the 2-NO3-butyl peroxy radical. 
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

4.5 Summary 

We observed 2-NO3-butyl peroxy radical in the gas phase for the first 

time using pulsed CRDS.  We were able to observe the radical in situ via 

the  transition in the NIR region.  Although the absorption is 

much weaker in the NIR than in the UV region, the spectrum has very 

distinctive structural features.  Identification is also easier, as there is 

less spectral interference from other atmospheric species.   

A X

 

This was the first work to observe NO3-substituted peroxy radical in any 

wavelength region or from any alkene oxidation system.  Due to the 

atmospheric importance of NO3-alkene oxidation, we plan to build on 

this work by examining larger NO3-peroxy radicals.  We are currently in 

the process of looking at the NO3-initiated oxidation of 2-methyl-2-

butene and isoprene.  2-methyl-2-butene is structurally similar to 2-

butene, with only an extra methyl group on the double bond.  As the 

symmetry is now broken, we should now observe two distinct isomers in 

the spectra.  Studying the NO3 oxidation of isoprene will be more difficult, 

as multiple isomers are formed.  In the future, we plan to further 

elucidate the NO3 oxidation mechanism by coupling the pulsed CRDS 

apparatus with a chemical ionization mass spectrometer that is equipped 

to detect multiple products, including the epoxide channel.  Thus, we will 

be able to study the competing pathways of NO3-initiated oxidation of 

alkenes simultaneously.   

 

We build on this work in the next chapter, by studying another 

important subset of substituted peroxy radicals in the atmosphere, Cl-

peroxy radicals.  We outline preliminary work on both the detection and 

kinetics of Cl-peroxy radical intermediates to elucidate the mechanism of 

Cl-initiated oxidation of alkenes. 
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he cell.   

A p p e n d i x  f o r  C h a p t e r  4  

Appendix 4.1 Long residence time experiments 

A-4.1.1  NO3+2-butene 

The long residence time CRDS experiments on the NO3 oxidation of 2-

butene utilized thermal decomposition of N2O5 as the NO3 source.  The 

optical cavity was identical to that used in the NO3 study (Chapter 3).  

An oxygen carrier gas was flowed over a N2O5 trap (Pvapor = 1.5 Torr) and 

into a heated (T = 40˚C) Pyrex ringdown cell.  2-butene (10 Torr of a 15% 

2-butene/N2 mixture) was slowly injected into the system.  Residence 

times ranged from 500 milliseconds to 1 second.  On this timescale, 

products from secondary chemistry were collected in t

 

In Fig. 4.1, we showed that the different reaction pathways of the NO3-

peroxy radical lead to alcohol and carbonyl compound production.  

Hydroxyl (OH) overtones and alkyl (CH) stretches have absorptions in the 

NIR region, which can be observed using the pulsed CRDS apparatus.  

The hydroxyl peroxy radical (HO2) is also formed in the oxidation scheme 

(blue box in Fig. 4.1).  HO2 reacts not only with the NO3-peroxy radical, 

but with NO3 itself to form the hydroxyl radical (OH):1 

 

HO2 + NO3 → OH + NO2 + O2            (A-4.1 a) 

         → HNO3 + O2            (A-4.1 b) 

k298K (HO2 + NO3) < 3.5 × 10-12 cm3 molec-1 s-1           (A-4.1 c) 

 

OH is very reactive and attacks 2-butene to initiate its own complex 

oxidation scheme: 
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utene. 

A-4.1.2  O3+2-butene 

n of 2-butene by ozone (O3) has been studied by many 

roups:2-11   

OH + R=R′ + O2 → R-R′(OH)OO (OH-peroxy radical)      (A-4.2) 

 

The CRD spectrum of the long residence experiments is shown in Fig. A-

4.1.  The observed products are red shifted from the observed peroxy 

radical absorptions.  Spectral identification is difficult without more 

chemical information.  We mentioned at the end of Chapter 4 that we 

plan to couple a chemical ionization mass spectrometer to the CRDS 

apparatus.  It will be interesting to repeat the long residence experiments 

in the extended apparatus. 

 

70 40 709 0 7 140 719 0 7 240 72 90

 

Figure A-4.1.  CRD spectrum from long residence cell experiments with NO3 + 2-

b

 

The oxidatio

g
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3 + CH3HC=CHCH3 → CH3C(O)H + CH3CHOO       (A-4.3) 

unity, as it 

has been predicted to be a possible OH and epoxide source: 

igure A-4.2.  The Criegee intermediate, drawn as a biradical (left) and zwitterion (right). 

H3C  

r perox de)  

2C=CH(OOH)]* → HCOCH2 + OH           (A-4.4 c) 

uggest parallel reaction pathways for NO3 and O3 oxidation of 2-butene.   

  how

O

 

The latter product CH3CHOO is called the Criegee intermediate and is 

both a biradical and zwitterion (Fig. A-4.2).  The  fate of the Criegee 

intermediate is of strong interest to the atmospheric comm

 
 
F
 

C HOO → CH3HCOO (dioxirane)           (A-4.4 a)  

         → [H2C=CH(OOH)]* (hyd o i        (A-4.4 b) 

[H

 

We examined the oxidation products using the same long residence time 

CRDS apparatus as above.  Oxygen was flowed through an ozonizer 

before interacting with the 2-butene at room temperature in the flow cell.  

Similarities in the observed CRD spectra (Fig. A-4.1 and Fig. A-4.3) 

s

 

CRD spectra were also collected to the blue, in the 7720-7850 cm-1 

region, for both NO3 and O3-initiated oxidation of 2-butene.  We observed 

identical spectra for the two experiments. (Fig. A-4.4).  The structure of 

the spectra indicated a small compound.  We first thought that the 

absorption belonged to HO2; ever the absorption did not match the 

published spectrum of the A X   transition of HO2.12  It could be that 

O 

O . 

H CH3 

. 

O 

O - 
+ 

H CH3 
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igure A-4.3.  CRD spectrum from a long residence cell experiment with O3 + 2-butene. 

 

 

 

Figure A-4.4.  CRD spectra from long residence cell experiments with NO3 + 2-butene 
and O3 + 2-butene. 

the products in the spectra are from OH oxidation of alkenes.  Further 

research is clearly needed. 

6995 7045 7095 7145 7195 7245 7295 7345 7395

 
F

NO3 + 2-butene 
O3 + 2-butene 

7720    7740        7760             7780               7800                7820                7840 
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Cl2):2-7  

C h a p t e r  5  

DETECTION OF PEROXY INTERMEDIATES IN THE OXIDATION OF 

VOLATILE ORGANIC COMPOUNDS BY CHLORINE ATOMS 

5.1  Introduction to chlorine atoms in the troposphere  

Chlorine atoms (Cl) are extremely reactive species, oxidizing volatile 

organic compounds (VOCs) in the atmosphere at kinetic rates 

comparable to hydroxyl radicals (OH) and faster than ozone (O3) and 

nitrate radicals (NO3).  Cl atoms, however, are lower in concentration 

(104 cm-3) than other oxidants:  [OH] = 106 cm-3, [O3] = 100 ppb, and 

[NO3] = 50 ppt.1  The impact of Cl atoms has therefore largely been 

restricted to coastal or marine regions.  Sodium chloride (NaCl) from sea 

salt sprays react with the gas species dinitrogen pentaoxide (N2O5) and 

chlorine nitrate (ClONO2) to form Cl photolytic precursors, nitryl chloride 

(ClNO2) and chlorine (

 

N2O5 (g) + NaCl (s/aq) → ClNO2 (g) + NaNO3 (s/aq)   (5.1 a) 

 

ClNO2 (g)  + hv → Cl + NO2       (5.1 b) 

 

ClONO2 (g) + NaCl (s/aq) → Cl2 (g) + NaNO3 (s/aq)   (5.2 a) 

 

Cl2 (g) + hv → 2Cl         (5.2 b) 

 

The heterogeneous chemistry of the reactions is not well-understood.8-14  

Models of the effect of ClNO2 and Cl on the chemistry of coastal urban 

regions show increased ozone concentrations from rapid oxidant 

cycling.15,16     
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Recent studies indicate that chlorine levels may also be sufficiently 

high at mid-continental regions to impact local atmospheric 

chemistry.17,18  Thornton, et al. observed ClNO2 production in field 

studies at Boulder, Colorado (USA), 1400 km away from the nearest 

coastline.17  From their models, they estimated 3.2-8.2 Tg yr-1 ClNO2 

production or 1.4-3.6 Tg yr-1 Cl atom formation from contiguous US 

regions.  These estimates are comparable to global coastal and marine 

sources of ClNO2 ~3.2 Tg yr-1.16   

 

A significant fraction of inland ClNO2 production results from 

anthropogenic sources of Cl ions reacting with N2O5:12,17-20  

 

N2O5 (g) + Cl- (aq) → ClNO2 (g) + NO3- (aq)     (5.1 c) 

 

Sources include emissions of chlorinated hydrocarbons such as 

trichloroethene (C2HCl3), tetrachloroethene (C2Cl4), dichloromethane 

(CH2Cl2), and trichloromethane (CHCl3) from water treatment and paper 

facilities.21-26  Chlorinated hydrocarbons can also be directly attacked by 

other atmospheric radicals to release Cl atoms.1,27 

 

With prevalent Cl concentrations, the oxidation of VOCs by Cl atoms 

need to be better characterized.  Similar to the oxidation of alkenes by 

NO3, Cl addition to alkenes in the presence of oxygen leads to formation 

of substituted peroxy radicals: 

 

R=R′ + Cl → R-R′(Cl)           (5.3) 

 

R-R′(Cl) + O2 → R-R′(Cl)O2 (chloroalkenyl peroxy radical)     (5.4) 
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The addition of Cl to various alkenes has been studied.28-48 Most 

works have focused on Cl addition to isoprene.28,29,32,36,39,41-48  Isoprene 

has multiple sites of attack, resulting in formation of six Cl-isoprenyl 

peroxy radicals, three β-Cl-isoprenyl peroxy radicals and three δ-Cl-

isoprenyl peroxy radicals (Fig. 5.1).  Several experimental groups have 

measured the rate of Cl addition to isoprene (k298K(isoprene + Cl) = 3-4 × 

10-10 cm3 molec-1 s-1) and have estimated branching ratios from end 

product analyses.  One product, 1-chloro-3-methyl-3-buten-2-one 

(CMBO), in particular, has been cited as a possible tracer for chlorine 

chemistry in the atmosphere.49   

 

Cl 

 
 
Figure 5.1.  Schematics of Cl addition to isoprene in the presence of oxygen.  Six 
structurally different Cl-isoprenyl peroxy radicals are formed.  Four result from Cl 
addition to the β-C position, and two result from Cl addition to the δ-C position (dotted 
rectangle).   
 

Molina et al. have done theoretical calculations on the formation of Cl-

isopreny peroxy radicals and predict large yields for the δ-chloroisoprenyl 

peroxy radicals.29  Unfortunately, there are no direct experimental 

studies on the branching ratios of the peroxy radicals.  Hsin and Elrod 

have detected Cl-isoprenyl peroxy radicals with chemical ionization mass 
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spectrometry (CIMS) in their laboratory;40 they were, however, unable 

to distinguish the different structural isomers.  A method still needs to 

be developed to directly detect the Cl-isoprenyl peroxy radicals in the gas 

phase with a high degree of specificity.             

 

Other biogenic VOCs contribute to the global atmospheric 

chemistry.39,50,51  2-methyl-3-buten-2-ol (MBO232) is emitted in large 

quantities from pine trees.52-54  Addition of Cl to MBO232 leads to a 

peroxy radical with both Cl and OH substituents: 

 

Cl + CH2=CHC(CH3)2OH  + O2 → CH2(Cl)-CH(OO)C(CH3)2OH  (5.5 a)  

          

                     → CH2(OO)-CH(Cl)C(CH3)2OH     (5.5 b)      

 

While there have been kinetic studies on the Cl-oxidation of 

MBO232,45,55-57 the double substituted peroxy radicals have never been 

directly observed.  Thus, we outline in the next section our efforts to 

directly detect both the Cl-isoprenyl and Cl-MBO232 peroxy radicals in 

the gas phase. 

 

5.2 Cl-peroxy radical detection 

5.2.1 Background 

Small chlorinated alkyl peroxy radicals have been detected in the 

ultraviolet (UV) region via the B  transition by absorption methods.  

Samples include CH

X

2ClO2, CHCl2O2, ClCH2CH2O2, CHCl2CHClO2, 

CHCl2CCl2O2, and CCl3CCl2O2.58-61  Larger chlorinated peroxy radicals, 

derivatives of methacrolein (MACR), methyl vinyl ketone (MVK), and 

alkenes have been detected with CIMS.40,41  While both methods have 
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provided insight into the Cl-VOC oxidation chemistry, there are some 

limitations.  With respect to UV studies, the observed spectra reveal 

strong and broad absorptions.  Identification of the species is possible 

when the chemistry is limited to individual synthesis; however, it 

becomes difficult to distinguish the substituted peroxy radicals when 

multiple species are present.  The CIMS studies also cannot distinguish 

between different structural isomers of the peroxy radical.   

 

In the previous chapter, we detected substituted NO3-peroxy radicals in 

the near-infrared (NIR) region via the A X   transition.  Different 

structural isomers and conformers of the substituted peroxy radicals 

could be distinguished in the NIR spectra.  Our group has already used 

this approach to detect Cl-alkyl peroxy radicals in the NIR region, 

including ethene, propene, butene, and butadiene derivatives.62  We 

therefore use the same spectroscopic approach to directly detect the Cl-

isoprenyl and Cl-MBO232 peroxy radicals in this work. 

 

5.2.2  Preliminary scans of Cl-ethyl peroxy radical 

The pulsed CRDS apparatus and optical cavity used in the study were 

identical to that described in the previous chapter for studies of the 2-

NO3-butyl peroxy radical.  Only the chemistry or the gases used in the 

experiments differed.  In our group's previous work on the Cl-alkyl 

peroxy radicals, we used photolysis of chlorine (Cl2) at 308 nm as our Cl 

source.  Chlorine molecules however react slowly with alkene species.   

 

Oxalyl chloride (OxCl or (ClC(O))2) has recently been demonstrated as a 

clean chlorine source:63 

 

(ClC(O))2 + hv → 2 Cl + 2 CO          (5.6) 
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As we had previously obtained a CRD spectrum of chloroethyl peroxy 

radical (ClCH2CH2O2) in the NIR using Cl2 photolysis, we conducted 

preliminary photolysis experiments with OxCl in the presence of ethene.  

Due to fragmentation of alkenes at 193 nm (Chapter 4), we conducted 

the photolysis experiments at 248 nm (σ248 nm(OxCl) = 2.7 × 10-19 cm2).   

 

OxCl (Sigma Aldrich) is a liquid at room temperature and solid at T < -

5°C.  We utilized methanol in a Neslab ULT 80 Chiller at T = -10°C for 

our bath instead of the standard salt water/liquid nitrogen bath, as OxCl 

reacts violently with water.  In fact, excess OxCl from experiments was 

disposed in the hood by slow addition of water droplets.  Under regular 

flow conditions, the vapor pressure of solid OxCl was ~1.5 Torr.  

Photolysis experiments with only OxCl in the ringdown cell showed no 

absorption in the 7000-7600 cm-1 region. 

 

Experiments were run at total pressure 40 Torr, with OxCl at 1.5 Torr, 

ethene (Matheson) at 1.5 Torr, zero grade air at 30 Torr, and N2 purge for 

the CRD mirrors at 7 Torr.  The excimer was operated at 5 Hz to insure 

the gases had time to flush the cell between each excimer fire.  Unlike 

NO3-ethene oxidation, Cl attacks ethene rapidly.  Within 10 μs, all the Cl 

atoms are consumed.  We therefore delayed our NIR laser by 10-50 μs for 

peroxy radical detection.   

 

The preliminary CRD spectrum of photolysis of OxCl in the presence of 

ethene at 248 nm is shown in Fig. 5.2, along with our previously 

observed spectrum of Cl-ethyl peroxy radical from the photolysis 

experiments of Cl2 at 308 nm.  The two spectra are identical.  Similarly 

to how we checked the consistency of the NO3-peroxy radical 

concentrations with the limiting reactant NO3 concentrations (Chapter 4), 
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we compare here the concentration of Cl-ethyl peroxy radical with Cl 

atom concentrations.   

 
Photolyze Cl2/ethene/O2 at 308 nm (Deev) 

 

Figure 5.2  Preliminary CRD spectrum of the A X   transition of Cl-ethyl peroxy 
radical in the NIR region (bottom).  The spectrum was obtained from photolysis of oxalyl 
chloride at 248 nm in the presence of ethene and oxygen.  We compared the spectrum 
to the CRD spectrum of Cl-ethyl peroxy radcial obtained from photolysis of chlorine at 
308 nm in the presence of ethene and oxygen (top).  The two spectra are identical.   
 

Given σNIR (ClCH2CH2O2)~10-20 cm2 and the parameters of our medium-

sized photolysis cell, from the observed peak Cl-ethyl peroxy radical 

absorption (~45 ppm), we estimate [ClCH2CH2O2]~3 × 1014 molec cm-3.  

At excimer powers of 100 mJ/pulse at 248 nm, we generate chlorine 

concentrations: 
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The consistency of the two values indicates that OxCl photolysis in the 

presence of alkene directly leads to Cl-peroxy radical formation.  The 

signal-to-noise (S/N) of our spectrum could be further improved by 

optimizing the excimer and optical cavity alignment.  The experiment 

confirmed that we could use OxCl as our Cl source for the remaining Cl-

peroxy radical experiments. 

 

5.2.3 Cl-isoprenyl peroxy radical detection 

Preliminary results 

Due to the atmospheric significance of isoprene, we began our studies 

with detection of Cl-isoprenyl peroxy radicals.  Isoprene (Sigma Aldrich) 

is a liquid at very low temperatures.  It is also very sensitive to light.  We 

therefore put 5 mL of isoprene in a bubbler and wrapped the container 

with aluminum foil.  The wrapped bubbler was then placed in a dry ice 

acetone bath (T = -60 °C) and covered with a black blanket.  Zero grade 

air was passed through a molecular sieve before being used as carrier 

gases for both the isoprene and oxalyl chloride samples in the 

experiments.  As the peroxy radical scan will eventually cover a large 

wavelength region (>1000 cm-1 using multiple laser dyes), we recorded for 

reproducibility the flow rates and pressures for each reactant gas (Fig. 

5.3).  Experiments were run at total pressure 40 Torr, with zero grade air 

carrier for OxCl at 15 Torr, OxCl at 1.5 Torr, zero grade air carrier for 

isoprene at 15 Torr, isoprene at 1.5 Torr, and N2 purge at 10 Torr.  
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Figure 5.3.  Schematic of ringdown cell for isoprene+ OxCl experiments.  The gas flow 
conditions are provided in the figure. 
 

Neither the isoprenyl nor other substituted isoprenyl peroxy radicals 

have been observed in the NIR region, and ab inito calculations on the 

origin band frequency have not been done for such a large peroxy radical 

system.  We therefore relied on our group's previous CRD study on the 

 transitions of resultant peroxy radicals from oxidation of 1,3-

butadiene by Cl to estimate the scanning region for the Cl-isoprene 

oxidation study.  The observed origin band is a broad absorption from 

7200-7600 cm

A X

-1 with two major bumps at 7500 and 7600 cm-1 for 

different isomers of the radical.  We therefore conducted preliminary 

experiments in the 7200-7600 cm-1 region using the DCM dye and 

Layertec 1390 nm mirrors.  Scans were collected at 0.4 cm-1 step size for 

the excimer on and off with isoprene/OxCl or isoprene alone in the 

ringdown cell.  Due to fast Cl kinetics, we primarily collected spectra 10 

μs after excimer fire.   

 

The preliminary CRD spectrum of Cl-isoprenyl peroxy radical was 

obtained by subtraction of the isoprene/OxCl scans with the excimer on 

and off (Fig. 5.4).  The absorptions in the spectrum resemble that of Cl-

butadienyl peroxy radical, with a strong broad absorption between 7250-
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7700 cm-1 and multiple bumps at 7450 cm-1 and 7650 cm-1.  The 

difference between the isoprene scans with the excimer on and off 

showed a flat line, indicating that the absorptions observed in Fig. 5.4 

were not from photolysis of isoprene.  The absorptions were also not from 

isoprene itself, which has C-H overtone absorptions in the NIR  region 

(Fig. 5.5).   

 

We conducted additional experiments to confirm whether the absorptions 

belonged to the Cl-isoprenyl peroxy radical.  As the lifetime of peroxy 

radicals is on the order of milliseconds, we delayed our NIR probe with 

respect to the excimer fire and observed the absorptions decay over time.  

The absorptions could be scaled such that they were identical, indicating 

that all absorptions belonged to the same species.  We also injected nitric 

oxide (NO) into the cell, along with isoprene and OxCl, during the 

photolysis experiment, as NO should react with the peroxy radicals 

rapidly.  We consequently observed rapid decay of the absorptions in the 

time-resolved spectra. 

 

The preliminary experiments suggest that the observed absorptions can 

be assigned to the A  transition of Cl-isoprenyl peroxy radical.  In 

the last chapter, we discussed how peroxy radicals have signature 

torsional absorptions 500 cm

X

-1 and 1000 cm-1 to the blue of the origin, 

corresponding to the COO bend and OO stretch, respectively.  We 

therefore plan to scan 1000 cm-1 to the blue of the current spectral range 

for spectroscopic confirmation of the peroxy radical assignment.   
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Figure 5.4.  Preliminary CRD spectra of Cl-isoprenyl peroxy radical in the 7200-7700 
cm-1 region, collected at various delay times after excimer fire (t = 10 μs, 500 μs, and 5 
ms).  The absorption signal decays, as the peroxy radicals self-react.  
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Figure 5.5.  CRD spectrum of isoprene in the 6930-7550 cm-1 region.  We subtracted a 
10 ppm offset in the figure.  There are several strong peaks in the 7030-7430 cm-1 
region.  These spectral features were not observed in the photolysis experiment with 
OxCl and isoprene, confirming that absorption contributions from isoprene were 
effectively removed during subtraction of the excimer on/off for CRD experiments (Fig. 
5.4). 
 

Large scan for Cl-peroxy radical 

We divide the large scan (7200-8700 cm-1) into smaller segments, as we 

are limited by the wavelength range of the laser dyes (Chapter 2).  

Successive spectra must be scaled appropriately such that spectral 

intensities can be directly compared.  One option is to use absorption 

features in overlapping spectral regions to scale the spectra.  Ideally, the 

spectra should be scaled by the concentration of Cl-isoprenyl peroxy 

radical generated in each experiment.  In our study of the oxidation of 2-

butene by NO3, the concentration of NO3 was the limiting reactant for 2-

NO3-butyl peroxy radical formation.  Thus, we used CRD spectra of NO3 

to scale all collected spectra.  We could similarly use the measurement of 

Cl atoms to directly estimate the concentration of Cl-isoprenyl peroxy 

radical formation. 
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Neither OxCl nor the Cl atom have absorptions in the NIR region.  We 

could measure the excimer power and estimate the concentration of Cl 

atom formation from the vapor pressure of OxCl and absorption cross 

section of OxCl at 248 nm.  A more accurate measurement would be 

spectroscopic quantification of a species related directly to Cl atom 

concentrations under similar gas flow conditions as the Cl-isoprene 

oxidation experiments.  We therefore propose to use formation of ethyl 

peroxy radicals as a means to measure the Cl concentrations in the 

experiment. 

 

The oxidation of alkanes by radicals proceeds by hydrogen abstraction 

and forms peroxy radicals in the presence of oxygen.  For the simplest 

alkanes:64 

 

Cl + CH4 → CH3 + HCl        (5.8 a) 

k298 K (Cl +CH4) = 1.0 x 10-13 cm3 molec-1 s-1    (5.8 b) 

CH3 + O2 → CH3O2 (methyl peroxy radical)                                      (5.9) 

                

Cl + C2H6 → CH3CH2 + HCl              (5.10 a) 

k298 K (Cl +C2H6) =5.7 x 10-11 cm3 molec-1 s-1          (5.10 b) 

CH3CH2 + O2 → CH3CH2O2 (ethyl peroxy radical)                           (5.11)
 

  

Both methyl and ethyl peroxy radicals are produced 1:1 with respect to 

the Cl atoms.  CRD spectra of the A X   transition of both peroxy 

radicals have been published and show distinct spectral features in the 

7200-8700 cm-1 region.65-67  We chose to use ethyl peroxy radicals in this 

work, as Cl addition to ethane proceeds faster than addition to methane.  

The same chemical approach has been used to determine the absorption 

cross section of ethyl peroxy radical in the NIR region.  Melnik, et al. 

used a dual wavelength CRD spectrometer to detect both the ethyl peroxy 
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radical and HCl production simultaneously.68  As the cross sections 

for HCl lines are well-known, they determined a peak absorption cross 

section for ethyl peroxy radical at 7596 cm-1, σNIR(CH3CH2O2) = 5.29(20) 

× 10-21 cm2.  Thus, we use the spectra of ethyl peroxy radical to not only

scale the overlapping spectra for Cl-isoprene oxidation but to also 

determine the exact concentration of Cl-isoprenyl peroxy radicals 

observed in the experiments.     

 

Preliminary experiments on the detection of ethyl peroxy radicals were 

conducted with the pulsed CRD apparatus.  We maintained similar gas 

flow conditions as our Cl-isoprene oxidation experiments.  The only 

major difference was the replacement of the isoprene source with ethane 

(Matheson).  The excimer was operated at 5 Hz and the NIR probe laser 

was delayed 10-50 μs after the excimer fire.  We collected scans of the 

OxCl/ethane mixture with the excimer on and off and obtained a CRD 

spectrum of the ethyl peroxy radical from the difference between the two 

scans (Fig. 5.6).  The spectral features were consistent with previously 

published NIR spectra of the ethyl peroxy radical.   

 

The gas lines for isoprene (or specifically the zero grade air carrier for 

isoprene) and ethane are interchangeable such that ethyl peroxy radical 

scans can be run before and after every Cl-isoprene oxidation experiment.  

Thus, we are now prepared to conduct our wide range scans on the Cl-

isoprene oxidation system.       
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Figure 5.6.  Preliminary spectrum of the A X 





 transition of ethyl peroxy radical in 
the 7500-7650 cm-1 region.  The concentration of ethyl peroxy radicals is related 
directly to the concentration of Cl atoms generated in the photolysis cell.  The Cl atoms 
further determine the concentration of Cl-isoprenyl peroxy radicals formed during the 
oxidation experiments.   
  

5.2.4 Cl-MBO232 peroxy radical detection 

Preliminary results 

In addition to the low-lying electronic transitions, OH vibrational 

overtones have absorptions in the NIR region.  We expect to observe both 

the origin of the A  transition and the OH overtone of Cl-MBO232 

peroxy radical in the NIR region.  We outline methods to distinguish the 

two transitions in the spectra.   

X

 

With respect to the A  transition, addition of Cl to MBO232 results 

in two structural isomers, I (rxn 5.5 a) and II (rxn 5.5 b) (Fig. 5.7).  

Peroxy isomer I resembles the 3-methyl-2-butyl peroxy radical, while 

peroxy isomer II resembles the 3-methylbutyl peroxy radical.  NIR 

spectra of the A transitions for both methylbutyl peroxy radicals 

X

X
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have been published.69 For the 3-methyl-2-butyl peroxy radical, three 

different conformers were observed with origin bands at 7318 cm-1, 7490 

cm-1, and 7549 cm-1.  The most intense absorption was located between 

7500-7620 cm-1 with two sharp bumps for two of the conformers.  For 

the 3-methylbutyl peroxy radical, three conformers were observed with 

origin bands at 7361 cm-1, 7551 cm-1, and 7620 cm-1.  The most intense 

absorption was between 7200-7800 cm-1, with a very sharp rise to the 

7620 cm-1 peak.   

 

The addition of both Cl and OH substituents should shift the origins of 

the conformers to the red.  The shape however should be very similar.  

We should be able to identify the absorptions arising from the Cl-

MBO232 peroxy radical from spectral comparisons.  We can then scan 

500 cm-1 and 1000 cm-1 to the blue of the observed origin band 

frequencies to detect the signature torsional absorptions of peroxy 

radicals for spectroscopic confirmation of the assignments. 
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Figure 5.7.  The two structural isomers of Cl-MBO232 peroxy radical. 

 

With respect to the OH overtone, most OH stretches are in the 3500 cm-1 

region with overtones in the 7000 cm-1 region.  The mid-IR and NIR 

spectra of ethanol and Cl-ethanol were compared and found to be very 

similar in band shape and position.70  Thus, as long as the Cl 

substituent does not directly affect the OH stretch, the effect on the 
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absorptions should be minimal.  The parent compound MBO232 has 

an OH overtone absorption in the NIR region.  The OH overtones for both 

isomers of Cl-MBO232 peroxy radicals should have very similar 

absorptions.  Thus, we obtain a CRD spectrum of MBO232 as a reference.  

The OH absorption should be to the red of the A X 



 transitions of the 

peroxy radicals.  We may not be able to observe the weak peroxy radical 

conformer absorption in the 7300 cm-1 region, but we should be able to 

observe the conformer absorptions in the 7500-7700 cm-1 region without 

much spectral interference.   

 

Experiments on the Cl oxidation of MBO232 were conducted using the 

same pulsed CRDS apparatus and gas flow conditions as  described in 

the previous section.  Only the isoprene sample with replaced with 

MBO232 (Sigma Aldrich).  MBO232 is a liquid at room temperature.  We 

pipetted  5 mL of MBO232 into a bubbler and placed it in a methanol 

chiller bath (T ~ -10°C).  Experiments were typically run with 1.5 Torr 

vapor pressure of MBO232.  Scans were taken at 0.4 cm-1 step size with 

the excimer operating at 5 Hz and the NIR probe delayed 10 μs after 

chemical initiation.   

 

Preliminary CRD spectra of Cl-MBO232 peroxy radical were obtained in 

the 7150-7600 cm-1 region from subtraction of scans collected with the 

excimer on and off for OxCl/MBO232 in the ringdown cell (Fig. 5.8).  A 

CRD spectrum was also obtained for MBO232 (Fig. 5.9).  The absorptions 

observed in the two spectra (Fig. 5.8 and Fig. 5.9) are very different, 

especially in the 7450-7600 cm-1 region.  While more experiments are 

needed to confirm that the absorptions in the latter region belong to the 

 transition of the peroxy radicals, the preliminary results look very 

promising.  It may be worthwhile to extend the CRD studies to Cl-

oxidation of 3-methyl-1-butene to examine the effect of the OH 

A X
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substituent on the origin frequency of A X   transition and better 

assign which bands belong to the OH overtone in the current spectra.   

 

 
 
Figure 5.8.  Preliminary CRD spectra of Cl-MBO232 peroxy radical in the 7150-7600 
cm-1 region.  The scans were collected at t =10 μs (black) and t = 2 ms (pink) after the 
excimer fire.  The peroxy radical disappeared over time from self-reaction. 
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Figure 5.9.  Preliminary CRD spectrum of MBO232 in the 7150-7600 cm-1 region.  The 
spectrum has not been background-subtracted.  The spectral rise at 7450 cm-1 is 
therefore from the reflectivity of the CRD mirrors.  Problems with the laser power 
prevented scans to the red of 7150 cm-1.  The OH overtone should be around 7000 cm-1. 
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n:   

5.3 Cl-peroxy radical kinetics 

5.3.1 Background 

We have thus far discussed the detection of substituted peroxy radicals.  

Detection of the radicals allows us to examine the kinetics of the 

substituted peroxy radicals.  In Chapter 1, we outlined two different 

environments for peroxy radical kinetics: high and low NOx conditions.  

Under high NOx conditions, the reaction between the peroxy radicals and 

nitric oxide (NO) dominates.  Under low NOx conditions, the reaction 

between the peroxy radicals with hydroperoxy radical HO2 and other 

peroxy radicals dominates.  For substituted peroxy radicals, most of 

these rates of reaction have never been measured. 

 

For Cl-peroxy radicals, the self reaction rates for a few species have been 

measured using UV absorption spectroscopy: CHCl2CHClO2, 

CHCl2CCl2O2, CCl3CCl2O2, CH2ClO2, CHCl2O2, and ClCH2CH2O2.  Self 

reactions rates vary from from k298K (ClRO2 + ClRO2) = 3.6-8.6 × 10-12 

cm3 molec-1 s-1.58,59,61  For comparison, self-reaction rates of methyl and 

ethyl peroxy radicals have been measured, k298K (CH3O2+CH3O2) = 3.5 × 

10-13 cm3 molec-1 s-1 and k298K (CH3CH2O2+CH3CH2O2) = 6.8 × 10-14 cm3 

molec-1 s-1, respectively.64  Cl addition significantly increases the rate of 

self-reactio

 

ClRO2 + ClRO2 → Products           (5.12 a-b)  

k298K (ClRO2 + ClRO2) = 3.6-8.6 × 10-12 cm3 molec-1 s-1 

 

RO2 + RO2 → Products                    (5.13 a-b)  

k298K (RO2 + RO2) = 0.68-3.5 × 10-13 cm3 molec-1 s-1 
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There has been one measurement for the reaction between the Cl-

ethyl peroxy radical (ClCH2CH2O2) and HO2: k298K (ClCH2CH2O2 + HO2)= 

1.4 × 10-11 cm3 molec-1 s-1.58  The reaction rate between the ethyl peroxy 

radical and HO2 has been measured to be k298K (CH3CH2O2 + HO2) = 8 × 

10-12 cm3 molec-1 s-1.64  The rate of reaction is again increased by Cl 

addition: 

 

ClCH2CH2O2 + HO2 → Products          (5.14 a-b)  

k298K (ClCH2CH2O2 + HO2)= 1.4 × 10-11 cm3 molec-1 s-1

 

CH3CH2O2 + HO2 → Products                   (5.15 a-b)  

k298K (CH3CH2O2 + HO2) = 8 × 10-12 cm3 molec-1 s-1

 

Finally, there have been CIMS studies by the Elrod group on the reaction 

rate between NO and Cl-alkenyl and Cl-MACR/MVK peroxy radicals.40,41  

Measured rates range from k298K (ClRO2 + NO) = 0.84-1.17 × 10-11 cm3 

molec-1 s-1.  Reaction rates for methyl and ethyl peroxy radicals with NO 

are k298K (CH3O2 + NO) = 7.7 × 10-12 cm3 molec-1 s-1 and k298K (CH3CH2O2 

+ NO) = 8.7 × 10-12 cm3 molec-1 s-1, respectively.64  Cl addition appears to 

have less effect on the reaction rates: 

 

ClRO2 + NO → Products                    (5.16 a-b)  

k298K (ClRO2 + NO) = 8.4-11.7 × 10-12 cm3 molec-1 s-1 

 

RO2 + NO → Products                    (5.17 a-b)  

k298K (RO2 + NO) = 7.7-8.7 × 10-12 cm3 molec-1 s-1 

  

A handful of theoretical works have examined the effect of Cl addition on 

the reaction rates.  King and Thompson examined singly occupied 

molecule orbitals (SOMO) of reactant species and determined that peroxy 
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radicals derived from halogenated alkenes had faster rate constants 

for reaction with NO relative to reaction with HO2.71  There are not 

enough measurements of the reaction rate between Cl-peroxy radical and 

HO2 to verify the theory.  Kosmas, et al. performed ab initio and density 

functional calculations on the reaction between halogenated methyl 

peroxy radicals and NO and found that the increased attractive character 

of the potential energy surface, along with the increased exothermicity of 

the reactions, contributed to higher rates of reaction between 

halogenated methyl peroxy radical and NO than methyl peroxy radicals 

and NO.72  The available experimental data, however, indicates that the 

rates of reaction between halogenated and non-halogenated species with 

NO are very similar.  More experimental work is needed. 

 

To date, despite the significance of isoprenyl peroxy radicals in the 

atmosphere, the previously mentioned CIMS study is the only direct 

measurement of the rate of reaction between Cl-isoprenyl peroxy radical 

and NO.  There has been no direct measurements on the reaction rates 

between Cl-MBO232 peroxy radicals and other atmospheric species.  We 

therefore propose to measure the following rates of reaction for the Cl-

isoprenyl and MBO232 peroxy radicals: the rate of self-reaction, the rate 

of reaction with NO, and the rate of reaction with HO2. 

 

Reproducibility and fine experimental control are key factors in kinetic 

measurements.  Before we begin the complicated kinetic measurements, 

we need to conduct control experiments to better characterize the 

apparatus.  We  chose to examine the kinetics of ethyl peroxy radical for 

this purpose.  
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5.3.2 Kinetics of the ethyl peroxy radical 

The kinetics of ethyl peroxy radicals have been studied in great 

detail.64,73  We generate ethyl peroxy radicals via H-abstraction by Cl 

atoms from ethane (Fig. 5.6).  As the peak cross section for the ethyl 

peroxy radical has been measured in the NIR, we can measure absolute 

concentrations of ethyl peroxy radicals for the kinetic experiments.  We 

use the kinetic modeling program Kintecus (version 4.0)74 to model the 

ethyl peroxy radical chemistry under both high and low NOx conditions.  

The simulated decays of the ethyl peroxy radical can be directly 

compared to the measured signal decays of the ethyl peroxy radical from 

the pulsed CRDS experiments.  We outline the CRD studies below. 

  

Testing wall reactions via self-reaction experiments 

A major concern for kinetic experiments is wall reactions.  Products stick 

to the cell walls and react with the intermediates of interest.  We have 

worked on coating the ringdown cell with halocarbon wax and Fluoropel 

to minimize heterogeneous reactions.  To quantitatively test the 

conditions of the cell, we measure the rate of self-reaction for the ethyl 

peroxy radical: 

 

2 CH3CH2O2 → products              (5.18 a) 
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The Cl + ethane kinetics model is shown in Table 5.1.  Simulations 

were run under experimental conditions: T = 298 K and P = 50 Torr, with 

[C2H6]0 = 3 × 1016 molec cm-3 (~1 Torr), [Cl]0 = 5 × 1013 molec cm-3, and 

[O2]0 = 50 × 3 × 1016 molec cm-3.  The concentrations of the ethyl peroxy 

radical are plotted with respect to time in Fig. 5.10.  When there is no 

external reactant, the concentration of the ethyl peroxy radical decreases 

only by 10% over a 10-ms timeframe.  Deviations in the observed decay 

from the model would most likely be from wall loss.   

 

 
 
Table 5.1.  Kinetics model for Cl + ethane.  References for rates of reaction: unmarked 
= ref[64], * = ref[75], and ** = ref[76]  
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Figure 5.10.  Concentrations of the ethyl peroxy radical using the kinetics model from 
Table 5.1.  The initial reactant concentrations are: [C2H6]0 = 3 × 1016 molec cm-3 (1 
Torr), [Cl]0 = 5 × 1013 molec cm-3, and [O2]0 = 50 × 3 × 1016 molec
 

Kinetic experiments with NO  

A mass flow controller (Edwards, 100 sccm) is added to the NO (1% 

Matheson) line for fine control and reproducibility.  The pressure readout 

is used to relate the flow rate with the concentration of NO added to the 

ringdown cell.  Experiments are run under pseudo-first-order conditions, 

such that the concentrations of NO remain constant during the 

experiment, [NO] = [NO]0. 

 

CH3CH2O2 + NO → CH3CH2O + NO2             (5.19 a) 
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where  kobs = k[NO]0.             

 

The reactions listed in Table 5.2 are added to the previous kinetics model 

for simulations.  The concentration of the ethyl peroxy radical are re-

plotted with respect to time (Fig. 5.11).   

        

 

 
Table 5.2.  Kinetics model for Cl + ethane with NO.  The model also includes all 
reactions from Table 5.1.  OH is formed late in the reaction after HO2 concentrations 
become relevant.  While they are included in the model (in rectangle box), they are not 
expected to affect the ethyl peroxy radical yields significantly.  Rates of reaction from ref 
[64].   
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igure 5.11.  Concentrations of the ethyl peroxy radical using the kinetic model f  
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Tables 5.2.  The initial reactant concentrations are: [C2H6]0 = 3 × 1016 molec cm-3 (1 
Torr), [Cl]0 = 5 × 1013 molec cm-3, and [O2]0 = 50 × 3 × 1016 molec cm-3.  In black, 
[NO]0:[Cl]0 = 1, while in red, [NO]0:[Cl]0 = 100.  The bottom plot looks at early times of 
the same simulation.   
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Kinetic experiments with HO2  

Determination of the rate of reaction between ethyl peroxy radical and 

HO2 is more complex, as HO2 has to be generated in the cell 

simultaneously.  Three common methods for HO2 production are:64 

 

Source 1: 

Cl + CH3OH → CH2OH + HCl             (5.20 a) 

k298 K (Cl + CH3OH) = 5.5 × 10-11 cm3 molec-1 s-1           (5.20 b) 

CH2OH + O2 → CH2O + HO2              (5.21 a) 

k298 K (HCO + O2) = 9.1 × 10-12 cm3 molec-1 s-1            (5.21 b) 

 

Source 2: 

Cl + H2CO → HCl + HCO              (5.22 a) 

k298 K (Cl + H2CO) = 7.3 × 10-11 cm3 molec-1 s-1           (5.22 b) 

HCO + O2 → CO + HO2               (5.23 a) 

k298 K (HCO + O2) = 5.2 × 10-12 cm3 molec-1 s-1            (5.23 b) 

 

Source 3: 

H2O2 + hv (248 nm) → 2 HO2              (5.24 a) 

with σ248 nm (H2O2) = 9 × 10-20 cm2             (5.24 b)  

 

The first approach is the easiest to implement.  The first overtone of the 

OH stretch of methanol (CH3OH) is between 7000-7300 cm-1 region;70 

thus, the absorption is to the red of origin transitions of large peroxy 

radical absorptions in the NIR.  Methanol however competes with ethane 

for the chlorine atoms.  Thus, experiments can no longer be run under 

pseudo-first-order conditions.   
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CH3CH2O2 + HO2 → products                                    (5.25 a) 

 

[ ]
[ ][

CH CH O
k HO CH CH O

t


 


3 2 2
2 3 2 ]2              (5.25 b) 

 

Reactions in Table 5.3 were added to the kinetics model.  The 

concentrations of both ethyl peroxy radical and HO2 are shown in Fig. 

5.12 with initial concentrations of reactants, ethane and methanol, at 1:1, 

100:1, and 1:100 ratios.  Measuring the decays of ethyl peroxy radical 

under the different conditions would confirm our control of HO2 

concentrations from source 1.  An interesting comparison would be to 

also measure the HO2 decays.  The origin of the A X   transition of HO2 

is located 7029.688 cm-1,77 within the scanning range of our pulsed 

CRDS apparatus.  Contributions from methanol absorption should be 

effectively removed during subtraction of the photolysis scans (excimer 

on and off).     

 

 

 
Table 5.3.  Kinetics model for Cl + ethane with HO2, in addition to the reactions 
included in Table 5.1 and Table 5.2.  Rates of reaction from ref [64]. 
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Figure 5.12.  Concentrations of the ethyl peroxy radical and HO2 using the kinetic 
model from Tables 5.3.  The initial reactant concentrations are: [C2H6]0 = 3 × 1016 
molec cm-3 (~1 Torr), [Cl]0 = 5 × 1013 molec cm-3, and [O2]0 = 50 × 3 × 1016 molec cm-3.  
The ratio of the ethane and methanol reactants were varied: [C2H6]0:[CH3OH]0 = 1 (top, 
on previous page), [C2H6]0:[CH3OH]0 = 100 (middle), and [C2H6]0:[CH3OH]0 = 0.01 
(bottom).  Note: for these simulations, [N
 

If the chemical approach is unable to be well-quantified, we will try the 

other HO2 sources.  Formaldehyde (H2CO) is difficult to use, as 

paraformaldehyde must be warmed carefully in a separate vessel to avoid 

oligomerization.  Our group has experience using formaldehyde in other 

experiments.78  Hydrogen peroxide (H2O2) is often available commercially 

as a 30% mixture of H2O2 and water.  Concentrated H2O2 is explosive.  

Water, however, causes both spectral and chemical interference.  We are 

in the process of exploring methods to safely collect concentrated H2O2.  
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5.4 Summary  

We collected preliminary CRD spectra of the A X   transitions of Cl-

isoprenyl and Cl-MBO232 peroxy radicals in the 7200-7700 cm-1 region.  

Neither species had ever been detected in the gas phase by absorption 

spectroscopy.  The novel detection of the Cl-peroxy radicals provided 

groundwork for studies on the kinetics of Cl-peroxy radical species under 

high and low NOx conditions.  We outlined preliminary control 

experiments on the kinetics of ethyl peroxy radicals to prepare the 

apparatus and gas lines for kinetic studies of the Cl-peroxy radicals.  As 

many of the reactions rates between Cl-peroxy radicals and atmospheric 

species have never been measured, these experiments will be highly 

useful for atmospheric modeling. 

 

5.5  Afterword 

We began with an examination of the chemical physics of the nitrate 

radical (NO3) (Chapter 3) before exploring its role in the oxidation of 

VOCs in the atmosphere (Chapter 4).  On one level, the chlorine (Cl) 

chemistry discussed in this chapter was a simple extension of the study 

of substituted peroxy radicals.  The reaction pathways of Cl and NO3 

oxidation of alkenes are indeed parallel.  The connection however 

between chlorine and nitrate radical is more complex.  For example, the 

same dinitrogen pentaoxide (N2O5) that decomposes to NO3 at night also 

reacts with chlorine ions to produce nitryl chloride (ClNO2), the 

photolytic precursors of Cl atoms.  Thus, nighttime or daytime, coastal or 

inland, the atmospheric networks are deeply intertwined.  Understanding 

the chemistry of our atmosphere is understanding all the individual 

components of the network.   
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We discussed only a few but important pieces of the atmospheric 

puzzle in this work.  The quality of the air, the climate of the Earth, and 

the effects on public health are all issues that will only continue to grow 

in the next century.  We have both a scientific and societal responsibility 

to learn more about our atmosphere.  It is the author's hope that others 

continue the work presented in the thesis and enjoy the same journey of 

learning that she had over the past years.  Cheers! 
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