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Abstract

We study two novel paradigms in quantum error correction and quantum cryptography—*approximate* quantum error correction and *noisy-storage cryptography*—which explore alternate approaches for dealing with quantum noise. Approximate quantum error correction seeks to relax the constraint of perfect error correction and construct codes that might be better adapted to correct for specific noise models. Noisy-storage cryptography relies on the power of quantum noise to execute two-party cryptographic tasks securely.

Motivated by examples of approximately correcting codes, which make use of fewer physical resources than perfect codes and still obtain comparable levels of fidelity, we study the problem of finding and characterizing such codes in general. We construct for the first time a universal, near-optimal recovery map for approximate quantum error correction (AQEC), with optimality defined in terms of worst-case fidelity. Using the analytical form of this recovery, we also obtain easily verifiable conditions for AQEC. This in turn leads to a simple algorithm for identifying good approximate codes, without having to perform a difficult optimization over all recovery maps for every possible encoding.

Noisy-storage cryptography envisions a setting where two-party cryptographic protocols can be securely implemented based solely on the assumption that the quantum storage device possessed by either party is noisy and bounded. Here, we construct two-party protocols (using higher-dimensional states) that are secure even when a dishonest player can store all but a small fraction of the information transmitted during the protocol, in his noiseless quantum memory. We also show that when his memory is noisy, security can be extended to a larger class of noisy quantum memories. Our result demonstrates that the physical limits of the quantum noisy-storage model are indeed achievable, albeit asymptotically.

We also describe our investigations on obtaining strong entropic uncertainty relations using symmetric complementary bases. Uncertainty relations are an important and useful resource in analyzing the security of quantum cryptographic protocols, in addition to being of interest from a foundational standpoint. We present a novel construction of sets of symmetric, complementary bases in dimension $d = 2^n$, which are cyclically permuted under the action of a unitary transformation. We also obtain new lower bounds for uncertainty relations in terms of the min-entropy, which are tight for specific instances of our construction.
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Chapter 1

Introduction

It has been over two decades since the idea of quantum information processing has captured the imagination of physicists, computer scientists, and information theorists alike. Two important discoveries that provided critical impetus for the growth of the field in its nascent stages have been quantum error correction and quantum cryptography. The discovery of quantum error correcting codes in the mid-nineties \cite{22,120,123} demonstrated that it is indeed possible to perform quantum information processing reliably in the presence of noise. The early quantum cryptographic protocols discovered in the previous decade \cite{11,13,42} demonstrated the usefulness of quantum systems in performing fundamentally unbreakable cryptographic tasks.

Naïvely, the problem of quantum error correction appears daunting in the face of several conceptual challenges. The no-cloning theorem \cite{133} rules out the possibility of constructing quantum repetition codes analogous to classical repetition codes. Also, since quantum errors are continuous, it is difficult to measure and identify the errors with precision. Furthermore, since the measurement process actually destroys or modifies quantum information, we cannot directly employ the standard classical technique of observing the output of the channel and selecting the decoding procedure on that basis. However, discovery of necessary and sufficient conditions for quantum error correction in general noise models \cite{15,43,70} demonstrated how quantum codes can be constructed in spite of these challenges. On the other hand, for cryptographic protocols, these very properties prove to be useful in achieving security against an eavesdropper.

Taking off from these early results, there have been several important developments in both these areas. Significant milestones in quantum error correction include the discovery of topological codes \cite{65,66}, the stabilizer formalism to describe quantum error correcting codes \cite{51}, the fault
tolerance threshold theorem \cite{2,39,71,121}, and more recent ideas of dynamical decoupling \cite{63,126} and subsystem or operator quantum error correction \cite{82}. We refer the reader to \cite{102,103} for a detailed overview of some of these important developments.

Quantum cryptography has also come a long way since the first quantum key distribution (QKD) protocol. Known as the BB84 protocol in honor of its creators \cite{11}, this became a prototype for later quantum cryptographic protocols. Starting from experimental implementations over a distance of 32.5 cm in 1989 \cite{12}, today we have experimental setups that have successfully demonstrated QKD over distances of hundreds of kilometers \cite{59,116}. An alternate view of QKD based on quantum entanglement \cite{42} motivated newer ideas like quantum privacy amplification \cite{35} and made the task of proving the security of QKD protocols much easier. Since then, several security proofs have been constructed \cite{87,95,107,122} leading to stronger QKD protocols that are unconditionally secure against general attacks. However, moving beyond key distribution has proved to be a big challenge in the quantum setting.

Early results showed that unconditional security was not possible for non-QKD protocols such as quantum bit commitment \cite{33,96} and quantum oblivious transfer \cite{86}. Bit commitment and oblivious transfer are protocols that help to realize practical two-party functions such as online auctions or secure identification, where the participating parties do not trust each other. We will describe oblivious transfer in Section 4.4 and refer to \cite{127} for a complete introduction to these and other two-party cryptographic tasks. In fact, it was shown in \cite{86} that it is impossible to implement any such two-party quantum cryptographic protocol securely, without imposing some restrictions on the dishonest party.

Quantum cryptography also admits phenomena which do not have a classical analog, like the phenomenon of information locking \cite{38}. The development of quantum cryptography has also spurred tremendous interest in the study of quantum information measures, in particular the properties of Rényi entropies and extensions thereof \cite{74,109}, which lie at the heart of most cryptographic security proofs today.

In this thesis, we focus our attention on two new paradigms that have emerged in the recent past. First is the concept of \textit{approximate} quantum error correction which was first introduced in the work of Leung et al. \cite{85}, who showed via an example, that approximate codes might sometimes perform better than the perfect codes arising from standard constructions. Second is the idea
of noisy storage cryptography [76, 115] which envisions a setting where two-party cryptographic protocols can be securely implemented based solely on the assumption that the quantum storage device possessed by the adversary is noisy and bounded. In what follows, we introduce and motivate these two ideas in greater detail.

1.1 Adapting to Quantum Noise: Approximate Quantum Error Correction

We have already referred to some of the important theoretical advances in the theory of quantum error correction (QEC). While the standard paradigm of QEC is well-understood and rests on a solid mathematical foundation, the discovery of approximate codes [46, 85] has shown that this standard framework might be somewhat restrictive. Approximate quantum error correction (AQEC) relaxes the constraint of perfect recovery and instead seeks codes that recover the input state with high enough fidelity. A typical quantum error correcting code is designed to perfectly correct only some subset of the errors that constitute the noise channel, in particular the ones that occur with a higher probability. Every perfect code is thus an approximate code for the least probable errors of the channel. These standard codes are, however, designed based on conditions that demand perfect correction of the complete noise channel. The theory of perfect quantum error correction is discussed in some detail in Section 2.1.2.

In practice, experimental setups for creating and storing qubits are usually characterized by a certain dominant noise process. For example, in many setups based on quantum optics, amplitude damping noise [26, 49] is most dominant. More recently, it was observed that in some superconducting qubit systems, dephasing noise is stronger than other noise processes by a factor of $10^3$ [1, 3]. Standard code constructions however, do not take advantage of this specific knowledge. Rather, standard error correction proceeds by first discretizing errors in terms of the Pauli operators and then constructing codes to correct these Pauli errors perfectly. Approximate error correction, on the other hand, incorporates our knowledge of the noise model and allows us to find codes optimized for specific noise models. Thus, while the shortest perfect quantum code requires at least five qubits to encode a single qubit [84], approximate codes constructed for specific noise channels [47, 85] use only four qubits to achieve comparable fidelity. This illustrates a key advantage of relaxing the
requirement for perfect QEC—one might be able to encode the same amount of information into fewer qubits while retaining a nearly identical level of protection from the noise.

These observations indicate the importance of developing a general theory of approximate quantum error correction. There are two possible approaches to characterize approximate codes. The Leung et al. approximate code was constructed as a simple perturbation of a perfect code, raising the possibility that perturbing the perfect error correction conditions might yield conditions for approximate correction \[90\]. Alternately, approximate quantum error correction can be formulated as an optimization problem \[46,135\]. Given a noise channel and the information we need to encode, AQEC is the problem of finding the optimal encoding and recovery maps, with optimality defined in terms of a chosen measure of accuracy of recovery.

In our work presented in Chapter 2 we combine both these aspects of approximate error correction via a universal recovery map, namely the transpose channel. On the one hand, by defining optimality in terms of the worst-case fidelity, we demonstrate that the transpose channel is a near-optimal recovery map for any noise channel. We also show that the perfect error correcting conditions can be rewritten in terms of the transpose channel. Combining this with our fidelity bound, we are able to write down simple conditions for approximate quantum error correction, which are indeed obtained as perturbations of the perfect QEC conditions. Earlier studies \[8\] had in fact shown that the transpose channel is a near-optimal recovery for an average fidelity measure based on the entanglement fidelity. Indeed, while the problem of finding optimal codes for the entanglement fidelity has been studied in the recent past \[17,45,124\], we present for the first time an analytical description of a recovery map that is close to optimal for the worst-case fidelity. The worst-case fidelity involves minimizing the fidelity between the input and output states over all input states in contrast to the average fidelity which is simply an average over input states. Optimizing for the worst-case measure thus provides a stronger assurance that all the information in the input space is well protected.

Our conditions for AQEC also lead to an easily implementable algorithm to identify approximate codes, for a given noise channel and fidelity threshold. Using this, we obtain good four-qubit codes for the amplitude damping channel. We thus formulate a simple, analytical approach to characterizing and finding approximate quantum codes. This is of course a first step toward a complete theory of approximate quantum error correction, with potential applications in designing.
1.2 Using the Power of Quantum Noise: Noisy-Storage Cryptography

As mentioned above, one of the early negative results in quantum cryptography was the discovery that secure two-party quantum cryptography is not possible without additional assumptions [86]. In the classical setting, the usual assumptions that go into realizing secure two-party protocols involve mathematical hardness results and a restriction on the computing power of a cheating party. An interesting physical assumption that also leads to security in the classical setting is to assume a restriction on the amount of classical storage a cheating party can use [21, 94]. However, in this classical bounded-storage model, the cheating party requires only quadratically more storage than the honest party to break the security. Furthermore, a tight bound on classical storage is not easily enforceable in today’s context. Since storing quantum states for any significant length of time still remains a hard problem, the quantum analog of the classical bounded-storage model might be a more realistic prospect.

In this setting of bounded quantum storage, protocols for secure implementation of quantum bit commitment and oblivious transfer were demonstrated under the assumption that a cheating party cannot store any quantum information at all [14, 29]. Recently, this bound was improved, showing that quantum oblivious transfer can be securely implemented if the cheating party can store no more than a fourth of the qubits transmitted during the protocol [30, 31]. An alternate physical situation to consider is of course the case where the cheating party’s quantum storage is noisy, while allowing for a larger storage size. In this quantum noisy-storage setting, a protocol for secure oblivious transfer was constructed [115, 128] with the additional constraint that the cheating party could only perform product measurements on the qubits received during the protocol.

It turns out that both these models can be realized as special cases of a generalized quantum noisy-storage model introduced by König et al. [76], which incorporates both the amount of storage and noise. A formal description of this model is provided in Section 4.1.2. In this more general setting, protocols for secure bit commitment and oblivious transfer were constructed, which were shown to be secure for reasonable values of the noise parameter (characterizing the noisy storage).
and the storage rate of the cheating party. When specialized to the case of bounded quantum storage (when the storage is noiseless) these protocols were shown to be secure so long as the cheating party cannot store more than half the qubits transmitted. This is quite an improvement over the earlier bound obtained for the bounded-storage model.

In the bounded storage model, it is intuitively clear that if a cheating party were able to store all of the information transmitted during a protocol, security cannot be achieved. This is equivalent to saying that the storage rate must be less than one, if a protocol is to be secure. Conversely, one can ask the question as to whether it is always possible to achieve security if the storage rate is strictly less than unity. The protocols constructed so far do not answer this question conclusively. While the best protocol achieves security so long as the storage rate is less than a half in the bounded-storage model, the question as to whether the physical limit of one is achievable remained unresolved. We address this question in our work presented in Chapter 4 and demonstrate that it is indeed possible to achieve security if the cheating party’s storage rate is strictly less than one.

To achieve this physical limit, it turns out that we have to look beyond qubits and implement our protocols using higher-dimensional quantum states, that is, qudits.

In the setting of the general noisy-storage model [76], we demonstrate a protocol for quantum oblivious transfer using qudits, where again security depends on the noise parameter and the storage rate. Since oblivious transfer is known to be universal for two-party cryptography [64], this implies that our protocol can in principle be used to realize any two-party cryptographic task securely. In the noisy-storage setting, our protocol improves the results of [76] by extending security to a much larger class of noise channels. Most importantly, when the cheating party has a noiseless memory, our protocols are secure so long as he can store all but an arbitrarily small fraction of the qudits transmitted during the protocol. Even though our result is an asymptotic one—in the sense that we achieve security for storage rates close to one only for very large values of dimension $d$—it is an important demonstration of the concept that the physical limit of the bounded-storage model is indeed achievable. We hope that the techniques used in achieving our bounds might provide some insight into proving similar bounds even for smaller systems or qubits encoded into higher dimensions.
1.3 A Mathematical Interlude: Uncertainty Relations for Complementary Aspects

An important technique that is employed in our security proof, and in fact in a vast majority of the existing security proofs in quantum cryptography, is the use of entropic uncertainty relations to bound the information held by a cheating party [130]. Before describing our work on the noisy-storage model, we take a brief detour in Chapter 3 to present our results on obtaining strong entropic uncertainty relations by making use of mutually unbiased bases.

Entropic uncertainty relations and mutually unbiased bases are formally defined in Sections 3.2.1 and 3.2.2 respectively. Entropic uncertainty relations (EURs) provide lower bounds on the average entropy of probability distributions corresponding to the outcomes of different measurements. They thus provide a natural way to quantify incompatibility among multiple measurements [34]. For two observables, it is well known that this incompatibility is maximum when the measurement bases are complementary or mutually unbiased [89]. For more than two measurement settings, while being mutually unbiased is a necessary condition to obtain strong uncertainty relations, it was recently shown that there do exist small sets of mutually unbiased bases (MUBs) that satisfy trivial uncertainty relations [6]. It remains an important open question to identify and construct sets of complementary bases satisfying strong uncertainty relations. We refer to [130] for a survey of the entropic uncertainty relations in different measurement scenarios and to [40] for a review of the known results on the existence and constructions of mutually unbiased bases in different dimensions.

In our work, we investigate the possibility of constructing symmetric sets of MUBs using the generators of the Clifford algebra in dimension \( d = 2^n \). The symmetry of interest here is the existence of a unitary transformation that cyclically permutes the different basis sets. It has been shown that the maximal set of \( d + 1 \) bases in \( d \) dimensions (when \( d \) is a prime power) has such a symmetry structure, and that minimum uncertainty states in the Hilbert space are in fact invariant under the corresponding unitary transformation [132]. In Chapter 3 we present an explicit construction of sets of up to \( 2n + 1 \) MUBs in dimension \( d = 2^n \) which are indeed cyclically permuted under the action of unitary transformation. This unitary can be understood as a generalization of the Fourier transform (which exchanges two MUBs) to multiple complementary aspects. We then apply our transformation to the study of uncertainty relations in terms of the min-entropy,
which also gives a lower bound on the Shannon entropy. We prove a lower bound for min-entropic uncertainty relations for any set of MUBs, and show that symmetry plays a central role in obtaining tight bounds. In fact, we obtain for the first time a tight bound for four MUBs in dimension $d = 4$, which is attained by an eigenstate of the permuting unitary transformation.

As mentioned earlier, the security of protocols in recent cryptographic models like the bounded-storage and noisy-storage models is directly related to entropic uncertainty relations. EURs also figure prominently in the security analysis of quantum key distribution [72, 106] and information locking protocols [38]. A better understanding of the interplay between complementarity and uncertainty relations is thus of interest not only from a foundational standpoint, but has practical implications for analyzing and improving existing cryptographic protocols.

1.4 Thesis Organization

We have presented here a brief overview of the problems investigated in this thesis. The rest of the thesis is organized as follows. Chapter 2 briefly introduces the standard paradigm of quantum error correction and describes our approach to approximate quantum error correction based on the transpose channel. It also discusses an algorithm to search for approximate codes and presents numerical results based on this algorithm. For the practically relevant case of qubit codes, a further simplification of our algorithm is presented in Appendix A. Chapter 3 describes our novel construction of symmetric mutually unbiased bases, as well as the new lower bounds we obtain for min-entropic uncertainty relations. For better readability, we only describe the basic idea behind our construction in the chapter, and relegate the technical details of the construction and related proofs to Appendix B. Chapter 4 describes our work on the noisy-storage model, after providing a brief introduction to some of the basic techniques used in two-party quantum cryptography. Chapters 2 and 3 are self contained and can be read independently. Chapter 4 refers to both these chapters for some preliminary concepts—in particular, it refers to Sec. 2.1.1 in Chapter 2 for the mathematical formalism of quantum noise operations, and to Secs. 3.1 and 3.2.1 in Chapter 3 for a description of entropic measures and uncertainty relations respectively.
Chapter 2

Approximate Quantum Error Correction Using the Transpose Channel

Quantum error correction (QEC) is one of the cornerstones of quantum information and quantum computing. Since quantum effects are extremely fragile and susceptible to damage by environmental noise, QEC plays an important role in making the theoretical idea of quantum information processing a physically realizable prospect. Many tasks in quantum communication or computation would indeed become impossible without the use of error-correcting techniques to protect the information from noise. The idea behind QEC is a very simple one—information is stored in a particular part of the system Hilbert space, cleverly chosen depending on the noise process affecting the system, such that a recovery operation can be applied to retrieve the information.

A vast majority of existing work on error correction focuses on the standard paradigm of perfect error correction, where the recovery operation either perfectly corrects the full noise channel, or perfectly corrects the errors conditioned on the fact that fewer than some $t$ errors occurred. Recently, examples of approximately correcting quantum codes have been constructed, that recover the information with fidelity comparable to that of perfect QEC codes, suggesting that the requirement for perfect recovery may be too stringent for certain tasks. While the smallest known perfect quantum code requires at least five qubits to encode a single qubit [15, 84], approximate codes constructed for specific noise channels [47, 85] use only four qubits to achieve comparable fidelity. This illustrates a key advantage of relaxing the requirement for perfect QEC—one might be able to encode the same amount of information into fewer qubits while retaining a nearly identical level of
protection from the noise. While examples of good approximate QEC (AQEC) codes are known, characterizing these approximately correctable codes has remained an open problem.

In this chapter, we formulate a simple approach to characterizing and finding AQEC codes. We demonstrate for the first time that there exists a universal, near-optimal recovery map for AQEC codes—the transpose channel—where optimality is defined in terms of the worst-case fidelity. Using the transpose channel, which is constructed as a generalization of the recovery channel defined in [8], we obtain a set of conditions for AQEC, which forms the basis of a simple algorithm for finding AQEC codes. Our analytical approach is a departure from earlier work which relies on exhaustive numerical search for the optimal recovery map, with optimality defined in terms of average or entanglement fidelity rather than the worst-case fidelity. Furthermore, for the practically useful case of codes encoding a single qubit of information, our algorithm is particularly easy to implement.

The rest of the chapter is organized as follows. In Section 2.1 we briefly review the standard paradigm of quantum error correction. In Section 2.2 we introduce the notion of approximate error correction with an example, and formulate the problem of finding AQEC codes as an optimization problem. In Section 2.3 we define the transpose channel, examine its role in standard QEC theory, and prove that it is nearly optimal for AQEC codes. An alternative form of the perfect QEC conditions based on the transpose channel is described in Section 2.4, a perturbation of which leads to a set of AQEC conditions. The algorithm for finding AQEC codes is described in Section 2.5. In Section 2.6 we consider the example of amplitude damping noise and use it to compare our procedure with earlier work on approximate codes. Section 2.7 contains our conclusions and some open problems.

2.1 Quantum Error Correction

The basic idea of quantum error correction is to encode the information that we wish to protect into a larger quantum system. Specifically, information is stored in quantum states, which are represented by density operators $\rho \in \mathcal{B}(\mathcal{H})$, in a finite-dimensional Hilbert space $\mathcal{H}$. The operator $\rho$ is a positive semi-definite, trace-1, linear operator in $\mathcal{H}$. If the state of the system is exactly

\footnote{The work described in this chapter has been done in collaboration with Hui Khoon Ng. The original results presented here have been published in [97]. We would like to thank David Poulin for introducing us to the problem of approximate quantum error correction, and for many insightful discussions.}
known, it is described by a pure state $|\psi\rangle \in \mathcal{H}$, where $|\psi\rangle$ is a unit vector in $\mathcal{H}$. Density operators corresponding to such pure states are given by $\rho = |\psi\rangle\langle\psi|$. Finally, if a system is known to be in state $|\psi_i\rangle$ with probability $p_i$, where $\{|\psi_i\rangle, i = 1, \ldots, N\}$ is a set of $N$ pure states, it is said to be in a mixed state and the density operator describing the state of the system is given by $\rho = \sum_i p_i |\psi_i\rangle\langle\psi_i|$. 

---

**Figure 2.1:** Schematic representation of quantum error correction.

Given the system Hilbert space $\mathcal{H}$, we seek to encode a qudit of information—information carried by a $d$-dimensional Hilbert space $\mathcal{H}_0$—where $d$ is no greater than the dimension of $\mathcal{H}$. Often the system Hilbert space $\mathcal{H}$ is simply an $n$-fold tensor product of the system we seek to encode, that is, $\mathcal{H} = (\mathcal{H}_0)^\otimes n$. The qudit is encoded into a $d$-dimensional subspace $\mathcal{C}$ of $\mathcal{H}$. When $d = 2$, this reduces to the problem of encoding a single qubit of information, which is of utmost practical relevance today. We refer to $\mathcal{C}$ as a subspace code, as opposed to subsystem codes or more general codes in the sense of [19]. Since we are only concerned with subspace codes in this chapter, we will often use “code” to denote the subspace $\mathcal{C}$. Formally, the information is encoded into $\mathcal{C}$ via an encoding map $\mathcal{W} : \mathcal{H}_0 \to \mathcal{C}$, whose action on any orthonormal basis $\{|\phi_i^{(0)}\rangle\}$ for $\mathcal{H}_0$ is $\mathcal{W} : |\phi_i^{(0)}\rangle \mapsto |\phi_i\rangle \in \mathcal{C}$ such that $\langle \phi_i | \phi_j \rangle = \delta_{ij} \forall i, j$. One can extend this encoding map on the vector space $\mathcal{H}_0$ to a completely positive (CP), trace-preserving (TP) map on operators, also denoted by $\mathcal{W}$.

After encoding the information into $\mathcal{C}$ using $\mathcal{W}$, we consider the action of noise. This noise is also described by a CPTP map $\mathcal{E} : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H})$. $\mathcal{E}$ can describe, for example, the Markovian
noise acting on the system over some timestep, or the effect of a single use of a noisy channel for communication. After the action of $E$, we perform a CPTP recovery map $R : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{C})$ to undo the effects of the noise, and then decode using $W^{-1}$. Note that, when a single qudit (qubit) is encoded into $n$ qudits (qubits), the corresponding noise channel is also an $n$-fold tensor product space of a single qudit (qubit) noise channel $E$, denoted as $E^{\otimes n}$. The key steps in the error correction process described here are summarized schematically in Fig. 2.1. We will now proceed to describe the quantum noise model in greater detail with examples of some physically motivated noise processes.

2.1.1 Quantum Channels

Formally, any quantum operation on a system can be described by a completely positive, trace preserving (CPTP) map on density operators in the system Hilbert space. A map $E$ acting on density operators $\rho \in \mathcal{B}(\mathcal{H}_A)$ is said to completely positive if and only if, (a) $E(\rho) > 0$, $\forall \rho > 0 \in \mathcal{B}(\mathcal{H}_A)$, and (b) $E \otimes I_B$ is a positive map on $\mathcal{B}(\mathcal{H}_A \otimes \mathcal{H}_B)$, for any possible extension $\mathcal{H}_A \otimes \mathcal{H}_B$ of the system Hilbert space $\mathcal{H}_A$, where $I_B$ is the identity map on $\mathcal{H}_B$. Condition (a) is the simple statement that if $\rho \in \mathcal{H}_A$ is a valid density operator, then so is $E(\rho)$ (up to normalization). The additional requirement of complete positivity in condition (b) is the physical requirement that $(E \otimes I_B)(\rho_{AB})$ also be a valid density operator for any joint state $\rho_{AB} \in \mathcal{B}(\mathcal{H}_A \otimes \mathcal{H}_B)$, where $E$ acts only on the subsystem $\mathcal{H}_A$.

Since $\text{tr}[E(\rho)]$ is the probability that the process represented by $E$ occurred, given the initial state $\rho$, conservation of probability requires that $\text{tr}[E(\rho)] = 1$ for all $\rho$. When $E$ describes processes where some extra information is obtained by a measurement, then $E$ could be non-trace-preserving, that is, $\text{tr}[E(\rho)] \leq 1$. But since we deal with deterministic noise processes here, the corresponding maps are indeed trace-preserving.

It turns out that these physically motivated requirements lead to an elegant mathematical description of quantum operations. The celebrated result due to Choi and Kraus [25,79,80] states that a map $E : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H})$ is completely positive if and only if there exists a set of operators $\{E_i\}_{i=1}^{N}$—referred to as a **Kraus representation** of $E$—such that the action of $E$ on $\rho \in \mathcal{B}(\mathcal{H})$ is given by $E(\rho) = \sum_{i=1}^{N} E_i \rho E_i^\dagger$. Henceforth, we will denote $E$ with a particular Kraus representation as $E \sim \{E_i\}_{i=1}^{N}$, and refer to set of operators $\{E_i\}$ as a set of Kraus operators corresponding
to the map $\mathcal{E}$. Further, the Kraus representation of a CP map is not unique—any two Kraus representations $\{E_i\}_i^N$ and $\{F_k\}_i^N$ such that $F_k = \sum_{ik} u_{ik} E_i$, for some $N \times N$ unitary matrix $(u_{ij})$, describe the same map [35, Theorem 8.2]. Finally, the fact that $\mathcal{E}$ is trace-preserving implies that the Kraus operators of $\mathcal{E}$ satisfy

$$\sum_i E_i^\dagger E_i = I,$$

where $I$ is the identity operator for the domain of $\mathcal{E}$.

To summarize, quantum noise processes or quantum channels are modeled as CPTP maps on the system Hilbert space, with the individual errors given by the Kraus operators in the operator-sum representation described above. We conclude this section with some concrete examples of single qubit quantum channels.

(i) **Bit flip channel:** The simplest quantum channel we can construct is one that simply flips the state of a qubit from $|0\rangle$ to $|1\rangle$ with probability $1 - p$. This is a straightforward generalization of the corresponding classical channel which flips the value of a bit with probability $1 - p$, to the quantum setting. In the $\{|0\rangle, |1\rangle\}$ basis, the Kraus operators of this channel are given by

$$E_0 = \sqrt{p} I = \sqrt{p} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}; \quad E_1 = \sqrt{1 - p} X = \sqrt{1 - p} \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}.$$

The quantum bit flip channel thus describes the physical process when the system is either affected by a Pauli $X$ operation with probability $1 - p$, or left unaffected with probability $p$.

(ii) **Depolarizing channel:** This describes the scenario where a single qubit is replaced by the maximally mixed (depolarized) state with probability $p$. Formally, the action of the channel

$$|0\rangle \xrightarrow{p} |0\rangle, \quad |1\rangle \xrightarrow{1 - p} |1\rangle.$$
on any state $\rho$ can be described in terms of the Pauli operators as

$$E_{\text{Dep}}(\rho) = (1 - \frac{3p}{4})\rho + \frac{p}{4}(X\rho X + Y\rho Y + Z\rho Z).$$

(2.1)

The Kraus operators corresponding to this channel are therefore given by

$$E_{\text{Dep}}(\rho) \sim \{\sqrt{1 - \frac{3p}{4}}I, \sqrt{p}X/2, \sqrt{p}Y/2, \sqrt{p}Z/2\}.$$  

(iii) **Amplitude damping channel**: This is an important quantum channel that describes energy dissipation and characterizes the effects due to loss of energy from a quantum system. The single qubit amplitude damping channel $E_{\text{AD}}$ has Kraus operators

$$E_{\text{AD}}^0 = \begin{pmatrix} 1 & 0 \\ 0 & \sqrt{1 - \gamma} \end{pmatrix}, \quad \text{and} \quad E_{\text{AD}}^1 = \begin{pmatrix} 0 & \sqrt{\gamma} \\ 0 & 0 \end{pmatrix},$$

written in some qubit basis $\{|0\rangle, |1\rangle\}$. $E_{\text{AD}}$ can be thought of as describing energy dissipation in a two-level system, where $|0\rangle$ is the ground state and $|1\rangle$ is some excited state. $\gamma$ is then the probability of a transition from the excited state to the ground state. In the Pauli basis,

$$E_{\text{AD}}^0 = \frac{1}{2}[(1 + \sqrt{1 - \gamma})I + (1 - \sqrt{1 - \gamma})Z], \quad E_{\text{AD}}^1 = \frac{\sqrt{\gamma}}{2}[X + iY],$$

showing that no linear combination of $E_0$ and $E_1$ can give an operation element proportional to the identity operator. The fact that the operator elements of the amplitude damping channel cannot be realized as scaled Pauli operators makes it different from the other two channels described here.

### 2.1.2 Perfect QEC Conditions

The problem of quantum error correction is to pick the right encoding and recovery operation for a given noise channel $\mathcal{E}$, such that the recovery operation either perfectly corrects the full CPTP noise channel, or perfectly corrects the errors conditioned on the fact that fewer than $t$ errors occurred. We will henceforth refer to this standard paradigm of error correction as **perfect QEC**. As depicted in Fig. 2.1, it is common to fix the encoding Hilbert space as the $n$-fold tensor product space of the system Hilbert space, so that the problem of perfect QEC reduces to the problem of choosing the right pair $(\mathcal{C}, \mathcal{R})$ of codespace and recovery map such that the action of the map $\mathcal{E}$ followed by
R leaves states in the codespace C unaffected. Formally, the action of a channel \( \mathcal{E} \) is said to be perfectly correctible on a codespace \( \mathcal{C} \) if and only if there exists a quantum channel \( \mathcal{R} \) such that \( \mathcal{R} \circ \mathcal{E}(\rho) = \rho \ \forall \ \rho \in \mathcal{C} \).

An important characterization of perfect QEC codes is given by the perfect QEC conditions [15, 43, 70], which we briefly review here. For a given code \( \mathcal{C} \), let \( P \) be the projector onto \( \mathcal{C} \). The QEC conditions can then be stated as follows.

**Theorem 2.1.1 (Perfect QEC conditions [15, 43, 70]).** A CPTP recovery map \( \mathcal{R} \) that perfectly corrects the action of a noise channel \( \mathcal{E} \sim \{ E_i \}_{i=1}^N \) on a subspace code \( \mathcal{C} \) exists, if and only if

\[
\forall i, j, \ PE_i^\dagger E_j P = \alpha_{ij} P,
\]

for some complex matrix \( \alpha \).

Note that this is simply a condition on the existence of a perfect QEC code for a given \( \mathcal{E} \), and stipulates no knowledge of the recovery map \( \mathcal{R} \).

It is more insightful to rewrite (2.3) in a “diagonal” form. From (2.3), it is clear that \( \alpha \) must be a Hermitian matrix. Therefore, there exists a unitary \( u \) and a diagonal matrix \( d \) such that \( \alpha = u d u^\dagger \).

The set of operators defined by \( F_k \equiv \sum_i u_{ik} E_i \) constitutes an alternate Kraus representation for \( \mathcal{E} \), so that \( \mathcal{E} \sim \{ F_k \} \). With this choice of Kraus representation, the perfect QEC condition takes the following form:

\[
\forall k, l, \ PF_k^\dagger F_l P = \delta_{kl} d_{kk} P,
\]

where \( d_{kk} \) are the diagonal entries of \( d \), or equivalently, the eigenvalues of \( \alpha \). Notice that \( d_{kk} \geq 0, \ \forall k \), since the left-hand side of (2.4) is positive semi-definite when \( k = l \). \( \alpha \) is hence a positive semi-definite matrix (\( \alpha \geq 0 \)).

The diagonal form of the perfect QEC condition makes it easier to appreciate the intuition behind Theorem 2.1.1. Using polar decomposition, we can express the \( F_k \)’s as \( F_k P = \sqrt{d_{kk}} U_k P \), for unitary \( U_k \). The effect of the Kraus operators on a perfect code is therefore unitary, in the sense that the operator \( F_k \) simply rotates the codespace \( \mathcal{C} \) into the subspace defined by the projector \( P_k \equiv U_k P U_k^\dagger \). Equation (2.4) further guarantees that these projectors are orthogonal, that is,

\[
P_k P_l = U_k P U_k^\dagger U_l P U_l^\dagger = \frac{U_k P F_k^\dagger F_l P U_k^\dagger}{d_{kk} d_{ll}} = 0, \ \forall k \neq l,
\]
thus implying that the individual errors due to the action of the channel can be reliably distinguished by a projective measurement. The individual error operators of a noise channel thus map a perfectly correctible codespace to mutually orthogonal subspaces of the encoding Hilbert space, as shown in Fig. 2.3.

![Diagram of noise action on perfectly correctible code](image)

\[ \mathcal{E} : \mathbb{B}(\mathbb{C}) \rightarrow \mathbb{B}(\mathbb{H}) \]

The recovery map for correcting the errors when (2.3) is satisfied, is now easy to construct. Let us denote this recovery as \( \mathcal{R}_{\text{perf}} \). To write down \( \mathcal{R}_{\text{perf}} \), we use the polar decomposition to obtain the unitaries \( U_k \) such that \( F_k P = \sqrt{d_{kk}} U_k P \). Then, \( \mathcal{R}_{\text{perf}} : \mathcal{B}(\mathcal{P}_\mathcal{E}) \rightarrow \mathcal{B}(\mathcal{C}) \) is given by

\[
\mathcal{R}_{\text{perf}} \sim \{ PU_k^\dagger \}.
\]

One can check that \( \mathcal{R}_{\text{perf}} \) is TP on its domain \( \mathcal{B}(\mathcal{P}_\mathcal{E}) \), and that it perfectly corrects the code in the sense that for any \( \rho \in \mathcal{B}(\mathcal{C}) \),

\[
(\mathcal{R}_{\text{perf}} \circ \mathcal{E})(\rho) = \left( \sum_k d_{kk} \right) \rho. \tag{2.5}
\]

\( \sum_k d_{kk} \) is just the trace of \( \mathcal{E}(\rho) \) for any \( \rho \in \mathcal{C} \). This sum is independent of \( \rho \) because of the QEC conditions (2.4), and is exactly equal to 1 if and only if \( \mathcal{E} \) is TP on \( \mathcal{C} \). Equation (2.5) thus implies that \( \mathcal{R}_{\text{perf}} \) recovers the original code state, up to any reduction in trace due to the possible non-TP nature of \( \mathcal{E} \).

The perfect QEC condition can be used to identify good error-correcting codes since it is easily
checkable for a given codespace \( \mathcal{C} \). Furthermore, (2.3) is linear. If \( \mathcal{E} \sim \{E_i\} \) is correctible on codespace \( \mathcal{C} \), then any channel whose operator elements are linear combinations of \( \{E_i\} \) is also correctible. Since the Pauli matrices form a basis for \( 2 \times 2 \) matrices, this linearity property has the important consequence that for correcting single qubit errors, it suffices to check that a given code satisfies the condition for the “Pauli errors,” namely the operators \((I, X, Y, Z)\).

It turns out that the smallest code capable of perfectly correcting an arbitrary error on any single qubit of the system, requires five qubits. This can be shown to follow from the linearity of the error-correcting condition (2.3) and the assumption that errors act independently on different qubits. We refer to [98, Section 10.3.4] for detailed proofs that any general quantum code that seeks to correct single qubit errors perfectly, must encode into at least 5 qubits. The five-qubit code \([15, 84]\) is thus the shortest known perfect QEC code. We will henceforth refer to this as the \([5, 1, 3]\) code, where the first entry in the brackets corresponds to the number of qubits in the system, and the second entry is the number of qubits of information encoded in the system. The third entry is the distance of the code, defined as \(d = 2t + 1\) where \(t\) is the maximum number of qubits that the code can perfectly correct. Since the five-qubit code is capable of correcting any error on a qubit, its distance parameter is equal to 3. This code satisfies the perfect QEC conditions for any noise channel \(\mathcal{E} \otimes 5\), but with terms corresponding to more than a single-qubit (Pauli) error discarded.

### 2.2 Approximate Quantum Error Correction

The vast majority of existing work on error correction focuses on perfect QEC described above. However, the example of a code designed for correcting errors affected by weak amplitude damping noise presented in [85] suggests that the requirement for perfect recovery may be too stringent for certain tasks. While perfect QEC requires at least five qubits to encode a single qubit, the code in [85] uses only four qubits to achieve comparable fidelity. This illustrates a key advantage of relaxing the requirement for perfect QEC—one might be able to encode the same amount of information into fewer qubits while retaining a nearly identical level of protection from the noise process. The four-qubit code is also specially designed for the channel in question, a departure from standard QEC codes that seek to perfectly correct up to some \(t\) arbitrary errors on the system. This adaptation of the code to the noise channel, an idea emphasized later in [15], is a crucial factor.
behind the success of their code. Such approximate QEC (AQEC) codes reveal the possibility of designing codes that are better tailored to the particular information processing task at hand. Before proceeding to analyze the problem of characterizing such approximately correcting codes, it will help to gain some intuition into the working of this four-qubit code.

2.2.1 The Approximate [4,1] Code

The four-qubit code constructed by Leung et al. [85] protects a single qubit of information against amplitude damping noise by encoding into four physical qubits. Assuming that the noise acts independently on the qubits, the four-qubit noise channel is just four copies of $\mathcal{E}_{\text{AD}}$, that is, $\mathcal{E}_{\text{AD}}^\otimes 4$.

The four-qubit subspace code constructed in [85] is the span of the following two states:

$$|0_L\rangle \equiv \frac{1}{\sqrt{2}}(|0000\rangle + |1111\rangle), \quad \text{and} \quad |1_L\rangle \equiv \frac{1}{\sqrt{2}}(|0011\rangle + |1100\rangle).$$  \hspace{1cm} (2.6)

$|0_L\rangle$ and $|1_L\rangle$ respectively represent the $|0\rangle$ and $|1\rangle$ states of the single qubit of information we want to encode in the four-qubit Hilbert space. We denote this as the [4,1] code, where as before, the first entry in the brackets corresponds to the number of qubits in the system, and the second entry is the number of qubits of information encoded in the system. It was shown in [85] that this code satisfies the perfect QEC conditions for $\mathcal{E}_{\text{AD}}^\otimes 4$, except for small corrections of order $\gamma^2$. If $P_L = |0_L\rangle\langle 0_L| + |1_L\rangle\langle 1_L|$ denotes the projector onto the codespace, the Kraus operators $\{E_{i\text{AD}}\}$ corresponding to the four-qubit channel $\mathcal{E}_{\text{AD}}^\otimes 4$ satisfy

$$P_L(E_{i\text{AD}}^\dagger E_{j\text{AD}})P_L = 0, \quad i \neq j; \quad P_L(E_{i\text{AD}}^\dagger E_{i\text{AD}})P_L = P_LD_iP_L,$$  \hspace{1cm} (2.7)

where

$$D_i = \begin{pmatrix} d_i^{(1)} & 0 \\ 0 & d_i^{(2)} \end{pmatrix}, \quad |d_i^{(1)} - d_i^{(2)}| \leq O(\gamma^2).$$

Comparing (2.7) with the perfect QEC condition (2.3), we see that here, while the Kraus operators map the codespace (defined in (2.6)) to mutually orthogonal subspaces, these subspaces are not unitary transformations of the codespace. This is schematically represented in Fig. 2.4.

As in the case of perfect QEC, a recovery operation similar to $R_{\text{perf}}$ can be constructed to approximately correct for single qubit errors in the [4,1] code. Polar decomposition of the Kraus operators $E_{k\text{AD}}^\dagger P_L = U_k^L \sqrt{P_L D_k P_L}$ yields the unitaries $\{U_k^L\}$. The Leung recovery map is then
given by $R_L \equiv \{P_L(U_k^L)\dagger\}$. We compare the performance of the [4, 1] code with that of the perfect [[5, 1, 3]] code and other approximate codes in Section 2.6.

2.2.2 AQEC as an Optimization Problem

While the analysis in [85] is based on investigating small perturbations of the perfect QEC conditions, recent work has focused on solving AQEC as an optimization problem. Indeed the challenge of AQEC is to find the optimal encoding and recovery maps, given a noise channel and the information we want to encode (qubit or higher-dimensional object), with optimality defined in terms of a chosen measure of faithfulness between the input state and the recovered state.

The fidelity between the input qudit state and the decoded state after noise and recovery quantifies how well the information is protected from the noise. The fidelity between any two states $\rho$ and $\sigma$ is given by

$$F(\rho, \sigma) \equiv \text{tr} \sqrt{\rho^{1/2}\sigma\rho^{1/2}},$$

which for a pure state $\rho \equiv |\psi\rangle\langle\psi|$, can be written as

$$F(|\psi\rangle, \sigma) \equiv F(|\psi\rangle\langle\psi|, \sigma) = \sqrt{\langle\psi|\sigma|\psi\rangle}.$$
For any \( \rho \) and \( \sigma \), \( F(\rho, \sigma) \) takes value between 0 and 1. \( F = 0 \) if and only if \( \rho \) and \( \sigma \) have orthogonal support, and \( F = 1 \) if and only if \( \rho = \sigma \). The fidelity hence gives a measure of how close two states are.

We say that a code \( C \), together with its encoding and recovery maps, is effective at protecting the information from the noise \( E \) if the worst-case fidelity

\[
\min_{\rho \in S(H_0)} F[\rho, (W^{-1} \circ R \circ E \circ W)(\rho)]
\]

is close to 1. Here, \( S(H_0) \) denotes the set of all states, pure or mixed, of the qudit. In practice, it suffices to minimize over pure states in \( S(H_0) \) only, since the fidelity measure is jointly concave in its arguments. Concavity implies that for any probability distribution \( p_i \) and density operators \( \rho_i \) and \( \sigma_i \),

\[
F\left(\sum_i p_i \rho_i, \sum_i p_i \sigma_i\right) \geq \sum_i p_i F(\rho_i, \sigma_i),
\]

where \( \sum_i p_i = 1 \). Suppose \( \rho_i = |\psi_i\rangle\langle\psi_i| \) for some set of pure states \( |\psi_i\rangle \in H_0 \), and define \( \rho = \sum_i p_i |\psi_i\rangle\langle\psi_i| \). Then, for any CPTP map \( \Phi \), (2.9) implies

\[
F[\rho, \Phi(\rho)] \geq \sum_i p_i F[|\psi_i\rangle, \Phi(|\psi_i\rangle\langle\psi_i|)]
\]

\[
\geq \left(\sum_i p_i\right) \min_{|\psi\rangle \in H_0} F[|\psi\rangle, \Phi(|\psi\rangle\langle\psi|)]
\]

\[
= \min_{|\psi\rangle \in H_0} F[|\psi\rangle, \Phi(|\psi\rangle\langle\psi|)].
\]

Since this is true for all states \( \rho \in S(H_0) \), the minimum fidelity is clearly attained on a pure state. Setting \( \Phi \equiv W^{-1} \circ R \circ E \circ W \), we see that the minimization in (2.8) needs to be performed only over pure states.

Equation (2.8) defines the worst-case fidelity for a given encoding map (or equivalently a given code \( C \subset H \)) and a given recovery map. In reality, one wants to maximize the error correction capability by choosing \( W \) and \( R \) such that the worst-case fidelity is as close to 1 as possible. The problem of AQEC can thus be phrased as the following triple optimization problem:

\[
\max_W \max_R \min_{|\psi\rangle \in H_0} F[|\psi\rangle, (W^{-1} \circ R \circ E \circ W)(|\psi\rangle\langle\psi|)].
\]
If the quantity in (2.10) attains the maximum possible value of 1, that is, if there exist $W$ and $R$ such that the worst-case fidelity is 1, then we have perfect QEC. In reality, one should also allow $H$ to vary, and choose the smallest possible $H$ that can accommodate a code with good fidelity performance. For example, in the case of a system consisting of $n$ quantum registers, one would like to minimize $n$ to reduce resource requirements. Choosing a Hilbert space that is too small might however reduce the worst-case fidelity of possible codes, so one would need to seek an optimal balance between having a small $n$ and having high fidelity.

A simple approach to estimate (2.10) is to fix either the encoding or the recovery map, and then perform the optimization over the remaining two variables—the recovery or the encoding map, and the input state. Past work on finding optimal AQEC codes [46,48,77,78,105] has for the most part focused on the simpler problem of optimizing for measures based on entanglement fidelity [117], which characterize the performance of the code averaged over some input ensemble (including the case of a trivial ensemble comprising a single state). This eliminates the minimization over all input states required for the worst-case fidelity measure. The task of finding the optimal encoding or recovery map is then tractable via convex-optimization methods, but the resulting recovery is now optimal for an averaged measure of fidelity. Recovery maps which are near-optimal for the average entanglement fidelity have been constructed analytically [8,124]. Conditions for AQEC based on the worst-case entanglement fidelity have also been formulated recently [17].

For many communication or computational tasks, however, one would prefer an assurance that all the information stored in the code is wellprotected. In such cases, the worst-case fidelity defined above (2.8) is the appropriate measure for determining the optimality of encoding and recovery maps. The resulting double-optimization problem for a given encoding map was examined using semi-definite programming in [135]. This method however requires a relaxation of one of the constraints in the problem, so the recovery map found is typically suboptimal. Furthermore, the numerically computed recovery map is difficult to describe and understand analytically.

In what follows, we will assume that a system of fixed size is available for encoding the information, and we search for good codes within the Hilbert space of that system. The simplest approach for finding the best code involves an exhaustive search over all possible encodings, which amounts to randomly choosing a $d$-dimensional subspace $C$ in $H$. For each $C$, we still need to optimize over $R$ and $|\psi\rangle \in H_0$ to obtain the largest worst-case fidelity. From the form of $W$, it is evident that,
given $W$ and $R$, the worst-case fidelity can as well be computed over states in $C$ instead of $H_0$. Therefore, the relevant optimization problem is

$$
\max_{R} \min_{\psi \in C} F[|\psi\rangle, (R \circ \mathcal{E})(|\psi\rangle\langle\psi|)].
$$

(2.11)

Estimating (2.11) for a given code space $C$ is a difficult problem since it involves a double optimization. In our work, we approach the problem stated in (2.11) using a universal recovery map that is analytically very simple to write down, and provably near-optimal, with optimality defined with respect to the worst-case fidelity.

Before proceeding further, let us define some useful terminology. We will often make use of the square of the fidelity, which we denote as $F^2(\cdot, \cdot) \equiv [F(\cdot, \cdot)]^2$. Whenever it is unambiguous, we will also refer to $F^2$ as the fidelity. It is also convenient to define the fidelity loss $\eta_R$, for a given code $C$ and a recovery map $R$, as the deviation of the square of the worst-case fidelity from 1, that is,

$$
\eta_R \equiv 1 - \min_{|\psi\rangle \in C} F^2[|\psi\rangle, (R \circ \mathcal{E})(|\psi\rangle\langle\psi|)].
$$

(2.12)

The fidelity loss for the optimal recovery map $R_{op}$ is denoted by $\eta_{op}$, and is given by $\eta_{op} = \min_R \eta_R$ for a given $C$ (which is just a restatement of (2.11)). We refer to $\eta_{op}$ as the optimal fidelity loss. A code $C$ for $\mathcal{E}$ is said to be $\epsilon$-correctable if it has $\eta_{op} \leq \epsilon$ for some $\epsilon \in [0, 1]$. $\epsilon$-correctable codes with $\epsilon \ll 1$ are said to be approximately correctable, and have states with fidelity at least $\sqrt{1 - \epsilon} \simeq 1 - \epsilon/2$ after the action of the noise and recovery.

### 2.3 The Transpose Channel

Using the worst-case fidelity measure to define optimality, and assuming a fixed encoding, we now demonstrate a universal recovery map—the transpose channel—which gives a worst-case fidelity that can be suboptimal, but cannot be too far from that of the optimal recovery. First, we establish that this transpose channel is exactly the standard recovery map for perfect QEC codes characterized by the QEC condition (2.3). Then, we show that the transpose channel is nearly optimal even in the case of AQEC codes.

We begin this section with a description of the transpose channel. For a given code $C$, let $P$ be the projector onto $C$ (a subspace). Let $\mathcal{P}_\mathcal{E} \equiv \text{supp}[\mathcal{E}(P)]$, and $P_\mathcal{E}$ denote the projector onto $\mathcal{P}_\mathcal{E}$. 
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Let \( \{E_i\}_{i=1}^N \) be a Kraus representation for \( \mathcal{E} \). The transpose channel \( \mathcal{R}_P : \mathcal{B}(\mathcal{P}_\mathcal{E}) \to \mathcal{B}(\mathcal{C}) \) for the given \( \mathcal{C} \) is defined as the following CPTP map:

\[
\mathcal{R}_P(\cdot) \equiv \sum_{i=1}^N PE_i^\dagger \mathcal{E}(P)^{-1/2} (\cdot) \mathcal{E}(P)^{-1/2} E_i P,
\]

i.e., \( \mathcal{R}_P \sim \{PE_i^\dagger \mathcal{E}(P)^{-1/2}\}_{i=1}^N \). The inverse of \( \mathcal{E}(P) \) is taken on its support \( \mathcal{P}_\mathcal{E} \). \( \mathcal{R}_P \) has this universal form for any channel \( \mathcal{E} \) and any code \( \mathcal{C} \), and depends on \( \mathcal{C} \) only through \( P \). \( \mathcal{R}_P \) is a special case of a recovery map introduced in \cite{8} for reversing the effects of a quantum channel on a given initial state. In fact the \( \mathcal{R}_P \) is exactly the recovery map for the initial state \( P/d \), where \( d \) is the dimension of \( \mathcal{C} \). In \cite{19}, \( \mathcal{R}_P \) was shown to be useful for correcting information carried by codes preserved according to an operationally motivated notion. The term transpose channel owes its origin to \cite{99}, where this channel was first defined in an information-theoretic context. It was shown \cite{101} that the transpose channel has the property of being the unique noise channel that saturates Uhlmann's theorem on the monotonicity of relative entropy – a fact that was later used to characterize states that saturate the strong subadditivity of quantum entropy \cite{55}.

Observe that the Kraus operators of \( \mathcal{R}_P \) satisfy

\[
\sum_i (PE_i^\dagger \mathcal{E}(P)^{-1/2})^\dagger (PE_i^\dagger \mathcal{E}(P)^{-1/2}) = P \mathcal{E},
\]

so \( \mathcal{R}_P \) is TP on its domain, \( \mathcal{B}(\mathcal{P}_\mathcal{E}) \). Note that we can always add an additional projector \( (\mathbb{I} - P \mathcal{E}) \) – corresponding to doing nothing on the complement of \( \mathcal{P}_\mathcal{E} \) – to the Kraus operators of \( \mathcal{R}_P \), thus rendering it TP on the full \( \mathcal{H} \) and making it a valid physical operation on the system. However, since we assume that the information is encoded completely within the code space, the action of \( \mathcal{R}_P \) outside \( \mathcal{P}_\mathcal{E} \) is irrelevant, so we can ignore this extension outside \( \mathcal{P}_\mathcal{E} \).

We can understand the transpose channel as being composed of three CP maps: \( \mathcal{R}_P = \mathcal{P} \circ \mathcal{E}^\dagger \circ \mathcal{N} \), where \( \mathcal{P} \) is the projection \( P(\cdot)P \) onto \( \mathcal{C} \), and \( \mathcal{N} \) is the normalization map \( \mathcal{N}(\cdot) = \mathcal{E}(P)^{-1/2}(\cdot)\mathcal{E}(P)^{-1/2} \). In this form, \( \mathcal{R}_P \) is manifestly independent of the choice of Kraus representation for \( \mathcal{E} \). Without the map \( \mathcal{N} \), \( \mathcal{R}_P \) is just the adjoint map \( \mathcal{E}^\dagger \sim \{E_i^\dagger\} \) with an additional projection to ensure that we end up in \( \mathcal{B}(\mathcal{C}) \). However, \( \mathcal{P} \circ \mathcal{E}^\dagger \) is not TP, and \( \mathcal{N} \) is added precisely to remedy that.

While we will mainly use \( \mathcal{R}_P \) to discuss AQEC codes, understanding the relevance of \( \mathcal{R}_P \) to
perfect QEC codes provides the intuition behind the AQEC conditions presented later.

2.3.1 The Transpose Channel for Perfect QEC

A natural question to ask here is how the transpose channel $R_P$ relates to the recovery $R_{\text{perf}}$ for a given $\mathcal{E}$ and $\mathcal{C}$ that satisfy the QEC conditions. Here, we show that they are exactly the same map, as previously noted in [8].

Lemma 2.3.1 (8). Given a channel $\mathcal{E} \sim \{E_i^\dagger\}$ on codespace $\mathcal{C}$ satisfying the perfect QEC conditions (2.3), $R_P = R_{\text{perf}}$.

Proof. First, recall that the Kraus operators of $R_P$ are given by $PF_k^\dagger \mathcal{E}(P)^{-1/2}$. Observe that $\mathcal{E}(P) = \sum_k (F_k P)(PF_k^\dagger) = \sum_k d_{kk} U_k P P U_k^\dagger = \sum_k d_{kk} P_k$, where $P_k \equiv U_k P U_k^\dagger$. Equation (2.4) tells us that $PU_k^\dagger U_l P = \delta_{kl} P$, implying that the $P_k$'s are orthogonal projectors satisfying $P_k P_l = \delta_{kl} P_k$. Hence, $\mathcal{E}(P)^{-1/2} = \sum_k P_k / \sqrt{d_{kk}}$, where the inverse is taken on the support $P_{\mathcal{E}} = \sum_k P_k$. Then, we can write

$$PF_k^\dagger \mathcal{E}(P)^{-1/2} = PF_k^\dagger \sum_l \frac{P_l}{\sqrt{d_{ll}}} = \sum_l \sqrt{\frac{d_{kk}}{d_{ll}}} P U_k^\dagger U_l^\dagger P U_l^\dagger = PU_k^\dagger,$$

which are exactly the Kraus operators of $R_{\text{perf}}$. Thus, we see that when the perfect QEC conditions are satisfied, $R_P$ is exactly the optimal recovery map that perfectly corrects $\mathcal{E}$ on $\mathcal{C}$. ■

Note that Theorem 2.1.1 and Lemma 2.3.1 remain true even for an $\mathcal{E}$ that is not TP. Traditionally, perfect QEC is discussed for a noise channel $\mathcal{E}$ that is CP but not necessarily TP. The non-TP case is particularly relevant when we deal with a system of $n$ quantum registers, with each register independently affected by some noise $\mathcal{E}_1$. Then, instead of requiring the code to correct the entire noise channel $\mathcal{E}_1^\otimes n$, one often looks for codes that perfectly correct the noise up to some maximum number $t$ of quantum registers with errors. In this case, we take $\mathcal{E}$ as the channel describing noise where at most $t$ registers have errors, instead of the full noise channel $\mathcal{E}_1^\otimes n$. Such an $\mathcal{E}$ is not TP, since we have discarded the part of $\mathcal{E}_1^\otimes n$ that corresponds to having errors in more than $t$ registers. This gives rise to the notion of the distance of a code, inherited from the theory of classical codes, which is given by $2t + 1$ for a code that corrects a maximum of $t$ errors.
Actually, a perfectly correctable code for such a non-TP noise channel can be viewed as an approximately correctable code for the original $n$-register noise channel $E_i^\otimes n$, which is TP. In our AQEC discussion, the code we look for is approximately correctable on the channel anyway, so $E$ is always assumed to be TP, which is the physically relevant scenario. Note that the analysis in the remainder of the paper does apply for a special type of non-TP maps—$E \sim \{E_i\}$ satisfying $\sum_i PE_i^\dagger E_i P = aP$, where $P$ is the projector onto the code space and $0 \leq a \leq 1$. Our analysis applies in this case, except that one would have to add the proportionality factor $a$ to our expressions.

### 2.3.2 Near-Optimality of the Transpose Channel

For AQEC codes, while the transpose channel $R_P$ need not be the optimal recovery map $R_{op}$, we show that $R_P$ does nearly as well as $R_{op}$. This is our central result and forms the basis of much of the discussion that follows.

**Theorem 2.3.2.** Given a subspace code $C$ of dimension $d$ and optimal fidelity loss $\eta_{op}$, for any $|\psi\rangle \in C$,

$$F^2 [|\psi\rangle, (R_{op} \circ E)(|\psi\rangle \langle \psi|)] \leq \sqrt{1 + (d - 1)\eta_{op}} F [|\psi\rangle, (R_P \circ E)(|\psi\rangle \langle \psi|)] \cdot$$

(2.14)

**Proof.** Let $\{R_j\}$ be the Kraus operators of $R_{op} : \mathcal{B}(\mathcal{P}_E) \rightarrow \mathcal{B}(\mathcal{C})$. For any $|\psi\rangle \in C$, following [8], we have,

$$F^2 [|\psi\rangle, (R_{op} \circ E)(|\psi\rangle \langle \psi|)] \leq \sqrt{\sum_i |\langle E_i^\dagger E(P)^{-1/2} E_i \rangle|^2 \sum_j |\langle R_j^\dagger E(P)^{1/2} R_j \rangle|^2} \cdot$$

(2.15)

where $\langle \cdot \rangle$ denotes the expectation value with respect to the state $|\psi\rangle$. Since $R_{op}$ is TP, we have that $\sum_j |\langle R_j^\dagger E(P)^{1/2} R_j \rangle|^2 \leq \langle \sum_j R_j^\dagger E(P) R_j \rangle = \langle (R_{op} \circ E)(P) \rangle$.

Now, we choose a basis $\{|\psi_i\rangle\}_{i=1}^d$ for $C$ such that $|\psi_1\rangle \equiv |\psi\rangle$. Let $\rho_i = (R_{op} \circ E)(|\psi_i\rangle \langle \psi_i|) = \sum_{kl} \alpha_{kl}^{(i)} |\psi_k\rangle \langle \psi_l|$, where the coefficients $\alpha_{kl}^{(i)}$ satisfy the normalization condition $\sum_k \alpha_{kk}^{(i)} = 1$ and $\alpha_{kk}^{(i)} \geq 0$, $\forall k$. From the definition of the optimal fidelity loss $\eta_{op}$ (2.12), we know that $\alpha_{ii}^{(i)} = \langle \psi_i | \rho_i | \psi_i \rangle = F^2 [|\psi_i\rangle, (R_{op} \circ E)(|\psi_i\rangle \langle \psi_i|)] \geq 1 - \eta_{op}$. This, together with the normalization condition, implies that $\sum_{k \neq i} \alpha_{kk}^{(i)} \leq \eta_{op}$, which in turn tells us that $\alpha_{kk}^{(i)} \leq \eta_{op}$, $\forall k \neq i$. Since $|\psi\rangle = |\psi_1\rangle$ by
construction, we get
\[
\langle \psi | (\mathcal{R}_{\text{op}} \circ \mathcal{E})(P)|\psi \rangle = \langle \psi_1 | \sum_{i=1}^d \rho_i |\psi_1 \rangle
\]
\[
= a_{11}^{(1)} + \sum_{i=2}^d a_{11}^{(i)} \leq 1 + (d - 1) \eta_{\text{op}}.
\]

Putting this back into (2.15), and noting that
\[
\left[ \sum_i |\langle E_i^\dagger \mathcal{E}(P)^{-1/2} E_i \rangle|^2 \right]^{1/2} \leq F(|\psi\rangle, \mathcal{R}_P \circ \mathcal{E})
\]
gives
\[
F^2 [|\psi\rangle, (\mathcal{R}_{\text{op}} \circ \mathcal{E})(|\psi\rangle\langle \psi|)] \leq \sqrt{1 + (d - 1) \eta_{\text{op}} F [|\psi\rangle, (\mathcal{R}_P \circ \mathcal{E})(|\psi\rangle\langle \psi|)]},
\]
which proves the theorem. ■

Let \( \eta_P \) denote the fidelity loss for code \( C \) with the transpose channel \( \mathcal{R}_P \) as the recovery map. Then, Theorem 2.3.2 implies the following corollary.

**Corollary 2.3.3.** \( \eta_P \) satisfies \( \eta_{\text{op}} \leq \eta_P \leq \eta_{\text{op}} f(\eta_{\text{op}}; d) \), where \( f(\eta; d) \) is the function
\[
f(\eta; d) \equiv \frac{(d + 1) - \eta}{1 + (d - 1) \eta} = (d + 1) + O(\eta).
\]

**Proof.** That \( \eta_P \geq \eta_{\text{op}} \) is true by the definition of \( \eta_{\text{op}} \). To show that \( \eta_P \leq \eta_{\text{op}} f(\eta_{\text{op}}; d) \), define for any \( |\psi\rangle \in C \), \( \eta_{P, \psi} \) such that \( F^2 [|\psi\rangle, (\mathcal{R}_{\text{op}} \circ \mathcal{E})(|\psi\rangle\langle \psi|)] \equiv 1 - \eta_{P, \psi} \). \( \eta_P \) is then just \( \eta_P \equiv \max_{|\psi\rangle} \eta_{P, \psi} \).

From Theorem 2.3.2 we see that
\[
1 - \eta_{\text{op}} \leq F^2 [|\psi\rangle, (\mathcal{R}_{\text{op}} \circ \mathcal{E})(|\psi\rangle\langle \psi|)] \leq \sqrt{1 + (d - 1) \eta_{\text{op}} F [|\psi\rangle, (\mathcal{R}_P \circ \mathcal{E})(|\psi\rangle\langle \psi|)]}
\]
\[
= \sqrt{[1 + (d - 1) \eta_{\text{op}}]} (1 - \eta_{P, \psi}).
\]
Rearranging gives \( \eta_{P, \psi} \leq \eta_{\text{op}} f(\eta_{\text{op}}; d) \). Since this holds for all \( \eta_{P, \psi} \), it also holds for \( \eta_P \). ■

The inequality \( \eta_P \leq \eta_{\text{op}} f(\eta_{\text{op}}; d) \) makes precise our statement that \( \mathcal{R}_P \) is near-optimal. The recovery \( \mathcal{R}_P \) works nearly as well as the optimal recovery, since its fidelity loss picks up at most an additional factor of \( (d + 1) \) (ignoring the \( O(\eta) \) corrections). For the most practically relevant case of a code encoding a single qubit, this is a factor of 3 which is not too large. Observe also
that when \( \eta_{\text{op}} = 0 \), the inequality in Corollary 2.3.3 reduces to \( \eta_P = \eta_{\text{op}} \), reaffirming that \( R_P \) is the optimal recovery in the case of perfect QEC.

We do not know if the upper bound on \( \eta_P \) in Corollary 2.3.3 is tight. However, the appearance of the dimension \( d \) of the code in the bound is unavoidable, as can be seen from the following example. Consider a noise channel \( \mathcal{E} \sim \{ E_i \} \) such that the action of \( \mathcal{E} \) on a code \( \mathcal{C} \) can be described by the set of Kraus operators \( \{ E_i P \} = \{ \sqrt{1-p} P, \sqrt{p} |0\rangle\langle 0|, \sqrt{p} |0\rangle\langle 1|, \ldots, \sqrt{p} |0\rangle\langle d-1| \} \), for \( 0 \leq p \ll 1 \). As usual, \( P \) is the projector onto \( \mathcal{C} \) and \( d \) is the dimension of \( \mathcal{C} \). \( \mathcal{E} \) mostly acts like the identity channel on \( \mathcal{C} \), but has a small component that maps a small part of every code state onto the state \( |0\rangle \). For \( d \geq 3 \), one can show that the worst-case fidelity, when using the transpose channel as the recovery, occurs for the state \( |0\rangle \). The corresponding fidelity loss is

\[
\eta_P = \frac{(d-1)p}{1+(d-1)p},
\]

On the other hand, since \( \mathcal{E} \) is nearly the identity channel, we can perhaps not do any recovery, i.e., make the identity channel the recovery map. In this case, we find that the fidelity loss is \( \eta_0 \equiv p \) which is always smaller than \( \eta_P \) for small \( p \). Since the optimal fidelity loss \( \eta_{\text{op}} \) must always be smaller than \( \eta_0 \), we have that \( \eta_P/\eta_{\text{op}} \geq \eta_P/\eta_0 = (d-1)/[1+(d-1)p] \), which grows as \( d \) increases, for fixed \( p \). Therefore, we see that there is an increasing separation between \( \eta_P \) and \( \eta_{\text{op}} \) as \( d \) increases.

In the next section, we will see that this approach to AQEC using the transpose channel can be viewed as a perturbation from the perfect QEC case. The factor of \( d \) appearing in our bounds can perhaps be understood as quantifying the number of degrees of freedom in which the approximate case can deviate from the perfect case. Note, however, that as \( d \) gets large, \( f(\eta; d) \) approaches \( 1/\eta \). In this case, the inequality in Corollary 2.3.3 simply becomes the trivial statement \( \eta_{\text{op}} \leq \eta_P \leq 1 \). While we will often only be interested in codes with small values of \( d \), this demonstrates the weakness in the bounds derived here for large values of \( d \).

Finally, note that Corollary 2.3.3 provides a necessary and sufficient condition for \( \mathcal{C} \) to be approximately correctable—\( \mathcal{C} \) is approximately correctable if and only if \( \eta_P \) is small. In the next section, we will use this corollary to derive a set of AQEC conditions, much like those in Theorem 2.1.1 for perfect QEC.
2.4 The Transpose channel and QEC Conditions

One of the key tools in perfect QEC are the QEC conditions stated in Theorem 2.1.1. Similar conditions characterizing AQEC codes would be very useful. A natural approach to getting a set of AQEC conditions is to perturb the perfect QEC conditions to allow for small deviations. For example, the four-qubit code for the amplitude damping channel described in Section 2.2.1 was shown to obey a set of perturbed QEC conditions. More recent studies [90] have looked at small perturbations of the perfect QEC conditions for general CPTP channels. However, the analysis in [90] is complicated, and one wonders if there is a simpler approach using the transpose channel.

In this section, we prove a simple set of AQEC conditions based on Corollary 2.3.3. Drawing from our earlier observation that the transpose channel is the optimal recovery map for perfect QEC codes in Lemma 2.3.1, we rewrite the condition (2.3) for perfect QEC in such a way that the role of the transpose channel is apparent. From this, we derive a necessary and a sufficient condition for AQEC founded upon the transpose channel, as a natural generalization of the perfect QEC conditions. While AQEC conditions have been derived in the past from information-theoretic perspectives [16, 20, 69, 118], our conditions are algebraic, and lead to a simple and universal algorithm to find AQEC codes that does not require optimizing over all recovery maps for each encoding map.

2.4.1 Alternative Form of the Perfect QEC Conditions

The role of the transpose channel in perfect QEC becomes a lot more transparent once we realize that the QEC conditions in Theorem 2.1.1 can be written as follows.

**Theorem 2.4.1 (Alternative perfect QEC conditions).** A code $C$ satisfies the perfect QEC conditions of Theorem 2.1.1 if and only if it satisfies

$$\forall i, j, \quad PE_i^\dagger E(P)^{-1/2}E_j P = \beta_{ij} P,$$

(2.19)

where $\beta \equiv \sqrt{\alpha}$, for $\alpha$ from Theorem 2.1.1.

**Proof.** For a code $C$ that satisfies the perfect QEC conditions, using (2.13) and $PU_k^\dagger U_l P = \delta_{kl} P$, we have

$$PF_k^\dagger C(P)^{-1/2}F_l P = \sqrt{d_l}PU_k^\dagger U_l P = \delta_{kl} \sqrt{d_k} P.$$

(2.20)
This diagonal form can be rotated to any other Kraus representation by using the appropriate unitary \( u \), such that \( F_k = \sum_i u_{ik} E_i \) and \( \alpha = u \alpha u^\dagger \). Then, defining \( \beta \equiv \sqrt{\alpha} \), we get (2.19), thus showing that a code \( C \) satisfying the perfect QEC conditions, also satisfies (2.19).

Conversely, suppose we start with the “diagonal” form of (2.19) as in (2.20), which can be accomplished by choosing a unitary \( u \) so that \( \beta \) is diagonal with entries \( \sqrt{d_{kk}} \). Since \( \mathcal{E} \) is CP, \( \mathcal{E}(P) \geq 0 \) and hence \( \mathcal{E}(P)^{-1/2} \geq 0 \). Therefore, we can take square root of (2.20) and write \( \mathcal{E}(P)^{-1/4} F_k P = (d_{kk})^{1/4} V_k P \), for some unitary \( V_k \), which implies that

\[
F_k P = (d_{kk})^{1/4} \mathcal{E}(P)^{1/4} V_k P. \tag{2.21}
\]

Note that the inverse of \( \mathcal{E}(P) \) is taken on its support, so that \( \mathcal{E}(P)^{1/4} \mathcal{E}(P)^{-1/4} = P \). Putting (2.21) back into (2.20) then gives \( PV_k^\dagger V_l P = \delta_{kl} P \). Furthermore,

\[
\mathcal{E}(P) = \sum_k (F_k P)(PF_k^\dagger) = \mathcal{E}(P)^{1/4} \left( \sum_k \sqrt{d_{kk}} V_k P V_k^\dagger \right) \mathcal{E}(P)^{1/4},
\]

which implies \( \mathcal{E}(P)^{1/2} = \sum_k \sqrt{d_{kk}} V_k P V_k^\dagger \). A simple calculation now shows \( PF_l^\dagger F_l P = \delta_{kl} d_{kk} P \), which is exactly the diagonal form of the perfect QEC conditions (2.4). Applying an appropriate \( u \) to rotate to the desired Kraus representation gives (2.3).

It may be observed that the left-hand side of (2.19) is simply a Kraus operator of the map \( \mathcal{R}_P \circ \mathcal{E} \). In other words, the QEC conditions given in Theorem 2.4.1 as also the original version given in Theorem 2.1.1 simply express the fact that \( C \) is perfectly correctable if and only if \( \mathcal{R}_P \circ \mathcal{E} \propto \hat{P} \), where \( \hat{P} \) is the projection \( P(\cdot) P \), which acts trivially on the code \( C \). The proportionality factor is \( \sum_{ij} \beta_{ij}^2 = \sum_{ij} \alpha_{ij} = \sum_k d_{kk} \).

### 2.4.2 AQEC Conditions

We now obtain conditions for AQEC by perturbing the alternative form (2.19) of the perfect QEC conditions. The perturbation is added as a small operator on the right-hand side of (2.19) for each \( i, j \), but in order to make a precise statement, we also need to relate the size of these perturbations to how well the given code can be corrected. This is not difficult since we have already characterized the performance of the transpose channel as a recovery map in Theorem 2.3.2 or equivalently in
Corollary 2.3.3

**Theorem 2.4.2 (AQEC conditions).** Suppose we have a CPTP channel \( \mathcal{E} \sim \{E_i\} \), and a \( d \)-dimensional subspace code \( \mathcal{C} \) with projector \( P \). Let \( \Delta_{ij} \in B(\mathcal{C}) \) be traceless operators such that

\[
P E_i^\dagger \mathcal{E}(P)^{-1/2} E_j P = \beta_{ij} P + \Delta_{ij},
\]

where \( \beta_{ij} \in \mathbb{C} \). Then, for \( \epsilon \in [0, 1] \), there exists \( \eta \in [0, 1] \) such that

(i) \( \mathcal{C} \) is \( \epsilon \)-correctable if \( \eta \leq \epsilon \);

(ii) \( \mathcal{C} \) is \( \epsilon \)-correctable only if \( \eta \leq \epsilon f(\epsilon; d) \), where \( f \) is the function

\[
f(\epsilon; d) \equiv \frac{(d + 1) - \epsilon}{1 + (d - 1)\epsilon} = (d + 1) + O(\epsilon).
\]

**Proof.** The left-hand side of (2.22) are Kraus operators of \( \mathcal{R}_P \circ \mathcal{E} \). This, along with the fact that \( \mathcal{R}_P \circ \mathcal{E} \) is trace-preserving, implies that for a noise channel \( \mathcal{E} \) satisfying (2.22), the fidelity under the transpose channel recovery is given by

\[
F^2 [\psi, (\mathcal{R}_P \circ \mathcal{E})(|\psi \rangle \langle \psi|)] = 1 - \sum_{ij} \left[ \langle \psi | \Delta_{ij}^\dagger \Delta_{ij} | \psi \rangle - |\langle \psi | \Delta_{ij} | \psi \rangle|^2 \right].
\]

Recalling the definition of the fidelity loss \( \eta_P \), for the transpose channel, we get

\[
\eta_P = \max_{|\psi \rangle \in \mathcal{C}} \sum_{ij} \left[ \langle \psi | \Delta_{ij}^\dagger \Delta_{ij} | \psi \rangle - |\langle \psi | \Delta_{ij} | \psi \rangle|^2 \right].
\]

Setting \( \eta = \eta_P \), conditions (i) and (ii) follow directly from Corollary 2.3.3. ■

It is clear that the expression for \( \eta_P \) is a non-negative quantity, since the fidelity in (2.24) is bounded by 1. Furthermore, (2.25) elucidates how the fidelity loss arises from the presence of the \( \Delta_{ij} \) operators. If \( \Delta_{ij} = 0 \) \( \forall i, j \), we have perfect QEC.

The AQEC conditions, like the perfect QEC conditions, provide a way to check if a code is approximately correctable, without requiring knowledge of the optimal recovery. More precisely, given a maximum tolerable fidelity loss \( \epsilon \) for some information processing task at hand, one can check if a code \( \mathcal{C} \) is \( \epsilon \)-correctable, as follows. We first compute \( \eta_P \), which can be done once \( \mathcal{C} \) and
\[ E \text{ are known. If } \eta_P \leq \epsilon, \text{ then } C \text{ is a good code. If however, } \eta_P \text{ violates the inequality in Condition (ii), we know that } C \text{ is not good enough for our purposes. Of course, there is a gap— for } \eta_P \text{ taking values } \epsilon \leq \eta_P \leq \epsilon f(\epsilon; d), \text{ we cannot use these conditions to determine whether } C \text{ is within our tolerable fidelity loss, but this gap is small for small } d. \text{ We do not know if the gap can be shrunk by replacing } \eta_P \text{ with the fidelity loss for a recovery map other than the transpose channel, but we believe it is unlikely to vanish completely.}

For a general } C, \text{ the fidelity loss } \eta_P \text{ may be difficult to compute as it requires a maximization over all states in the code space. However, there is a quick way to check for sufficiency by relaxing condition (i) of Theorem 2.4.2 slightly.}

**Corollary 2.4.3.** \( C \) is \( \epsilon \)-correctable for some \( \epsilon \in [0, 1] \) if

\[ \| \Delta_{\text{sum}} \| \leq \epsilon, \quad (2.26) \]

where \( \Delta_{\text{sum}} \equiv \sum_{ij} \Delta_{ij}^\dagger \Delta_{ij} \) and \( \| \cdot \| \) denotes the operator norm.

**Proof.** Observe that \( \sum_{ij} [\langle \psi | \Delta_{ij}^\dagger \Delta_{ij} | \psi \rangle - |\langle \psi | \Delta_{ij}^\dagger \Delta_{ij} | \psi \rangle|^2] \leq \sum_{ij} \langle \psi | \Delta_{ij}^\dagger \Delta_{ij} | \psi \rangle = \langle \psi | \Delta_{\text{sum}} | \psi \rangle \). From the definition of the operator norm, it is easy to see that \( \max_{|\psi\rangle \in C} \langle \psi | \Delta_{\text{sum}} | \psi \rangle = \| \Delta_{\text{sum}} \| \). Hence, \( \eta_P \leq \| \Delta_{\text{sum}} \| \), and the condition \( \eta_P \leq \epsilon \) in statement (i) of the AQEC conditions (Corollary 2.3.2) is certainly satisfied if \( \| \Delta_{\text{sum}} \| \leq \epsilon \).

This sufficiency condition (2.26) and the AQEC conditions of Theorem 2.4.2 form the basis of a simple algorithm to find good AQEC codes, presented in the next section. Since \( \Delta_{\text{sum}} \) is a positive semi-definite operator, its operator norm is given by its maximum eigenvalue, which is easily computable. In fact, for codes encoding a single qubit, we show in Appendix A that \( \| \Delta_{\text{sum}} \| = 1 - \sum_{ij} |\beta_{ij}|^2 \). Note that for a given code \( C \) and noise channel \( \mathcal{E} \), \( \beta_{ij} \) is easily computed, since \( \beta_{ij} = (1/d) \text{tr}[PE_i^\dagger \mathcal{E}(P)^{-1/2}E_jP] \). Furthermore, we also show in Appendix A that for the case of qubit codes, \( \eta_P \) can be computed easily with simple eigenanalysis. In fact our method of computing the worst-case fidelity for a CPTP qubit map described in Section A.2 might be useful in contexts beyond our present discussion.
2.5 Finding AQEC Codes

Consider the practical problem of finding a $d$-dimensional code, given some maximum tolerable fidelity loss $\epsilon$, such that, every code state must have fidelity $F \geq \sqrt{1 - \epsilon}$, after passing through the noise channel and recovery map. The following algorithm provides a simple procedure to search for such $\epsilon$-correctable codes, for a given noise channel and system Hilbert space.

**Algorithm**

Step 1. Pick a $d$-dimensional subspace $\mathcal{C} \subseteq \mathcal{H}$. This can be done, for example, by randomly picking $d$ linearly independent vectors from $\mathcal{H}$ and defining $\mathcal{C}$ as their linear span.

Step 2. Compute $\forall i, j$,

$$\Delta_{ij} \equiv PE_i^\dagger \mathcal{E}(P)^{-1/2} E_j P - \beta_{ij} P,$$

$$\beta_{ij} \equiv \frac{1}{d} \text{tr}(PE_i^\dagger \mathcal{E}(P)^{-1/2} E_j P).$$

Find the maximum eigenvalue $\lambda_{\text{max}}$ of $\Delta_{\text{sum}} \equiv \sum_{ij} \Delta_i^\dagger \Delta_{ij}$. If $\lambda_{\text{max}} \leq \epsilon$, then we are done, since $\mathcal{C}$ is an $\epsilon$-correctable code.

Step 3. If not, compute the fidelity loss $\eta_P$ for the recovery map $\mathcal{R}_P$, as given in (2.25). If $\eta_P \leq \epsilon$, then again $\mathcal{C}$ is an $\epsilon$-correctable code.

Step 4. If not, check if $\eta_P > \epsilon f(\epsilon; d)$. If true, $\mathcal{C}$ is not $\epsilon$-correctable. We return to Step 1 and try again with a different $\mathcal{C}$.

Step 5. If $\epsilon < \eta_P \leq \epsilon f(\epsilon; d)$, we do not know if $\mathcal{C}$ is $\epsilon$-correctable, but we can still choose to discard this $\mathcal{C}$ and return to Step 1 to try again with a different $\mathcal{C}$.

If this algorithm finds a code that works well enough, one can then try to optimize performance by looking for the optimal recovery map. While looking for this optimal recovery can be a difficult process that requires exhaustive search, with our algorithm we only need to do this possibly expensive computation once, for the code generated by our algorithm is guaranteed to be $\epsilon$-correctable. Otherwise, one can always use the transpose channel itself as a good recovery.
There is of course the possibility that the algorithm yields no code within our fidelity loss requirements. This does not immediately imply that \( \mathcal{H} \) does not contain an \( \epsilon \)-correctable code, because of the presence of the gap stated in Step 5. However, figuring out whether any of the codes that fall in this gap is a good enough code is the same as finding the optimal recovery map for that code, a problem which we currently do not know how to solve efficiently.

### 2.6 Example: Amplitude Damping Channel

In this section we compare the performance of the transpose channel with that of other AQEC schemes, for the case of amplitude damping noise. The single-qubit amplitude damping channel \( \mathcal{E}_{AD} \) is the CPTP channel described in (2.2), parameterized by the damping parameter \( \gamma \). Recall that \( \gamma \) corresponds to the probability of a transition from the excited state to the ground state. In Fig. 2.5 we plot the worst-case fidelity for different AQEC codes as function of \( \gamma \).

Clearly, in the absence of any encoding or recovery, the worst-case fidelity for a single qubit undergoing \( \mathcal{E}_{AD} \) decreases as \( 1 - \gamma \) (see Fig. 2.5 line labeled “no error correction”). The [4,1] code due to Leung et al described in Section 2.2.1 in combination with the Leung recovery, increases the fidelity significantly as compared to the no error correction case. In the same figure, we have also plotted the worst-case fidelity using the transpose channel \( \mathcal{R}_P \) as the recovery operation instead of the Leung recovery, for the same [4,1] code. From the plot, we can see that using the transpose channel as the recovery map gives a higher fidelity than the original Leung recovery.

For comparison, we have also looked at a recovery map for the [4,1] code constructed by Fletcher et al. in [47]. Their recovery, which we refer to as the Fletcher recovery, was originally optimized for an averaged measure of fidelity. We have instead computed the worst-case fidelity for this recovery, \( ^2 \) and this is plotted in Fig. 2.5. For small values of \( \gamma \), the Fletcher recovery gives the best performance compared to the other recovery maps, despite being optimized for an averaged measure of fidelity. However, it is only marginally better than the transpose channel recovery.

We have also compared the performance of the [4,1] approximate code under these different recovery maps with that of the smallest known perfect code, namely the [[5,1,3]] code [15][84].

---

\(^2\)The recovery map we use here is from Table I of [47]. Their recovery map actually depends on two parameters \( \alpha \) and \( \beta \) which can be numerically optimized, for each value of \( \gamma \), for the best recovery map. For simplicity, we set \( \alpha = \beta = 1/\sqrt{2} \) in our plot, which corresponds to the “code-projected recovery” in [47] with comparable performance as the fully optimized recovery.
Using the corresponding $R_{\text{perf}}$ as the recovery for the $[[5,1,3]]$ code, we have computed the worst-case fidelity for different values of $\gamma$. As the plot in Fig. 2.5 shows, the $[[5,1,3]]$ code performs better than the $[4,1]$ code with Leung recovery, but the $[4,1]$ code uses one fewer qubit to encode the same amount of information. The $[4,1]$ code with the transpose channel as recovery has nearly identical worst-case fidelity as the $[[5,1,3]]$ code, while the one with Fletcher recovery does slightly better than the $[[5,1,3]]$ code for small values of $\gamma$.

These observations clearly demonstrate the benefit of going beyond the codes described by the perfect QEC conditions. Furthermore, while the $[[5,1,3]]$ code is capable of perfectly correcting any single qubit error on a system subjected to any noise channel, the comparison with the $[4,1]$ code with its various recovery maps clearly show the gain that one might achieve by adapting the codes and recovery to the noise channel in question.

Finally, we have also randomly generated codes that encode a single qubit into four physical qubits, for the amplitude damping channel. We computed the worst-case fidelity for each code using the transpose channel as the recovery map. We tried about 500 randomly selected codes, taking less than half an hour on a typical laptop computer. The worst-case fidelity for the best code we found is given in Fig. 2.5 (line marked “random 4-qubit code, $R_P$ recovery”). For small values of $\gamma$, this random code does not do as well as the other codes discussed so far for the amplitude damping channel, but it still does significantly better than the case without error correction. Furthermore, for $\gamma \gtrsim 0.35$, our randomly generated code actually outperforms all the other codes. For comparison, we have also plotted the worst-case fidelity for this randomly generated code in the absence of the transpose channel recovery, i.e., with the identity channel as the recovery map (line marked “random 4-qubit code, $\text{Id}$ recovery”). In all this, one should keep in mind the ease with which the performance of the randomly generated code was achieved, due to the fact that the transpose channel is a near-optimal recovery map for any code.

One can even consider the possibility of looking for two- and three-qubit codes. We randomly generated codes encoding a single qubit of information into two and three physical qubits for the amplitude damping channel. Because the transpose channel is near-optimal for any code, it can be used a good recovery map for the codes we generate, thus eliminating the need to search for a good recovery for every randomly selected code. The worst-case fidelity for the best codes we found are plotted in Fig. 2.6. For comparison, we have also plotted the worst-case fidelities for the
Figure 2.5: Codes for the amplitude damping channel, for $0 \leq \gamma \leq 0.5$.

Figure 2.6: Randomly generated two-, three-, and four-qubit codes using the transpose channel as the recovery map. For comparison, we have also plotted the worst-case fidelity for the $[[5,1,3]]$ code, and that of the randomly generated four-qubit code with no recovery (i.e., identity channel as recovery).
randomly generated four-qubit code mentioned in the previous paragraph. From the figure, we see that while the worst-case fidelity decreases as the number of physical qubits decreases, the two- and three-qubit codes in fact do not perform too badly compared to the four-qubit code or the $[[5,1,3]]$ code. Such codes may be of relevance whenever the desire to lower resource requirements trumps the need for the best possible worst-case fidelity.

2.7 Conclusions and Open Problems

In this chapter, we have demonstrated the crucial role the transpose channel plays in perfect QEC and used it to formulate a simple approach to characterize and find AQEC codes. Compared to previous work based on numerically generated recovery maps specific to the noise channel in question, the universal and analytically simple form of the transpose channel makes it particularly useful for developing a better understanding of AQEC. Further, the near-optimality of the transpose channel leads to a simple algorithm for identifying codes that satisfy some maximum fidelity loss requirements, without having to perform a difficult optimization over all recovery maps for every possible encoding. Our approach, founded upon the worst-case fidelity rather than an averaged measure of fidelity, also ensures that the code found is able to protect all information that can be stored in the code with some minimum fidelity.

There are many interesting open problems. An immediate question is whether the gap present in our AQEC conditions between the necessary and sufficient conditions (arising from the inequality in Corollary 2.3.3) can be reduced, either by improving the bound in Theorem 2.3.2 or by using a different recovery map that might perform better than the transpose channel. It would also be very interesting to find a similarly simple and universal recovery map, such that the dimension of the code does not appear in the worst-case fidelity. It might also be of interest to extend our efficient method of computing the worst-case fidelity to higher-dimensional codes and more general channels. Furthermore, we expect that the transpose channel can also be used to study approximate codes more general than subspace codes, for example, OQEC codes which also admit a description based on conditions like the QEC conditions [82].

Another important problem is to figure out whether the transpose channel can be easily implemented using measurements and gates. In the case of perfect QEC, the transpose channel (or equivalently $R_{\text{perf}}$) can be implemented simply using syndrome measurements and conditional gates.
(see for example, [98, Section 10.3]). In order for AQEC codes to be useful for computational or communication tasks, it must be possible to implement the recovery operation using physical operations that are not overly complicated or demanding in resources. That this is possible in the perfect QEC case could offer some clues to implementing the transpose channel for AQEC codes.

AQEC provides a new and mostly unexplored arena of possibilities for the design of codes to protect information from noise in quantum information processing tasks. Our work provides an analytical characterization of AQEC and further analytical understanding will undoubtedly prove invaluable toward unlocking the full potential of AQEC.
Chapter 3

Symmetric Complementary Aspects and Entropic Uncertainty Relations

Entropic uncertainty relations provide a natural way to quantify incompatibility between multiple measurements, by lower bounding the average entropy of the probability distributions corresponding to the outcomes of different measurements. For two observables, it is well known that this incompatibility is maximized when the measurement bases are complementary or mutually unbiased. For more than two measurement settings, being mutually unbiased is a necessary condition to obtain strong uncertainty relations, but not sufficient. It remains an important open question to identify and construct sets of complementary bases satisfying strong uncertainty relations.

Uncertainty relations figure prominently in the analysis of quantum cryptographic protocols such as quantum key distribution [72, 106], the phenomenon of information locking [38], and in characterizing entanglement and separability [53]. In particular, the security of recent cryptographic models like the bounded-storage and noisy-storage models [30, 31, 76, 115, 128] is derived on the basis of an entropic uncertainty relation. A better understanding of the interplay between complementarity and uncertainty relations is thus of interest not only from a foundational standpoint; it has practical implications for analyzing and improving existing cryptographic protocols.

Here, we construct special sets of up to $2n + 1$ mutually unbiased bases (MUBs) in dimension $d = 2^n$ which have particularly nice symmetry properties derived from the Clifford algebra. More precisely, we show that there exists a unitary transformation that cyclically permutes such bases.

---

1The work described in this chapter was done in collaboration with Stephanie Wehner. The original results presented here have been published in [92]. The proofs presented in Appendix B are based on several useful discussions with Niranjan Balachandran. We are grateful to David Gross for pointing us to the relevant literature for the discrete phase space construction. We also thank Lukasz Fidkowski and John Preskill for interesting discussions.
This unitary can be understood as a generalization of the Fourier transform, which exchanges two MUBs, to multiple complementary aspects. We then obtain a lower bound for min-entropic uncertainty relations for any set of MUBs, and show that symmetry plays a central role in obtaining tight bounds. For example, we obtain for the first time a tight bound for four MUBs in dimension \( d = 4 \), which is attained by an eigenstate of our complementarity transform. Finally, we discuss our work in relation to other symmetries obtained by transformations in discrete phase space, and note that the extrema of discrete Wigner functions [50] are directly related to min-entropic uncertainty relations for MUBs.

This chapter is organized as follows. We begin with a formal introduction to the different measures of entropy used in this chapter, in Section 3.1.1. In Section 3.1.2 we summarize some of the properties of Clifford algebras which are used in our construction of MUBs. Section 3.2 contains an overview of entropic uncertainty relations (EURs) and mutually unbiased bases (MUBs). In Section 3.3 we focus on the problem of obtaining uncertainty relations for the min-entropy, and also discuss the related problem of finding the extrema of the discrete Wigner function (Section 3.3.2). In Section 3.4 we describe our new lower bound for the min-entropy of any set of MUBs. Section 3.5 describes our construction of symmetric MUBs in dimension \( d = 2^n \) using the generators of the Clifford algebra. Finally, in Section 3.6 we discuss the role of symmetry in obtaining tight lower bounds, with examples in dimensions \( d = 4 \) and \( d = 8 \).

3.1 Preliminaries

3.1.1 Measures of Entropy

We first provide a short introduction to the entropic measures used in this chapter. Let \( \mathcal{M} = \{ M^b \mid M^b \in \mathcal{B}(\mathcal{H}) \}_{b=1}^d \) be a measurement in the \( d \)-dimensional Hilbert space \( \mathcal{H} \), with a finite set of outcomes labeled by \( b \), where \( M^b > 0 \), and \( \sum_b M^b = \mathbb{I} \). For any quantum state \( \rho \), the measurement \( \mathcal{M}_j \) induces a probability distribution \( P_j \) over the outcomes \( P_j(b) = \text{tr}(M_j^b \rho) \). The Rényi entropy [110] of order \( \alpha (\alpha > 0, \alpha \neq 1) \), of the probability distribution obtained by measuring
\( \mathcal{M} \) on a state \( \rho \in \mathcal{S}(\mathcal{H}) \), denoted by \( H_\alpha(\mathcal{M}_j|\rho) \), is given by

\[
H_\alpha(\mathcal{M}|\rho) = \frac{1}{1-\alpha} \log \left( \sum_{b=1}^{d} (\text{tr}[M^b\rho])^\alpha \right)^{\frac{1}{\alpha-1}}.
\] (3.1)

The Shannon entropy \([119]\) forms a special case of the Rényi entropy, which is obtained by taking the limit \( \alpha \to 1 \), that is,

\[
H_1(\mathcal{M}|\rho) = \lim_{\alpha \to 1} H_\alpha(\mathcal{M}|\rho) = -\sum_{b=1}^{d} \text{tr}[M^b\rho] \log \text{tr}[M^b\rho].
\] (3.2)

The Shannon entropy is usually written as \( H(\cdot) \), omitting the subscript. Other special cases of importance are

(a) the \textit{min-entropy}, when \( \alpha \to \infty \)

\[
H_\infty(\mathcal{M}|\rho) = -\log \left( \max_b \text{tr}[M^b\rho] \right),
\] (3.3)

and

(b) the \textit{collision entropy}, when \( \alpha = 2 \)

\[
H_2(\mathcal{M}|\rho) = -\log \sum_{b=1}^{d} (\text{tr}[M^b\rho])^2.
\]

The Rényi entropies are monotonically decreasing in \( \alpha \), that is,

\[
H_0(\cdot) = \log d \geq H(\cdot) \geq H_2(\cdot) \geq H_\infty(\cdot) \geq 0.
\]

A lower bound on \( H_\alpha \) thus provides us with a bound on \( H_\beta \) as well, whenever \( \alpha \geq \beta \).

We have defined these entropic quantities here for a general measurement. In this chapter, however, we are mainly interested in the case where \( \mathcal{M} \) is a basis for \( \mathcal{H} \) and the operators \( \{M^b\} \) are rank-1 projectors of the form \( M^b = |b\rangle\langle b| \).
We now provide a brief introduction to Clifford algebras and their properties, which we make use of in our construction of MUBs. For any integer \( n \), the Clifford algebra of dimension \( d = 2^n \) is the real, associative algebra generated by operators \( \Gamma_0, \ldots, \Gamma_{2n-1} \) satisfying the anticommutation relations

\[
\{\Gamma_i, \Gamma_j\} = 2\delta_{ij}, \text{ for } i \neq j.
\]

This Clifford algebra has a unique representation by Hermitian matrices on \( n \) qubits (up to unitary equivalence) that can be obtained via the famous Jordan-Wigner transformation [62]:

\[
\begin{align*}
\Gamma_{2j+1} &= Y^{\otimes(j-1)} \otimes Z \otimes I^{\otimes(n-j)}, \\
\Gamma_{2j} &= Y^{\otimes(j-1)} \otimes X \otimes I^{\otimes(n-j)},
\end{align*}
\]

for \( j = 0, \ldots, n-1 \), where \( X, Y \) and \( Z \) to denote the Pauli matrices. Furthermore, we define

\[
\Gamma_{2n} := i\Gamma_0 \ldots \Gamma_{2n-1}.
\]

Note that in dimension \( d = 2 \), these are just the familiar Pauli matrices, \( \Gamma_0 = X, \Gamma_1 = Z \) and \( \Gamma_2 = Y \).

Of particular importance to us will be the fact that we can view the operators \( \Gamma_0, \ldots, \Gamma_{2n-1} \), as \( 2n \) orthogonal vectors forming a basis for \( \mathbb{R}^{2n} \). In particular, for any orthonormal transformation \( T \in O(2n) \) which when applied to the vector \( v = (v^{(0)}, \ldots, v^{(2n-1)}) \in \mathbb{R}^{2n} \) gives \( \tilde{v} = (\tilde{v}^{(1)}, \ldots, \tilde{v}^{(2n-1)}) = T(v) \), there exists a unitary \( U(T) \in B(H) \) acting on the underlying Hilbert space \( H \) of dimension \( d = 2^n \) [88], such that,

\[
U(T) \left( \sum_j v_j \Gamma_j \right) U(T)^\dagger = \sum_j \tilde{v}_j \Gamma_j.
\]

We refer to [127, Appendix C] for a description of how to obtain explicit constructions of \( U(T) \).

The orthonormal transformation we are interested in is the one that cyclically permutes the basis vectors. As described above we can find a corresponding unitary \( U = U(T) \) which cyclically permutes the basis vectors \( \Gamma_0, \Gamma_2, \ldots, \Gamma_{L-1} \). This transformation of the form \( U(T)\Gamma_j U(T)^\dagger \rightarrow \Gamma_k \),
is particularly simple to obtain. It can be built up from successive rotations in the plane spanned by only two “vectors” $\Gamma_j$ and $\Gamma_k$. We first construct a unitary that corresponds to a rotation around an angle $\pi/2$ in the plane spanned by $\Gamma_j$ and $\Gamma_k$, bringing $\Gamma_j$ to $\Gamma_k$. This is simply a reflection around the plane orthogonal to the midvector between $\Gamma_j$ and $\Gamma_k$, followed by a reflection around the plane orthogonal to $\Gamma_k$. Using the geometric properties of the Clifford algebra, this can be shown to correspond to the unitary

$$R_{j \rightarrow k} = \Gamma_k(\Gamma_j + \Gamma_k)/\sqrt{2}.$$  

To obtain the desired unitary, we now compose a number of such rotations. Let $\hat{R}_{j,k} = R_{j \rightarrow k}$ if $k$ is odd, and $\hat{R}_{j,k} = R_{k \rightarrow j}$ if $k$ is even. Furthermore, define the operator $F = \mathbb{I}$ if $L$ is odd, and $F = \Gamma_{2n}\Gamma_{L-1}$ if $L$ is even. Note that $\Gamma_{2n}\Gamma_{L-1}$ is the unitary that flips the sign of $\Gamma_{L-1}$, but leaves all $\Gamma_j$ for $j \neq 2n$ and $j \neq (L - 1)$ invariant. We may then write

$$U(T) = F\hat{R}_{0,1}\hat{R}_{0,2} \ldots \hat{R}_{0,L-1}.$$  

This unitary thus transforms $\Gamma_0 \rightarrow \Gamma_1 \rightarrow \ldots \rightarrow \Gamma_{L-1} \rightarrow \Gamma_0$, but leaves all other generators $\Gamma_j$ for $j \geq L$ invariant. A similar unitary can be found for any transformation $T \in SO(2n + 1)$ [129], but is more difficult to construct explicitly.

Finally, we will also make use of the property that the set of $d^2$ operators, consisting of the Clifford generators and their products,

$$\mathcal{S} = \{\mathbb{I}, \Gamma_j, i\Gamma_i\Gamma_j, \Gamma_i\Gamma_j\Gamma_k, \ldots, i\Gamma_1 \ldots \Gamma_{2n}\},$$  

forms an orthogonal basis\(^2\) for $d \times d$ Hermitian matrices in $d = 2^n$ [36].

### 3.2 EURs and MUBs: An Overview

The uncertainty relation, first proposed by Heisenberg [57] for two conjugate observables, is one of the central principles of quantum mechanics. Indeed, it forms one of the most significant features

\(^2\)Orthogonal with respect to the Hilbert-Schmidt inner product, which is given by $\text{tr}[A^\dagger B]$, for a pair of operators $A$ and $B$.  
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of quantum theory showing that the quantum world does differ fundamentally from the classical world. Uncertainty relations today are probably best known in the form given by Robertson [111], who extended Heisenberg’s result to two arbitrary observables $A$ and $B$. Robertson’s relation states that if we prepare many copies of the state $|\psi\rangle$, and measure each copy individually using either $A$ or $B$, we have

$$\Delta A \Delta B \geq \frac{1}{2} |\langle \psi | [A, B] | \psi \rangle|,$$

(3.5)

where $\Delta X = \sqrt{\langle \psi | X^2 | \psi \rangle - \langle \psi | X | \psi \rangle^2}$ for $X \in \{A, B\}$ is the standard deviation resulting from measuring observable $X$ on $|\psi\rangle$. The essence of (3.5) is that quantum mechanics does not allow us to simultaneously specify definite outcomes for two non-commuting observables when measuring the same state. The largest possible lower bound in Robertson’s inequality (3.5) is $1/2$, which happens if and only if $A$ and $B$ are related by a Fourier transform, that is, they are conjugate observables.

However, nature typically allows us to perform more than two measurements on any given system, leading to the question of how we can determine “incompatibility” between multiple measurements. Clearly, due to its use of the commutator relation, the lower bound of (3.5) most directly relates to the case of two measurements. Is there a natural way of quantifying uncertainty for multiple measurements? And if so, what measurements might be most “incompatible”?

### 3.2.1 Entropic Uncertainty Relations

A natural measure that captures relations among probability distributions over the outcomes of different measurements is the entropy of such distributions. The first entropic uncertainty relation was proposed by Hirschmann [58] for position and momentum observables. This relation was later improved by Becker [10] and Bialynicki-Birula and Mycielski [18], where the latter show, for $n$ canonical pairs of position and momentum coordinates $X_i$ and $P_i$,

$$H(X_1 \ldots X_n | \rho) + H(P_1 \ldots P_n | \rho) \geq n \log(e\pi),$$

where $H(Q_1 \ldots Q_n | \rho)$ is the differential Shannon entropy of the joint distribution of the coordinates $Q_1, \ldots, Q_n$, when measured on the state $\rho$. They further show that Heisenberg’s uncertainty
relation (3.5) is in fact implied by this entropic uncertainty relation, thereby showing that using entropic quantities might provide a more general way of quantifying uncertainty.

In recent times, the study of entropic uncertainty relations has gained impetus from the work of Deutsch [34], who argued that entropy is a more desirable measure to quantify “uncertainty” than the standard deviation, for the following reason. The lower bound in (3.5) is trivial when $|\psi\rangle$ happens to give zero expectation on $[A, B]$. Hence, it would be useful to have a way of measuring “incompatibility” which depends only on the measurements $A$ and $B$ and not on the state.

**Definition 3.2.1 (Entropic Uncertainty Relations).** For a set of $L$ measurements $\{M_0, \ldots, M_{L-1}\}$, an entropic uncertainty relation is a lower bound of the form

$$\frac{1}{L} \sum_{j=0}^{L-1} H_\alpha(M_j|\rho) \geq c_{\alpha,\{M_j\}}, \forall \rho \in S(\mathcal{H}), \quad (3.6)$$

where $c_{\alpha,\{M_j\}}$ is a constant that depends only on the choice of measurements $\{M_j\}$ and choice of the entropy function ($\alpha$), but is independent of the choice of state $\rho$ in $\mathcal{H}$.

We call the state $\rho$ that minimizes the average sum of entropies a maximally certain state. When $H_\alpha$ is the Shannon entropy $\mathcal{H}$, the largest bound we can hope to obtain for any choice of $L$ measurements in a $d$-dimensional Hilbert space is

$$c_{1,L} = \frac{L-1}{L} \log d, \quad (3.7)$$

which is attained when the state $\rho$ is an eigenstate of one of the measurements. If (3.7) is indeed a lower bound to (3.6), we will call the measurements maximally incompatible with respect to the Shannon entropy.

Deutsch [34] himself showed that

$$\frac{1}{2} (H_\infty(A||\psi)) + H_\infty(B||\psi)) \geq -\log \left( \frac{1 + c(A,B)}{2} \right), \quad (3.8)$$

where $c(A,B) := \max\{|\langle a|b \rangle| \in A, |b \rangle \in B\}$, and $H_\infty(A||\psi)$ is the min-entropy arising from measuring the pure state $|\psi\rangle$ using the basis $A$. If $A$ and $B$ are related by a Fourier transform, then (3.8) becomes

$$\frac{1}{2} (H_\infty(A||\psi)) + H_\infty(B||\psi)) \geq -\log \left( \frac{1}{2} + \frac{1}{2\sqrt{d}} \right), \quad (3.9)$$
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and this minimum value is achieved by a state that is invariant under the Fourier transform. Since the Shannon entropy obeys $H(\cdot) \geq H_{\infty}(\cdot)$, Deutsch’s bound also holds for the Shannon entropy.

Better lower bounds have since been obtained for the Shannon entropy by Maassen and Uffink [89] following a conjecture of Kraus [81]. The Maassen-Uffink bound states that for any two orthonormal bases $\mathcal{A} \equiv \{|a_1\rangle, \ldots, |a_d\rangle\}$ and $\mathcal{B} \equiv \{|b_1\rangle, \ldots, |b_d\rangle\}$, in a $d$-dimensional space $\mathcal{H}$,

$$\frac{1}{2} (H(\mathcal{A}|\psi\rangle) + H(\mathcal{B}|\psi\rangle)) \geq - \log c(\mathcal{A}, \mathcal{B}), \quad \forall |\psi\rangle \in \mathcal{H},$$

(3.10)

where $c(\mathcal{A}, \mathcal{B}) := \max_{a,b} |\langle a|b \rangle|$. The lower bound can at most take a value of $\frac{1}{2} \log d$, which implies

$$\frac{1}{2} (H(\mathcal{A}|\psi\rangle) + H(\mathcal{B}|\psi\rangle)) \geq \frac{1}{2} \log d.$$  

(3.11)

This lower bound is attained if for all basis vectors $|a\rangle$ of basis $\mathcal{A}$ and all vectors $|b\rangle$ of basis $\mathcal{B}$,

$$|\langle a|b \rangle|^2 = \frac{1}{d}.$$  

(3.12)

Any two bases satisfying this property are called mutually unbiased bases, or complementary aspects, and the unitary that exchanges two mutually unbiased bases can be understood as a Fourier transform. While the Maassen-Uffink bound is not tight for any two observables in general, it is indeed tight for two mutually unbiased bases.

In the light of this and Robertson’s uncertainty relation (3.5), it seems that bases which are related by the Fourier transform should play a special role in our understanding of quantum mechanics, in the sense that they are the measurements which are most “incompatible”.

### 3.2.2 Mutually Unbiased Bases

Let us now define the notion of MUBs more formally and state some of the known constructions and existence results.

**Definition 3.2.2 (Mutually Unbiased Bases).** Let $\mathcal{B}_1 = \{|0^{(1)}\rangle, \ldots, |(d-1)^{(1)}\rangle\}$ and $\mathcal{B}_2 = \{|0^{(2)}\rangle, \ldots, |(d-1)^{(2)}\rangle\}$ be two orthonormal bases in $\mathbb{C}^d$. They are said to be mutually unbiased if $|\langle a^{(1)}|b^{(2)} \rangle| = 1/\sqrt{d}$, for all $a, b \in \{0, \ldots, d-1\}$. A set $\{\mathcal{B}_0, \ldots, \mathcal{B}_{L-1}\}$ of orthonormal bases in $\mathbb{C}^d$ is called a set of mutually unbiased bases if each pair of bases is mutually unbiased.
For example, the eigenbases of the Pauli $X$ and $Z$ matrices in dimension $d = 2$ are mutually unbiased. Similarly, in dimension $d = 2^n$, the well-known computational and Hadamard bases are mutually unbiased. These are simply the eigenbases of $I^\otimes n$ and $H^\otimes n$, where $I$ and $H$ are respectively the identity and Hadamard operations on $\mathbb{C}^2$.

Let $N(d)$ denote the maximal number of bases possible in a set of MUBs in dimension $d$. For any dimension $d$, it is known that $N(d) \leq d + 1$ [7]. If $d = p^k$ is a prime power, it has been shown that $N(d) = d + 1$ and explicit constructions are known [7,134]. In square dimensions $d = s^2$, it has been shown [131] using a construction based on Latin squares that $N(d) > \text{MOLS}(s)$, where MOLS($s$) is the number of mutually orthogonal $s \times s$ Latin squares. In general, it is known that $N(mn) \geq \min\{N(n), N(m)\}$, for all $n, m \in \mathbb{N}$ [68, 137]. Finally, an explicit construction is known for 3 MUBs in any dimension $d \geq 2$ [52]. However, there is not much else that is known. For example, it is still an open problem as to whether there exists a set of 7 (or even 4!) MUBs in dimension $d = 6$. We refer the reader to a recent review by Durt et al. [40] for a comprehensive survey of the existing constructions of MUBs, their properties and applications.

To gain some insight into the construction of these bases, we briefly describe here the procedure due to Bandyopadhyay et al. [7], of constructing $d + 1$ MUBs when $d = p^k$, a prime power. Define the generalized Pauli operators $X_p, Z_p$, which act on the computational basis $\{|0\rangle, |1\rangle, \ldots, |p-1\rangle\}$ as follows:

$$X_d|j\rangle = |(j+1)\text{mod}p\rangle; \quad Z_d|j\rangle = \omega^j|j\rangle, \forall j = 0, \ldots, p-1,$$

where $\omega = \exp(2\pi i/p)$. Consider strings of Pauli operators of the form $(X_p)^{a_1}(Z_p)^{b_1} \otimes \ldots \otimes (X_p)^{a_k}(Z_p)^{b_k}$, where $a_i, b_i \in \{0, \ldots, p-1\}$. Then, the set of all $d^2 - 1$ Pauli strings excluding the identity, can be grouped into $d + 1$ classes $\mathcal{C}_0, \ldots, \mathcal{C}_d$ such that $|\mathcal{C}_i| = d - 1$, $\forall i = 0, \ldots, d$, the elements of each $\mathcal{C}_i$ commute and $\mathcal{C}_i \cap \mathcal{C}_j = \{\phi\}$, $\forall i \not= j$. If $\mathcal{B}_i$ denotes the common eigenbasis of the operators in the set $\mathcal{C}_i$, it can be shown that the $d + 1$ bases $\mathcal{B}_0, \mathcal{B}_1, \ldots, \mathcal{B}_d$ are mutually unbiased.

The proof of this final statement follows from a general theorem proved in [7] for a basis of unitary operators in the space of $d \times d$ complex matrices, denoted as $\mathbb{M}_d(\mathbb{C})$. We state the theorem and its proof here, since it forms the basis for our construction of MUBs. First, note that there exist

\footnote{The Hadamard transformation is the unitary operator given by $H = \frac{1}{2} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}$ in the computational basis $\{|0\rangle, |1\rangle\}$.}
at most \(d\) pairwise orthogonal commuting unitary matrices in \(M_d(\mathbb{C})\). Let \(U = \{U_0, U_1, \ldots, U_d\} \) be a basis of unitary matrices for \(M_d(\mathbb{C})\). Then, without loss of generality we can assume \(U_0 = I\), the identity operator on \(M_d(\mathbb{C})\). The basis \(U\) is called a strongly commuting basis if there exists partitioning of \(U\) into classes \(C_0, C_1, \ldots, C_d\) such that

\[
U = \{I\} \cup C_0 \cup C_1 \ldots \cup C_d
\]  

(3.13)

where each class \(C_i\) contains exactly \(d-1\) commuting matrices from \(U\). Note that \(\{I\} \cup C_i\) is a set of \(d\) commuting orthogonal unitary matrices, which as we know is maximal.

**Theorem 3.2.3 (Unitary basis and MUBs [7]).** If there exists a maximal commuting basis of orthogonal unitary matrices in \(M_d(\mathbb{C})\), then there exist a set of \(d+1\) mutually unbiased bases in dimension \(d\).

**Proof.** Let \(U\) be a maximally commuting basis of unitary matrices as defined above, with a partitioning as described by (3.13). For any \(0 < j < d\), let

\[
C_j = \{U_{(j,0)}, U_{(j,1)}, \ldots, U_{(j,d-1)}\}
\]

be a maximal set of orthogonal, commuting matrices, where \(U_{(j,0)} = I\). Thus for each \(0 < j < d\), there exists an orthonormal basis,

\[
B_j = \{|\psi_1^j\rangle, |\psi_2^j\rangle, \ldots, |\psi_d^j\rangle\},
\]

such that every \(U_{(j,t)}\), \(0 < t < d-1\) is diagonal in the basis \(B_j\). That is,

\[
U_{(j,t)} = \sum_{m=1}^{d} \lambda_{j,t,m} |\psi_m^j\rangle \langle \psi_m^j|.
\]

Consider any two classes \(C_j\) and \(C_k\). The orthogonality condition on the unitaries implies that for
0 ≤ s, t ≤ d − 1, \text{tr}[U_j^\dagger U_{k,t}] = dδ_s,0δ_{t,0}. This in turn implies,
\[
\text{tr}[U_j^\dagger U_{k,t}] = \sum_{m,n=1}^d \lambda_{j,s,m}^* \lambda_{k,t,n} \langle \psi_j^m | \psi_j^m \rangle \langle \psi_k^n | \psi_k^n \rangle
= \sum_{m,n=1}^d \lambda_{j,s,m}^* \lambda_{k,t,n} |\langle \psi_j^m | \psi_k^n \rangle|^2
= dδ_s,0δ_{t,0}.
\]
(3.14)

Since we have set \(U_{j,0} = I\), \(\forall 0 ≤ j ≤ d\), we have, \(\lambda_{j,0,n} = 1\), \(\forall 0 ≤ j ≤ d, 1 ≤ n ≤ d\). This along with (3.14) immediately gives us, that for any pair of classes \(C_j, C_k\), the corresponding eigenbases \(B_j = \{ |\psi_j^m \rangle \}_m\) and \(B_k = \{ |\psi_k^m \rangle \}_m\) satisfy
\[
|\langle \psi_j^m | \psi_k^n \rangle|^2 = \frac{1}{d}, \forall 1 ≤ m, n ≤ d.
\]
(3.15)

A special case of the construction described above are the three mutually unbiased bases in dimension \(d = 2^k\) given by the unitaries \(\mathbb{I} \otimes^k, \mathbb{H} \otimes^k\) and \(\mathbb{K} \otimes^k\) applied to the computational basis, where \(\mathbb{H}\) is the Hadamard transform, and \(\mathbb{K} = (\mathbb{I} + i\sigma_x)/\sqrt{2}\). In particular, three mutually unbiased bases in dimension \(d = 2\) are given by the eigenvectors of the Pauli matrices \(X, Z,\) and \(Y\). A very interesting aspect of such MUBs is that there exists an ordering \(B_1, \ldots, B_{d+1}\) and a unitary \(U\) that cyclically permutes all bases, that is, \(UB_j = UB_{j+1}\) for all \(j\), where \(UB_{d+1} = B_1[132]\). As we see in the following section, this symmetry property plays an important role in obtaining tight uncertainty relations.

### 3.2.3 MUBs and Strong Uncertainty Relations

We have already noted that mutually unbiased bases lead to maximally strong uncertainty relations (see (3.9) and (3.11)), when we consider only 2 measurement settings. It was further shown [61][112] that strong uncertainty relations are obtained when the complete set of \(d+1\) bases, \(\{B_0, B_1, \ldots, B_d\}\), exists:
\[
\frac{1}{d+1} \sum_{j=0}^d H(B_j|\rho) ≥ \log(d+1) - 1.
\]
(3.16)
It is interesting to note that this inequality in fact follows from a bound on the collision entropy:

$$\frac{1}{d+1} \sum_{j=0}^{d} H_2(B_j | \rho) \geq \log(d+1) - 1.$$  \hspace{1cm} (3.17)

For more than 2 measurements in different bases, being mutually unbiased is indeed a necessary condition to obtain strong uncertainty relations. To see this, consider two bases $B_1$ and $B_2$ which are not mutually unbiased, so that there exist basis vectors $|x\rangle \in B_1$ and $|y\rangle \in B_2$ that have a higher overlap $|\langle x|y\rangle|^2 > 1/d$. Then, choosing $\rho = |x\rangle \langle x|$ yields zero entropy when measured in basis $B_1$ and less than full entropy when measured in the basis $B_2$.

However, whereas being mutually unbiased is necessary, it was demonstrated recently that it is not a sufficient condition to obtain maximally strong uncertainty relations for the Shannon entropy. In particular, there do exist large sets of up to $\sqrt{d}$ mutually unbiased bases in square dimensions for which we do obtain very weak uncertainty relations [6]. Recently, Ambainis [4] has shown that for any three bases from the “standard” mutually unbiased bases construction [7,134] in prime dimension, the lower bound cannot exceed $(\frac{1}{2} + o(1)) \log d$, for large dimensions. For dimensions of the form $4k + 3$ and $8k + 5$ no further assumption is needed, but the proof assumes the Generalized Riemann Hypothesis for dimensions of the form $8k + 1$. Furthermore, for any $0 \leq \epsilon \leq 1/2$, there always exist $k = d^\epsilon$ of these bases such that the lower bound cannot be larger than $(\frac{1}{2} + \epsilon + o(1)) \log d$. Only if we use the maximal set of $d+1$ mutually unbiased bases that can be found for any given prime power dimension do we obtain strong uncertainty relations [61,112].

At present, we also know that there do exist arbitrarily large sets of two outcome measurements that give us maximally strong uncertainty relations [129], and that in larger dimensions selecting a sufficiently large number of bases (of order $(\log d)^4$) at random does lead to strong relations [56]. However, it remains an intriguing open question as to whether there even exist three measurements with three outcomes in dimension $d > 2$ that are maximally incompatible with respect to the Shannon entropy. We refer the reader to a recent survey by Wehner and Winter [130] for a more detailed review of known results and open questions in the study of EURs.

Wootters and Sussman [132] made the interesting observation that for the maximal set of $d+1$ mutually unbiased bases in dimension $d = 2^n$, the lower bound of the entropic uncertainty relation

\footnote{Note that the entropy of performing a measurement corresponding to an orthonormal basis in dimension $d$ can never exceed $\log d$, where the maximum is attained when the distribution over the outcomes is uniform $(1/d)$.}
in terms of the collision entropy given in (3.17) is tight, and the minimum is attained by a state that is invariant under a unitary that cyclically permutes the set of all \( d + 1 \) MUBs. A similar unitary was noted to exist by Chau [24]. Wootters and Sussman derive their transformation from phase space arguments. Their unitary can in fact easily be generalized to cyclically permute \( L \) bases, whenever \( L \) divides \( d + 1 \) (see Section 3.3.1). The results in [132] have recently been generalized by Appleby [5], who shows that in prime power dimensions of the form \( d = 1 \) or \( 3 \mod 4 \), there exists a unitary operation that cyclically permutes the first and second halves of the full set of MUBs.

This raises the question of whether smaller sets of MUBs also exhibit such symmetries. And can we exploit such symmetries to obtain tight uncertainty relations? In particular, is the minimizing state always an invariant of such a transformation as observed for two bases in (3.8)?

3.3 Min-entropic Uncertainty Relations

Several entropic measures could be considered when it comes to quantifying uncertainty, as described in Section 3.1.1 and each has its merits. Recall that the min-entropy \( H_\infty(X) \) is determined by the highest peak in the distribution \( P_X(x) \) of the random variable \( X \), so that \( 2^{-H_\infty(X)} = \max_{x \in \mathcal{X}} P_X(x) \). The min-entropy is thus related to the probability of “guessing” the value of the random variable \( x \) and is of particular interest in cryptography. Since \( H(\cdot) \geq H_\infty(\cdot) \), min-entropic uncertainty relations also provide us with bounds on uncertainty relations in terms of the Shannon entropy.

To gain more intuition on why the min-entropy might be a more useful quantity in cryptography than the Shannon entropy, we may consider the following example: Let \( \mathcal{X} = \{0, 1\}^n \) and let \( x_0 = 0, \ldots, 0 \) be the all-zero string. Suppose that the distribution \( P_X \) is such that \( P_X(x_0) = 1/2 + 1/(2^n+1) \) and \( P_X(x) = 1/(2^n+1) \) for \( x \neq x_0 \), that is, the string \( x_0 \) is chosen with probability 1/2, and with probability \( 1/(2^n+1) \) the other strings are chosen uniformly at random. Then, for large \( n \), \( H(X) \approx n/2 \), whereas \( H_\infty(X) \approx 1 \! \! \! . \) If \( x \) were to correspond to an encryption key used to encrypt an \( n \) bit message, we would certainly not talk about security if we can guess the key with probability at least 1/2! Yet, the Shannon entropy is quite high, and is clearly not a suitable measure of how secure an encryption key \( x \) would be. We refer the reader to [74] for a more detailed discussion on the operational meaning of the min-entropy and its usefulness in cryptography.
3.3.1 Symmetries

Apart from cryptographic applications, min-entropic uncertainty relations are also appealing since the problem of determining tight uncertainty relations can be simplified considerably in the presence of symmetries. First, note that Jensen’s inequality \[28\] implies that

\[
\frac{1}{L} \sum_{j=0}^{L-1} H_{\infty}(B_j|\rho) \geq -\log \frac{1}{L} \sum_{j=0}^{L-1} \max_{b^{(j)}} \text{tr}(\rho |b^{(j)}\rangle \langle b^{(j)}|),
\]

where the inequality becomes equality if all terms \(\text{tr}(\rho |b^{(j)}\rangle \langle b^{(j)}|)\) are the same. For \(\vec{b} = (b^{(0)}, \ldots, b^{(L-1)}) \in \{0, \ldots, d-1\}^L\), define

\[
P_{\vec{b}} := \sum_{b^{(j)}} |b^{(j)}\rangle \langle b^{(j)}|.
\]

Determining a tight lower bound in (3.19) is thus equivalent to determining

\[
\max_{\vec{b}} \max_{\rho} \text{tr}(\rho P_{\vec{b}}).
\]

Clearly, any \(\zeta\) such that

\[
P_{\vec{b}} \leq \zeta \mathbb{I} \text{ for all } \vec{b}
\]
gives us a lower bound for (3.18). For any set of bases, this makes the problem of finding a bound more approachable as it reduces the problem to finding the largest eigenvalue for the operator \(P_{\vec{b}}\).

In particular, it can be phrased as a semidefinite program to minimize \(\zeta\) such that (3.22) holds for all \(\vec{b}\).

It is now easy to see why symmetries simplify our goal of determining tight uncertainty relations for the min-entropy. The following Lemma makes use of the above simplification to throw light on the structure of the maximally certain states, for some sets of mutually unbiased bases. In particular, we note that for \(L\) MUBs in dimension \(d = 2^n\), the state that minimizes the min-entropic uncertainty relations is an invariant of a certain unitary, whenever \(L\) divides \(d + 1\).
Lemma 3.3.1. Suppose that for every $\vec{b} \in \{0, \ldots, d-1\}$ there exists a unitary $U_{\vec{b}}$ such that $U_{\vec{b}}|b(j)\rangle = |b(j+1 \mod L)\rangle$. Then there exists a $\vec{b}$ such that the minimum in (3.18) is attained for a state $\rho$ that is invariant under $U_{\vec{b}}$.

Proof. First of all, note that

$$\frac{1}{L} \sum_{j=0}^{L-1} (U_{\vec{b}}(j) P_{\vec{b}} U_{\vec{b}}(j)^\dagger = P_{\vec{b}} \tag{3.23}$$

and hence for $\rho_{\text{sym}} = (1/L) \sum_j (U_{\vec{b}}(j))^\dagger \rho (U_{\vec{b}}(j))$

$$\text{tr}(\rho_{\text{sym}} P_{\vec{b}}) = \text{tr}(\rho P_{\vec{b}}) \tag{3.24}$$

In particular, this holds for the state $\rho = |\psi\rangle\langle\psi|$ corresponding to the eigenvector $|\psi\rangle$ with the largest eigenvalue of $P_{\vec{b}}$. When looking for the minimizing state on the right hand side of (3.18) we can thus restrict ourselves to states which are invariant under $U_{\vec{b}}$. Note that in this case, we further have that

$$\text{tr}(\rho_{\text{sym}} |b(j)\rangle\langle b(j)|) = \frac{1}{L} \text{tr}(\rho P_{\vec{b}}) \tag{3.25}$$

show that the inequality (3.18) is tight whenever we have such a symmetry. ■

The question of course remains, as to whether such unitaries do exist in general. Wootters and Sussman [134] have shown that there exists a unitary $U$ that cyclically permutes the set of all $d+1$ MUBs for $d = 2^n$ by constructing a unitary that corresponds to a rotation around the origin in phase space. Clearly, by considering the unitary $U^k$ one can trivially adapt their construction to obtain a unitary that cyclically permutes $L$ MUBs whenever $L \cdot k = d + 1$. By first translating any point in the phase space to the origin, then applying the transformation $U^k$ and finally translating the origin back to the original point, one can obtain the desired unitaries $U_{\vec{b}}$ that enable us to find tight bounds for the min-entropic uncertainty relations. This is indeed the first time we have some insight into the structure of the states that minimize (3.18).
3.3.2 Discrete Wigner Function

The min-entropy is also related to the well studied extrema of the discrete Wigner function. To see how finding a lower bound for min-entropic uncertainty relations for \( d + 1 \) MUBs relates to finding the extrema of the discrete Wigner function, let us first recall the properties of the discrete Wigner function. The discrete phase space is a two-dimensional vector space over a finite field \( \mathbb{F}_d \), where here we focus on the case of \( d = 2^n \). For every state \( \rho \), we can associate a function \( W_\alpha \) with every point \( \alpha \) in the discrete phase space, known as the discrete Wigner function. For completeness, we provide a short summary on how to determine \( W_\alpha \); a detailed account can be found in [50].

First of all, note that the \( d^2 \) points of the discrete phase space can be partitioned into \( d \) parallel lines each of which contains \( d \) points. Any such partition is called a striation, and it is known that \( d + 1 \) such striations can be found [50]. One may define the discrete Wigner function by relating each striation to one of the \( d + 1 \) possible mutually unbiased bases [50]: Let \( \lambda_{b,j} \) denote the \( b \)-th line in the striation \( j \). With each such line, we associate a projector

\[
Q(\lambda_{b,j}) = |b(j)\rangle\langle b(j)| ,
\]

onto the \( b \)th element of the basis \( B_j \), in a specific order so as to satisfy certain symmetry constraints [50]. Defining the phase-space point operator

\[
A_\alpha := \sum_{\lambda_{b,j} \subset \alpha} Q(\lambda_{b,j}) - I ,
\]

one can now define the discrete Wigner function as

\[
W_\alpha := \frac{1}{d} \text{tr}(A_\alpha \rho) .
\]

The *extrema of the discrete Wigner function* at each phase-space point \( \alpha \) are defined as the minimum and maximum of (3.26) over quantum states \( \rho \).

Note that when considering \( L = d + 1 \) mutually unbiased bases, each point \( \alpha \) in the discrete phase space can be contained in exactly one line from each basis, as all lines in a striation, i.e., one basis are parallel. Hence, there is a one-to-one correspondence between points \( \alpha \) in discrete phase space and vectors \( \vec{b} \in \{0, \ldots, d - 1\}^{d+1} \). In terms of the phase space operator this means...
that $A_\alpha + \mathbb{I} = P_\vec{b}$, where $P_\vec{b}$ is defined as in (3.20). Note that the maximum of the discrete Wigner function,

$$W_{\alpha}^{\text{max}} = \max_{\rho} \frac{1}{d} \text{tr}(A_\alpha \rho),$$

(3.27)

is simply the largest eigenvalue of $A_\alpha$ (or $P_\vec{b} - \mathbb{I}$) up to a factor of $1/d$. We thus have that

$$\zeta := d \cdot \left[ \max_{\alpha} W_{\alpha}^{\text{max}} + 1 \right]$$

satisfies $P_\vec{b} \leq \zeta \mathbb{I}$ and the maximum of the discrete Wigner function provides a lower bound to the min-entropic uncertainty relations as follows:

$$\frac{1}{d + 1} \sum_{j=0}^{d} H_\infty(B_j || \psi) \geq - \log \left[ d \cdot \left( \max_{\alpha} W_{\alpha}^{\text{max}} + 1 \right) \right].$$

(3.28)

The extrema $W_{\alpha}^{\text{max}}$ were evaluated numerically in [23] for small $d$. However, as noted in Section 3.3.1 one may use symmetries to solve the problem of determining $W_{\alpha}^{\text{max}}$ directly.

### 3.4 New Lower Bounds on the Average Min-entropy

In this section we state and prove our min-entropic uncertainty relation for an arbitrary set of $L$ mutually unbiased bases. As mentioned in Section 3.3 the problem of finding a lower bound for the average min-entropy reduces to the problem of finding the maximum eigenvalue of the operator $P_\vec{b}$ defined in (3.20). In Section 3.4.1 we use a result due to Schaffner [114] obtained using the techniques of Kittaneh [67], to show that for any set of $L$ mutually unbiased bases in dimension $d$, the maximum eigenvalue of $P_\vec{b}$ is bounded by

$$P_\vec{b} \leq \frac{1}{L} \left( 1 + \frac{L - 1}{\sqrt{d}} \right) \mathbb{I},$$

for all $\vec{b}$. (3.29)

Using this, we obtain the following simple bound for the average min-entropy.
Theorem 3.4.1. Let $B_0, \ldots, B_{L-1}$ be a set of mutually unbiased bases in dimension $d$. Then,

$$
\frac{1}{L} \sum_{j=0}^{L-1} H_\infty(B_j|\psi\rangle) \geq -\log \left[ \frac{1}{L} \left( 1 + \frac{L-1}{\sqrt{d}} \right) \right].
$$

(3.30)

For the case of $L = 2$ MUBs in dimension $d$, our bound exactly matches the wellknown result of Deutsch (see (3.8)). For $L > 2$, the only other known lower bound for the average min-entropy is the one obtained in [114], where it is shown that for a set of $L < \sqrt{d}$ MUBs in dimension $d = 2^n$, the average min-entropy satisfies

$$
\frac{1}{L} \sum_{j=0}^{L-1} H_\infty(B_j|\psi\rangle) \geq -\log \left[ \frac{1}{L} \left( 1 + \frac{L-1}{\sqrt{d}} \max_{0 \leq i < j \leq L-1} \sqrt{|X^i||X^j|} \right) \right],
$$

(3.31)

where $X^i, X^j \subset \{0,1\}^n$ are subsets of $n$-bit strings. In the case of min-entropic uncertainty relations, these subsets contain only a single string, which corresponds to the peak of the probability distribution induced on the state $|\psi\rangle$ by the corresponding bases $B^i$ and $B^j$, so that

$$
\max_{0 \leq i < j \leq L-1} \sqrt{|X^i||X^j|} = 1.
$$

Thus, in dimension $d = 2^n$, our bound in (3.30) is clearly the same as (3.31). The reason we obtain a more general bound for $L \leq d+1$ MUBs in any dimension $d$ is that we reduce the problem directly to an eigenvalue problem without going through the representation in terms of bit strings as in [114].

Using an alternate approach involving a Bloch sphere like representation of the basis vectors $|b(j)\rangle$, we show that the maximum eigenvalue of $P_{\vec{b}}$ can be bound differently, as follows:

$$
P_{\vec{b}} \leq \frac{1}{d} \left( 1 + \frac{d-1}{\sqrt{L}} \right) \mathbb{I}, \text{ for all } \vec{b}.
$$

(3.32)

As we show in Section 3.4.2, this implies the following.

Theorem 3.4.2. Let $B_0, \ldots, B_{L-1}$ be a set of mutually unbiased bases in dimension $d$. Then,

$$
\frac{1}{L} \sum_{j=0}^{L-1} H_\infty(B_j|\psi\rangle) \geq -\log \left[ \frac{1}{d} \left( 1 + \frac{d-1}{\sqrt{L}} \right) \right].
$$

(3.33)
Notice that this alternate bound on the min-entropy is stronger than (3.30) when \( L > d \). In particular, for the complete set of \( d + 1 \) MUBs in dimension \( d \), this alternate bound in (3.33) is stronger than any of the previously known bounds. When \( L = d \), the two bounds in (3.30) and (3.33) that we derive are indeed equivalent.

### 3.4.1 Proof of Theorem 3.4.1

Recall that in Section 3.3.1, we had reduced the problem of lower bounding the average min-entropy to an eigenvalue problem (3.21). It is easy to see that this maximum is always attained at a pure state, so we can restrict the problem to an optimization over pure states. Thus, solving for \( \zeta \) in

\[
\max_{|\psi\rangle} \text{tr}[P^b_{\psi}|\psi\rangle\langle\psi|] \leq \zeta, \quad (3.34)
\]

immediately leads to a min-entropic uncertainty relation of the form

\[
\frac{1}{L} \sum_{j=0}^{L-1} H_\infty(B_j|\psi\rangle\langle\psi|) \geq -\log \zeta. \quad (3.35)
\]

**Proof.** To solve the eigenvalue problem in (3.34), we use the following result of Schaffner [114], which was obtained using the methods of Kittaneh [67]. For a set of \( L \) orthogonal projectors \( A_0, A_1, \ldots, A_{L-1} \), the norm of the sum satisfies,

\[
\| \sum_{j=0}^{L-1} A_j \| \leq 1 + (L - 1) \left( \max_{0 \leq j < k \leq L-1} \| A_j A_k \| \right), \quad (3.36)
\]

where \( \| (\cdot) \| \) denotes the operator norm, which here is simply the maximum eigenvalue for Hermitian operators. Applying this result to sums of basis vectors \( |b^{(j)}\rangle \), we have

\[
\| \sum_{j=0}^{L-1} |b^{(j)}\rangle\langle b^{(j)}| \| \leq 1 + (L - 1) \left( \max_{0 \leq j < k \leq L-1} \| |b^{(j)}\rangle\langle b^{(j)}| (|b^{(k)}\rangle\langle b^{(k)}|) \| \right),
\]

which implies,

\[
\| P^b \| \leq \frac{1}{L} + \left( \frac{L - 1}{L} \right) \left( \max_{0 \leq j < k \leq L-1} \| |b^{(j)}\rangle\langle b^{(j)}| (|b^{(k)}\rangle\langle b^{(k)}|) \| \right).
\]
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Recall, that for all mutually unbiased basis vectors $|b^{(j)}\rangle$, $|b^{(k)}\rangle$, where $b^{(j)}, b^{(k)} \in \{0, \ldots, d - 1\}$,

$$\langle b^{(j)}|b^{(k)} \rangle = e^{i\phi} \frac{1}{\sqrt{d}} \text{ for any } j \neq k,$$

where $\phi$ is some phase factor. Further, since the vectors $|b^{(j)}\rangle$ are normalized, the Cauchy-Schwarz inequality gives

$$\| |b^{(j)}\rangle \langle b^{(k)}| \| \leq 1, \forall b^{(j)}, b^{(k)} \in \{0, \ldots, d - 1\}.$$

Combining these with (3.37) gives the following bound on the maximum eigenvalue of the operator $P_b$:

$$\zeta = \frac{1}{L} \left( 1 + \frac{L - 1}{\sqrt{d}} \right). \quad (3.37)$$

By (3.35), this immediately proves our claim.

### 3.4.2 Proof of Theorem 3.4.2

Here, we present an alternate approach to bound the maximum eigenvalue of $P_b$, using a Bloch-vector-like representation of the MUB basis states. The bound that we obtain here, stated in Theorem 3.4.2, is stronger than the last one when $L > d$. In particular, when we consider the complete set ($L = d + 1$) of MUBs in any dimension $d$, this approach yields the best known bound.

**Proof.** First, we switch to a basis of Hermitian operators, so that every state in $\mathcal{H}$ has a parametrization in terms of vectors in a real vector space. Any state $\rho \in \mathcal{H}$ can be written as

$$\rho = \frac{1}{d}\mathbb{I} + \frac{1}{2} \sum_{i=1}^{d^2-1} \alpha^{(i)} \hat{A}_i,$$

(3.38)

where $\{\hat{A}_i\}$ are Hermitian, traceless operators that are orthogonal with respect to the Hilbert-Schmidt norm. That is, $\text{tr}[\hat{A}_i^\dagger \hat{A}_j] = 2 \delta_{ij}$, and the scalars $\{\alpha^{(i)}\} \in \mathbb{R}$. We can thus parameterize any state in our $d$-dimensional Hilbert space with a vector $\vec{\alpha} = (\alpha^{(1)}, \ldots, \alpha^{(d^2-1)}) \in \mathbb{R}^{d^2-1}$. When $\rho$ is a pure state ($\text{tr}[\rho^2] = 1$), the vector $\vec{\alpha}$ corresponding to this pure state satisfies the following
normalization condition:

\[
\text{tr} \left[ \left( \frac{1}{d} I + \frac{1}{2} \sum_{i=1}^{d^2-1} \alpha^{(i)} \hat{A}_i \right)^2 \right] = 1
\]

\[
\Rightarrow \frac{1}{d} + \frac{1}{2} \sum_{i=1}^{d^2-1} |\alpha^{(i)}|^2 = 1
\]

\[
\Rightarrow |\vec{\alpha}| = \sqrt{\sum_{i=1}^{d^2-1} |\alpha^{(i)}|^2} = \sqrt{\frac{2(d-1)}{d}}. \tag{3.39}
\]

Furthermore, in this representation, the vectors \{\vec{\alpha}_{(b,j)}\} corresponding to the MUB states \{|b^{(j)}\rangle\} satisfy the following special properties:

- (M1) Normalization: \(\text{Tr} [ |b^{(j)}\rangle \langle b^{(j)}| |b^{(j)}\rangle \langle b^{(j)}| ] = 1\) implies that \(|\vec{\alpha}_{(b,j)}| = \sqrt{\frac{2(d-1)}{d}}, \forall b \in \{0,\ldots,d-1\}, j \in \{0,\ldots,L-1\}. \) (By an argument similar to the one that leads to (3.39).)

- (M2) Constant inner-product: \(|\langle b^{(j)}| \vec{\alpha}^{(k)} \rangle|^2 = \frac{1}{d}\) implies that \(\vec{\alpha}_{(b,j)} \cdot \vec{\alpha}_{(\hat{b},k)} = 0, \forall j \neq k, \forall b, \hat{b} \in \{0,\ldots,d-1\}. \) This is easily seen, as follows:

\[
\text{tr} [ |b^{(j)}\rangle \langle b^{(j)}| |b^{(k)}\rangle \langle b^{(k)}| ] = \frac{1}{d} + \frac{1}{2} \sum_{i} \alpha^{(i)}_{(b,j)} \alpha^{(i)}_{(\hat{b},k)} = \frac{1}{d},
\]

\[
\Rightarrow \vec{\alpha}_{(b,j)} \cdot \vec{\alpha}_{(\hat{b},k)} = 0. \tag{3.40}
\]

Now, using this representation of MUB states and density operators, we can rewrite the maximization problem of (3.34) as

\[
\max_{|\psi\rangle} \text{tr} [ P_{\hat{b}} |\psi\rangle \langle \psi| ] = \max_{|\psi\rangle} \left[ \frac{1}{L} \sum_{j} |b^{(j)}\rangle \langle b^{(j)}| |\psi\rangle \langle \psi| \right]
\]

\[
\leq \max_{\vec{\alpha}} \frac{1}{L} \sum_{j} \text{Tr} \left[ \left( \frac{\hat{I}}{d} + \frac{\sum_{j} \alpha^{(j)}_{(b^{(j)},j)} \hat{A}_j}{2} \right) \left( \frac{\hat{I}}{d} + \frac{\sum_{i} \alpha^{(i)} \hat{A}_i}{2} \right) \right]
\]

\[
= \frac{1}{d} + \max_{\vec{\alpha}} \frac{1}{2L} \sum_{j} \vec{\alpha}_{(b^{(j)},j)} \cdot \vec{\alpha}.
\]

Now we only need to find the real \((d^2-1)\)-dimensional vector \(\vec{\alpha}\), that maximizes the sum \(\sum_{j} \vec{\alpha}_{(b^{(j)},j)} \cdot \vec{\alpha}\).
We now define an “average” vector corresponding to each string $\vec{b}$, as follows:

$$\frac{1}{L} \sum_j \vec{\alpha}(b^{(j)}, j) = \vec{\alpha}_{(avg)}.$$

Then, it becomes obvious that the maximum is attained when $\vec{\alpha}$ is parallel to $\vec{\alpha}_{(avg)}$. Since it is a vector corresponding to a pure state, its norm is given by (3.39), so that

$$\vec{\alpha}_{(max)} = \sqrt{\frac{2(d-1)}{d} \frac{\vec{\alpha}_{(avg)} \cdot \vec{\alpha}_{(avg)}}{|\vec{\alpha}_{(avg)}|}}.$$

Note that this maximizing vector has a constant overlap with all vectors $\vec{\alpha}(b^{(j)}, j)$, for a given string $\vec{b}$. In other words, for each string $\vec{b}$, the maximum is attained by the vector that makes equal angles with all the vectors that constitute the “average” vector ($\vec{\alpha}_{(avg)}$) corresponding to that string. Note however that this vector may not always correspond to a valid state.

Now that we know the maximizing vector, we can go ahead and compute the value of $\zeta$ in (3.34).

$$\max_{|\psi\rangle} \text{tr}[P_{\vec{b}}|\psi\rangle\langle\psi|] \leq \frac{1}{d} + \max_{\vec{\alpha}} \frac{1}{2L} \sum_j \vec{\alpha}(b^{(j)}, j) \cdot \vec{\alpha}$$

$$= \frac{1}{d} + \frac{1}{2} \max_{\vec{\alpha}} \vec{\alpha}_{(avg)} \cdot \vec{\alpha}$$

$$= \frac{1}{d} + \frac{1}{2} \frac{\vec{\alpha}_{(avg)} \cdot \vec{\alpha}_{(avg)}}{|\vec{\alpha}_{(avg)}|} \sqrt{\frac{2(d-1)}{d}}$$

$$= \frac{1}{d} \left(1 + \frac{d-1}{\sqrt{d}} \right),$$

where we have used the fact that the vector $\vec{\alpha}_{(avg)}$ has a constant norm which can be computed as follows:

$$\vec{\alpha}_{(avg)} \cdot \vec{\alpha}_{(avg)} = \frac{1}{L^2} \sum_{j,k} \vec{\alpha}(b^{(k)}, k) \cdot \vec{\alpha}(b^{(j)}, j)$$

$$= \frac{1}{L^2} \sum_j \vec{\alpha}(b^{(j)}, j) \cdot \vec{\alpha}(b^{(j)}, j)$$

$$= \frac{1}{L^2} \left[ \frac{2(d-1)}{d} \right]$$

$$\Rightarrow |\vec{\alpha}_{(avg)}| = \frac{1}{\sqrt{L}} \sqrt{\frac{2(d-1)}{d}}, \quad (3.42)$$
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thus proving our claim. Equation (3.41) follows from the fact that vectors corresponding to different MUB states have zero inner product (see property (M2) above).

The fact that the bases are mutually unbiased was crucial in giving rise to properties (M1) and (M2), which in turn enabled us to identify the maximizing vector $\alpha_{\text{max}}$. Indeed the maximizing vector corresponding to a given string $\vec{b}$ might not always correspond to a valid state, in which case the bound derived above cannot be achieved. However, there exist strings of basis elements $\vec{b}$, for which we can explicitly construct a state that has equal trace overlap with the states that constitute the corresponding operator $P_{\vec{b}}$. These are in fact states of the form

$$P_{\vec{b}} = \frac{1}{L} \sum_j |b^{(j)}\rangle\langle b^{(j)}|,$$

for any $c \in \{0, \ldots, d-1\}$. For the symmetric MUBs that we will construct in the following section (see (3.45)), an eigenstate of the unitary $U$ that cycles between the different MUBs has the same trace overlap with each of the states $\{ |b^{(j)}\rangle, j = 0, \ldots, L-1 \}$, for a fixed value of $b$. To see this, suppose $|\phi\rangle$ is an eigenvector of $U$ with eigenvalue $\lambda$, then for all $0 \leq j \leq L-1$ and a given value of $b$,

$$\text{tr}[|b^{(j)}\rangle\langle b^{(j)}||\phi\rangle\langle \phi|] = |\langle b^{(j)}|\phi\rangle|^2 = |\langle b^{(1)}|(U^\dagger)^{j-1}|\phi\rangle|^2$$

$$= |\lambda|^2 |\langle b^{(1)}|\phi\rangle|^2$$

$$= |\langle b^{(1)}|\phi\rangle|^2.$$

This is indeed the case for $L = 4$ MUBs in $d = 4$ (3.47), where the lower bound derived here is achieved by eigenstates of $U$.

### 3.5 Construction of Symmetric MUBs

We now state our main result on constructing symmetric sets of MUBs using the generators of the Clifford algebra in dimension $d = 2^n$.

**Theorem 3.5.1.** Suppose that $2 \leq L \leq 2n + 1$ is prime, and either $L$ divides $n$ or $L = 2n + 1$. Then in dimension $d = 2^n$, there exist $L$ mutually unbiased bases $\mathcal{B}_0, \ldots, \mathcal{B}_{L-1}$ for which there
exists a unitary $U$ that cyclically permutes them,

$$U B_j = B_{j+1 \mod L}. \quad (3.44)$$

In other words, we provide an explicit construction of MUBs $B_0, \ldots, B_{L-1}$ with $B_j = \{|b^{(j)}\rangle\}$ and a unitary $U$ such that

$$U|b^{(j)}\rangle\langle b^{(j)}|U^\dagger = |b^{(j+1) \mod L}\rangle\langle b^{(j+1) \mod L}| \quad (3.45)$$

for all $|b^{(j)}\rangle \in B_j$.

Furthermore, in dimension $d = 4$, we actually find such a unitary for any set of $L$ MUBs, where $2 \leq L \leq 5$. Our approach exploits properties of the Clifford algebra, and this might yield new insights into the structure of these MUBs. It is entirely distinct from the phase space approach which was used in [134] to construct such a unitary for the full set of $d + 1$ MUBs. Note that our construction gives at most $O(\log d)$ bases, but shows that there is indeed an additional symmetry which has previously gone unnoticed. For $L = 2$ bases, $U$ is simply the Fourier transform, and it would be interesting to investigate general properties of our transformation and whether it has applications in other areas.

Our construction of mutually unbiased bases makes essential use of the techniques developed in [7], together with properties of the Clifford algebra. We follow the procedure outlined in [7], described above in Section 3.2.2, but now applied to a subset of the operators in $S \setminus \{I\}$, where $S$ is the set of all the Clifford generators and their higher products:

$$S = \{I, i\Gamma_j, i\Gamma_i\Gamma_j, i\Gamma_i\Gamma_j\Gamma_k, \ldots, i\Gamma_1 \ldots \Gamma_{2n}\}$$

We seek to group these operators into classes of commuting operators, i.e., sets $\{C_0, C_1, \ldots, C_{L-1} \mid C_j \subset S \setminus \{I\}\}$ of size $|C_j| = d - 1$ such that

(i) the elements of $C_j$ commute amongst themselves, for all $0 \leq j \leq L - 1$,

(ii) $C_j \cap C_k = \emptyset$ for all $j \neq k$.

As shown in Theorem 3.2.3, the common eigenbases of $L$ such classes form a set of $L$ mutually unbiased bases.
Note that no class can contain two generators $\Gamma_j$ and $\Gamma_k$ since they do not commute. When forming the classes we hence ensure that each one contains exactly one generator $\Gamma_j$, which clearly limits us to constructing at most $2n + 1$ such classes. The difficulty in obtaining a partitioning that is suitable for our purpose is to ensure that the unitary $U$ that cyclically permutes the generators $\Gamma_0, \ldots, \Gamma_{L-1}$ also permutes the corresponding bases by transforming the products of the operators appropriately. Further details of our general construction, including a formal proof of Theorem 3.5.1 can be found in Appendix B.

### 3.5.1 Examples

Let us consider two simple examples of such classes in dimension $d = 4$. These are not obtained from our general construction, but nevertheless provide us with the necessary intuition. For $L = 3$ MUBs the classes are given by

$$C_0 = \{\Gamma_0, i\Gamma_1 \Gamma_4, i\Gamma_3 \Gamma_2\},$$
$$C_1 = \{\Gamma_1, i\Gamma_2 \Gamma_4, i\Gamma_3 \Gamma_0\},$$
$$C_2 = \{\Gamma_2, i\Gamma_0 \Gamma_4, i\Gamma_3 \Gamma_1\}. \quad (3.46)$$

It is easy to see that the unitary $U$ that achieves the transformation $\Gamma_0 \rightarrow \Gamma_1 \rightarrow \Gamma_2 \rightarrow \Gamma_0$, leaving $\Gamma_3$ and $\Gamma_4$ invariant, cyclically permutes the bases given above. We can show that an eigenstate of the commuting operators $\Gamma_0, i\Gamma_2 \Gamma_4$, and $i\Gamma_3 \Gamma_1$ minimizes the average collision entropy $H_2$. In fact this minimizing state achieves the lower bound stated earlier (3.17), showing that the uncertainty relation is indeed tight for 3 MUBs in $d = 4$.

For $L = 4$ we obtain the classes

$$C_0 = \{\Gamma_0, i\Gamma_1 \Gamma_4, i\Gamma_2 \Gamma_3\},$$
$$C_1 = \{\Gamma_1, i\Gamma_2 \Gamma_4, i\Gamma_3 \Gamma_0\},$$
$$C_2 = \{\Gamma_2, i\Gamma_3 \Gamma_4, i\Gamma_0 \Gamma_1\},$$
$$C_3 = \{\Gamma_3, i\Gamma_0 \Gamma_4, i\Gamma_1 \Gamma_2\}. \quad (3.47)$$

It is easy to see that the unitary $U$ that achieves the transformation $\Gamma_0 \rightarrow \Gamma_1 \rightarrow \Gamma_2 \rightarrow \Gamma_3 \rightarrow \Gamma_0$, and $i\Gamma_3 \Gamma_1$ minimizes the average collision entropy $H_2$. In fact this minimizing state achieves the lower bound stated earlier (3.17), showing that the uncertainty relation is indeed tight for 3 MUBs in $d = 4$. For $L = 4$ we obtain the classes

$$C_0 = \{\Gamma_0, i\Gamma_1 \Gamma_4, i\Gamma_2 \Gamma_3\},$$
$$C_1 = \{\Gamma_1, i\Gamma_2 \Gamma_4, i\Gamma_3 \Gamma_0\},$$
$$C_2 = \{\Gamma_2, i\Gamma_3 \Gamma_4, i\Gamma_0 \Gamma_1\},$$
$$C_3 = \{\Gamma_3, i\Gamma_0 \Gamma_4, i\Gamma_1 \Gamma_2\}. \quad (3.47)$$

It is easy to see that the unitary $U$ that achieves the transformation $\Gamma_0 \rightarrow \Gamma_1 \rightarrow \Gamma_2 \rightarrow \Gamma_3 \rightarrow \Gamma_0$, and $i\Gamma_3 \Gamma_1$ minimizes the average collision entropy $H_2$. In fact this minimizing state achieves the lower bound stated earlier (3.17), showing that the uncertainty relation is indeed tight for 3 MUBs in $d = 4$. For $L = 4$ we obtain the classes

$$C_0 = \{\Gamma_0, i\Gamma_1 \Gamma_4, i\Gamma_2 \Gamma_3\},$$
$$C_1 = \{\Gamma_1, i\Gamma_2 \Gamma_4, i\Gamma_3 \Gamma_0\},$$
$$C_2 = \{\Gamma_2, i\Gamma_3 \Gamma_4, i\Gamma_0 \Gamma_1\},$$
$$C_3 = \{\Gamma_3, i\Gamma_0 \Gamma_4, i\Gamma_1 \Gamma_2\}. \quad (3.47)$$

It is easy to see that the unitary $U$ that achieves the transformation $\Gamma_0 \rightarrow \Gamma_1 \rightarrow \Gamma_2 \rightarrow \Gamma_3 \rightarrow \Gamma_0$, and $i\Gamma_3 \Gamma_1$ minimizes the average collision entropy $H_2$. In fact this minimizing state achieves the lower bound stated earlier (3.17), showing that the uncertainty relation is indeed tight for 3 MUBs in $d = 4$.
leaving $\Gamma_4$ invariant, cyclically permutes the bases given above. For $L = 4$ classes the minimum in
the entropic uncertainty relation for $H_\infty$ (3.30) is attained for a state that is invariant under
the transformation $U$. However, we also know that for $L = 4$ or $L = 8$ classes in dimension $d = 8$,
no partitioning of operators is possible that satisfies our requirements. The values of $L$ and $d$ for
which such a unitary can be found, indeed remains an interesting open question.

3.6 Tight Lower Bounds for Symmetric MUBs

Based on our construction, we now show that (3.30) is in fact tight for 4 MUBs in dimension
$d = 4$, where the minimum is attained for an invariant state of the transformation $U$ that cyclically
permutes all 4 bases. Even though this is a somewhat restricted statement, it is the first time that
a tight entropic uncertainty relation has been obtained for this case. The minimizing state here
has an appealing symmetry property, just as for the case of 2 bases in (3.8), where the minimum
is attained by a state that is invariant under the Fourier transform.

Note that our construction only gives unitaries $U_\vec{b}$ for $\vec{b} = (c, \ldots, c)$ for any $c \in \{0, \ldots, d - 1\}$. This means that our complementarity transform $U$ leads to tight bounds only if the largest
eigenvalue of any $P_\vec{b}$ occurs for a $\vec{b}$ of this form. This is for indeed the case for $L = 4$ in $d = 4$, where
we cannot obtain a unitary from the phase space approach of [134]. Here, the largest eigenvalue of
$P_\vec{b}$ occurs for a $\vec{b}$ of the form $\vec{b} = (c, \ldots, c)$ for any $c \in \{0, \ldots, 3\}$. The states that achieve the lower
bound are in fact eigenvectors of $U$, which can be expressed in terms of the MUB basis vectors as
follows,

$$|\psi_\vec{b}\rangle = \frac{1}{2} \sum_{j=0}^{3} \exp(i\pi j/4)|b(j)\rangle, \ b \in \{0, \ldots, 3\}. \quad (3.48)$$

For the set of 4 MUBs in dimension $d = 4$ constructed from the classes given in (3.47), it is easy
to check that our bound

$$\frac{1}{4} \sum_{j=0}^{3} H_\infty(B_j | |\psi\rangle) \geq - \log \left[ \frac{1}{4} \left( 1 + \frac{3}{2} \right) \right] \approx 0.678$$

is tight, and the minimum is indeed achieved by an invariant state, as defined in (3.48).

For the collision entropy $H_2$, Wootters [132] has shown that the lower bound in (3.17) is attained
by an invariant state, while considering the full set of $d + 1$ MUBs. Here, however, we are able to
show that uncertainty relation for $H_2$ is tight for 3 bases in $d = 4$, where our bases have an entirely different structure and the minimum is not attained by an invariant state of our transformation. Nevertheless, we have for the first time a tight entropic uncertainty relation for all possible MUBs in a dimension larger than $d = 2$, where the Bloch sphere representation makes the problem easily accessible. In $d = 4$, we have a tight relation for $H_\infty$ for $L = 2, 4$, and tight relations for $H_2$ for $L = 3, 5$.

Our results indicate that due to the different properties of the minimizing state for different numbers of bases, the problem may be even more daunting than previously imagined. Yet, our work shows that in each case the minimizing state is by no means arbitrary. It has a well defined, albeit different structure in each of the cases.

In Figs. 3.1 and 3.2 we plot the bounds in (3.30) and (3.33) for the MUBs that we have constructed in dimensions $d = 4$ and $d = 8$ respectively. We also compare our lower bounds to the actual numerical minimum and the value attained by an invariant state, in each case. In both figures, the crosses denote numerically computed minima of the average min-entropy for MUBs obtained using our construction, and the circles denotes the average min-entropy for invariant states constructed as in (3.48). The bound in (3.30) is clearly tight for both $L = 3$ and $L = 4$ in dimension $d = 4$. For 4 MUBs in $d = 4$ the minimum of the average min-entropy is indeed attained by states invariant under $U$. Similarly, in dimension $d = 8$, the bound in (3.30) is close to tight for $L = 3$, and for $L = 6$ in $d = 8$, the minimum of the average min-entropy is nearly attained by states invariant under $U$.

### 3.7 Conclusions and Open Questions

We have shown that there exist up to $2 \leq L \leq 2n + 1$ mutually unbiased bases in dimension $d = 2^n$ for which we can find a unitary that cyclically permutes these bases, whenever $L$ is prime and $L$ divides $n$ or $L = 2n + 1$. This unitary is found by exploiting symmetry properties of the Clifford algebra. Our approach is quite distinct from the phase space approaches that were previously used to show that there exists such a unitary for the set of all $d + 1$ MUBs [134], or for two halves of the full sets of MUBs when $d = 1$ or 3( mod 4) [5]. Our unitary can be understood as a generalization of the Fourier transform, and it would be interesting to see whether it has other applications in quantum information.
Figure 3.1: Average min-entropy for different sets of MUBs in dimension $d = 4$. The dashed line represents the bound in (3.30), and the solid line represents the bound in (3.33). The circle denotes the average min-entropy for the invariant states given in (3.48).

Figure 3.2: Average min-entropy for different sets of MUBs in dimension $d = 8$. The circle denotes the average min-entropy for invariant states constructed in dimension $d = 8$, similar to the states described in (3.48).
It is an interesting open question to generalize our result to other dimensions, or to a different number of bases. In prime dimension, one could consider generalized Clifford algebras \[27\]. Even though it does not have the full \( \text{SO}(2n + 1) \) symmetry, it nevertheless exhibits enough symmetries to allow an exchange of generators. This stems from the way the (generalized) Clifford algebra is obtained \[27, 83\], which permits any transformation that preserves the \( p \)-norm for \( p \geq 2 \) in dimension \( p \). Yet, this is only the first step of our construction. As for generalizing our result to any \( L \) bases in dimension \( d = 2^n \), we note that it is indeed possible to find such classes even when \( L \) is not prime, as our example for \( L = 4 \) in dimension \( d = 4 \) shows. However, we also know that for \( L = 8 \) classes in dimension \( d = 16 \), no partitioning of operators can be found satisfying our requirements. It is an interesting open question as to when such a partitioning can be found in general.

We have also used our complementarity transform to obtain a tight uncertainty relation for the min-entropy for \( L = 4 \) bases in dimension \( d = 4 \). No tight relations are known for this case before. We also used a slight generalization of the unitary from \[134\] to show that when \( d = 2^n \) and \( L \) divides \( d + 1 \), the minimizing state is an invariant of a certain unitary. This is the first time that significant insight has been obtained about the structure of the minimizing states for min-entropic uncertainty relations for mutually unbiased bases. It is an exciting open question to obtain tight relations in general, and understand the structure of the minimizing states.
Chapter 4

Achieving the Physical Limits of the Bounded-Storage Model

Two-party cryptography enables Alice and Bob to solve problems in cooperation even if they do not trust each other. Important examples of such tasks include auctions and secure identification. In the latter, Alice wants to identify herself to Bob (possibly a fraudulent ATM machine) without revealing her password, as depicted in Fig. 4.1. More generally, Alice and Bob wish to solve problems where Alice holds an input $x$ (e.g., her password) and Bob holds an input $y$ (e.g., the password an honest Alice should possess), and they want to obtain the value of some function $f(x, y)$ (e.g., “yes” if $x = y$, and “no” otherwise). Known as Secure Function Evaluation, security in this case implies that Alice should not learn anything about $y$ and Bob should not learn anything about $x$, apart from what can be inferred from $f(x, y)$ [136].

Contrary to quantum key distribution where honest Alice and Bob can work together to detect the presence of an outside eavesdropper [11, 42], two-party cryptography is made difficult by the

![Figure 4.1: Secure Identification.](image)
fact that Alice and Bob do not trust each other and have to fend for themselves. Indeed, two-party cryptography is impossible without making assumptions about the adversary, even when we allow quantum communication \cite{86}. The security of most cryptographic systems in use today is based on the premise that certain computational problems are hard to solve for the adversary. Concretely, the security relies on the assumption that the adversary’s computational resources are limited, and the underlying problem is hard in some precise complexity-theoretic sense. While the former assumption may be justified in practice, the latter statement is usually an unproven mathematical conjecture.

It is thus a natural question as to whether other, more physical assumptions regarding the two parties’ resources allow us to obtain security without relying on any additional unproven hardness results. This is indeed known to be possible if we assume that the adversary’s classical \cite{21,93,94} or quantum storage is limited \cite{30,32} or more generally if his memory is simply imperfect \cite{76,115,128}. In the context of quantum cryptography, it has been shown that security can be achieved if the adversary can store strictly less than half of the qubits transmitted during the protocol. This special case is known as the bounded-storage model, and it has long been an open question as to whether security can still be achieved if the adversary’s storage were any larger. Here, we answer this question positively and demonstrate a two-party protocol which is secure as long as the adversary cannot store even a small fraction of the transmitted pulses. We also show that in the more general setting of the noisy-storage model, security can be extended to a larger class of noisy quantum memories.

The rest of this chapter is organized as follows. In Section 4.1 we formally introduce the noisy-storage model along with other concepts that are used in our security analysis. Next we describe the primitive of weak string erasure in Section 4.2 along with our protocol to realize this primitive in the noisy-storage model and the corresponding security proofs. Section 4.3 contains a brief description of some of the standard cryptographic tools that we use in our protocol to realize oblivious transfer from weak string erasure. Finally, Section 4.4 contains our protocol for oblivious transfer along with the relevant security proofs.

---

1The work described in this chapter was done in collaboration with Stephanie Wehner and the results have been published in \cite{91}. We thank Robert König and Jürg Wullschleger for many interesting and useful discussions.
4.1 Preliminaries

We begin by briefly introducing some of the important concepts which will be used in this chapter. First, in Section 4.1.1 we define some of the entropic measures used to quantify the information gained by a dishonest party during a protocol. Next we describe the noisy-storage model in Section 4.1.2 and introduce some of the parameters that describe how well information is transmitted through the adversary’s noisy quantum memory, in Section 4.1.3. We conclude with a review of earlier results that relate security to the storage rate and channel capacity in Section 4.1.4 and briefly state our contributions in this context.

4.1.1 Quantifying Adversarial Information

Consider a classical random variable $X$ distributed according to the distribution $P_X$ with elements $x \in \mathcal{X}$ drawn from the set $\mathcal{X}$. The probability distribution $P_X$ over $\mathcal{X}$ can be encoded into a state $\rho_x \in \mathcal{H}_X$, where $\mathcal{H}_X$ is the Hilbert space $\mathcal{H}_X \cong \mathbb{C}^{\lvert \mathcal{X} \rvert}$ with an orthonormal basis $\{|x\rangle, x \in \mathcal{X}\}$, as follows:

$$\rho_X = \sum_{x \in \mathcal{X}} P_X(x) |x\rangle \langle x| . \quad (4.1)$$

Of particular interest is the uniform distribution over $X$, which gives rise to the completely mixed state on $\mathcal{H}_X$ denoted as

$$\tau_X := \frac{1}{|\mathcal{X}|} \sum_{x \in \mathcal{X}} |x\rangle \langle x| . \quad (4.2)$$

Information about the classical random variable $X$ can also be encoded into a classical-quantum state $\rho_{XQ} \in \mathcal{H}_X \otimes \mathcal{H}_Q$ of the form

$$\rho_{XQ} = \sum_{x \in \mathcal{X}} P_X(x) |x\rangle \langle x| \otimes \rho_x . \quad (4.3)$$

where $\mathcal{H}_Q$ is an additional Hilbert space. In other words, the state $\rho_{XQ}$ encodes the ensemble of states $\{P_X(x), \rho_x\}_{x \in \mathcal{X}}$ on the Hilbert space $\mathcal{H}_Q$, where $\rho_x$ is the conditional state on $Q$ given $X = x$. In analyzing the security of our protocols, we will often be interested in quantifying the adversary’s quantum information $Q$ about a classical bit-string $X$. A natural measure of this is the average success probability that a party holding $Q$ has in guessing the value of $X$. For a $cq$-state
of the form $\rho_{XQ}$ defined above, this guessing probability is defined as

$$P_{\text{guess}}(X|Q)_\rho := \max_{\{M_x\}} \sum_x P_X(x) \text{tr}[M_x \rho_x] ,$$

where the maximization is over all POVMs $\{M_x\}_{x \in X}$ on $\mathcal{H}_Q$. As mentioned in Section 3.3 this directly relates to the conditional min-entropy, as follows:

$$H_\infty(X|Q)_\rho := -\log P_{\text{guess}}(X|Q)_\rho .$$

We will also make use of the following general definition of the min-entropy [107] for any arbitrary bipartite density operator $\rho_{AB}$,

$$H_\infty(A|B)_\rho = -\log \inf\{\text{tr}[\sigma_B]|\sigma_B \geq 0 \text{ and } \rho_{AB} \leq I_A \otimes \sigma_B\} .$$

The advantage of this definition which is equivalent to (4.5) is that it allows us to maximize over a neighborhood of our cq-state $\rho_{XQ}$, leading to the notion of smooth min-entropy, which is defined as follows:

$$H_\infty^\epsilon(X|Q)_\rho := \sup_{\bar{\rho}_{XQ} \geq 0} \frac{1}{\epsilon} \frac{1}{\text{tr}(\bar{\rho}_{XQ})} \leq \text{tr}(\rho_{XQ}) \leq \frac{1}{\epsilon} \frac{1}{\text{tr}(\rho_{XQ})} H_\infty(X|Q)_{\bar{\rho}} .$$

In other words, a state $\rho_{XQ}$ which is $\epsilon$-close to a state $(\rho_{XQ})$ with high min-entropy, will have high smooth min-entropy.

### 4.1.2 Noisy-Storage Model

The quantum noisy-storage model that we describe here is a generalization of the quantum bounded-storage model [31] and an earlier version of the noisy-storage model [128]. Whereas the former assumes that the adversary’s quantum storage is noiseless but bounded; the latter deals with the case where the adversary’s quantum storage is noisy, but allows for a larger amount of storage. The general model that we describe here due to König et al. [76], incorporates both the amount of storage and noise. As explained below, the earlier settings are special cases of this model.

Formally, the adversary’s noisy quantum memory is here modeled as a device whose input states
are bounded linear operators in some Hilbert space \( \mathcal{H}_{\text{in}} \). A state \( \rho \) in the device decoheres over time. That is, the state in the memory after a time \( t \) is given by \( \mathcal{F}_t(\rho) \), where \( \mathcal{F}_t : \mathcal{B}(\mathcal{H}_{\text{in}}) \to \mathcal{B}(\mathcal{H}_{\text{out}}) \) is a completely positive trace preserving (CPTP) map (see Section 2.1.1) corresponding to the noise in the memory. Since the amount of noise might depend on the storage time, the noisy memory is in fact described by the family of maps \( \{\mathcal{F}_t\}_{t>0} \). We assume that the noise is Markovian, so that \( \mathcal{F}_0 = \mathbb{I} \) and \( \mathcal{F}_{t_1+t_2} = \mathcal{F}_{t_1} \circ \mathcal{F}_{t_2} \). In other words, the noise in the storage only increases with time and the adversary cannot gain any information by delaying the readout. This is the only restriction imposed on the adversary, who may otherwise be all-powerful. All his other actions including computation, communication, measurement, and state preparation are allowed to be instantaneous. Further, the adversary has unlimited classical storage and computational resources, possibly quantum.

In our work, we focus on the case where the input space is an \( n \)-fold tensor product \( \mathcal{H}_{\text{in}} \cong (\mathbb{C}^d)^{\otimes n} \), the protocols involve \( n \)-qudits of communication and the noise is of the form \( \mathcal{F} \equiv \mathcal{N}^{\otimes n} \) with \( \mathcal{N} : \mathcal{B}(\mathbb{C}^d) \to \mathcal{B}(\mathbb{C}^d) \). The constant \( \nu > 0 \) is referred to as the storage rate as it captures the fraction of the transmitted qudits that could potentially be stored by the adversary.

To see how previously analyzed cases fit into this model, note that the bounded-storage model \[31\] corresponds to the case where \( \mathcal{H}_{\text{in}} \) is of limited input dimension, and \( \mathcal{F} = \mathbb{I} \) is the identity operator on \( \mathcal{H}_{\text{in}} \). Concretely, protocols with \( n \) qubits of communication have been constructed for storage devices described by \( \mathcal{H}_{\text{in}} \cong (\mathbb{C}^2)^{\otimes n} \), and security established \([30,31]\) for storage rates \( \nu < 1/4 \). In the context of the noisy-storage model, protocols with \( n \) qubits of communication have been analyzed \([128]\), where the noise \( \mathcal{F} \equiv \mathcal{N}^{\otimes n} \) is an \( n \)-fold tensor product of a noisy single-qubit channel \( \mathcal{N} : \mathcal{B}(\mathbb{C}^2) \to \mathcal{B}(\mathbb{C}^2) \), that is, \( \mathcal{H}_{\text{in}} \cong (\mathbb{C}^2)^n \) and \( \nu = 1 \). The adversary was further restricted to performing product measurements on the qubits received in the protocol. The more recent noisy-storage model due to König et al. \([76]\) deals with the case where \( \mathcal{H}_{\text{in}} \cong (\mathbb{C}^2)^{\otimes n} \), and the noise is of the form \( \mathcal{F} \equiv \mathcal{N}^{\otimes n} \), without any restrictions on the kinds of measurements the adversary can perform.
perform. It is easy to see that the model we analyze here, involving qudits instead of qubits, is a
direct generalization of this noisy-storage model.

4.1.3 Characterizing the Noisy Quantum Storage

While the security of the protocols constructed in the earlier bounded-storage model was shown to
depend only on the storage rate $\nu$, in the noisy-storage model the security of protocols is related to
the problem of sending information through the noisy-storage channel. Specifically, it was shown
that the number of classical bits that can be sent through the noisy-storage channel being limited
is a sufficient condition for security. We will make this statement precise in this section.

For a fixed $n$, we denote by $P_{\text{succ}}^F(nR)$, the success probability of correctly transmitting a
randomly chosen $nR$-bit string $x \in \{0,1\}^{nR}$ through the (storage) channel $F$. Then,

$$P_{\text{succ}}^F(nR) = \max_{\{M_x,\{\rho_x\}\}} \frac{1}{2^{nR}} \sum_{x \in \{0,1\}^{nR}} \text{tr} (M_x F(\rho_x)) , \quad (4.8)$$

where the maximization is taken over encodings $\{\rho_x\}$ on $\mathcal{H}_{\text{in}}$ and decoding POVMs $\{M_x\}$ on $\mathcal{H}_{\text{out}}$.

As in [76], we show that security can be obtained for channels with the property that this decoding
probability decays exponentially above a certain threshold, that is, there exist constants $n_0 > 0$
and $\gamma > 0$ such that the decoding probability satisfies $P_{\text{succ}}^F(nR) \leq 2^{-\gamma n}$, for all $n > n_0$ and
$0 < R < 1/2$. Recall that we are dealing with tensor product channels of the form $F = N^{\otimes n}$,
where $n$ is the number of qudits sent in the protocol and $\nu > 0$ is the storage rate. Our proof thus
relates the security of protocols for such channels to the classical capacity $C_N$ of $N$. This provides
a quantitative expression to our intuition that noisy channels which are of little use for classical
information transmission in fact give rise to security in the noisy-storage model.

Clearly a necessary condition for an exponential decay as described above is that the classical
capacity $C_N$ of the channel be strictly smaller than the rate $R$ at which we send information
through the channel. This however is not sufficient, since $R > C_N$ is not generally known to imply
such an exponential decay for $F = N^{\otimes n}$. We are therefore interested in channels $N$ which satisfy
the following strong-converse property. The success probability (4.8) decays exponentially for
rates $R$ above the capacity, that is,

$$P_{\text{succ}}^{N^{\otimes n}}(nR) \leq 2^{-n\gamma^N(R)} , \quad \text{where } \gamma^N(R) > 0, \text{ for all } R > C_N . \quad (4.9)$$
It has been shown by König and Wehner [75] that property (4.9) does indeed hold for a large class of channels including the depolarizing channel.

### 4.1.4 Security, Storage Rate, and Channel Capacity

Clearly, the storage rate $\nu$ plays a crucial role in deciding whether security can be obtained from a particular storage device. For example, in the case of bounded storage where we have no noise ($\mathcal{N} = \mathbb{I}$), we can never hope to obtain security if the adversary can store all quantum information made available to him during the protocol, that is, if $\nu = 1$ and the input space is $\mathcal{H}_{\text{in}} = (\mathbb{C}^d)^\otimes n$. Apart from this trivial condition, however, no bounds were known that restrict our ability to obtain security. In [30] it was shown that security can be achieved in a protocol based on qubits ($d = 2$) as long as $\nu < 1/4$. This was improved to $\nu < 1/2$ in [76]. More generally, it was shown that security in the noisy-storage model can be obtained [76] if

$$C_N \cdot \nu < \frac{1}{2},$$

(4.10)

where $C_N$ is the classical capacity of the quantum channel $\mathcal{N}$.

Here, we show that for the case of bounded storage, security can be obtained if the cheating party can store all but a constant fraction of the transmitted pulses. That is, the trivial condition $\nu < 1$ stated above is in fact optimal! The honest players thereby need no quantum storage at all in order to execute the protocol. This not only settles the question, but also highlights the sharp contrast to the case of classical bounded storage, where it was shown that security can only be obtained if the adversary’s classical storage is at most quadratic in the storage required by the honest players [41]. Unlike the protocols in [30,31,76,128] which use BB84 encoded qubits, we make use of states encoded in higher-dimensional mutually unbiased bases.\footnote{Mutually unbiased bases are defined in Section 3.2.2}

Of course, we also scale the storage size accordingly to $\mathcal{H}_{\text{in}} = (\mathbb{C}^d)^\otimes n$ when sending $d$ dimensional states. More specifically, we show that security in the setting of bounded storage is possible as long as

$$\nu < \frac{\log(d + 1) - 1}{\log d},$$

(4.11)

where the right hand side approaches 1 for large $d$. We stress that for large values of $d$, the resulting
protocols will be much harder to implement experimentally, and even though the errors decrease exponentially with \( n \), they converge very slowly for large \( d \). Note, however, that here we are merely interested in exploring the fundamental physical limitations of this model.

For the general setting of noisy quantum storage we further show that security is possible for devices \( F = \mathcal{N}^{\otimes n} \), where the channel \( \mathcal{N} : \mathcal{B}(\mathbb{C}^d) \rightarrow \mathcal{B}(\mathbb{C}^d) \) satisfies the strong converse property \[75\], whenever

\[
C_N \cdot \nu < \log(d + 1) - 1 ,
\]

thus extending the range of storage devices for which security can be achieved \[76\]. Our proof relies on an entropic uncertainty relation\(^3\) for mutually unbiased bases, but is completely general in the sense that any other set of encodings satisfying such a relation could be used in our protocol instead.

We would like to emphasize that that the setting considered here differs greatly from that of quantum key distribution (QKD) \[11, 42\], where again, higher-dimensional states have been used to some advantage. In QKD, Alice and Bob trust each other, but are trying to protect themselves from an outside eavesdropper. An important advantage gained by Alice and Bob in this setting is that they can work together to try and detect interference by such an eavesdropper. In contrast, in the scenario we are considering there is no analogous way for Alice to check on any of Bob’s actions, and vice versa. Hence, we require an entirely different proof of security from that used in quantum key distribution, and whereas results from QKD may provide some clues, they merely indicate that higher-dimensional states could be useful for our problem.

### 4.1.5 Techniques

We conclude this section with a brief overview of the steps involved in obtaining our result. The constant \( 1/2 \) in the bound in \((4.10)\) is a result of using BB84-states \[11\] in the protocol, and stems from an uncertainty relation for measurements in these two bases \[89\]. It is thus natural to consider a protocol that uses more than two mutually unbiased bases (MUBs) for which uncertainty relations are known to exist \[112\]. Our first step is to obtain a modified protocol for the simple two-party primitive weak string erasure described in Section 4.2. This modified protocol, which we

---

\(^3\)See Sections 3.2.1 and 5.2.3 for an overview of entropic uncertainty relations.
call nonuniform weak string erasure, is obtained using the full set of \( d + 1 \) MUBs that are known to exist in prime power dimensions \([7,134]\). Next, we show that there is still a secure protocol for the cryptographic primitive of oblivious transfer using this variant of weak string erasure. This is done by purely classical postprocessing of the output of the quantum primitive weak string erasure. Since it is known that any two-party cryptographic problem can be solved using oblivious transfer \([64]\), our protocols can in principle be used to realize any two-party cryptographic task securely.

4.2 Weak String Erasure

The quantum primitive weak string erasure (WSE) was originally introduced in \([76]\), where it was used as a first step to realizing other primitives including oblivious transfer. Weak string erasure provides Alice with a random bit-string \( X^n \in \{0,1\}^n \), while Bob receives a randomly chosen substring \( X_I = (X_{i_1}, \ldots, X_{i_r}) \), together with the index set \( I = \{i_1, \ldots, i_r\} \) specifying the location of the bits that he has information about. Security of weak string erasure roughly means that even a dishonest Bob cannot gain much information about Alice’s entire string \( X^n \), while security against a dishonest Alice means that she does not learn anything about the index set \( I \). A simple quantum protocol that securely realizes WSE in the noisy-storage model was constructed in \([76]\), in which the honest parties do not require any quantum memory at all to execute the protocol.

4.2.1 Nonuniform Weak String Erasure

We now describe a variant of weak string erasure, which we may term *nonuniform* weak string erasure. Intuitively, this primitive provides Alice with a string \( X^n = (X_1, \ldots, X_n) \in \{0,1,\ldots,d-1\}^n \), where each entry \( X_i \) takes on one of \( d \) possible values. Bob obtains a set of index locations \( I = \{i_1, \ldots, i_{|I|} \mid i_j \in [n]\} \), where any index \( i \in \{1, \ldots, n\} =: [n] \) is chosen to be in \( I \) with some probability \( p \). In addition, Bob receives the entries of the string \( X^n \) corresponding to the indices \( I \), which we denote by the substring \( X_I = (X_{i_1}, X_{i_2}, \ldots, X_{i_{|I|}}) \). Security here means that even if Alice is dishonest, she cannot learn which entries are known to Bob, i.e., she cannot learn anything about the index set \( I \). Conversely, if Bob is dishonest, then his information about the entire string \( X^n \) should still be limited in the sense that the probability that he can guess all of \( X^n \) given his
information $B'$ is small. That is,

$$P_{\text{guess}}(X|B') \leq 2^{-\lambda n}, \quad (4.13)$$

for some $\lambda > 0$. As explained in Section 4.1.1, this is equivalent to demanding that his min-entropy is bounded by

$$H_\infty(X^n|B') = -\log P_{\text{guess}}(X^n|B') \geq \lambda n. \quad (4.14)$$

In practice, we allow this condition to fail with error parameter $\varepsilon$, which is equivalent to demanding that the smooth min-entropy (4.7) satisfies,

$$H_\varepsilon^\infty(X^n|B') \geq \lambda n. \quad (4.15)$$

Our definition of nonuniform WSE closely follows that of WSE in [76], except that the string $X^n$ is now chosen from a larger alphabet and the indices in $I \subseteq [n]$ are not chosen uniformly at random. Instead, the probability $p$ that honest Bob learns the value of $X_i$ for $i \in [n]$ is equal to the probability that he chooses the same basis as Alice, that is, $p = 1/(d + 1)$. Clearly, the probability that Bob learns a particular subset $I$ satisfies

$$\Pr(I) = p^{|I|}(1 - p)^{n - |I|}. \quad (4.16)$$

Note that we can write the subset $I$ as a string $(y_1, \ldots, y_n) \in \{0, 1\}^n$ where $y_i = 1$ if and only if $i \in I$, allowing us to identify $|I\rangle := |y_1\rangle \otimes \ldots \otimes |y_n\rangle$. As in (4.1), the probability distribution over subsets $I \subseteq [n]$ can then be encoded into the state

$$\Psi(p) := \sum_{I \subseteq 2^n} p^{|I|}(1 - p)^{n - |I|}|I\rangle\langle I|. \quad (4.17)$$

Furthermore, we will follow the notation in (4.2) and denote the uniform distribution over a set $S$ as

$$\tau_S := \frac{1}{|S|} \sum_{s \in S} |s\rangle\langle s|. \quad (4.18)$$
**Definition 4.2.1** (Nonuniform WSE). An \((n, \lambda, \varepsilon, p, d)\)-weak string erasure scheme is a protocol between \(A\) and \(B\) satisfying the following properties:

**Correctness:** If both parties are honest, then there exists an ideal state \(\sigma_{X^n I X_I}\) is defined such that

1. The joint distribution of the \(n\)-dit string \(X^n\) and subset \(I\) is given by
   \[
   \sigma_{X^n I} = \tau_{\{0,1,\ldots,d-1\}^n} \otimes \Psi(p), \tag{4.19}
   \]

2. The joint state \(\rho_{AB}\) created by the real protocol is equal to the ideal state: \(\rho_{AB} = \sigma_{X^n I X_I}\) where we identify \((A,B)\) with \((X^n,IX_I)\).

**Security for Alice:** If \(A\) is honest, then there exists an ideal state \(\sigma_{X^n B'}\) such that

1. The amount of information \(B'\) gives Bob about \(X^n\) is limited:
   \[
   \frac{1}{n} H_{\infty}(X^n | B')_{\sigma} \geq \lambda. \tag{4.20}
   \]

2. The joint state \(\rho_{AB'}\) created by the real protocol is \(\varepsilon\)-close to the ideal state, i.e., \(\sigma_{X^n B'} \approx \varepsilon \rho_{AB'}\) where we identify \((X^n, B')\) with \((A, B')\).

**Security for Bob:** If \(B\) is honest, then there exists ideal state \(\sigma_{A' \hat{X}^n I}\) where \(\hat{X}^n \in \{0,1,\ldots,d-1\}^n\) and \(I \subseteq [n]\) such that

1. The random variable \(I\) is independent of \(A' \hat{X}^n\) and distributed over \(2^{[n]}\) according to the probability distribution given by \((4.16)\):
   \[
   \sigma_{A' \hat{X}^n I} = \sigma_{A' \hat{X}^n} \otimes \Psi(p). \tag{4.21}
   \]

2. The joint state \(\rho_{A'B}\) created by the real protocol is equal to the ideal state: \(\rho_{A'B} = \sigma_{A'(I \hat{X}_I)}\) where we identify \((A', B)\) with \((A', I \hat{X}_I)\).

Next we outline a simple protocol that achieves the functionality described above. It is a straightforward generalization of the original protocol in \([76]\) to multiple encodings, the main difference being that the indices in \(I \subseteq [n]\) are no longer chosen uniformly at random. Instead, the
probability $p$ that honest Bob learns the value of $X_i$ for $i \in [n]$ is equal to the probability that he chooses the same basis as Alice, that is, $p = 1/(d + 1)$. Let $2^n$ denote the set of all subsets of $[n]$.

**Protocol 1: Nonuniform WSE**

Outputs: $x^n \in \{0, 1, \ldots, d - 1\}^n$ to Alice, $(I, z^{[I]}) \in 2^n \times \{0, 1, \ldots, d - 1\}^{|I|}$ to Bob.

1: Alice: Picks an $n$-dit string uniformly at random, $x^n \in \{0, 1, \ldots, d - 1\}^n$. She encodes each dit into one of the $d + 1$ MUBs, $B_{\theta_1}, \ldots, B_{\theta_n}$, that is, she chooses a basis string $\theta^n = (\theta_1, \ldots, \theta_n) \in \{0, \ldots, d\}^n$ uniformly at random, so that the dit $x_j$ is encoded in basis $B_{\theta_j}$, and sends it to Bob.

2: Bob: Chooses a basis string $\tilde{\theta}^n \in \{0, 1, \ldots, d\}^n$ uniformly at random. When receiving the $i$th qudit, he measures it in the basis $B_{\tilde{\theta}_i}$, to obtain outcome $\tilde{x}_i$.

Both parties wait for a timeperiod $\Delta t$.

3: Alice: Sends the basis information $\theta^n$ to Bob, and outputs $x^n$.

4: Bob: Computes $I := \{i \in [n] | \theta_i = \tilde{\theta}_i\}$, and outputs $(I, \tilde{x}_I)$.

We are now ready to state our result on the security of nonuniform weak string erasure. We first state the general result for quantum memories, and then focus on the tensor-product channels of the type $F = N^{\otimes \rho n}$.

**Theorem 4.2.2.** (i) Let $\delta \in ]0, \frac{1}{2}]$ and let Bob’s storage be given by $F : B(H_{in}) \rightarrow B(H_{out})$. Then Protocol 1 is an $(n, \lambda(\delta, d), \varepsilon(\delta, d), 1/(d + 1), d)$-weak string erasure protocol with min-entropy rate

$$\lambda(\delta, d) = - \lim_{n \rightarrow \infty} \frac{1}{n} P_{succ}^F (\log(d + 1) - 1 - \delta) \cdot n),$$

and error $\varepsilon(\delta, d) = 2 \exp(-f(\delta, d)n)$ with

$$f(\delta, d) := \frac{(\delta/4)^2}{32 (\log((d + 1) \cdot d) + \log \frac{4}{\delta})^2} > 0. \quad (4.22)$$
Suppose $F = N^\otimes n$ for a storage rate $\nu > 0$, where $N$ satisfies the strong-converse property (4.9) and has capacity $C_N$ bounded by

$$C_N \cdot \nu < \log(d+1) - 1.$$  

Let $\delta \in ]0, \frac{1}{2} - C_N \cdot \nu[$. Then Protocol 1 is an $(n, \tilde{\lambda}(\delta, d), \varepsilon(\delta, d), 1/(d+1), d)$-weak string erasure protocol for sufficiently large $n$, where

$$\tilde{\lambda}(\delta, d) = \nu \cdot \gamma^N \left( \frac{\log(d+1) - 1 - \delta}{\nu} \right).$$

Note that for the special case of bounded-storage, where $N = \mathbb{I}_d$, the classical capacity $C_N = \log d$, so that the bound in (4.24) holds for a storage rate of

$$\nu < \frac{\log(d+1) - 1}{\log d} \approx 1,$$

for large $d$. (4.25)

Thus for the case of bounded storage, security can in principle be obtained for any storage rate $\nu < 1$, provided we choose a large enough system size $d$.

It is easy to see that the protocol is correct if both parties are honest: if Alice is honest, her string $X^n = x^n$ is chosen uniformly at random from $\{0, 1, \ldots, d-1\}^n$ as desired, and if Bob is honest, he clearly obtains $\tilde{x}_i = x_i$ whenever $i \in \mathcal{I}$ for a random subset $\mathcal{I} \subseteq [n]$. In the remainder of this section, we demonstrate security when either party is dishonest.

### 4.2.2 Security against Dishonest Bob

We begin by modeling Bob’s attack as a CPTP map $E : B((\mathbb{C}^d)^\otimes n) \rightarrow B(\mathcal{H}_{in} \otimes \mathcal{H}_K)$ so that for any input state $\rho \in (\mathbb{C}^d)^\otimes n$, provided by Alice before the waiting time, he obtains an output state $\zeta_{QinK} = E(\rho)$. Here $Q_{in}$ is the quantum information he puts into his quantum storage, and $K$ is any additional classical information he retains. Hence, the joint state of Alice and Bob before his storage noise is applied is of the form

$$\rho_{X^n\Theta^nK} = \frac{1}{d^n(d+1)^n} \sum_{x^n, \theta^n, k} P_{K|X^n=x^n, \Theta^n=\theta^n}(k) \left| x^n \right\rangle \left\langle x^n \right| \otimes \left| \theta^n \right\rangle \left\langle \theta^n \right| \otimes \left| k \right\rangle \otimes \zeta_{x^n\theta^n,k},$$

(4.26)
where $\zeta_{x^n,\theta^n, k}$ is the state on $\mathcal{H}_{in}$ depending on Alice’s choice of string $x^n$, bases $\theta^n$ and Bob’s classical information $k$. Bob’s storage then undergoes noise described by $\mathcal{F} : \mathcal{B}(\mathcal{H}_{in}) \to \mathcal{B}(\mathcal{H}_{out})$, and the state evolves to $\rho_{X^n\Theta^nK\mathcal{F}(Q_{in})}$. After time $\Delta t$, Bob also receives the basis info $\Theta^n = \theta^n$. Then their joint state is

$$\rho_{X^n\Theta^nK\mathcal{F}(Q_{in})} = \frac{1}{d^n(d + 1)^n} \sum_{x^n, \theta^n, k} P_{K|X^n=x^n,\Theta^n=\theta^n}(k) |x^n\rangle \langle x^n| \otimes |\theta^n\rangle \langle \theta^n| \otimes \mathcal{F}(\zeta_{x^n,\theta^n, k}), \quad (4.27)$$

where Bob now holds $B' = \Theta^nK\mathcal{F}(Q_{in})$.

We next need to show that even when Bob is dishonest, he cannot learn much about the entire string $X^n$. In other words, our goal is to show that there exists some $\lambda > 0$, such that (4.15) is satisfied. Our proof now proceeds in three steps. First, we consider Bob’s information about the string $X^n$ given only his classical information $K$, and the basis information $\Theta^n$ that he receives. This can be quantified using entropic uncertainty relations in terms of the Shannon entropy for $(d + 1)$ MUBs in $\mathbb{C}_d$ (see Section 3.2.1). Recall that the set of $(d + 1)$ MUBs in $\mathbb{C}_d$ satisfies

$$\frac{1}{d + 1} \sum_{i=1}^{d+1} H(B_i|\rho) \geq \log(d + 1) - 1, \quad \forall \rho \in \mathbb{C}_d, \quad (4.28)$$

where $H(B_i|\rho)$ is the Shannon entropy of the probability distribution induced by measuring the state $\rho$ in the basis $B_i$. Using [114, Theorem 4.22] this uncertainty relation implies a bound on Bob’s information in terms of the smooth min-entropy,

$$H^\varepsilon/2(\rho_{X^n|K\Theta^n}) \geq \left( \log(d + 1) - 1 - \frac{\delta}{2} \right) n, \quad (4.29)$$

for any $0 < \delta < \frac{1}{2}$ with

$$\varepsilon = 2 \exp \left( -\frac{(\delta/4)^2 n}{32 \left( \log((d + 1) \cdot d) + \log \frac{4}{\varepsilon} \right)^2} \right). \quad (4.30)$$

That is, the error decreases exponentially with $n$, as desired. Note that instead of mutually unbiased bases, we could have used any other form of encoding, which obeys a strong uncertainty relation.

Next we consider Bob’s information when he is also given the output of his storage device $\mathcal{F}(Q)$. We know from [76] that the uncertainty relation (4.29) determines the rate at which Bob needs...
to send information through his storage device. Using [76] Lemma 2.2 together with (4.29), we obtain

\[ H^\varepsilon_{\infty}(X^n|\Theta^n K F(Q_{in}))_\rho \geq -\log P^F_{\text{succ}} \left[ n \left( \log(d + 1) - 1 - \frac{\delta}{2} \right) \right. \]

\[ \geq -\log P^F_{\text{succ}} \left[ n(\log(d + 1) - 1 - n\frac{\delta}{2}) \right], \tag{4.31} \]

where, \( P^F_{\text{succ}}(nR) \) is the average probability of sending a randomly chosen string \( x \in \{0,1\}^{nR} \) through the storage \( F \), as defined in (4.8). The second inequality above follows from the monotonicity of \( P^F_{\text{succ}} \) and the fact that \( \log \frac{2}{\varepsilon} < \frac{\delta}{2} n \) for \( 0 < \delta < \frac{1}{2} \). By definition of the smooth min-entropy, this implies that there exists an ideal state \( \sigma_{X^nB'} \) such that

1. \( \sigma_{X^nB'} \approx_{\varepsilon} \rho_{X^nB'} \),

2. \( \frac{1}{n} H_{\infty}(X^n|B')_\sigma \geq -\frac{1}{n} \log P^F_{\text{succ}} \left[ n(\log(d + 1) - n - \frac{\delta}{2}n) \right], \)

which proves part (i) of Theorem 4.2.2.

In the special case that \( F \) is the tensor product channel \( F = N^\otimes \nu n \), the right hand side of (4.31) is the success probability of sending \( \nu n \) bits at a rate \( R = (\log(d + 1) - 1 - \delta/2)/\nu \). The final step is to note that for channels \( N \) satisfying the strong converse property (4.9), this success probability drops off exponentially with \( n \) according to the parameter \( \gamma_N(R/\nu) \), whenever \( R > C_N \). Thus we obtain that there exists an ideal state \( \sigma_{X^nB'} \) that is \( \varepsilon \)-close to \( \rho_{X^nB'} \) and has a min-entropy

\[ \frac{1}{n} H_{\infty}(X^n|B')_\sigma \geq \nu \cdot \gamma_N \left( \frac{\log(d + 1) - 1 - \frac{\delta}{2}}{\nu} \right) > 0, \tag{4.32} \]

whenever

\[ C_N \cdot \nu < \log(d + 1) - 1 - \frac{\delta}{2}. \tag{4.33} \]

This proves part (ii) of Theorem 4.2.2. As before, the error rate in (4.30) shows that exponential security (in \( n \)) is possible for any constant \( \delta > 0 \).
4.2.3 Security against Dishonest Alice

When Alice is dishonest, it is intuitively obvious that she is unable to gain any information about the index set $I$, since she never receives any information from Bob during our protocol. However, a more careful security analysis is required if we want to use weak string erasure to build more complicated primitives like oblivious transfer. The proof of security when Alice is dishonest is essentially analogous to [76] (see Section 3.4 and Figures 7 and 8), where an imaginary “simulator” with perfect quantum memory is introduced, to define the desired ideal state. Here, we merely state how to adapt the proof of [76]: here we naturally obtain $\Psi(p)$ in place of the uniform distribution $\tau_{2^n}$ in our simulation. Similarly, the subset $I$ is not chosen uniformly at random, but with probability

$$\Pr(I) := \left(\frac{1}{d+1}\right)^{|I|} \left(\frac{d}{d+1}\right)^{n-|I|}. \quad (4.34)$$

We have already discussed in Section 4.1.3 how our bounds in (4.25) and (4.33) are an improvement over previous security bounds. As a concrete example, we consider the case when the noisy storage is in fact the depolarizing channel, that is, for any $\rho \in B(H_{in})$, we have $N(\rho) = r\rho + (1-r)I/d$. We compare the security regions obtained from previous bounds and those obtained from our new bound, for WSE with depolarizing noise in Fig. 4.2.

4.3 Cryptographic Tools

In order to construct a protocol for oblivious transfer from weak string erasure, we will need a few additional cryptographic tools, which we briefly describe here. For an integer $n$, we denote $[n] := \{1, \ldots, n\}$. We use $2^n := \{S|S \subseteq [n]\}$ to refer to the set of all possible subsets of $[n]$, including the empty set $\phi$. For an $n$-bit string $X^n = (X_1, \ldots, X_n)$, we denote by $X_S = (X_{i_1}, \ldots, X_{i_t})$, the substring corresponding to the subset $S = \{i_1, \ldots, i_t\} \in 2^n$.

4.3.1 Privacy Amplification

Intuitively, privacy amplification [107][108] allows us to turn a long string $X$, about which the adversary holds some quantum information $Q$, into a shorter string $Z = \text{Ext}(X, R)$ about which he is almost entirely ignorant, using a $2$-universal hash function $\text{Ext}(X, R)$. A function $\text{Ext}$:
Figure 4.2: Security regions \((r, \nu)\) for weak string erasure (WSE) with depolarizing noise \(N(\rho) = r\rho + (1 - r)I/d\), in dimensions \(d = 4, 5\). Previously [76], security was shown in the regions below the dotted black curve for \(d = 4\) and the dot-dashed green curve for \(d = 5\). Our analysis extends the security region to the solid blue curve \((d = 4)\) and the dashed red curve \((d = 5)\) respectively.

\[
\{0, 1\}^n \otimes \mathcal{R} \rightarrow \{0, 1\}^\ell
\]

is called 2-universal if for all \(x \neq x' \in \{0, 1\}^n\) and uniformly chosen \(r \in \mathcal{R}\), we have, \(\Pr[\text{Ext}(x, r) = \text{Ext}(x', r)] \leq 2^{-\ell}\). The following theorem quantifies how the length \(\ell\) of this new string is directly related to the min-entropy \(H_\infty(X|Q)\) defined in (4.5).

**Theorem 4.3.1 (Privacy amplification [107, 108]).** Consider a set of 2-universal hash functions \(\text{Ext} : \{0, 1\}^n \otimes \mathcal{R} \rightarrow \{0, 1\}^\ell\), and a cq-state \(\rho_{X^nQ}\), where \(X^n\) is an \(n\)-bit string. Define \(\rho_{X^nQR} = \rho_{X^nQ} \otimes \tau_{\mathcal{R}}\), that is, \(R\) is a random variable uniformly distributed on \(\mathcal{R}\) as defined in (4.2), and independent of \(X^nQ\). Then

\[
\rho_{\text{Ext}(X^n, R)RQ} \approx \varepsilon' \tau_{\{0, 1\}^\ell} \otimes \rho_{RQ} \quad \text{for } \varepsilon' := 2^{-\frac{1}{2}(H_\infty(X^n|Q) - \ell)} + 2\varepsilon \quad \text{for all } \varepsilon > 0 .
\]

It should be stressed here that the extracted string \(\text{Ext}(X^n, R)\) is secure even if the adversary is given \(R\) in addition to \(Q\).
4.3.2 Min-entropy Sampling

The sampling property of min-entropy was first established by Vadhan [125] in the classical case, and in [73] for the classical-quantum case. Given a cq-state $\rho_{X^nQ}$, where $X^n$ is an $n$-bit string, an important property of smooth min-entropy is that the min-entropy rate $H_\infty(X^n|Q)/n$ is approximately preserved when considering a randomly chosen substring $X_S$ of $X^n$. The min-entropy rate can thus be thought of as the (average) min-entropy of an individual bit $X_i$ given $Q$. The analogous property in the quantum setting holds when each $X_i$ is a block, that is, a $\beta$-bit string instead of a single bit. The following lemma proved in [76] as a special case of earlier results [73], makes this statements more precise.

**Lemma 4.3.2 (Min-entropy sampling [73, 76]).** Let $\rho_{ZQ}$ be a cq-state, where $Z = (Z_{i,\alpha})_{(i,\alpha)\in[m]\times[\beta]} \in \mathbb{M}_{m\times \beta}(\{0,1\})$ is an $m \times \beta$-matrix with entries in $\{0,1\}$. Let $Z_i := (Z_{i,1}, \ldots, Z_{i,\beta}) \in \{0,1\}^\beta$ be the $i$-th row of $Z$, such that $Z^m = (Z_1, \ldots, Z_m) \equiv Z$. Let

$$\frac{H_\infty(Z|Q)}{m\beta} \geq \lambda$$

be a lower bound on the smooth min-entropy rate of $Z$ given $Q$. Let $\omega \geq 2$ be a constant, and assume $s, \beta \in \mathbb{N}$ are such that

$$s \geq m/4, \quad \text{and} \quad \beta \geq \max \left\{ 67, \frac{256\omega^2}{\lambda^2} \right\}, \quad (4.35)$$

and let $P_S$ be the uniform distributions over subsets of $[m]$ of size $s$. Then,

$$\Pr_S \left[ \frac{H_\infty^{4\delta}(Z_S|Q)}{s\beta} \geq \left( \frac{\omega - 1}{\omega} \right) \lambda \right] \geq 1 - \delta^2, \quad \text{where} \quad \delta = 2^{-m\lambda^2/(512\omega^2)}.$$

**Adversarial partitions:** In Lemma 4.3.2, $\beta m$ bits were partitioned into $m$ blocks $Z_1, \ldots, Z_m$ of $\beta$ bits each, by arranging the bits in the matrix $Z$. It was shown in [76] that Lemma 4.3.2 can in fact be generalized to deal with arbitrarily chosen partitions, even in an adversarial manner. To formally state the corresponding generalization of Lemma 4.3.2 first observe that any partition of $\beta m$ bits into $m$ blocks is described by a permutation $\pi : [m] \times [\beta] \rightarrow [m] \times [\beta]$ where $\pi \in S_{m\beta}$. We are interested in the min-entropy of the $s\beta$-bit substring $\pi(Z)_S = (\pi(Z)_{i_1}, \ldots, \pi(Z)_{i_s})$, where $S = i_1, \ldots, i_s \subset [m]$ and $\pi(Z)_i$ denotes the $i$th row of the matrix $\pi(Z)$ obtained by the action of $\pi$.
on $Z$. Note that the permutation $\Pi = \pi$ is a random variable which may in general depend on the adversary’s quantum information $Q$. More precisely, we will assume that $\Pi$ is the result of a CPTP map applied to $Q$. Such a CPTP map takes the form $\mathcal{E} : \mathcal{B}(\mathcal{H}_Q) \to \mathcal{B}(\mathcal{H}_{Q'} \otimes \mathcal{H}_\Pi)$, and has the property that $\Pi$ is classical and a permutation in $S_{m,\beta}$ for any input state. The following lemma essentially follows from the easily verified fact that the min-entropy is invariant under reordering, that is,

$$H^\varepsilon_{\infty}(Z|Q) = H^\varepsilon_{\infty}(\pi(Z)|Q) \quad \text{for all permutations} \quad \pi \in S_{m,\beta}. \quad (4.36)$$

**Lemma 4.3.3** ([76]). Let $\rho_{ZQ}$ be a cq-state, where $Z = (Z_{i,\alpha})_{(i,\alpha)\in[m] \times [\beta]} \in \mathbb{M}_{m,\beta}(\{0,1\})$ is a $m \times \beta$-matrix with entries in $\{0,1\}$. Assume that

$$\frac{H^\varepsilon_{\infty}(Z|Q)}{m\beta} \geq \lambda,$$

and that $\lambda$ and $s,\beta \in \mathbb{N}$ satisfy condition (4.35) of Lemma 4.3.2. Let $\mathcal{E} : \mathcal{B}(\mathcal{H}_Q) \to \mathcal{B}(\mathcal{H}_{Q'} \otimes \mathcal{H}_\Pi)$ be a permutation-computing CPTP map, as explained above, and let

$$\rho_{ZQ\Pi} = (I_Z \otimes \mathcal{E})\rho_{ZQ}.$$

Finally, let $P_S$ be the uniform distribution over subsets of $[m]$ of size $s$. Then for any constant $\omega \geq 2$

$$\Pr_S \left[ \frac{H^\varepsilon_{\infty}(\Pi(Z)S|Q\Pi)}{s\beta} \geq \left( \frac{\omega - 1}{\omega} \right) \lambda \right] \geq 1 - \delta^2 \quad \text{where} \quad \delta = 2^{-m\lambda^2/(512\omega^2)}.$$

### 4.3.3 Interactive Hashing

A final tool we need is interactive hashing [37][113] first introduced in [100]. This is a two-party primitive where Bob inputs some string $W^t$, and Alice has no input. The primitive then generates two strings $W^t_0, W^t_1$, with the property that one of the two equals $W^t$. For a protocol implementing this primitive, security is intuitively specified by the following conditions: Alice does not learn which of the two strings is equal to $W^t$, and Bob has very little control over the other string created by the protocol. This is stated formally in the following Lemma, proved in [37][113].
Lemma 4.3.4 (Interactive Hashing \cite{37,113}). There exists a protocol called interactive hashing between two players, Alice and Bob, such that Alice has no input, Bob has input $W_t \in \{0,1\}^t$ and both players output $(W^t_0, W^t_1) \in \{0,1\}^t \times \{0,1\}^t$, satisfying the following:

**Correctness:** If both players are honest, then $W^t_0 \neq W^t_1$ and there exists a $D \in \{0,1\}$ such that
(a) $W^t_D = W^t$, and (b) the distribution of $W^t_1-D$ is uniform on $\{0,1\}^t$ \{\{W^t\}\}.

**Security for Bob:** If Bob is honest, then $W^t_0 \neq W^t_1$ and there exists a $D \in \{0,1\}$ such that $W^t_D = W^t$. If Bob chooses $W^t$ uniformly at random, then $D$ is uniform and independent of Alice’s view.

**Security for Alice:** If Alice is honest, then for every subset $S \subseteq \{0,1\}^t$,

$$\Pr[W^t_0 \in S \text{ and } W^t_1 \in S] \leq 16 \cdot \frac{|S|}{2^t}$$ (4.37)

### 4.4 Oblivious Transfer

Oblivious transfer (OT), which was first introduced by Rabin \cite{104}, is a special case of the problem of secure function evaluation described earlier. We will describe here a variant of this, known as Fully Randomized Oblivious Transfer \cite{30,44}. This primitive outputs two strings $S^\ell_0, S^\ell_1 \in \{0,1\}^\ell$ to Alice, and a choice bit $C \in \{0,1\}$ and $S^\ell_C$ to Bob. Security means that if Alice is dishonest, she should not learn anything about $C$. If Bob is dishonest, we demand that there exists some random variable $C$ such that Bob is entirely ignorant about $S^\ell_1-C$. That is, he may learn at most one of the two strings which are generated. It has been shown that fully randomized OT can easily be converted into standard 1–2 oblivious transfer \cite{9,14}. Furthermore, since any two-party cryptographic problem can be solved using OT \cite{64}, our final goal will be to demonstrate a secure protocol for fully randomized OT in the noisy-storage model.

We begin, as before, with a formal definition of the primitive.

**Definition 4.4.1.** An $(\ell, \varepsilon)$–fully randomized oblivious transfer (FROT) scheme is a protocol between Alice and Bob satisfying the following:

**Correctness:** If both parties are honest, then the ideal state $\sigma_{S^\ell_0S^\ell_1CS^\ell_C}$ is defined such that
1. The distribution over $S_0^\ell$, $S_1^\ell$ and $C$ is uniform:

$$\sigma_{S_0^\ell S_1^\ell} | C = \tau_{\{0,1\}^\ell} \otimes \tau_{\{0,1\}^\ell} \otimes \tau_{\{0,1\}}.$$ 

2. The real state $\rho_{S_0^\ell S_1^\ell CY^\ell}$ created during the protocol is $\varepsilon$-close to the ideal state:

$$\rho_{S_0^\ell S_1^\ell CY^\ell} \approx \varepsilon \sigma_{S_0^\ell S_1^\ell CS_C^\ell}, \quad (4.38)$$

where we identify $A = (S_0^\ell, S_1^\ell)$ and $B = (C, Y^\ell)$.

**Security for Alice:** If Alice is honest, then there exists an ideal state $\sigma_{S_0^\ell S_1^\ell B'C'}$, where $C$ is a random variable on $\{0,1\}$, such that

1. Bob is ignorant about $S_1^\ell - C$:

$$\sigma_{S_1^\ell - C} | B'C' \approx \varepsilon \sigma_{S_1^\ell B'C'}.$$ 

2. The real state $\rho_{S_0^\ell S_1^\ell B'}$ created during the protocol is $\varepsilon$-close to the ideal state:

$$\rho_{S_0^\ell S_1^\ell B'} \approx \varepsilon \sigma_{S_0^\ell S_1^\ell B'}.$$

**Security for Bob:** If Bob is honest, then there exists an ideal state $\sigma_{A' S_0^\ell S_1^\ell C'}$ such that

1. Alice is ignorant about $C$:

$$\sigma_{A'S_0^\ell S_1^\ell} | C = \sigma_{A'S_0^\ell S_1^\ell} \otimes \tau_{\{0,1\}}.$$ 

2. The real state $\rho_{A'CY^\ell}$ created during the protocol is $\varepsilon$-close to the ideal state:

$$\rho_{A'CY^\ell} \approx \varepsilon \sigma_{A'C S_C^\ell}.$$ 

where we identify $B = (C, Y^\ell)$.

We first state a simplified version of the actual protocol which executes fully randomized oblivious transfer from WSE, which contains all the essential ingredients for understanding the main
steps of our security proof. This is a purely classical protocol, using the quantum primitive WSE. The full protocol follows later. The main difference from the protocol presented in [76] is the fact that $I$ is no longer uniform, and honest Bob only learns about $pn$ entries $x_j$, whereas in the case of uniform WSE he could learn roughly $n/2$. Here, we introduce a new parameter $\eta = 2(d + 1)$ in the protocol, such that with high probability Bob learns at least $n/\eta$ of the indices.

Our protocol uses two ingredients, privacy amplification and the primitive interactive hashing, both of which are described in Section 4.3 above. In our context, the interactive hashing protocol is useful in the following way. It takes as inputs a subset $I_{tr}$ (encoded as a string $w$) from Bob, and outputs two subsets $I_0, I_1 \in [n]$ (encoded as strings $w_0, w_1$) to both Alice and Bob. The protocol ensures that there exists a $c \in \{0, 1\}$, such that $I_c = I_{tr}$, that is, one of the two subsets it outputs is equal to Bob’s original input. Note that since Bob knows his input, he can of course compute $c$. Nevertheless, interactive hashing ensures that Alice cannot learn which subset is the same as Bob’s input, that is, Alice cannot learn $c$. And while Bob can choose one of these subsets (namely $I_c$), the choice of the other subset is not under his control (4.37). In fact, $I_{1-c}$ is essentially chosen at random.

Protocol 2: Oblivious Transfer: Naive Protocol

Outputs: $(s_0^\ell, s_1^\ell) \in \{0, 1\}^\ell \times \{0, 1\}^\ell$ to Alice, and $(c, y^\ell) \in \{0, 1\} \times \{0, 1\}^\ell$ to Bob

1: Alice and Bob: Execute WSE. Alice gets a string $x^n \in \{0, 1, \ldots, d-1\}^n$, Bob a set $I \subset [n]$ and a string $s = x_I$. If $|I| < n/\eta$, Bob chooses uniformly at random a set $I_{tr}$ of size $|I_{tr}| = n/\eta$. Otherwise, he randomly truncates $I$ to $|I_{tr}|$ of size $n/\eta$, and deletes the corresponding values in $s$.

2: Alice and Bob: Execute interactive hashing with Bob’s input $w$ equal to a description of $I_{tr} = \text{Enc}(w)$. Interpret the outputs $w_0$ and $w_1$ as descriptions of subsets $I_0$ and $I_1$ of $[n]$.

3: Alice: Chooses $r_0, r_1 \in_R \mathcal{R}$ and sends them to Bob.

4: Alice: Outputs $(s_0^\ell, s_1^\ell) := (\text{Ext}(x_{I_0}, r_0), \text{Ext}(x_{I_1}, r_1))$ using the 2-universal hash function known from quantum key distribution (see Section 4.3.1). $\text{Ext} : \{0, \ldots, d-1\}^{n/\eta} \times \mathcal{R} \to \{0, 1\}^\ell$.

5: Bob: Computes $c \in \{0, 1\}$ with $I = I_c$, and $x_I$ from $s$. He outputs $(c, y^\ell) := (c, \text{Ext}(s, r_c))$. 
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Let us assume that the subset \( I_{1-c} \) generated by the interactive hashing protocol is uniformly distributed over subsets of size \( n/\eta \) not equal to \( I \). The string \( x_{I_{1-c}} \) is then obtained by sampling from the string \( x^n \) which, by the definition of nonuniform WSE, has high min-entropy. We therefore expect the value \( s^0_{1-c} \) to be uniform and independent of Bob’s view. This should imply security for Alice, whereas security for Bob immediately follows from the properties of interactive hashing.

In this intuitive argument, we have ignored the fact that the sampling result only applies to blocks (Lemma 4.3.3) and not individual bits. To make use of the sampling results, we hence need to make slight modification to the simple protocol given above. We partition \( x^n \) (where \( n = \beta m \)) into \( m \) blocks of \( \beta \) dits each. To use interactive hashing in conjunction with subsets, the actual protocol requires an encoding of subsets as strings. Since our subsets will now be smaller than in [76], we choose \( t \) such that \( 2^t \leq \binom{m}{m/\eta} \leq 2 \cdot 2^t \), and an injective encoding \( Enc : \{0,1\}^t \rightarrow \mathcal{T} \), where \( \mathcal{T} \) is the set of possible subsets of size \( m/\eta \). Note that this again means that not all subsets can be encoded but at least half of them will. We are now ready to state our complete protocol to realize fully randomized oblivious transfer (FROT).

**Protocol 2: WSE-to-FROT**

Parameters: Set \( \eta := 2(d + 1) \). Integers \( n, \beta \) such that \( m := n/\beta \) is a multiple of \( \eta \). Outputs: \((s^0, s^1) \in \{0,1\}^\ell \times \{0,1\}^\ell\) to Alice, and \((c, y^\ell) \in \{0,1\} \times \{0,1\}^\ell\) to Bob.

1. **Alice and Bob:** Execute \((n, \lambda, \varepsilon, 1/(d + 1), d)\)-WSE.
   
   Alice gets a string \( x^n \in \{0,1,\ldots,d-1\}^n \), Bob a set \( I \subset [n] \) and a string \( s = x_I \). If \( |I| < n/\eta \), then Bob simply chooses \( I_{tr} \) from all subsets of size \( |I| = n/\eta \) uniformly at random. Otherwise, he randomly truncates \( I \) to \( I_{tr} \) of size \( n/\eta \), and deletes the corresponding values in \( s \).

   We arrange \( x^n \) into a matrix \( z \in \mathbb{M}_{m \times \beta}(\{0,1,\ldots,d-1\}) \), by \( z_{j,\alpha} := x_{(j-1)\beta+\alpha} \) for \((j, \alpha) \in [m] \times [\beta]\).

2. **Bob:**
   
   1. Randomly chooses a string \( w^\ell \in_R \{0,1\}^\ell \) corresponding to an encoding of a subset \( Enc(w^\ell) \) of \([m] \) with \( m/\eta \) elements.
2. Randomly partitions the $n$ dits of $x^n$ into $m$ blocks of $\beta$ dits each: He randomly chooses a permutation $\pi : [m] \times [\beta] \rightarrow [m] \times [\beta]$ of the entries of $z$ such that he knows $\pi(z)_{\text{Enc}(w^t)}$ (that is, these dits are permutation of the dits of $s$). Formally, $\pi$ is uniform over permutations satisfying the following condition: for all $(j, \alpha) \in [m] \times [\beta]$ and $(j', \alpha') := \pi(j, \alpha)$, we have $(j - 1) \cdot \beta + \alpha \in I \iff j' \in \text{Enc}(w^t)$.

3. Bob sends $\pi$ to Alice.

3: Alice and Bob: Execute interactive hashing with Bob’s input equal to $w^t$. They obtain $w^t_0, w^t_1 \in \{0, 1\}^t$ with $w^t \in \{w^t_0, w^t_1\}$.

4: Alice: Chooses $r_0, r_1 \in_R \mathcal{R}$ and sends them to Bob.

5: Alice: Outputs $(s^t_0, s^t_1) := (\text{Ext}(\pi(z)_{\text{Enc}(w^t_0)}, r_0), \text{Ext}(\pi(z)_{\text{Enc}(w^t_1)}, r_1))$.

6: Bob: Computes $c$, where $w^t = w^t_c$, and $\pi(z)_{\text{Enc}(w^t)}$ from $s$. He outputs $(c, y^t) := (c, \text{Ext}(\pi(z)_{\text{Enc}(w^t)}, r_c))$.

**Theorem 4.4.2 (Oblivious Transfer).** For any $\omega \geq (d + 1)$ and $\beta \geq \max\{67, 256\omega^2/\lambda^2\}$, the protocol WSE-to-FROT implements an $(\ell, 43 \cdot 2^{-\lambda^2/128}\omega^2 n + 2\varepsilon)$-FROT from one instance of of $(n, \lambda, \varepsilon, p, d)$-nonuniform WSE, where $\ell := \left\lceil \left(\left(\frac{\omega - 1}{\omega}\right)^{\lambda\left(\frac{d+1}{4(d+1)} - \frac{\lambda^2}{512}\omega^2\beta\right)}\right) n - \frac{1}{2}\right\rceil$.

4.4.1 Security for Bob

To show that the protocol is secure against a cheating Alice, we have to show that there is no way for her to learn which of the two strings is known to honest Bob. Formally, let $\tilde{\rho}_{A''CY^t}$ denote the joint state at the end of the protocol, where $A''$ is the quantum output of a malicious Alice and $(C, Y^t)$ is the classical output of an honest Bob. In what follows, we show that we can construct an ideal state $\tilde{\sigma}_{A''S^t_0S^t_1C} = \tilde{\sigma}_{A''S^t_0S^t_1} \otimes \tau_{\{0,1\}}$ that satisfies $\tilde{\rho}_{A''CY^t} = \tilde{\sigma}_{A''CS^t_C}$.

We analyze the actions of a malicious Alice in two parts. First, she executes the WSE protocol with Bob, after which they share the state $\rho_{A'X^tI}$. Recall that the properties of weak string erasure ensure that a dishonest Alice does not know which dits $x^t_I$ of $x^n$ are known to Bob, that is, she is ignorant about the index set $I$. In other words, there exists an ideal state $\sigma_{A'X^t\hat{X^t}I}$ such that the reduced states satisfy $\rho_{A'X^tI} = \sigma_{A'X^tI}$. Next Alice takes $A'$ as input and interacts with Bob in the
rest of the protocol. To analyze the resulting joint output state \( \tilde{\rho}_{A'CY} \), we can use the properties of weak string erasure, starting from the state \( \sigma_{A'X^nI} \). Following the arguments in [76], it can be easily shown that \( \tilde{\rho}_{A'CY} = \tilde{\sigma}_{A'CS_0^I} \), where \( \tilde{\sigma} \) denotes the ideal state at the end of the protocol.

It only remains to be shown that Alice does not learn anything about \( C \), that is, \( \tilde{\sigma}_{A'S_0^I} = \tilde{\sigma}_{A'S_0^I} \otimes \tau_{\{0,1\}} \). From the properties of nonuniform WSE it follows that \( \sigma_{A'X^nI} = \sigma_{A'X^n} \otimes \Psi(1/(d+1)) \). Since Bob randomly truncates \( I \) to \( I_{tr} \) such that \( |I_{tr}| = n/\eta \), the truncated set is independent of \( A' \). Furthermore, although \( I \) is not distributed uniformly over \( 2^n \), we can show that the truncated set \( I_{tr} \) is indeed distributed uniformly over all subsets of size \( n/\eta \). Intuitively this follows from the fact that the distribution of the set \( I \) depends only on \( |I| \), the number of elements in \( I \).

Formally, let \( p(A) \) denote the probability that \( |I| \geq n/\eta \). Then, the probability of a given truncated set \( I_{tr} \) can be written in terms of the probability \( p(A) \) as follows,

\[
p(I_{tr}|A) = \sum_{I \subseteq [n]} \frac{p(I|A) p(|I| \geq n/\eta)}{p(A) \sum_I p(I) \binom{|I|}{n/\eta}},
\]

independent of the choice of truncation. Here \( 1/\binom{|I|}{n/\eta} \) is the probability that we pick a particular \( I_{tr} \) from the original \( I \) and \( p(I|A) \) is the conditional probability of a set \( I \), given that Bob obtains a sufficient number of indices. The last step is simply an application of the Bayes’ rule, \( p(A|I) = p(I|A) p(I) / p(A) \), where \( p(A|I) = 1 \) for the subsets \( I \) in the sum. Note that if \( |I| < n/\eta \) then Bob chooses a subset of the desired size uniformly at random from all subsets of size \( |I| = n/\eta \) and hence \( Pr(I_{tr}) \) is always uniform. Hence, conditioned on any fixed \( S^t = s^t \), the permutation \( \Pi \) is uniform and independent of \( A' \). It follows that the string \( S^t \) is also uniform and independent of \( A' \) and \( \Pi \). From the properties of interactive hashing we are guaranteed that \( C \) is uniform and independent of Alice’s view afterwards, and hence,

\[
\tilde{\sigma}_{A'S_0^I} = \tilde{\sigma}_{A'S_0^I} \otimes \tau_{\{0,1\}}.
\]

Finally, the fact that \( I_{tr} \) is uniform, together with the properties of interactive hashing (Lemma 4.3.3), ensure that Alice cannot gain any information as to which of the two subsets \( I_0 \) and \( I_1 \) of bits are known to Bob. Hence, she cannot learn \( C \), as desired.
4.4.2 Security for Alice

Again, it follows from weak string erasure that a dishonest Bob gains only a limited amount of information about the string $X^n$. The properties of interactive hashing ensure that Bob has very little control over the subset $I_{1-c}$ chosen by the interactive hashing. Therefore, by the results on min-entropy sampling, Bob has only limited information about the dits in this subset. Privacy amplification can then be used to turn this into almost complete ignorance. The security proof for the case where Bob is dishonest is analogous to [76], and employs Lemma 4.3.3 with a subset size of $|S| = m/\eta$.

4.4.3 Correctness

It remains to prove that if both parties are honest, then honest Bob can indeed learn the desired $S_C$. This requires us to show that for our choice of $\eta$, Bob can learn sufficiently many indices $i \in [n]$.

Lemma 4.4.3 (Correctness). Protocol WSE-to-FROT satisfies correctness with an error of

$$43 \cdot 2^{-\frac{\lambda^2}{512 \cdot 2^\beta} n^2}.$$ (4.39)

First, using the Hoeffding bound [60], we show that the probability that a subset of $[n]$—each of whose entries is chosen with probability $p = 1/(d + 1)$—has less than $n/\eta$ elements is at most $\exp(-2n/\eta^2)$. Consider a sequence of independent random variables $\{X_1, \ldots, X_n\}$, which are bounded as follows: $\Pr(X_i - E(X_i) \in [a_i, b_i]) = 1$, $\forall 1 < i < n$. Then, Hoeffding’s inequality states that the sum $S = X_1 + \ldots + X_n$ satisfies,

$$\Pr(E(S) - S \geq t) \leq \exp \left( -\frac{2t^2}{\sum_{i=1}^{n} (b_i - a_i)^2} \right).$$ (4.40)

In our context, $X_i$ is the binary variable which takes on the value 1 if the index $i \in I$, and 0 otherwise. The sum $S$ is thus simply equal to $|I|$, the number of elements in the index set $I$, which is a random subset of $[n]$. For the case of $d + 1$ encodings, $\Pr(X_i = 1) = 1/(d + 1)$ and
\[ \Pr(X_i = 0) = d/(d + 1), \] 

so that the expectation value satisfies

\[ E(S) = E(|I|) = \frac{n}{d + 1}. \tag{4.41} \]

Furthermore, we can take \( a_i = 0 \) and \( b_i = 1 \) for all \( i \). Applying Hoeffding’s inequality to the sum \( S = |I| \) gives

\[ \Pr\left( \frac{n}{d + 1} - |I| \geq \frac{n}{\eta} \right) \leq \exp\left( -2n \left[ \frac{1}{d + 1} - \frac{1}{\eta} \right]^2 \right). \tag{4.42} \]

Rearranging terms, we obtain the probability that a random set \( I \) has less than \( n/\eta \) elements:

\[ \Pr(|I| \leq \frac{n}{\eta}) \leq \exp\left( -2n \left[ \frac{1}{d + 1} - \frac{1}{\eta} \right]^2 \right). \tag{4.43} \]

Since our work is mainly a proof of achievability, we do not at this stage care about optimality or efficiency. We simply pick a choice of \( \eta \) that will satisfy this condition, and set \( \eta = 2(d + 1) \). Thus, the probability that a random subset of \([n]\) has less than \( n/\eta \) elements is at most \( \exp(-2n/\eta^2) \).

Let \( \xi := 2^{-n/\eta^2} \). We have to show that the state \( \hat{\rho}_{S_0^0 S_1^1 C \ell} \) at the end of the protocol is close to the given ideal state \( \hat{\sigma}_{S_0^0 S_1^1 C \ell} \). As shown above, the probability that a subset of \([n]\) has less than \( n/\eta \) elements is at most

\[ \exp(-2n/\eta^2) \leq \xi. \tag{4.44} \]

Hence, the probability that Bob does not learn sufficiently many indices when both parties are honest is at most \( \xi \). Let \( A \) be the event that \( |I| \geq n/\eta \). It remains to show that the state \( \hat{\rho}_{S_0^0 S_1^1 C \ell |A} \) is close to the given ideal state \( \sigma_{S_0^0 S_1^1 C \ell} \).

Note that the correctness condition of WSE ensures that the state created by WSE is equal to \( \rho_{X^n I X} = \sigma_{X^n I X} \), where \( \sigma_{X^n I} = \tau_{(0,1,...,d-1)^n} \otimes \Psi(1/(d + 1)) \). Since \( I_0 \) and \( I_1 \) are chosen independently of \( X^n \), \( X_{I_0} \) and \( X_{I_1} \) have a min-entropy of \( n/\eta \) each. Since \( \ell \leq n/2\eta \leq n/\eta - 2\log 1/\xi \), it follows from privacy amplification that \( S_{\ell}^C \) is independent and \( \xi \)-close to uniform. Since dishonest Bob is only more powerful than honest Bob, we can carry over from the proof against dishonest Bob, that \( S_{1-C}^\ell \) is independent and uniform except with an error of at most 93.
\[ \varepsilon = 41 \cdot 2^{-\frac{\lambda^2}{512\omega^2\beta^n}}, \] where we used the fact that Bob is also honest during weak string erasure \((\varepsilon = 0)\). Finally, by the same arguments showing security for Bob, we have that \(C\) is uniform and independent of \(S_0^\ell\) and \(S_1^\ell\). Hence,

\[ \rho_{S_0^\ell S_1^\ell C|A} \approx (\xi + \varepsilon) \sigma_{S_0^\ell S_1^\ell C}. \]

Since the extra condition on the permutation \(\Pi\) implies that Bob can indeed calculate \(\Pi(Z)_{\text{Enc}(W)}\) from \(X_Z\), we have that \(Y^\ell = S_0^\ell\). Using \(\Pr[A] \geq 1 - \xi\), we get

\[ \rho_{S_0^\ell S_1^\ell CY^\ell} \approx 2\xi + \varepsilon \sigma_{S_0^\ell S_1^\ell CS_C}. \]

Finally, since \(\lambda \leq 1, \beta > 1\) and \(\omega \geq (d + 1)\), we have \(1/\eta^2 = 1/(4(d + 1)^2) > \lambda^2/(512\omega^2\beta)\). Adding up all errors and noting that

\[ 2 \cdot 2^{-\frac{1}{\eta^2 n}} \leq 2 \cdot 2^{-\frac{\lambda^2}{512\omega^2\beta^n}}, \]

we obtain the error bound in (4.39).

### 4.5 Conclusion

We have shown that any two-party cryptographic primitive can be implemented securely in the setting of bounded quantum storage, even if the adversary can store all but a fraction of the transmitted pulses. This is optimal, since we can never hope to achieve security if the cheating party could store all quantum communication made available to him. Our result demonstrates that there is no physical principle that prevents us from achieving security even with a very high storage rate \(\nu < 1\). We have also shown in the noisy-storage setting that security is possible for a much larger range of noisy quantum memories.

To achieve our result we use higher-dimensional states which are difficult to create in practice. It is therefore an interesting open question whether the same result could be obtained using merely BB84 encoded qubits. We may also note, that our approach merely relies on the existence of entropic uncertainty relations for multiple encodings, and our protocols and proofs will carry over if we were to use any other encodings for which strong uncertainty relations are known to exist. For example, it is conceivable that uncertainty relations for multiple encodings can be based on top of
BB84 encoded qubits 54, which would lead to a protocol that is easy to implement experimentally.
Appendix A

The AQEC Algorithm for Qubit Codes

For the most practically relevant case of codes encoding a single qubit, that is, when $C$ is of dimension $d = 2$, the algorithm given in Section 2.5 has considerable simplifications. In this appendix, we show that the maximum eigenvalue $\lambda_{\text{max}}$ of $\Delta_{\text{sum}}$ required in Step 2 can be easily computed without requiring any diagonalization of $\Delta_{\text{sum}}$. In addition, we show that the fidelity loss $\eta_P$ needed in Step 3 is also simple to compute. In general, obtaining the value for $\eta_P$ requires an exhaustive optimization over all pure states in the codespace. For a qubit code, however, we will see that computing $\eta_P$ requires no such exhaustive optimization, and can be done using only eigenanalysis.

A.1 Computing the Maximum Eigenvalue of $\Delta_{\text{sum}}$

Given an orthonormal basis $\{|v_1\rangle, |v_2\rangle\}$ for the qubit codespace, we can construct the Pauli basis $\{\sigma_0 \equiv I_2, \sigma_x, \sigma_y, \sigma_z\}$:

$$
\begin{align*}
\sigma_0 &= |v_1\rangle\langle v_1| + |v_2\rangle\langle v_2| \equiv I_2, \\
\sigma_x &= |v_1\rangle\langle v_2| + |v_2\rangle\langle v_1|, \\
\sigma_y &= -i(|v_1\rangle\langle v_2| - |v_2\rangle\langle v_1|), \\
\text{and} \quad \sigma_z &= |v_1\rangle\langle v_1| - |v_2\rangle\langle v_2|. 
\end{align*}
$$

(A.1)
The Pauli basis forms a basis for the qubit operator algebra. The AQEC conditions \(2.22\) can then be written as

\[
P \sigma_i \mathcal{E} = \beta_{ij} \mathbb{I} + \sum_a \gamma_{ij}^a \sigma_a,
\]

where \(a = x, y, z\), and \(\gamma_{ij}^a\) are some coefficients so that \(\Delta_{ij} \equiv \sum_a \gamma_{ij}^a \sigma_a\). The right-hand side of (A.2) can be viewed as an expansion of the left-hand side in the Pauli basis.

The first simplification of the algorithm given in Section 2.5, for a qubit code, comes from the following lemma.

**Lemma A.1.1.** For \(C\) encoding a single qubit,

\[
\Delta_{\text{sum}} = \left(1 - \sum_{ij} |\beta_{ij}|^2\right) P.
\]

**Proof.** Using \(\Delta_{ij} = \sum_a \gamma_{ij}^a \sigma_a\), we can write \(\Delta_{\text{sum}}\) as

\[
\Delta_{\text{sum}} = \sum_{ij} \sum_{ab} \gamma_{ij}^a \gamma_{ij}^b \sigma_a \sigma_b
\]

\[
= P \sum_{ij} \sum_a |\gamma_{ij}^a|^2 + \sum_{ij} \sum_{a \neq b} \gamma_{ij}^a \gamma_{ij}^b \sigma_a \sigma_b. \tag{A.4}
\]

Since \(\gamma_{ij}^{a*} = \gamma_{ji}^a\), the second term on the right-hand side of (A.4) can be written as

\[
\frac{1}{2} \left( \sum_{ij} \sum_{a \neq b} \gamma_{ij}^a \gamma_{ij}^b \sigma_a \sigma_b + \sum_{ij} \sum_{a \neq b} \gamma_{ij}^a \gamma_{ij}^b \sigma_a \sigma_b \right)
\]

\[
= \frac{1}{2} \left( \sum_{ij} \sum_{a \neq b} \gamma_{ij}^a \gamma_{ij}^b \sigma_a \sigma_b + \sum_{ij} \sum_{a \neq b} \gamma_{ij}^b \gamma_{ij}^a \sigma_b \sigma_a \right)
\]

\[
= \frac{1}{2} \sum_{ij} \sum_{a \neq b} \gamma_{ij}^a \gamma_{ij}^b (\sigma_a \sigma_b + \sigma_b \sigma_a) = 0.
\]

In the first equality, we have interchanged the indices \(a \leftrightarrow b\) and \(i \leftrightarrow j\) in the second term. The last equality comes from the fact that the Pauli matrices anticommute. We are thus left with only the first term in (A.4). Now, the TP condition for \(\mathcal{R}_P \circ \mathcal{E}\) acting on \(C\) gives \(\sum_{ij} |\beta_{ij}|^2 + \sum_{ij} \sum_a |\gamma_{ij}^a|^2 = 1\). This means that we have \(\Delta_{\text{sum}} = P \sum_{ij} \sum_a |\gamma_{ij}^a|^2 = (1 - \sum_{ij} |\beta_{ij}|^2) P\), thus proving the lemma.

Lemma A.1.1 tells us that \(\Delta_{\text{sum}}\) has a flat spectrum. Its maximum eigenvalue is thus simply
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given by

$$\lambda_{\text{max}} = \|\Delta_{\text{sum}}\| = 1 - \sum_{ij} |\beta_{ij}|^2,$$  \hspace{1cm} (A.5)

with $\beta_{ij}$ as in (2.27b). Observe that the proof of Lemma A.1.1 required detailed properties of the Pauli matrices which, together with the identity operator $I_2$, form a basis for the qubit operator space. In general, this lemma does not hold for higher-dimensional codes.

### A.2 Computing the Fidelity Loss for the Transpose Channel

In Step 3 of our algorithm in Section 2.5, we have to compute the fidelity loss $\eta_P$ for the recovery $R_P$, or equivalently, the worst-case fidelity for the map $R_P \circ \mathcal{E}$. For a qubit code, $(R_P \circ \mathcal{E}) : \mathcal{B}(\mathcal{C}) \to \mathcal{B}(\mathcal{C})$ is just a qubit map. Observe that $R_P \circ \mathcal{E}$ is not only CPTP but is also unital (i.e., $(R_P \circ \mathcal{E})(P) = P$). Hence, we only need to consider a qubit map that is CPTP and unital. Here, we show that the worst-case fidelity for a unital, CPTP qubit map is very easy to compute.

Even though our context here only requires a unital, CPTP qubit map, we begin with a general CP map $\Phi \sim \{K_i\}$ on a $d$-dimensional Hilbert subspace $\mathcal{C}$. This will highlight why the qubit case is particularly simple. It is convenient to use a matrix description for $\Phi$ by going to the Hilbert-Schmidt space in which operators on $\mathcal{C}$ are represented as vectors and linear maps on operators are represented as matrices. The Hilbert-Schmidt vector space is endowed with the inner product $\langle A|B \rangle \equiv \text{tr}(A^\dagger B)$ where $|A\rangle$ and $|B\rangle$ are the vectors corresponding to the operators $A$ and $B$. To go from the operator description to the Hilbert-Schmidt space, one picks any orthonormal basis $\{O_i\}$ for $\mathcal{B(\mathcal{H})}$. Then, the vector corresponding to any operator $A \in \mathcal{B(\mathcal{H})}$ has entries given by $\text{tr}\{O_i^\dagger A\}$; the matrix corresponding to a linear map $\mathcal{E}$ on operators in $\mathcal{B(\mathcal{H})}$ has matrix elements given by $\text{tr}\{O_i^\dagger \mathcal{E}(O_j)\}$.

Let us make use of a Hermitian basis $\{O_0, O_1, \ldots, O_{d^2 - 1}\}$ for $\mathcal{B(\mathcal{C})}$ where

$$O_0 \equiv I, \quad O_\alpha^\dagger = O_\alpha \text{ \forall } \alpha, \quad \text{tr}\{O_\alpha^\dagger O_\beta\} = \delta_{\alpha\beta} d \text{ \forall } \alpha, \beta.$$

The operators $O_\alpha$ for $\alpha = 1, \ldots, d^2 - 1$ are clearly traceless. Such a basis exists for any $d$—for example, one can use the standard generators of the $SU(d)$ group, augmented with the identity operator, as the basis elements. Then, the action of $\Phi$ can be represented as a matrix $\mathcal{M}$ acting on
the Hilbert-Schmidt space with matrix elements
\[ M_{\alpha\beta} \equiv \frac{1}{d} \text{tr}\{O_\alpha \Phi(O_\beta)\}. \] 
(A.6)

Since \( \Phi \) is CP and \( O_i \)'s are Hermitian, we have that \( M_{\alpha\beta}^* = M_{\alpha\beta} \), so \( M \) is a real matrix.

Now, the density operator corresponding to any pure state \( |\psi\rangle \) in \( \mathcal{C} \) can be expanded in terms of the Hermitian basis as
\[ |\psi\rangle\langle\psi| = \frac{1}{d} (\mathbb{I} + s \cdot \mathbf{O}) = \frac{1}{d} \mathbf{s} \cdot \mathbf{O}, \] 
(A.7)
where \( s \) is a real \((d^2 - 1)\)-element vector, \( \mathbf{s} \equiv (1, s) \), \( \mathbf{O} \equiv (O_1, O_2, \ldots, O_{d^2-1}) \), and \( \mathbf{O} \equiv (\mathbb{I}, \mathbf{O}) \). \( s \) is not an arbitrary vector, but has to obey some constraints in order for it to correspond to a pure state.

Using (A.6) and (A.7), we can compute the fidelity for a state \( |\psi\rangle \in \mathcal{C} \) under the map \( \Phi \) as
\[ F^2[|\psi\rangle, \Phi(|\psi\rangle\langle\psi|)] = \text{tr}\{|\psi\rangle\langle\psi|\Phi(|\psi\rangle\langle\psi|)\} \]
\[ = \frac{1}{d^2} \sum_{\alpha,\beta=0}^{d^2-1} s_\alpha s_\beta \text{tr}\{O_\alpha \Phi(O_\beta)\} \]
\[ = \frac{1}{d} \sum_{\alpha,\beta=0}^{d^2-1} s_\alpha M_{\alpha\beta} s_\beta \]
\[ = \frac{1}{d} s^T M s, \] 
(A.8)

where \( s \) is just \( \mathbf{s} \) viewed as a column vector, and the superscript \( T \) denotes the transpose. A simple way to understand this expression is to observe that the right-hand side of the first line of (A.8) is the inner product between the vector in the Hilbert-Schmidt space corresponding to the operator \( |\psi\rangle\langle\psi| \) (which is just \( s \) up to some normalization factor), and the vector corresponding to \( \Phi(|\psi\rangle\langle\psi|) \) (which is just \( Ms \) up to some normalization factor). The final expression in (A.8) is then just this Hilbert-Schmidt inner product, with the factor of \( \frac{1}{d} \) to take care of the normalization of the operator basis.

We can rewrite the expression in (A.8) for the fidelity using \( M_{\text{sym}} \equiv \frac{1}{2}(M + M^T) \), the symmetrized version of \( M \). Observe that \( s^T M_{\text{sym}} s = \frac{1}{2}(s^T M s + (s^T M s)^T) = s^T M s \). Equation (A.8)
can hence be rewritten as
\[ F^2(|\psi\rangle, \Phi(|\psi\rangle\langle\psi|) = s^T M_{\text{sym}} s. \] (A.9)

From this, we see that finding the worst-case fidelity is equivalent to the following minimization problem for the real, symmetric matrix \( M_{\text{sym}} \):

**minimize:** \( s^T M_{\text{sym}} s, \) \hspace{1cm} (A.10a)

**constraint:** \( s \) corresponds to a pure state. \hspace{1cm} (A.10b)

For \( d > 2 \), the constraint (A.10b) is difficult to write down. This constrained minimization problem is hence not simple for a general \( d \).

For qubits (\( d = 2 \)) however, the constraint equation is simple to write down. In this case, the operator basis can be chosen to be the Pauli basis \( \{\sigma_0, \sigma_x, \sigma_y, \sigma_z\} \). Then, Eq. (A.7) corresponds to the Bloch sphere representation of a pure state, with the Bloch vector \( s \equiv (s_x, s_y, s_z) \) satisfying \( \|s\| = (s_x^2 + s_y^2 + s_z^2)^{1/2} = 1 \). The constraint (A.10b) becomes

**constraint:** \( s = (1, s), \) with \( \|s\| = 1 \). \hspace{1cm} (A.10b')

The constrained minimization problem can then be solved using the Lagrange multiplier method.

For the case of a CPTP qubit map that is also unital, the minimization problem can be further simplified. For any CPTP, unital \( \Phi \) (arbitrary \( d \)), \( M \) takes the form

\[ M = \begin{pmatrix} 1 & 0 & \cdots & 0 \\ 0 & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & \mathcal{T} \end{pmatrix}. \] (A.11)

The first row comes from the fact that \( \Phi \) is TP, since we have set \( O_0 = \mathbb{I} \), and all \( O_\alpha \)'s for \( \alpha > 0 \) are traceless. The first column comes from the fact that \( \Phi \) is unital. \( \mathcal{T} \) is a \( (d-1) \times (d-1) \) real matrix. Defining \( T_{\text{sym}} \equiv \frac{1}{2}(\mathcal{T} + \mathcal{T}^T) \), (A.9) can be written as

\[ F^2(|\psi\rangle, \Phi(|\psi\rangle\langle\psi|) = \frac{1}{d}(1 + s^T T_{\text{sym}} s). \]
This means that we can equivalently minimize $s^T T_{\text{sym}} s$ instead of the original $s^T M_{\text{sym}} s$ in (A.10a). Note that, for $\Phi$ with a Hermitian-closed Kraus set $\mathcal{T}$ is symmetric so that $T_{\text{sym}} = T$. This is indeed the case for $\Phi \equiv R_P \circ \mathcal{E} \circ \mathcal{P} \sim \{PE_i^\dagger \mathcal{E}(P)^{-1/2}E_j^\dagger P\}$. For a qubit CPTP, unital $\Phi$ then, the constrained minimization problem, with the operator basis $\{O_\alpha\}$ chosen as the Pauli basis, becomes

\begin{align}
\text{minimize:} & \quad s^T T_{\text{sym}} s, & \quad \text{(A.12a)} \\
\text{constraint:} & \quad \|s\| = \sqrt{s_x^2 + s_y^2 + s_z^2} = 1. & \quad \text{(A.12b)}
\end{align}

The constraint simply tells us to minimize the expectation value of $T_{\text{sym}}$ with respect to all real unit vectors $s$.

Now, since $T_{\text{sym}}$ is real and symmetric, it can be diagonalized with an orthogonal matrix $Q$ so that $T_{\text{sym}} = Q^T D Q$, where $D$ is a real, diagonal matrix of eigenvalues of $T_{\text{sym}}$. Then $s^T T_{\text{sym}} s = (Qs)^T D (Qs)$. $Q$, being orthogonal, preserves the length of the vector it acts on. The minimization problem (A.12) simply corresponds to minimizing the expectation value of $D$ over all real unit vectors. As $D$ is real and diagonal, this minimum expectation value is exactly the smallest eigenvalue of $D$ (and hence of $T_{\text{sym}}$), attained by the corresponding eigenvector normalized to unit length. Therefore, we see that the fidelity loss for a CPTP, unital qubit map $\Phi$ is given by

$$
\eta_{\Phi} = 1 - \min_{|\psi\rangle \in \mathcal{C}} F^2(|\psi\rangle, \Phi(|\psi\rangle\langle\psi|)) = \frac{1}{2} (1 - t_{\text{min}}),
$$

where $t_{\text{min}}$ is the smallest eigenvalue of $T_{\text{sym}}$ corresponding to the map $\Phi$. Setting $\Phi = R_P \circ \mathcal{E} \circ \mathcal{P}$ gives $\eta_P$.

\footnote{A set $\mathcal{K} \equiv \{K_i\}$ is Hermitian-closed if $K_i \in \mathcal{K}$ if and only if $K_i^\dagger \in \mathcal{K}$.}
Appendix B

Constructing Maximally Commuting Classes of Clifford Generators

In (3.46) and (3.47) we gave examples of constructing \( L = 3 \) and \( L = 4 \) MUBs in dimension \( d = 4 \), such that they are cyclically permuted under the action of a unitary \( U \) that permutes the Clifford generators in \( d = 4 \). Here, we show by a general construction that it is always possible to construct \( L \) such classes in dimension \( d = 2^n \), whenever \( L | n \) and \( L \) is prime. We also outline a construction for \( L = 2n + 1 \) classes, given a unitary \( U \) that cycles through all \( 2n + 1 \) Clifford generators, when \( 2n + 1 \) is prime.

Given the \( 2n \) generators of the Clifford algebra in dimension \( d = 2^n \), we consider the set

\[
\mathcal{S} = \{ I, \Gamma_j, i\Gamma_j \Gamma_k, \Gamma_j \Gamma_k \Gamma_l, \ldots, i\Gamma_0 \Gamma_1 \ldots \Gamma_{2n-1} \equiv \Gamma_{2n} \}. \tag{B.1}
\]

To generate a set of \( L \leq 2n + 1 \) MUBs, we seek to group the elements of \( \mathcal{S} \) into \( L \) classes of commuting operators, i.e., sets \( \{ C_0, C_1, \ldots, C_{L-1} \mid C_j \subset \mathcal{S} \setminus \{ I \} \} \) of cardinality \( |C_j| = d - 1 \), such that,

(P1) The elements of \( C_j \) commute for all \( 0 \leq j \leq L - 1 \),

(P2) The classes are all mutually disjoint, that is,

\[
C_j \cap C_k = \emptyset \text{ for all } j \neq k, \tag{B.2}
\]

(P3) The unitary \( U \) that cyclically permutes the generators \( \Gamma_0, \ldots, \Gamma_{L-1} \), also permutes the corresponding classes by permuting products of operators appropriately.
To obtain such a set of classes, we first pick \( d - 1 \) elements for the class \( C_0 \) and then generate the rest of the classes by repeated application of \( U \) to the elements of \( C_0 \). This automatically ensures property \((P3)\). To ensure \((P1)\) and \((P2)\), the \( d - 1 \) operators \( C_0 \equiv \{O_1, O_2, \ldots, O_{d-1}\} \) must satisfy the following:

(i) For any pair \( O_i, O_j \in C_0 \), \( [O_i, O_j] = 0 \), and

(ii) The operators in \( C_0 \) cycle through mutually disjoint sets of operators under the action of \( U \).

To understand condition (ii) better, consider an operator \( O_i \in C_0 \). Then, by construction, \( U^k(O_i) \in C_k \) for \( 0 \leq k \leq L - 1 \), assuming that we construct a total of \( L \) classes. In addition, property (ii) implies \( U^k(O_i) \notin C_j \), for any \( j \neq k \). In other words, given any two operators \( O_i, O_j \in C_0 \) that cycle through the sets

\[
S_i = \{U^k(O_i) | 0 \leq k \leq L - 1\}, \quad \text{and} \quad S_j = \{U^k(O_j) | 0 \leq k \leq L - 1\},
\]

respectively, under the action of \( U \), property (ii) demands that \( S_i \cap S_j = \emptyset \), for all \( i \neq j \) and \( i, j = 1, 2, \ldots, d - 1 \).

Finally, we note that no class can contain two generators \( \Gamma_j \) and \( \Gamma_k \), since they do not commute. When forming the classes we hence ensure that each one contains exactly one generator \( \Gamma_j \), which we refer to as the singleton \( \Gamma \)-operator of the class, as opposed to the rest of the elements which will be products of \( \Gamma \)-operators. The fact that each class can contain at most one singleton operator limits us to constructing a maximum of \( 2n + 1 \) such classes.

B.1 Mathematical Tools

Before proceeding to outline our construction, we establish some useful mathematical facts which will help motivate our algorithm for the construction of mutually disjoint classes. For the rest of the section, we will work with a set of \( p \) \( \Gamma \)-operators \( \{\Gamma_0, \Gamma_2, \ldots, \Gamma_{p-1}\} \) that are cycled under the action of \( U \), as follows,

\[
U : \Gamma_0 \rightarrow \Gamma_1 \rightarrow \ldots \Gamma_{p-1} \rightarrow \Gamma_0.
\]

In other words, we are given a set of \( \Gamma \)-operators whose cycle-length is \( p \).
### B.1.1 Length-2 Operators

First, we consider products of two $\Gamma$-operators of the form $\Gamma_i \Gamma_j$, which we call *length-2* operators. It is convenient to characterize such pairs in terms of the *spacing*—($S$)—between the operators that constitute them. The spacing function $S$, for a given set of $p$ operators, is simply defined as: $S(\Gamma_i \Gamma_j) = (j - i) \mod p$. Then, the following holds:

**Lemma B.1.1 (Unique spacings imply nonintersecting cycles).** The action of $U$ on any length-2 operator $\Gamma_i \Gamma_j$ leaves its spacing function $S(\cdot)$ invariant. Thus, length-2 operators that have unique spacings cycle through mutually disjoint sets of operators under the action of $U$.

**Proof.** Recall, $U : \Gamma_i \rightarrow \Gamma_{(i+1)\mod p}$. It clearly follows that

\[
U : S(\Gamma_i \Gamma_j) \rightarrow S(\Gamma_{(i+1)\mod p} \Gamma_{(j+1)\mod p}) = (j - i) \mod p = S(\Gamma_i \Gamma_j).
\]

### B.1.2 Higher-Length Operators

Similar to the length-2 operators, we refer to any product of $\ell$ $\Gamma$-operators as a *length-$\ell$* operator. For operators of length higher than 2, it becomes convenient to refer to them using their corresponding index sets. For example, the operator $\Gamma_{i_1} \Gamma_{i_2} \ldots \Gamma_{i_\ell}$ will be simply denoted by the index set $(i_1, i_2, \ldots, i_\ell)$. In the following lemma, we obtain a condition for any set of length-$\ell$ operators to cycle through mutually disjoint sets under the action of $U$.

**Lemma B.1.2 (Mutually disjoint cycles for length $\ell$).** Suppose the length-$\ell$ operators (for $3 \leq \ell \leq p - 1$) that belong to the class $C_0$ are such that they correspond to index sets $(i_1, i_2, \ldots, i_\ell)$ which sum to the same value

\[
i_1 + i_2 + \ldots + i_\ell = c_\ell \mod p, \quad \forall (i_1, i_2, \ldots, i_\ell) \in C_0.
\]  

(B.6)

Then, no given index set of length $\ell$ can belong to more than one class, for prime values of $p$.

**Proof.** Given the operators $\{\Gamma_{i_1} \Gamma_{i_2} \ldots \Gamma_{i_\ell} \} \in C_0$, such that the corresponding index sets $(i_1, i_2, \ldots, i_\ell)$
\[ i_1 + i_2 + \ldots + i_\ell = c_\ell \mod p, \forall (i_1, i_2, \ldots, i_\ell) \in \mathcal{C}_0. \]  

(B.7)

Under the action of \( U \), these index sets change to

\[
(i_1, i_2, \ldots, i_\ell) \rightarrow (i_1^{(1)}, i_2^{(1)}, \ldots, i_\ell^{(1)}) = (i_1 + 1, i_2 + 1, \ldots, i_\ell + 1) \mod p.
\]

For any index set \((i_1^{(1)}, i_2^{(1)}, \ldots, i_\ell^{(1)}) \in \mathcal{C}_1\), the sum of the indices corresponding to the new operators \(\{\Gamma_{i_1^{(1)}}, \Gamma_{i_2^{(1)}}, \ldots, \Gamma_{i_\ell^{(1)}}\} \in \mathcal{C}_1\) becomes

\[
i_1^{(1)} + i_2^{(1)} + \ldots + i_\ell^{(1)} = (c_\ell + \ell) \mod p.
\]

Proceeding similarly, the corresponding operators in the class \(\mathcal{C}_k\) have index sets \((i_1^{(k)}, i_2^{(k)}, \ldots, i_\ell^{(k)})\) that sum to

\[
i_1^{(k)} + i_2^{(k)} + \ldots + i_\ell^{(k)} = (c_\ell + k \ell) \mod p,
\]

(B.8)

for all \((i_1^{(k)}, i_2^{(k)}, \ldots, i_\ell^{(k)}) \in \mathcal{C}_k\). Thus, starting with a constraint on the length-\(\ell\) operators in \(\mathcal{C}_0\), we have obtained a constraint on the corresponding operators in a generic class \(\mathcal{C}_k\).

Now, to arrive at a contradiction, suppose that an index set \((j_1, j_2, \ldots, j_\ell)\) whose indices \(\{j_m\}_m\) take values from the set \(\{0, 1, \ldots, p - 1\}\), belongs to two different classes, \(\mathcal{C}_k\) and \(\mathcal{C}_k'\) (with \(k \neq k'\)). The constraint imposed by (B.8) implies

\[
(c_\ell + k \ell) \mod p = (c_\ell + k' \ell) \mod p
\]

\[
\Rightarrow (k - k')\ell \mod p = 0.
\]

(B.9)

Without loss of generality, let \(k > k'\). Since we can form at most \(p\) classes, the difference \((k - k')\) can be at most \((p - 1)\). Finally, since \(\ell \leq p - 1\), condition (B.9) cannot be satisfied for prime values of \(p\).

Recall that to construct any \(p\) classes, we first construct the class \(\mathcal{C}_0\), and then obtain the rest
by successive application of $U$. Therefore, the fact that any index set of a certain length $\ell$ cannot belong to more than one class implies that each length-$\ell$ operator in $\mathcal{C}_0$ cycles through a unique set of length-$\ell$ operators under $U$. In other words, the length-$\ell$ operators cycle through mutually disjoint sets, as desired.

Lemma [B.1.2] thus provides us with a sufficient condition for the set of length-$\ell$ operators in $\mathcal{C}_0$ to cycle through mutually disjoint sets under $U$, given a set of $\Gamma$-operators whose cyclelength is primevalued. We only need to ensure that the length-$\ell$ operators in the first class that we construct, $\mathcal{C}_0$, correspond to index sets that all sum to the same value. This condition is of course subject to the constraint that the maximum allowed length for the operators in $\mathcal{C}_0$ (and by extension, in any class) is $p - 1$.

**B.2 Constructing $2n + 1$ Prime Classes**

To start with, we construct $L = 2n + 1$ classes in dimension $d = 2^n$, when $2n + 1$ is prime. This case is particularly easy, and illustrates how the results of the previous sections are used in our construction.

**Theorem B.2.1 ($2n + 1$ prime classes).** Let $\mathcal{G}^{(\text{full})} = \{\Gamma_0, \ldots, \Gamma_{2n}\}$ denote the complete set of $(2n + 1)$ $\Gamma$-operators, and let $U$ be the unitary that cycles through all of them, that is,

$$U : \Gamma_0 \rightarrow \Gamma_1 \ldots \Gamma_{2n-1} \rightarrow \Gamma_{2n} \rightarrow \Gamma_0.$$  

(B.10)

If $2n + 1$ is prime, then there exist $2n + 1$ classes $\mathcal{C}_0, \mathcal{C}_1, \ldots, \mathcal{C}_{2n}$ satisfying properties (P1) through (P3).

**Proof.** We prove the existence of $2n + 1$ classes by construction. We first outline an algorithm to pick $d - 1$ operators that constitute the class $\mathcal{C}_0$. The remaining classes are easily obtained by the application of $U$ to the elements of $\mathcal{C}_0$. Then, we make use of Lemmas [B.1.1] and [B.1.2] to prove that the classes obtained through our construction do satisfy the desired properties.

**Algorithm**

1. Pick one of the elements of $\mathcal{G}^{(\text{full})}$, $\Gamma_0$, as the singleton operator.
2. Pair up the remaining operators in $\mathcal{G}^{(\text{full})}$ to form $(n - 1)$ length-2 operators which commute with $\Gamma_0$, as follows,

$$\mathcal{L}_2 = \{ \Gamma_1\Gamma_{2n}, \Gamma_2\Gamma_{2n-1}, \ldots, \Gamma_{n-2}\Gamma_{n+3}, \Gamma_{n-1}\Gamma_{n+2} \},$$

where $\mathcal{L}_2$ denotes the set of length-2 operators in $\mathcal{L}_1$. Since we have left out the pair $\Gamma_n\Gamma_{n+1}$ in the middle, we get, $|\mathcal{L}_2| = n - 1$.

3. Form higher-length operators that commute with $\mathcal{L}_2 \cup \{ \Gamma_0 \}$, by combining $\Gamma_0$ with appropriate combinations of the length-2 operators. Any operator of even length $\ell = 2j$ is created by combining $i$ pairs in $\mathcal{L}_2$. And any operator of odd length $\ell = 2j + 1$ is created by appending $\Gamma_0$ to a length-$2j$ operator.

Denoting the sets of length-3 operators as $\mathcal{L}_3$, length-4 operators as $\mathcal{L}_4$, and in general, the set of length-$i$ operators as $\mathcal{L}_i$, we have,

$$|\mathcal{L}_3| = |\mathcal{L}_2| = n - 1,$$

$$|\mathcal{L}_4| = \binom{n - 1}{2},$$

$$|\mathcal{L}_5| = |\mathcal{L}_4|,$$

$$|\mathcal{L}_6| = \binom{n - 1}{3},$$

$$|\mathcal{L}_7| = |\mathcal{L}_6|,$$

$$\vdots$$

$$|\mathcal{L}_{2n-2}| = \binom{n - 1}{n-1} = 1, \quad |\mathcal{L}_{2n-1}| = |\mathcal{L}_{2n-2}|.$$
the class $C_0$ as follows:

$$|C_0| = 1 + (n - 1) + \sum_{i=3}^{2n} |L_i|$$

$$= 1 + 2(n - 1) + 2 \binom{n - 1}{2} + 2 \binom{n - 1}{3} + \cdots + 2 \binom{n - 1}{n - 1} - 1 = 2^{2n-1} - 1$$

$$= 2^n - 1 = d - 1. \quad (B.11)$$

The rest of the classes are generated by successive applications of the unitary $U$ to the elements of $C_0$, so that $U : C_i \rightarrow C_{(i+1) \mod 2n+1}$.

It is easy to see that the elements of each class satisfy property $(P1)$ above—the different length operators have been chosen so as to ensure that they all commute with each other. Similarly, by construction, they satisfy property $(P3)$. It only remains to prove property $(P2)$, that the classes are all mutually disjoint.

The elements of $L_2$ correspond to the following set of spacings,

$$S(L_2) \equiv \{2n - 1, 2n - 3, \ldots, 5, 3\},$$

which are all distinct. So by Lemma [B.1.1] the elements of $L_2$ cycle through mutually disjoint sets of length-2 operators.

For higher-length operators, we first show that our construction meets the conditions of Lemma [B.1.2.

For the class $C_0$, the elements of $L_2$ correspond to index sets that satisfy

$$L_2(C_0) = \{(i_1, i_2) \mid i_1 + i_2 = 0 \mod (2n + 1)\}.$$
The length-2 operators of a generic class $C_k$ similarly satisfy

$$L_2(C_k) = \{(i_1, i_2)| i_1 + i_2 = 2k \mod (2n + 1)\}. \quad (B.12)$$

Since higher-length operators are essentially combinations of length-2 operators and the singleton operator, conditions similar to (B.12) hold for higher-length index sets as well. Since operators of even length $\ell = 2j$ contain $j$ pairs from $L_2$, the corresponding index sets in $C_0$ satisfy

$$i_1 + i_2 + \ldots + i_{2j} = 0 \mod (2n + 1),$$
$$\forall (i_1, i_2, \ldots, i_{2j}) \in C_0.$$

Similarly, since the odd-length operators have $\Gamma_0$ appended to the even-length operators, the index sets of length $\ell = 2j + 1$ in $C_0$ satisfy,

$$i_1 + i_2 + \ldots + i_{2j+1} = 0 \mod (2n + 1),$$
$$\forall (i_1, i_2, \ldots, i_{2j+1}) \in C_0.$$

To sum up, for any $3 \leq \ell \leq 2n$, our construction ensures that index sets of length-$\ell$ belonging to $C_0$ sum to the same value. The conditions of Lemma [B.1.2] are therefore satisfied, with the quantity $c_\ell$ in (B.6) taking the value $c_\ell = 0$, for all $\ell = 3, \ldots, 2n$. Now, we can simply evoke Lemma [B.1.2] to conclude that, when $2n + 1$ is prime, the higher-length operators in $C_0$ cycle through mutually disjoint sets of operators.

**B.3 Constructing $L|n$ Classes for Prime Values of $L$**

Next, we show that it is possible to obtain an arrangement of operators into $L$ classes in dimension $2^n$, when $L$ is prime and $L|n$, such that the unitary $U$ that cyclically permutes $L$ of the $\Gamma$-operators also permutes the corresponding classes.

**Theorem B.3.1 ($L|n$ classes for prime $L$).** Suppose $U$ is a unitary that cycles through sets of $L$ operators from the set $G^{(full)} \setminus \{\Gamma_{2n}\}$ in dimension $2^n$, where $L$ is prime and $L|n$. Then there exist $L$ classes $C_0, C_1, \ldots, C_{L-1}$ that satisfy properties (P1) through (P3).
**Proof:** Note that since $L|n$ we have $n = rL$ for some positive integer $r$. The set of $2n$ Clifford generators $\Gamma_0, \Gamma_1, \ldots, \Gamma_{2n-1}$ can then be partitioned into $2r$ sets as follows.

$$
G^{(0)} = \{ \Gamma_0, \Gamma_1, \ldots, \Gamma_{L-1} \},
$$

$$
G^{(1)} = \{ \Gamma_L, \Gamma_{L+1}, \ldots, \Gamma_{2L-1} \},
$$

$$
\vdots
$$

$$
G^{(2r-1)} = \{ \Gamma_{(2r-1)L}, \Gamma_{(2r-1)L+1}, \ldots, \Gamma_{2n-1} \}.
$$

Without loss of generality, we can assume that the unitary $U$ is so constructed that it cyclically permutes the $L$ operators within each set, as follows.

$$
U : \Gamma_0 \rightarrow \Gamma_1 \rightarrow \ldots \rightarrow \Gamma_{L-1} \rightarrow \Gamma_0,
$$

$$
\Gamma_L \rightarrow \ldots \rightarrow \Gamma_{2L-1} \rightarrow \Gamma_L,
$$

$$
\vdots
$$

$$
\Gamma_{(2r-1)L} \rightarrow \ldots \rightarrow \Gamma_{2n-1} \rightarrow \Gamma_{(2r-1)L}.
$$

Once again, we begin with an algorithm for picking $d - 1$ elements for the class $C_0$. The algorithm closely follows the one outlined in the previous section, barring minor modifications.

**Algorithm**

1. The "middle" element from $G^{(1)}$, $\Gamma_{(L-1)/2}$, is picked as the singleton element of $C_0$.

2. The $(n - 1)$ length-2 operators which commute with $\Gamma_{(L-1)/2}$ are picked as follows.

   (a) $\frac{L-3}{2}$ pairs are picked from $G^{(0)} \setminus \{ \Gamma_{(L-1)/2} \}$

   $$
   L^{(0)}_2 = \{ \Gamma_1 \Gamma_{L-1}, \Gamma_2 \Gamma_{L-2}, \ldots, \Gamma_{(L-3)/2} \Gamma_{(L+3)/2} \},
   $$

   leaving $\Gamma_0$ and $\Gamma_{(L+1)/2}$ unused.
(b) $\frac{L-1}{2}$ pairs are picked from each of the sets $G^{(1)}$ through $G^{(2r-1)}$,

$$L_2^{(1)} = \{ \Gamma_{L+1} \Gamma_{2L-1}, \Gamma_{L+2} \Gamma_{2L-2}, \ldots, \Gamma_{L+(L-1)/2} \Gamma_{L+(L+1)/2} \};$$

$$\vdots$$

$$L_2^{(2r-1)} = \{ \Gamma_{(2r-1)L+1} \Gamma_{2n-1}, \Gamma_{(2r-1)L+2} \Gamma_{2n-2}, \ldots, \Gamma_{(2r-1)L+(L-1)/2} \Gamma_{(2r-1)L+(L+1)/2} \};$$

leaving the first operator in each set unused.

(c) Finally, the unused $\Gamma$-operators from different sets are put together as specified below, to get the remaining $r$ length-2 operators:

$$L_2^{(2r)} = \{ \Gamma_0 \Gamma_L, \Gamma_2 \Gamma_3L, \ldots, \Gamma_{(2r-2)L} \Gamma_{(2r-1)L} \}.$$

The set of length-2 operators is then given by

$$L_2 = L_2^{(0)} \cup L_2^{(1)} \cup \ldots \cup L_2^{(2r-1)} \cup L_2^{(2r)},$$

which gives $|L_2| = \frac{L-3}{2} + (2r-1) \left( \frac{L-1}{2} \right) + r = rL - \frac{2r-2}{2} + r = n - 1$.

3. Higher-length operators that commute with $\Gamma_{(L-1)/2}$ and $L_2$ are then chosen by combining $\Gamma_{(L-1)/2}$ with appropriate combinations of the length-2 operators. As before, any even-length operator of length $\ell = 2i$ is obtained by combining $i$ length-2 operators from $L_2$. Any operator of odd-length $\ell = 2i + 1$, is created by appending $\Gamma_{(L-1)/2}$ to a length-2 operator.

Putting together all the operators created in Steps [1]-[3], we get the desired cardinality for the class (see (B.11)), that is, $|C_0| = 2^n - 1$.

**Proof of properties (P1) through (P3):** The different length operators have again been picked in such a way as to ensure that they all commute with each other. Since the remaining $L-1$ classes are generated by successive applications of the unitary $U$ to the elements of $C_0$, we have $U : C_i \rightarrow C_{(i+1)} \mod L$. Thus (P1) and (P3) are satisfied. It remains to prove that the classes
constructed here also satisfy property (P2).

As in the earlier case of $2n + 1$ classes, the operators in each of the sets $\{L_2^{(0)}, L_2^{(1)}, \ldots, L_2^{(2r-1)}\}$ correspond to unique values of the spacing function:

$$S(L_2^{(i)}) \equiv \{L - 2, L - 4, \ldots, 1\}, \forall i \in [0, 2r - 1].$$

This guarantees by Lemma B.1.1 that these operators cycle through mutually disjoint sets under $U$. Since the operators in $L_2^{(2r)}$ are formed by combining $\Gamma$-operators from different sets $G^{(i)}$, each of them cycles through a different set of operators under $U$. Thus we see that all the length-2 operators in $C_0$ cycle through mutually disjoint sets.

Before we proceed to discuss the higher-length operators, we make one further observation about the length-2 operators. The operators in $L_2$ correspond to index sets which satisfy

$$L_2(C_1) = \{\Gamma_{i_1}\Gamma_{i_2} | i_1 + i_2 = 0 \text{ mod } L\}. \quad (B.13)$$

In particular, the length-2 operators in the set $L_2^{(2r)}$ have been picked carefully so as to ensure that the above constraint is satisfied. In fact, this was the rationale behind leaving out the first operator in each of the sets $G^{(i)}$ while choosing the corresponding length-2 elements in $L_2^{(i)}$.

The higher-length operators in $C_0$ can be of two types:

(a) Products of $\Gamma$-operators from a single set $G^{(i)}$ alone, and,

(b) Products of $\Gamma$-operators from more than one set.

Since an operator of type (a) cannot cycle into one of type (b) under the action of $U$, these two cases can be examined separately.

**Operators of type (a):** The maximum length that an operator of type (a) can have, as per our construction, is $L - 1$. We have ensured this by leaving at least one operator of each of the sets $G^{(i)}$ unused in constructing the length-2 operators. Furthermore, the constraint in (B.13) implies that the index sets corresponding to such higher length operators in $C_0$, sum to the same value modulo $L$. More precisely, any even-length index set of length $\ell = 2j$, where the indices are all drawn from
a given set $G^{(i)}$, satisfies

$$i_1 + i_2 + \ldots + i_l = 0 \mod L,$$

$$\forall \ (i_1, i_2, \ldots, i_l) \in C_0. \quad (B.14)$$

And any index set of odd length $\ell = 2j + 1$ satisfies

$$i_1 + i_2 + \ldots + i_l = \left(\frac{L-1}{2}\right) \mod L,$$

$$\forall \ (i_1, i_2, \ldots, i_l) \in C_0. \quad (B.15)$$

Then, invoking Lemma B.1.2 with $c_\ell = 0$ for even values of $\ell$ and $c_\ell = (L - 1)/2$ for odd values of $\ell$, we see that no operator of type (a) can belong to more than one class, for prime values of $L$.

**Operators of type (b):** An operator of type (b) is a product of operators from smaller sets $K_j \subseteq G^{(j)}$. Consider a length-$\ell$ operator, $O$ which comprises $\ell_0$ $\Gamma$-operators from $G^{(0)}$, $\ell_1$ operators from $G^{(1)}$, and in general, $\ell_i$ from the set $G^{(i)}$.

$$O = \underbrace{\Gamma_{i_1} \ldots \Gamma_{i_{\ell_0}}} _{K_0 \subseteq G^{(0)}} \underbrace{\Gamma_{j_1} \ldots \Gamma_{j_{\ell_1}}} _{K_1 \subseteq G^{(1)}} \ldots \underbrace{\Gamma_{k_1} \ldots \Gamma_{k_{2r-1}}} _{K_{2r-1} \subseteq G^{(2r-1)}}$$

Note that by our construction, the operator $O$ exists in more than one class if and only if, for all $K_j$ the product of all operators in $K_j$ also belongs to more than one class. In what follows, we show that our construction ensures that this is not possible. In particular, given a set of length-$\ell$ operators in $C_0$ which can be broken down into smaller sets as described above, we will show that there exists at least one set $K_j$ in every such length-$\ell$ operator $O$, such that the products of operators in $K_j$ corresponding to different length-$\ell$ operators cycle through mutually disjoint sets, as defined earlier.

Note the following two facts about the subsets $K_j$. First, our construction ensures that any subset $K_j \subseteq G^{(j)}$ of a given size $\ell_j$, satisfies either (B.14) or (B.15) depending on $\ell_j$ being even or odd. Second, note that the maximum size of these subsets is $\ell_j \leq L$. However, in order to invoke Lemma B.1.2 we still require $\ell_j$ to be strictly less than $L$. We thus need to show that every
length-$\ell$ operator must have at least one subset $\mathcal{K}_j$ of size $\ell_j < L$.

Suppose there exists a length-$\ell$ operator such that every subset is of size $L$. Then, such an operator has to be of length

$$\ell = \ell_0 + \ell_1 + \ldots + \ell_{2r-1} = 2rL = 2n.$$  \hspace{1cm} (B.16)

However the maximum value of $\ell$ in our construction is $2n - 1$, implying that at least one of the $2r$ subsets must be of a size strictly smaller than $L$. And, for such a subset of size less than $L$, constraints (B.14) and (B.15) ensure that the same subset cannot be found in more than one class, provided $L$ is prime. ■
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