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Abstract

The role of backbone flexibility in protein design was studied. First, the effect of explicit backbone motion on the selection of amino acids in protein design was assessed in the core of the streptococcal protein G β1 domain (Gβ1). Concerted backbone motion was introduced by varying Gβ1's supersecondary structure parameter values. The stability and structural flexibility of seven of the redesigned proteins were determined experimentally. Core variants containing as many as six of ten possible mutations retained native-like properties. This result demonstrates that backbone flexibility can be combined with amino acid side-chain selection and that the selection algorithm is sufficiently robust to tolerate perturbations as large as 15% of the native parameter values.

Second, a general, quantitative design method for computing de novo backbone templates was developed. The method had to compute atomic resolution backbones compatible with the atomistic sequence selection algorithm we were using and it had to be applicable to all protein motifs. We again developed a method that uses super-secondary structure parameters to determine the orientation among secondary structural elements, given a target protein fold. Possible backbone arrangements were screened using a cost function which evaluates core packing, hydrogen bonding, loop closure, and backbone torsional geometry. Given a specified number of residues for each secondary structural element, a family of optimal configurations was found. We chose three motifs to test our method (ββα, βαβ, and αα) since their combination could be used to approximate most possible backbone fold. The best structure found for the ββα motif is similar to a zinc finger, and the
best structure for the $\beta\beta\alpha$ motif is similar to a segment of a $\beta$-barrel. The backbone obtained for the $\alpha\alpha$ motif resembles minimized protein A.

Last, our backbone design method was evaluated by testing the thermal stability and structural properties of the designed peptides using circular dichroism and 1D nuclear magnetic resonance. From these results, a set of heuristic rules was derived. Taken together, these studies suggest that de novo backbones assembled using our backbone design method may serve as adequate input templates for atomistic sequence selection algorithms.
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Chapter 1

Introduction
Introduction

This thesis contained two independent biophysical projects. First, the role of backbone flexibility in protein design was assessed. Second, a multi-substrate single-file model for ion-coupled transporters was developed. Although the focal biological objects were different, the quantitative physical approach remained the same. In the introductory chapter, I describe background information for the two projects.

I. Backbone Flexibility in Protein Design

In this section, we introduce the following concepts:
(a) proteins as physical systems;
(b) the protein design problem;
(c) approaches to solving the protein design problem;
(d) the role of backbone flexibility in protein design;
(e) incorporating backbone flexibility in protein design.

a) Proteins as Physical Systems

As with any other physical system, we characterize the protein's components, degrees of freedom, and the interacting forces (Creighton, 1993).

Mathematically, a protein is a sequence of amino acids. Just as quarks come in three different flavors, amino acids come in 20 different types, and are abbreviated as A, C, D, E, F, G, H, I, K, L, M, N, P, Q, R, S, T, V, W, Y (the 26 letters of the alphabet minus B, J, O, U, X, Z, see Table 1). These 20 amino acids are made of N, C, O, H and S atoms, and have different physical properties. They serve as building blocks for proteins and are connected together by peptide bonds. A protein's sequence length can range anywhere
Table 1 Just as quarks come in three different flavors, amino acids come in 20 different types (reprinted from Creighton, Proteins, 2nd edition, 1993).
from 20 to 1000 or more. However, a protein of shorter sequence length, say less than 50, is usually called a "peptide."

Geometrically, a protein is a linear chain of polymer. What this means is that a protein looks like a fishbone, with many side-chains branching off a main-chain. The main-chain is also called the "backbone," consisting of repetitive peptide units \((N-C\alpha-C)\_n\). The side-chains can take on identities of any of the 20 amino acids. The ordering of a protein's side-chain identities coincides with its sequence (see Figure 1). The protein's sequence is called its "primary structure."

Figure 1 also exhibits the angles completely spanning the protein's degrees of freedom. These degrees of freedom are partitioned between the protein's main-chain (backbone) and side-chain. Main-chain angles include \(\phi\) and \(\psi\). \(\phi\) is the dihedral angle between \(C-N-C\alpha-C\); \(\psi\) is the dihedral angle between \(N-C\alpha-C-N\). Side-chain \(\chi\)-n \((n = 1, 2, 3, 4)\) angles are counted along \(N-C\alpha-C\beta-Y\), and down the side-chain branch, where \(Y\) is any non-hydrogen atom on the side-chain. For example, the D in Figure 1 has \(\chi\)-1 representing the dihedral angle between \(N-C\alpha-C\beta-C\gamma\) and \(\chi\)-2 representing the dihedral angle between \(C\alpha-C\beta-C\gamma-O\delta\). A protein's structure is fully specified once the values of all the \(\phi\), \(\psi\), and \(\chi\) angles are specified.

The protein's main-chain (backbone) forms three classes of distinctive patterns, called the "secondary structures." The first class, called the "\(\alpha\)-helix", looks like a spiraling spring (see Figure 2a). The second class, called the "\(\beta\)-strand," looks like a series of mountains (see Figure 2b). Both "\(\alpha\)-helix" and "\(\beta\)-strand" are periodic, regular structures. The third class, called the "loop", is irregular and is mainly responsible for connecting the regular structures (Figure 2c).
Figure 1  Primary sequence = “SLMK”. A protein’s structure is fully specified once the values of all the $\phi$, $\psi$, and $\chi$ angles are specified.
The protein’s main-chain (backbone) forms three classes of distinctive patterns, called the “secondary structures.” Figure 2a shows the $\alpha$-helix. Figure 2b shows the $\beta$-sheet. Figure 2c shows the irregular loop (reprinted from Cantor and Schimmel, Biophysical Chemistry, 1980).
The protein's side-chain, for a given amino acid, can adopt many different conformations by rotating around its $\chi$-angles. In principle, the rotations can take on any value. But in reality, only a smaller set of discretized values has been observed with statistically higher frequencies around each $\chi$-angle. These preferred rotational states are called "rotamers." As an example, Figure 3 and Table 2 list the more commonly observed rotamers as described by Ponder & Richards in 1987 (Ponder & Richards, 1987).

There are five major physical chemical phenomenon responsible for determining a protein's final structure, also called the protein's "tertiary structure." These factors are (i) the van der Waals potential, (ii) the intrinsic properties of each amino acid, (iii) the hydrogen bonding potential, (iv) the electrostatic potential, and (v) the solvation effect approximated by the protein's surface area. Although these interactions were thought to be better understood than some of the more "fundamental" interactions, say the strong or weak interactions in elementary physics, the exact balance between these interactions becomes more exquisite as proteins are complex systems consisting of thousands of atoms.

Among these interactions, the solvation effect is believed to be the most dominant. The 20 amino acids can be grouped into either "water-loving (hydrophilic)," or "water-hating (hydrophobic)." Once in solvent, the protein wants to bury as many hydrophobic amino acids (forming a hydrophobic core) and expose as many hydrophilic amino acids as possible (forming a hydrophilic surface).

b) The Protein Design Problem
### Figure 3 Flexibility of amino acid side-chains

The Figure shows the $\chi$ angle values required to fixed the positions of side-chain atoms in each amino acid residue type (reprinted from Ponder & Richards, 1987).

<table>
<thead>
<tr>
<th>Residue</th>
<th>Atom</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>$\delta$</th>
<th>$\epsilon$</th>
<th>$\zeta$</th>
<th>$\eta$</th>
<th>Atom position fixed by</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gly</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Main chain</td>
</tr>
<tr>
<td>Ala</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pro</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ser</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\chi_1$</td>
</tr>
<tr>
<td>Cys</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thr</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Val</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\chi_1$ and $\chi_2$</td>
</tr>
<tr>
<td>Leu</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asp</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asn</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>His</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phe</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tyr</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trp</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Met</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\chi_1$, $\chi_2$ and $\chi_3$</td>
</tr>
<tr>
<td>Glu</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gln</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lys</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\chi_1$, $\chi_2$, $\chi_3$, $\chi_4$</td>
</tr>
<tr>
<td>Arg</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Residue</td>
<td>Number</td>
<td>%</td>
<td>Chi 1</td>
<td>Chi 2</td>
<td>Chi 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>--------</td>
<td>----</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Valine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>100</td>
<td>67.1</td>
<td>173.5 (9.0)</td>
<td>-65.4 (8.1)</td>
<td>69.5 (9.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>±</td>
<td>39</td>
<td>26.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2</td>
<td>1.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leucine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- t</td>
<td>94</td>
<td>63.9</td>
<td>-64.9 (8.5)</td>
<td>176.0 (9.9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t t</td>
<td>34</td>
<td>24.5</td>
<td>-176.4 (10.2)</td>
<td>63.1 (9.0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ t</td>
<td>7</td>
<td>4.8</td>
<td>-165.3 (10.0)</td>
<td>168.2 (24.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>3</td>
<td>2.0</td>
<td>44.3 (30.0)</td>
<td>60.4 (18.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Isoleucine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- t</td>
<td>42</td>
<td>46.2</td>
<td>-60.9 (7.8)</td>
<td>165.7 (11.0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- t</td>
<td>17</td>
<td>18.3</td>
<td>-59.6 (9.6)</td>
<td>-84.1 (14.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t t</td>
<td>12</td>
<td>13.9</td>
<td>61.7 (6.0)</td>
<td>163.6 (16.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ t</td>
<td>3</td>
<td>3.2</td>
<td>-174.8 (24.9)</td>
<td>72.1 (10.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>4</td>
<td>4.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Serine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ t</td>
<td>94</td>
<td>48.9</td>
<td>64.7 (16.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t</td>
<td>56</td>
<td>28.6</td>
<td>-69.7 (14.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Throneine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ t</td>
<td>61</td>
<td>47.9</td>
<td>68.7 (8.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t t</td>
<td>70</td>
<td>46.0</td>
<td>-59.7 (8.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ t</td>
<td>8</td>
<td>4.7</td>
<td>-169.5 (6.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>4</td>
<td>2.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cysteine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- t</td>
<td>57</td>
<td>60.6</td>
<td>-65.2 (10.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t t</td>
<td>13</td>
<td>13.8</td>
<td>63.5 (9.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
<td>1.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proline</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ t</td>
<td>27</td>
<td>39.4</td>
<td>26.9 (7.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t t</td>
<td>32</td>
<td>34.0</td>
<td>-21.8 (6.4)</td>
<td>31.2 (8.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ t</td>
<td>5</td>
<td>6.3</td>
<td>-179.6 (9.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>9</td>
<td>2.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phenylalanine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 90</td>
<td>37</td>
<td>46.3</td>
<td>-66.3 (10.2)</td>
<td>94.3 (19.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ 90</td>
<td>20</td>
<td>25.0</td>
<td>-179.2 (9.3)</td>
<td>78.0 (8.9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t 90</td>
<td>17</td>
<td>21.3</td>
<td>66.0 (12.0)</td>
<td>90.7 (9.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 0</td>
<td>5</td>
<td>6.3</td>
<td>-71.9 (16.3)</td>
<td>-9.0 (21.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2</td>
<td>1.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tyrone</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 90</td>
<td>52</td>
<td>48.6</td>
<td>-66.5 (11.4)</td>
<td>96.6 (21.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t 90</td>
<td>35</td>
<td>32.7</td>
<td>-179.7 (12.6)</td>
<td>71.9 (13.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ 90</td>
<td>16</td>
<td>15.0</td>
<td>63.3 (9.4)</td>
<td>50.1 (13.0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- 0</td>
<td>4</td>
<td>3.7</td>
<td>-97.2 (13.2)</td>
<td>-1.0 (20.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2</td>
<td>1.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tryptophan</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- +</td>
<td>11</td>
<td>37.9</td>
<td>-70.4 (7.0)</td>
<td>100.5 (18.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ +</td>
<td>6</td>
<td>20.7</td>
<td>64.8 (13.0)</td>
<td>-88.9 (5.3)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- t</td>
<td>4</td>
<td>13.8</td>
<td>-177.3 (7.9)</td>
<td>-95.1 (7.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t +</td>
<td>3</td>
<td>10.3</td>
<td>-179.5 (5.8)</td>
<td>97.5 (3.9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ +</td>
<td>2</td>
<td>6.9</td>
<td>-73.3 (6.5)</td>
<td>-57.7 (8.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
<td>3.4</td>
<td>62.2</td>
<td>112.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Histidine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t +</td>
<td>15</td>
<td>34.1</td>
<td>-69.8 (10.0)</td>
<td>-74.3 (17.9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>± -</td>
<td>11</td>
<td>25.0</td>
<td>-175.2 (15.4)</td>
<td>-57.7 (43.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>± -</td>
<td>7</td>
<td>15.9</td>
<td>-69.8 (5.9)</td>
<td>96.1 (32.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>± +</td>
<td>6</td>
<td>13.6</td>
<td>67.9 (17.4)</td>
<td>-80.5 (60.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>t +</td>
<td>4</td>
<td>9.1</td>
<td>-173.3 (5.3)</td>
<td>102.6 (14.9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+ +</td>
<td>1</td>
<td>2.3</td>
<td>48.6</td>
<td>25.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aspartic acid</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- t</td>
<td>31</td>
<td>47.7</td>
<td>-68.3 (9.2)</td>
<td>-26.7 (31.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>± +</td>
<td>36</td>
<td>33.6</td>
<td>-189.1 (9.5)</td>
<td>3.9 (39.9)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>3</td>
<td>2.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2 Side-chain angles from the rotamer library $\chi$ values and standard deviations (reprinted from Ponder & Richards, 1987).
Table 2 (continued) Side-chain angles from the rotamer library $\chi$ values and standard deviations (reprinted from Ponder & Richards, 1987).

<table>
<thead>
<tr>
<th>Rotamer</th>
<th>Number</th>
<th>% of Chi 1</th>
<th>Chi 2</th>
<th>Chi 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asparagine</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$-$</td>
<td>37</td>
<td>30-3</td>
<td>$-68-3$ (12-3)</td>
<td>$-36-8$ (25-2)</td>
</tr>
<tr>
<td>$+$</td>
<td>18</td>
<td>11-1</td>
<td>$-67-0$ (10-8)</td>
<td>$129-8$ (24-5)</td>
</tr>
<tr>
<td>$+$</td>
<td>20</td>
<td>11-1</td>
<td>$-68-3$ (12-3)</td>
<td>$-36-8$ (25-2)</td>
</tr>
<tr>
<td>Other</td>
<td>7</td>
<td>8-7</td>
<td>$63-6$ (6-6)</td>
<td>$53-8$ (17-1)</td>
</tr>
<tr>
<td>Glutamic acid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$-$</td>
<td>22</td>
<td>27-2</td>
<td>$-69-6$ (19-2)</td>
<td>$-177-2$ (21-7)</td>
</tr>
<tr>
<td>$+$</td>
<td>21</td>
<td>25-9</td>
<td>$-178-3$ (14-9)</td>
<td>$175-4$ (10-6)</td>
</tr>
<tr>
<td>$+$</td>
<td>5</td>
<td>11-1</td>
<td>$-69-1$ (17-3)</td>
<td>$-35-4$ (27-4)</td>
</tr>
<tr>
<td>Other</td>
<td>6</td>
<td>8-7</td>
<td>$77-0$ (6-8)</td>
<td>$23-3$ (28-3)</td>
</tr>
<tr>
<td>Glutamine</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$-$</td>
<td>23</td>
<td>36-7</td>
<td>$-69-7$ (14-1)</td>
<td>$-178-5$ (14-9)</td>
</tr>
<tr>
<td>$+$</td>
<td>26</td>
<td>23-6</td>
<td>$-172-1$ (18-4)</td>
<td>$175-3$ (23-1)</td>
</tr>
<tr>
<td>$-$</td>
<td>18</td>
<td>10-4</td>
<td>$-58-1$ (10-5)</td>
<td>$-74-9$ (25-6)</td>
</tr>
<tr>
<td>Other</td>
<td>3</td>
<td>2-2</td>
<td>$-175-8$ (29-0)</td>
<td>$-63-9$ (36-3)</td>
</tr>
<tr>
<td>Lysine</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$-$</td>
<td>45</td>
<td>40-9</td>
<td>$-68-9$ (16-5)</td>
<td>$-178-4$ (24-7)</td>
</tr>
<tr>
<td>$+$</td>
<td>19</td>
<td>26-6</td>
<td>$-172-1$ (18-4)</td>
<td>$175-3$ (23-1)</td>
</tr>
<tr>
<td>$+$</td>
<td>9</td>
<td>14-4</td>
<td>$-58-7$ (11-2)</td>
<td>$-63-8$ (16-1)</td>
</tr>
<tr>
<td>$+$</td>
<td>4</td>
<td>4-4</td>
<td>$-76-8$ (21-5)</td>
<td>$67-3$ (7-9)</td>
</tr>
<tr>
<td>Other</td>
<td>3</td>
<td>3-8</td>
<td>$-70-9$ (13-9)</td>
<td>$-68-8$ (9-6)</td>
</tr>
<tr>
<td>Methionine</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$-$</td>
<td>6</td>
<td>37-5</td>
<td>$-64-5$ (12-7)</td>
<td>$-65-5$ (6-6)</td>
</tr>
<tr>
<td>$+$</td>
<td>4</td>
<td>25-0</td>
<td>$-78-8$ (5-4)</td>
<td>$-74-7$ (15-7)</td>
</tr>
<tr>
<td>$+$</td>
<td>3</td>
<td>19-8</td>
<td>$176-9$ (9-7)</td>
<td>$175-9$ (10-4)</td>
</tr>
<tr>
<td>Other</td>
<td>3</td>
<td>19-8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arginine</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$-$</td>
<td>38</td>
<td>46-3</td>
<td>$-67-6$ (19-3)</td>
<td>$-176-9$ (30-0)</td>
</tr>
<tr>
<td>$+$</td>
<td>19</td>
<td>23-2</td>
<td>$-174-1$ (17-5)</td>
<td>$-178-2$ (24-4)</td>
</tr>
<tr>
<td>$+$</td>
<td>15</td>
<td>23-2</td>
<td>$-67-0$ (17-5)</td>
<td>$-172-5$ (24-4)</td>
</tr>
<tr>
<td>$+$</td>
<td>9</td>
<td>23-2</td>
<td>$-78-8$ (5-4)</td>
<td>$-172-5$ (24-4)</td>
</tr>
<tr>
<td>Other</td>
<td>3</td>
<td>2-7</td>
<td>$-79-9$ (1-5)</td>
<td>$54-2$ (20-0)</td>
</tr>
</tbody>
</table>

The rotamer abbreviations are as follows: + for a chi value centered in the +60 to +90 range; - for a chi value centered in the -60 to -90 range; 0 for a chi value centered near 0; and $\pm$ for chi values centered near 90 or -90, respectively. Note that our definition of $\pm$ is different from those used by Zamin et al. (1978), but the same as those of Benedetti et al. (1983).

The residues included as "other" had chi values significantly different from any listed library members and represent either extreme outliers of listed library members or race unlisted library members. In addition, some of the "other" residues may be misinterpreted or poorly defined in the crystallographic structures. All "other" residues and the proteins in which they are found are listed below. The initial 4 letter code is that used by the Protein Data Bank (see Table 1).

1BP2 Va165 1NXB Va146 2HIB Leu83 1BP2 Leu118
1NXB Leu32 2SGA Leu25 2RHE Leu55 1MBO Leu2
2RHE Leu109 4CTY Leu57 2ALP Leu11 1OXN Leu12
2SGA Ile72 1NXB Cys69 1NXB Thr15 2SGA Thr74
2SGA Thr73 3SGB Thr81 1NXB Pro44 1NXB Pro48
2SGA Pro123 1BP2 Phe2 2RHE Tyr60 1PPD Tyr86
1PPD Thr17 1MBO Thr14 2PTI Asp60 2SGA Asp71
2RHE Asp97 1S2N Asn33 1BP2 Asn24 1INS Asn21
1NXB Asn61 3SGB Asn30 1SN3 Asn62 1PPD Asn84
2RHE Glu1 1NXB Glu21 1NXB Glu69 1INS Glu3
2RHE Glu4 1NXB Glu4 1NXB Glu8 2APP Glu11
1INS Glu4 2APP Glu8 1SN2 Asp2 1INS Glu3
2ALP Met138 2ALP Met158 1L21 Lys69 1NXB Lys51
2CTT Lys72 2SGA Arg148 1L21 Arg115

† The distribution of Pro residues in our data set with respect to chi 3 does not show distinct clusters corresponding to library members. Thus, we have artificially partitioned the sample to provide the 3 library members listed.

‡ Chi 3 of Glu and chi 3 and 4 of Lys and Arg are poorly determined in most structures, and statistics for many of these angles were not used in the derivation of the rotamer library.
The protein design problem asks the following question: given a three dimensional target protein structure, how can one find an amino acid sequence, that will adopt the desired structure (Pabo, 1983; Yue & Dill, 1992; Bowie & Eisenberg, 1993).

The statement of the problem may be simple, but it is a hard combinatorial problem in nature. For example, consider a protein sequence of length 100. For any target protein structure, there are $20 \times 20 \times 20 \ldots = 20^{100}$ possible sequences to choose from. If an exhaustive search is performed in sequence space, assuming one can sample a billion sequences a second, it will take $10^{105}$ times of the age of the universe ($13 \times 10^9$ years) to search through all possible sequences.

(c) Approaches to Solving the Protein Design Problem

People have tried to solve the protein design problem for over a decade. Two major approaches have been used, one empirical, the other quantitative. This thesis work employs the quantitative approach to protein design.

The empirical design rules were developed by the pioneers in the field (Regan & DeGrado, 1988; Hecht et al., 1990; Osterhout et al., 1992; DeGrado et al., 1991; Betz et al., 1993; Handel et al., 1993). These scholars attempted to reduce the complexity level associated with the protein design problem by (i) using as the main criterion for sequence-selection the binary patterning of polar and nonpolar amino acids, and (ii) reducing the amino acid set. We illustrate these rules using a four-helix bundle design as an example.

A four-helix bundle is one of the earliest design target (Regan & DeGrado, 1988; Hecht et al., 1990). So it consists of four helices running parallel to each other, forming a "bundle" (see Figure 4). As shown in Figure
Figure 4  Example of a four-helix bundle. Ribbon drawing of the sequence and proposed three-dimensional structure of Felix, with the disulfide indicated (reprinted from Hecht et al., 1990).
4, there are "interior" and "exterior" faces of the bundle. Considering only the dominant hydrophobic force, the interior and exterior are hypothesized to be formed by nonpolar and polar amino acids, respectively. This is what "binary patterning" means (Hecht et al., 1990). Binary patterning, although crude, is effective in restricting the allowed sequence space. Within the allowed sequence space, the search is further restricted by using a reduced set of amino acids. That is, all the interior hydrophobic positions are assumed to be the amino acid L, all the exterior hydrophilic positions are assumed to be amino acids K or E, and all the loops connecting the helices are assumed to adopt the sequence G-P-R-R-G.

In general, proteins designed using empirical design rules have been shown to have the correct topology, significant secondary structure, and reasonable thermodynamic stabilities (Regan & DeGrado, 1988; Hecht et al., 1990; Osterhout et al., 1992). Even so, their tertiary structures appear poorly defined, as demonstrated by several experimental criteria (DeGrado et al., 1991; Betz et al., 1993; Handel et al., 1993). Thus, it is no longer considered sufficient that a given sequence adopt the desired topology; it must also possess the physical properties of well structured natural proteins. This has encouraged the development of more elaborate design strategies to achieve native-like structure and dynamics.

The quantitative design rules were developed after the realization that empirical design rules alone were insufficient. Several groups have begun to develop computational methods to design proteins (Ponder & Richards, 1987; Hellinga et al., 1991; Hurley et al., 1992; Hellinga & Richards, 1994; Desjarlais & Handel, 1995; Harbury et al., 1995; Klemba et al., 1995; Nautiyat et al., 1995; Betz & Degrado, 1996; Dahiyat & Mayo, 1996). At the center of the design approach is the "design cycle," in which theory and experiment alternate.
The starting point is the development of a molecular model, based on rules of protein structure, combined with a computational algorithm for applying these. This is followed by experimental construction and analysis of the properties of the designed protein. If the experimental outcome is failure or partial success, then a next iteration of the design cycle is started in which additional complexity is introduced, rules and parameters are refined, or the algorithms for applying them are modified. The quantitative design approach is therefore a way to test the limits of completeness of understanding experimentally.

Logistically, the quantitative design approach starts with a fixed protein backbone. The backbone is then redecorated with different amino acid sequences that are predicted to be structurally compatible with that fold. This approach is also called the strict "inverse folding" approach (Pabo, 1983) where the backbone conformational degrees of freedom have been removed from the design problem. Key to the strict "inverse folding" approaches are (i) a scoring function based on physical forces to accurately evaluate the compatibility between the sequence and backbone, and (ii) an optimization method that will locate the best-scoring sequence without searching exhaustively. These two daunting tasks have now been overcome by Dahiyat and Mayo (Dahiyat & Mayo, 1997b). In the same publication, they combined a novel forcefield with an optimization algorithm to efficiently search through a sequence space consisting of $1.9 \times 10^{27}$ sequences, and located a true optimal sequence that successfully adopted the desired target $\beta\beta\alpha$ fold.

(d) The Role of Backbone Flexibility in Protein Design
The role of backbone flexibility in protein design was considered under two contexts: the strict inverse folding approach, and the de novo protein design approach.

In the strict inverse folding approach, the backbone was fixed. However, in several protein core repacking studies, core amino acid sequences optimized on fixed backbones were often very similar to the protein's original sequence (Dahiyat & Mayo, 1996; Dahiyat & Mayo 1997a). This similarity suggested that the fixed backbone can introduce native bias to the designed sequences. On the other hand, it was experimentally observed that the backbone of the target structure could move to alleviate potentially disruptive mutations (Baldwin et al., 1993; Lim et al., 1994). These backbone movements allowed a protein to accommodate amino acids whose total volumes were 10% - 15% bigger than the protein core bounded by the fixed backbone frame. Therefore, sequences that were scored incompatible with the fixed backbone, could turn out to be quite compatible with a relaxed backbone. The role of backbone flexibility in this context is to increase diversity in the designed sequences (Su & Mayo, 1997).

In the de novo protein design approach, a novel optimal backbone has to be constructed before it can be decorated with different amino acid sequences. In order to setup the optimization, the backbone conformational degrees of freedom must be fully characterized. Since the backbone optimization is done in the absence of any sequence information, the scoring function must maximize backbone flexibility (or minimize backbone strain). The role of backbone flexibility in this context is to serve as a criterion for constructing target novel backbones.

(e) Incorporating Backbone Flexibility in Protein Design
After establishing the importance of backbone flexibility in protein design, the challenge now is to incorporate it computationally. There are at least two ways to implement this using a protein's backbone conformational degrees of freedom: one short-range, one long-range. The short-range method relaxes uniformly across every $\phi/\psi$ angle (Desjarlais, personal communications). The long-range method keeps the $\phi/\psi$ angles constant across a given secondary structure (an $\alpha$-helix or a $\beta$-strand) but moves the entire secondary structure as a whole (Su & Mayo, 1997). The long-range method is favored over the short-range one for two reasons. First, long-range rather than short-range backbone movements were observed in previous protein design studies (Baldwin et al., 1993; Lim et al., 1994). Second, a protein has fewer long-range degrees of freedom than short-range ones (Chothia et al., 1997; Cohen et al., 1980; Cohen et al., 1981; Chothia & Janin, 1981; Chothia et al., 1981; Chothia & Janin, 1982; Chou et al., 1985; Chou et al., 1986; Cho et al., 1988; Su & Mayo, 1997). As a first order approximation, long-range degrees of freedom are more realistic and computationally efficient.

In chapter 2 of this thesis, we set out to incorporate long-range backbone degrees of freedom into the quantitative protein design approach. The long-range method parsed the protein into a collection of rigid bodies, each rigid body being a piece of secondary structure, such as an $\alpha$-helix or a $\beta$-strand (Chothia et al., 1997; Cohen et al., 1980; Cohen et al., 1981; Chothia & Janin, 1981; Chothia et al., 1981; Chothia & Janin, 1982; Chou et al., 1985; Chou et al., 1986; Cho et al., 1988). Then "supersecondary structure parameters" were used to describe the relative distance and orientation among individual secondary structural elements. Backbone flexibility was introduced by moving the individual secondary structural elements along these distances.
and orientations, followed by optimizing the core sequence for each perturbed backbone conformation (Su & Mayo, 1997).

In chapter 3 of this thesis, we sought to expand the range of computational protein design by developing a general, quantitative design method for computing de novo backbone templates. The method had to compute atomic resolution backbones compatible with the atomistic sequence selection algorithm we were using (Dahiyat & Mayo, 1997b) and it had to be applicable to all protein motifs. The algorithm we developed uses supersecondary structure parameters to determine the orientation among secondary structural elements, given a target protein fold. Possible backbone arrangement are screened using a cost function which evaluates core packing (Ponder & Richards, 1987), hydrogen bonding (Ippolito et al., 1991; Sticle et al., 1992; McDonald & Thornton, 1994), loop closure (Brucoleri, 1993; Donate et al., 1996), and backbone torsional geometry (Salemme, 1983). Given a specified number of residues in each secondary structural element, a family of optimal configurations is found. We chose three motifs to test our method (ββα, βαβ, and αα) since their combination can be used to approximate most possible backbone fold.

In chapter 4 of this thesis, we evaluate the backbone design method developed in chapter 3 by testing the thermal stability and structural properties of the designed peptides. We also explore relevant issues for integrating computer-generated backbones with the sequence-selection algorithm. Starting with a computer-generated ββα motif, we optimized five sequences for this backbone and characterized them using circular dichroism and one-dimensional nuclear magnetic resonance. It was found that small differences in the number and location of the hydrophobic residues can significantly change the thermodynamic behaviour of the designed peptides.
This supports the previously acknowledged importance of binary patterning (Hecht, 1990). Based on the results of these five peptides, a set of heuristic rules was derived which could be used to improve computer-generated backbones. Validation of these rules will be the focus of future experimental efforts.

II. A Multi-Substrate Single-File Model for Ion-Coupled Transporters

In this section, we introduce the following concepts:

a) what are ion-coupled transporters;

b) contemporary models for ion-coupled transporters;

c) conflicts between existing models and new data;

d) building the new model using new data;

e) comparing the new model with existing models.

a) What are Ion-Coupled Transporters

Several classes of membrane transport proteins use electrochemical gradients for ions (usually for Na⁺ or H⁺) to accumulate organic molecules (neurotransmitters, sugars, amino acids, osmolytes) in plant and animal cells (Schultz, 1986; Harvey & Nelson, 1994). The tight flux coupling between these inorganic and organic substrates constitutes a hallmark of ion-coupled transporters and contrasts with properties of ion channels, another major class of membrane transport proteins (Hille, 1992). To explain the mechanism of flux coupling, basically two types of models have been proposed (Hill, 1977; Kanner & Schuldiner, 1987; Rudnick & Clark, 1993). Early models envisioned a recirculating carrier whose motions were largely governed by the binding and dissociation of the substrates (Schultz, 1980; Stein, 1986; Lauger & Jauch, 1986). More recently, sequence analysis of cloned
transporters suggested 6 to 12 putative transmembrane domains, rendering a recirculating carrier less plausible. This is because large membrane proteins don’t exhibit such a large scale motion within the membrane.

b) Contemporary Models for Ion-Coupled Transporters
Most contemporary mechanistic concepts of ion-coupled transport employ the alternating-access scheme first enunciated by Jardetzky (1966) and developed in many papers by Lauger (see Lauger, 1991; Wright, 1993; Lester et al., 1994). In this scheme, ion-coupled transporters are viewed as pores or channels that have two gates. While the pore has sites that bind, or perhaps merely accept, all the permeant substrates, the gates have most of the (poorly understood) properties that assure coupled transport. When all the substrates are bound appropriately, the gates undergo conformational changes; and these conformational changes account for the differences in compartmentalization of the substrates during the transport cycle. Some alternating-access schemes incorporate ordered binding and dissociation of substrates (see for instance Rudnick & Clark, 1993). Now that cloned transporters can be expressed at high densities and studied with good temporal resolution in heterologous expression systems, additional measurements are available on pre-steady state kinetics and charge movements associated with one or a few steps in the transport cycle (Parent et al., 1992a,b; Mager et al., 1993; Mager et al., 1994; Cammack et al., 1994; Wadiche, 1995a). Several studies build on these time-resolved data in the context of the alternating-access model (Parent et al., 1992b; Mager et al., 1993; Wadiche et al., 1995b).

c) Conflicts Between Existing Models and New Data
However, the newer measurements have also revealed several additional classes of complexities that cannot be explained by straightforward alternating-access models. (1) There are leakage currents -- $\text{Na}^+$ fluxes in the absence of organic substrate (Schwarz, 1990; Schwartz & Tachibana, 1990; Umbach et al., 1990; Cammack et al., 1994). (2) There are major departures from accepted stoichiometry, so that transport-associated currents are several times larger than the flux of organic substrate (Mager et al, 1994; Wadiche et al, 1995a). (3) There are actual or inferred quantized current events that exceed by several orders of magnitude the single-charge events expected from the model (Mager et al, 1994; Wadiche et al, 1995b; DeFelice, 1995).

d) Building the New Model Using New Data

Although more complex alternating-access models can be developed to account for some of these new phenomena, the time seemed ripe for a new class of models. Our formulation is termed the multi-substrate single-file transport model. We borrow heavily from ion channel models that incorporate a pore with several simultaneously bound ions (Hille, 1992). In particular, we do not explicitly allow conformational changes that modify the compartmentalization of the substrates. The gates of the alternating-access model have been de-emphasized. Instead, functional compartmentalization arises because the pore (or lumen or channel) of the transporter mediates multiple substrate bindings and substrate-substrate interactions that favor, albeit only statistically, permeation in fixed ratios of inorganic ions to organic substrate.

In this first discussion on the topic, we test the hypothesis of "multi-substrate single-file transport" in a quantitative, physically realistic fashion. We simulate the function of three ion-coupled transporters for which high-
resolution functional studies have been reported: the GABA transporter GAT1 (Mager et al., 1993), the serotonin transporter 5-HTT (Mager et al., 1994) and the Na+-glucose transporter SGLT1 (Parent et al., 1992a,b). In each case, the multi-substrate single-file transport model has been found to reproduce available experimental data within experimental error. The model also accounts for newer phenomena such as the leakage currents of all these transporters and the variable stoichiometry of 5-HT have been recapitulated, among other permeation properties.

e) Comparing the New Model with Existing Models

Our approach has certainly been foreshadowed by many previous suggestions that transporters have channel-like mechanisms, for instance, in mediated ionic transport (Frohlich, 1988; Krupka, 1989; Hasegawa et al., 1992), in electrogenic membrane systems (Andersen et al., 1985; Lagnado et al., 1988; Nakamoto et al., 1989; Hilgemann et al., 1991; Lauger, 1991; Gadsby et al., 1993; Rakowski, 1993), in neurotransmitter transporters, (Krupka & Deves, 1988; Schwarztz & Tachibana, 1990), and in facilitative sugar transporters (Barnett et al., 1975; Lowe & Walmsley, 1986; Walmsley, 1988; Baldwin, 1993; Hernandez and Fischbarg, 1994). Detailed theories have been based on electro-diffusion (Chen & Eisenberg, 1993; Eisenberg, 1994) and have concerned channels that can simultaneously contain two ionic species at once (Franciolini & Nonner, 1994). Although molecular cloning has given us knowledge about the amino-acid sequence of many ion-coupled transporters (Harvey and Nelson, 1994), there is still little relevant structural information at the atomic scale, or even at the level of tertiary structure or membrane topology. Therefore the model is cast in purely formal terms at present.
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Abstract
Using a protein design algorithm that considers side-chain packing quantitatively, the effect of explicit backbone motion on the selection of amino acids in protein design was assessed in the core of the streptococcal protein G B1 domain (Gβ1). Concerted backbone motion was introduced by varying Gβ1’s supersecondary structure parameter values. The stability and structural flexibility of seven of the redesigned proteins were determined experimentally and showed that core variants containing as many as 6 of 10 possible mutations retain native-like properties. This result demonstrates that backbone flexibility can be combined explicitly with amino acid side-chain selection and that the selection algorithm is sufficiently robust to tolerate perturbations as large as 15% of Gβ1’s native supersecondary structure parameter values.

Keywords: backbone degrees of freedom; protein design; protein G; supersecondary structure parameters

Several groups have proposed and tested systematic, quantitative methods for protein design that screen possible sequences for compatibility with a desired backbone fold (Ponder & Richards, 1987; Hellinga et al., 1991; Hurley et al., 1992; Hellinga & Richards, 1994; Desjarlais & Handel, 1995; Harbury et al., 1995; Klenka et al., 1995; Nautiyal et al., 1995; Betz & Degrado, 1996; Dahiyat & Mayo, 1996). In these methods, the backbone is held fixed and a search is performed to find side chains, whose conformations are often discretized as rotamers, that lead to sterically acceptable packing arrangements. Such algorithms correctly predict highly homologous core sequences to be acceptable. A significant problem, however, is that there are cases in which certain residue combinations are predicted to be sterically incompatible with a given fold, but these combinations can yield proteins that are as stable as the wild-type protein. Crystal structures of such mutants have revealed concerted backbone movements adopted by the protein to accommodate potentially disruptive residues, which indicates that the protein possesses a significant degree of backbone flexibility that must be accounted for in order to predict the full spectrum of compatible sequences (Baldwin et al., 1993; Lim et al., 1994).

Explicit backbone flexibility can be introduced into the design process by considering supersecondary structure parameterization. Supersecondary structure parameterization has been described for fold classes that include α/α (Crick, 1953a, 1953b; Chothia et al., 1981; Chou et al., 1988; Murzin & Finkelstein, 1988; Presnell & Cohen, 1989; Harris et al., 1994), α/β (Chothia et al., 1977; Janin & Chothia, 1980; Cohen et al., 1982; Chou et al., 1985), and β/β (Cohen et al., 1980, 1981; Chothia & Janin, 1981, 1982; Chou et al., 1986; Lasters et al., 1988; Murzin et al., 1994a, 1994b). Within this framework, a protein is first parsed into a collection of secondary structural elements that are then abstracted into geometrical objects. For example, an α-helix is represented by its helical axis and geometric center. The relative orientation and distance between these objects are summarized as supersecondary structure parameters. Concerted backbone motion can be introduced by simply modulating a protein’s supersecondary structure parameter values.

Recent studies using coiled coils have demonstrated that core side-chain packing can be combined with explicit backbone flexibility (Harbury et al., 1995; Offer & Sessions, 1995). In these cases, the goal was to search for backbone coordinates that satisfied a fixed amino acid sequence. Our goal is to develop methodology that allows both backbone flexibility and amino acid sequence selection.

This study is concerned primarily with coupling backbone flexibility and the selection of amino acids for protein cores and an assessment of the tolerance of our side-chain selection algorithm to perturbations in protein backbone geometry. An ideal model system for these purposes is the B1 immunoglobulin-binding domain of streptococcal protein G (Gβ1) (Gronenborn et al., 1991) (Fig. 1). Its small size, 56 residues, renders computations more tractable and simplifies production of the protein by either synthetic or recombinant methods. A solution structure (Gronenborn et al., 1991) and several crystal structures (Gallagher et al., 1994) are available to provide backbone templates for the side-chain selection algorithm. In addition, the energetics and structural dynamics of Gβ1 have been...
Radii of the atoms in the simulation were scaled by either favoring burial of hydrophobic surface area. The van der Waals components: a van der Waals energy term and an atomic solvation term favoring burial of hydrophobic surface area. The van der Waals radii of the atoms in the simulation were scaled by either 1.0 or 0.9 in order to reduce the effects of using discrete rotamers (Mayo et al., 1990; B.I. Dahiyat & S.L. Mayo, 1997). Global optimum sequences for each of the backbone variants were found using the Dead-End Elimination (DEE) theorem (Desmet et al., 1992, 1994; Goldstein, 1994). Optimal sequences, and their corresponding proteins, are named by the backbone perturbation type, the size of the perturbation, and the radius scale factor used in their design. For example, the sequence designed using a template whose helix was translated by +1.50 Å along the sheet axis and a radius scale factor of 0.9 is called Δh0.9[+1.50 Å]. Backbone perturbations that result in the same calculated core sequence are named by the perturbation with the greatest magnitude. For example, Δh0.9 backbone perturbations of +1.25 and +1.50 Å result in the same sequence, which is called Δh0.9[+1.50 Å]. The calculated core sequences corresponding to various backbone perturbations are listed in Tables 1, 2, 3, 4, and 5.

The optimal sequence for the 10 core positions of G81 that is calculated using the native backbone (i.e., no perturbation) contains three conservative mutations relative to the wild-type sequence (Table 1) (B.I. Dahiyat & S.L. Mayo, 1997). Y3F and V39L are likely the result of the hydrophobic surface area burial term in the scoring function. L7I reflects a bias in the rotamer library used for these calculations. The crystal structure of G81 has the leucine at position 7 with a nearly eclipsed χ3 of 111°. This strained χ3 is characterized extensively (Alexander et al., 1992; Barchi et al., 1994; Kuszewski et al., 1994; Orban et al., 1995). G81 contains no disulfide bonds and does not require a cofactor or metal ion to fold, but relies upon the burial of its hydrophobic core for stability. Further, G81 contains sheet, helix, and turn structures and is without the repetitive side-chain packing patterns found in coiled coils and some helical bundles. This lack of periodicity reduces the bias from a particular secondary or tertiary structure and necessitates the use of an objective algorithm for side-chain selection. Perhaps most important for this study, the G81 backbone can be classified as an α/β fold, a class for which extensive supersecondary structure analysis has been performed (Chothia et al., 1977; Janin & Chothia, 1980; Cohen et al., 1982; Chou et al., 1985).

Results and discussion

Sequence positions that constitute the core were chosen by examining the side-chain solvent-accessible surface area of G81. We selected the 10 most buried positions, which include residues 5, 7, 10, 26, 30, 34, 39, 52, and 54 (Fig. 1). The remainder of the protein structure, including all other side chains and the backbone, was used as the template for sequence selection calculations at the 10 core positions.

Four sets of perturbed backbones were generated by varying G81’s supersecondary structure parameter values (Fig. 2). All possible core sequences consisting of alanine, valine, leucine, isoleucine, phenylalanine, tyrosine, and tryptophan (A, V, L, I, F, Y, and W) were considered for each perturbed backbone. The rotamer library used in this work has been described previously (Dahiyat & Mayo, 1996). Optimizing the sequences of the cores of G81 and its structural homologues with 217 possible hydrophobic rotamers considered at each of the 10 core positions results in 21710 (~1073) rotamer sequences. Our scoring function consisted of two components: a van der Waals energy term and an atomic solvation term favoring burial of hydrophobic surface area. The van der Waals radii of the atoms in the simulation were scaled by either 1.0 or 0.9...
unlikely to be an artifact of the structure determination because it is present in two crystal forms and a solution structure (Gronenborn et al., 1991; Gallagher et al., 1994). Our rotamer library does not contain eclipsed rotamers and no staggered leucine rotamers pack well at this position. Instead, the side-chain selection algorithm chose an isoleucine rotamer that conserves the $\chi_1$ dihedral and is able to pack well. We expect the removal of the strained leucine rotamer to stabilize the protein, a prediction that is tested in the experimental section of this work. The sequences that result from varying individual supersecondary structure parameter values show two notable trends. Small variations in the parameter values tend to have little or no effect on the calculated sequences. For example, varying $\Delta h_{0.9}$ from $-0.25$ to $-1.00$ Å (Table 1) and $\Delta h_{1.0}$ from $+0.25$ to $+1.25$ Å (Table 2) has no effect on the calculated sequences, which demonstrates the side-chain selection algorithm's tolerance to small variations in the initial backbone geometry. Large variations in the parameter values tend to result in greater sequence diversity. For example, $\Delta h_{1.0}(+1.50$Å) contains 6 of 10 possible mutations relative to G81 (Table 2). The apparently anomalous result that occurs for $\Delta h_{0.9}$ at $-1.25$ and $-1.50$ Å, an increase in core volume, is explained by the observation that translating the helix toward the sheet plane results in creating a pocket of space in the vicinity of position 20 that ultimately leads to the observed A20V mutation.

### Table 1. DEE determined optimal sequences for the core positions of GB1 as a function of $\Delta h_{0.9}$

<table>
<thead>
<tr>
<th>$\Delta h_{0.9}$ (Å)</th>
<th>Vol</th>
<th>Tyr 3</th>
<th>Leu 5</th>
<th>Leu 7</th>
<th>Ala 20</th>
<th>Ala 26</th>
<th>Phe 30</th>
<th>Ala 34</th>
<th>Val 39</th>
<th>Phe 52</th>
<th>Val 54</th>
<th>$T_m$ (°C)</th>
<th>NMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-1.50$</td>
<td>1.04</td>
<td>Phe</td>
<td>Ile</td>
<td>Val</td>
<td>Val</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>69</td>
<td>+</td>
</tr>
<tr>
<td>$-1.25$</td>
<td>1.04</td>
<td>Phe</td>
<td>Ile</td>
<td>Val</td>
<td>Val</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>69</td>
<td>+</td>
</tr>
<tr>
<td>$-1.00$</td>
<td>0.99</td>
<td>Phe</td>
<td></td>
<td>Val</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89</td>
<td>+</td>
</tr>
<tr>
<td>$-0.75$</td>
<td>0.99</td>
<td>Phe</td>
<td></td>
<td>Val</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89</td>
<td>+</td>
</tr>
<tr>
<td>$-0.50$</td>
<td>0.99</td>
<td>Phe</td>
<td></td>
<td>Val</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89</td>
<td>+</td>
</tr>
<tr>
<td>$-0.25$</td>
<td>0.99</td>
<td>Phe</td>
<td></td>
<td>Val</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89</td>
<td>+</td>
</tr>
<tr>
<td>$0.00$</td>
<td>1.01</td>
<td>Phe</td>
<td></td>
<td>Val</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>91</td>
<td>+</td>
</tr>
<tr>
<td>$+0.25$</td>
<td>1.05</td>
<td>Phe</td>
<td></td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89</td>
<td>+</td>
</tr>
<tr>
<td>$+0.50$</td>
<td>1.05</td>
<td>Phe</td>
<td></td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89</td>
<td>+</td>
</tr>
<tr>
<td>$+0.75$</td>
<td>1.05</td>
<td>Phe</td>
<td></td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89</td>
<td>+</td>
</tr>
<tr>
<td>$+1.00$</td>
<td>1.05</td>
<td>Phe</td>
<td></td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89</td>
<td>+</td>
</tr>
<tr>
<td>$+1.25$</td>
<td>1.05</td>
<td>Phe</td>
<td></td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89</td>
<td>+</td>
</tr>
<tr>
<td>$+1.50$</td>
<td>1.11</td>
<td>Phe</td>
<td></td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>73</td>
<td>+</td>
</tr>
</tbody>
</table>

*The GB1 wild-type sequence and position numbers are shown at the top of the table. A vertical bar indicates identity with the GB1 sequence. $\Delta h$ is the change in the supersecondary structure parameter, $h$; Vol is the fraction of core side-chain volume relative to the GB1 sequence; $T_m$ is the melting temperature measured by CD; NMR is a qualitative indication of the degree of chemical shift dispersion in the 1D $^1$H NMR spectra. ND indicates a property that was not determined.

### Table 2. DEE determined optimal sequences for the core positions of GB1 as a function of $\Delta h_{1.0}$

<table>
<thead>
<tr>
<th>$\Delta h_{1.0}$ (Å)</th>
<th>Vol</th>
<th>Tyr 3</th>
<th>Leu 5</th>
<th>Leu 7</th>
<th>Ala 20</th>
<th>Ala 26</th>
<th>Phe 30</th>
<th>Ala 34</th>
<th>Val 39</th>
<th>Phe 52</th>
<th>Val 54</th>
<th>$T_m$ (°C)</th>
<th>NMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-1.50$</td>
<td>0.52</td>
<td>Ala</td>
<td>Ala</td>
<td>Ala</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>$-1.25$</td>
<td>0.62</td>
<td>Phe</td>
<td>Ala</td>
<td>Ala</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>$-1.00$</td>
<td>0.62</td>
<td>Phe</td>
<td>Ala</td>
<td>Ala</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>$-0.75$</td>
<td>0.91</td>
<td>Phe</td>
<td>Ala</td>
<td>Val</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>$-0.50$</td>
<td>0.99</td>
<td>Phe</td>
<td></td>
<td>Val</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
<td>ND</td>
</tr>
<tr>
<td>$-0.25$</td>
<td>0.99</td>
<td>Phe</td>
<td></td>
<td>Val</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89</td>
<td>+</td>
</tr>
<tr>
<td>$0.00$</td>
<td>1.01</td>
<td>Phe</td>
<td></td>
<td>Val</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89</td>
<td>+</td>
</tr>
<tr>
<td>$+0.25$</td>
<td>1.05</td>
<td>Phe</td>
<td></td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89</td>
<td>+</td>
</tr>
<tr>
<td>$+0.50$</td>
<td>1.05</td>
<td>Phe</td>
<td></td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89</td>
<td>+</td>
</tr>
<tr>
<td>$+0.75$</td>
<td>1.05</td>
<td>Phe</td>
<td></td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89</td>
<td>+</td>
</tr>
<tr>
<td>$+1.00$</td>
<td>1.05</td>
<td>Phe</td>
<td></td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89</td>
<td>+</td>
</tr>
<tr>
<td>$+1.25$</td>
<td>1.05</td>
<td>Phe</td>
<td></td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89</td>
<td>+</td>
</tr>
<tr>
<td>$+1.50$</td>
<td>1.11</td>
<td>Phe</td>
<td></td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>73</td>
<td>+</td>
</tr>
</tbody>
</table>

*The GB1 wild-type sequence and position numbers are shown at the top of the table. A vertical bar indicates identity with the GB1 sequence. $\Delta h$ is the change in the supersecondary structure parameter, $h$; Vol is the fraction of core side-chain volume relative to the GB1 sequence; $T_m$ is the melting temperature measured by CD; NMR is a qualitative indication of the degree of chemical shift dispersion in the 1D $^1$H NMR spectra. ND indicates a property that was not determined.
Table 3. DEE determined optimal sequences for the core positions of GB1 as a function of $\Delta \Omega_{0,0}$

<table>
<thead>
<tr>
<th>$\Delta \Omega$ (°)</th>
<th>Vol</th>
<th>Tyr 3</th>
<th>Leu 5</th>
<th>Leu 7</th>
<th>Ala 20</th>
<th>Ala 26</th>
<th>Phe 30</th>
<th>Ala 34</th>
<th>Val 39</th>
<th>Phe 52</th>
<th>Val 54</th>
<th>$T_m$ (°C)</th>
<th>NMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-10.0$</td>
<td>1.00</td>
<td>Val</td>
<td>Val</td>
<td>Val</td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
</tr>
<tr>
<td>$-7.5$</td>
<td>0.99</td>
<td>Phe</td>
<td>Val</td>
<td>Val</td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89</td>
</tr>
<tr>
<td>$-5.0$</td>
<td>0.99</td>
<td>Phe</td>
<td>Val</td>
<td>Val</td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89</td>
</tr>
<tr>
<td>$-2.5$</td>
<td>0.99</td>
<td>Phe</td>
<td>Val</td>
<td>Val</td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>91</td>
</tr>
<tr>
<td>$0.0$</td>
<td>1.01</td>
<td>Phe</td>
<td>Ile</td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
</tr>
<tr>
<td>$+2.5$</td>
<td>1.01</td>
<td>Phe</td>
<td>Ile</td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>91</td>
</tr>
<tr>
<td>$+5.0$</td>
<td>1.06</td>
<td>Phe</td>
<td>Ile</td>
<td>Val</td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
</tr>
<tr>
<td>$+7.5$</td>
<td>1.06</td>
<td>Phe</td>
<td>Ile</td>
<td>Val</td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
</tr>
<tr>
<td>$+10.0$</td>
<td>1.06</td>
<td>Phe</td>
<td>Ile</td>
<td>Val</td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
</tr>
</tbody>
</table>

*The GB1 wild-type sequence and position numbers are shown at the top of the table. A vertical bar indicates identity with the GB1 sequence. $\Delta \Omega$ is the change in the supersecondary structure parameter, $\Delta \Omega$ is the fraction of core side-chain volume relative to the GB1 sequence; $T_m$ is the melting temperature measured by CD; NMR is a qualitative indication of the degree of chemical shift dispersion in the 1D $^1$H NMR spectra; ND indicates a property that was not determined.

Table 4. DEE determined optimal sequences for the core positions of GB1 as a function of $\Delta \theta_{0,0}$

<table>
<thead>
<tr>
<th>$\Delta \theta$ (°)</th>
<th>Vol</th>
<th>Tyr 3</th>
<th>Leu 5</th>
<th>Leu 7</th>
<th>Ala 20</th>
<th>Ala 26</th>
<th>Phe 30</th>
<th>Ala 34</th>
<th>Val 39</th>
<th>Phe 52</th>
<th>Val 54</th>
<th>$T_m$ (°C)</th>
<th>NMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-10.0$</td>
<td>0.98</td>
<td>Phe</td>
<td>Ala</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
</tr>
<tr>
<td>$-7.5$</td>
<td>1.00</td>
<td>Phe</td>
<td>Leu</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
</tr>
<tr>
<td>$-5.0$</td>
<td>1.03</td>
<td>Phe</td>
<td>Val</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
</tr>
<tr>
<td>$-2.5$</td>
<td>1.03</td>
<td>Phe</td>
<td>Val</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
</tr>
<tr>
<td>$0.0$</td>
<td>1.01</td>
<td>Phe</td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
</tr>
<tr>
<td>$+2.5$</td>
<td>1.01</td>
<td>Phe</td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
</tr>
<tr>
<td>$+5.0$</td>
<td>1.06</td>
<td>Phe</td>
<td>Ile</td>
<td>Val</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
</tr>
<tr>
<td>$+7.5$</td>
<td>1.08</td>
<td>Phe</td>
<td>Ile</td>
<td>Val</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
</tr>
<tr>
<td>$+10.0$</td>
<td>1.08</td>
<td>Phe</td>
<td>Ile</td>
<td>Val</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
</tr>
</tbody>
</table>

*The GB1 wild-type sequence and position numbers are shown at the top of the table. A vertical bar indicates identity with the GB1 sequence. $\Delta \theta$ is the change in the supersecondary structure parameter, $\Delta \theta$ is the fraction of core side-chain volume relative to the GB1 sequence; $T_m$ is the melting temperature measured by CD; NMR is a qualitative indication of the degree of chemical shift dispersion in the 1D $^1$H NMR spectra; ND indicates a property that was not determined. ND $^*$ indicates a property that was not determined, but that is expected to be "positive" based on sequence similarity to other DEE solutions (see $\Delta \theta_{0,0}$ $^*$).

Table 5. DEE determined optimal sequences for the core positions of GB1 as a function of $\Delta \sigma_{0,0}$

<table>
<thead>
<tr>
<th>$\Delta \sigma$ (°)</th>
<th>Vol</th>
<th>Tyr 3</th>
<th>Leu 5</th>
<th>Leu 7</th>
<th>Ala 20</th>
<th>Ala 26</th>
<th>Phe 30</th>
<th>Ala 34</th>
<th>Val 39</th>
<th>Phe 52</th>
<th>Val 54</th>
<th>$T_m$ (°C)</th>
<th>NMR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-10.0$</td>
<td>1.01</td>
<td>Phe</td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>91</td>
</tr>
<tr>
<td>$-7.5$</td>
<td>1.01</td>
<td>Phe</td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>91</td>
</tr>
<tr>
<td>$-5.0$</td>
<td>1.01</td>
<td>Phe</td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>91</td>
</tr>
<tr>
<td>$-2.5$</td>
<td>1.01</td>
<td>Phe</td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>91</td>
</tr>
<tr>
<td>$0.0$</td>
<td>1.01</td>
<td>Phe</td>
<td>Ile</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>91</td>
</tr>
<tr>
<td>$+2.5$</td>
<td>0.99</td>
<td>Phe</td>
<td>Val</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89</td>
</tr>
<tr>
<td>$+5.0$</td>
<td>1.03</td>
<td>Phe</td>
<td>Val</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
</tr>
<tr>
<td>$+7.5$</td>
<td>1.04</td>
<td>Phe</td>
<td>Val</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
</tr>
<tr>
<td>$+10.0$</td>
<td>1.04</td>
<td>Phe</td>
<td>Val</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ND</td>
</tr>
</tbody>
</table>

*The GB1 wild-type sequence and position numbers are shown at the top of the table. A vertical bar indicates identity with the GB1 sequence. $\Delta \sigma$ is the change in the supersecondary structure parameter, $\Delta \sigma$ is the fraction of core side-chain volume relative to the GB1 sequence; $T_m$ is the melting temperature measured by CD; NMR is a qualitative indication of the degree of chemical shift dispersion in the 1D $^1$H NMR spectra; ND indicates a property that was not determined. ND $^*$ indicates a property that was not determined, but that is expected to be "positive" based on sequence similarity to other DEE solutions (see $\Delta \theta_{0,0}$ $^*$).
Experimental validation of the designed cores focused on seven of the $\Delta h$-series mutants that contain between three and six sequence changes relative to $\text{Gb1}$. The designed sequences resulting from $\Delta l$, $\Delta h$, and $\Delta \sigma$ perturbations are, however, in many cases identical to various $\Delta h$-series sequences. Typical far-UV CD spectra are shown in Figure 3. $\Delta h_{0.9}([-1.00 \text{Å}], \Delta h_{0.9}[0.00 \text{Å}], \Delta h_{0.9}[+0.75 \text{Å}], \text{and } \Delta h_{0.9}[+1.00 \text{Å}])$ have CD spectra that are indistinguishable from that of $\text{Gb1}$, whereas $\Delta h_{0.9}[+1.50 \text{Å}], \Delta h_{1.0}[+1.50 \text{Å}], \text{and } \Delta h_{0.9}[+1.50 \text{Å}]$ have CD spectra similar to that of $\text{Gb1}$, suggesting that all of the mutants have a secondary structure content similar to the wild-type protein. Thermal melts monitored by CD are shown in Figure 4. All of the mutants have cooperative transitions with melting temperatures ($T_m$'s) ranging from 53°C for $\Delta h_{0.9}[+1.50 \text{Å}]$ to 91°C for $\Delta h_{0.9}[0.00 \text{Å}]$ (Table 1). The $T_m$ for $\text{Gb1}$ is 85°C. The measured $T_m$'s for $\Delta h_{0.9}[+1.50 \text{Å}]$ and $\Delta h_{0.9}[+1.50 \text{Å}]$ are for 56-residue proteins compared to 57-residue proteins in all other cases (see Materials and methods), which results in $T_m$'s that are estimated to be about 2°C higher than what would be expected for the corresponding 57-residue proteins based on the $T_m$ difference between the 56- and 57-residue versions of $\text{Gb1}$. As suggested previously (B.I. Dahiyat & S.L. Mayo, 1997), the removal of the strained leucine at position seven (L7I), along with the increased hydrophobic burial generated by the Y3F and V39I mutations in $\Delta h_{0.9}[0.00 \text{Å}]$, result in a protein that is measurably more stable than wild-type $\text{Gb1}$. The extent of chemical shift dispersion in the 1D $^1H$ NMR spectrum of each mutant was assessed to gauge each protein's degree of native-like character (Fig. 5). All of the mutants, except $\Delta h_{0.9}[+1.50 \text{Å}]$, have NMR spectra with chemical shift dispersion similar to that of $\text{Gb1}$, suggesting that the proteins form well-ordered structures. $\Delta h_{0.9}[+1.50 \text{Å}]$ has a spectrum with broad peaks and no dispersion, which is indicative of a collapsed, but disordered and fluctuating structure or nonspecific association. All seven mutant proteins retain their ability to bind IgG as measured by binding to an IgG-Sepharose affinity column. The stability and native-like character of $\Delta h_{0.9}[-1.50 \text{Å}]$ and $\Delta h_{1.0}[+1.50 \text{Å}]$ indicate that the sequence selection algorithm is sufficiently robust to tolerate $\Delta h$ perturbations that are as large as 15% of $\text{Gb1}$'s native height supersecondary structure parameter value of 10 Å.

Although structures have not yet been determined for the six mutants that show good chemical shift dispersion in their NMR spectra, the magnitude of the backbone perturbations used to calculate these sequences are similar to the backbone perturbations observed for core mutations in other proteins (Baldwin et al., 1993; Lim et al., 1994). Elucidation of the structures of several of the mutants should contribute to our general understanding of the deformation modes available to protein backbones of the $\alpha/\beta$ class and should help define ranges of supersecondary structure parameter value perturbations that will be useful in future sequence calculations.

**Conclusions**

The objectives of this study were an assessment of the prospect of coupling backbone flexibility with amino acid sequence selection and an assessment of the robustness of our sequence selection algorithm to perturbations in protein backbone geometry. The results show clearly that backbone flexibility, introduced by varying supersecondary structure parameter values, can be coupled to amino acid sequence selection. This observation supports the notion that de novo protein design can be accomplished by following a two-step procedure that includes generation of backbone structures based on consensus supersecondary structure parameter values followed by automated amino acid sequence selection. The results also show that our sequence selection algorithm is tolerant to variations in starting conditions, which has the benefit of reducing the dependence on the exact details of the initial conditions. This robustness allows exploration of large backbone perturbations, which can lead to greater sequence diversity.
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The IDING forcefield (Mayo el al., 1977; Gallagher et aI., 1994). The program BIOGRAF (Molecular Simulations Incorporated, San Diego, California) was used to generate explicit hydrogens on the structure, which was then conjugate gradient minimized for 50 steps using the DREDING forcefield (Mayo et al., 1990). The coordinate positions of atoms not involved in core sequence selection or backbone perturbations were kept fixed. Concerted backbone movements were performed by repositioning the α-helix (residues 23-36) to reflect backbone perturbations were performed on either a 12 processor, R10000-based Silicon Graphics Power Challenge or a 512 node Intel Delta.

**Methods and materials**

**Backbone perturbation, scoring functions, and DEE**

The initial G81 structure was taken from PDB entry 1pga (Bernstein et al., 1977; Gallagher et al., 1994). The program BIOGRAF (Molecular Simulations Incorporated, San Diego, California) was used to generate explicit hydrogens on the structure, which was then conjugate gradient minimized for 50 steps using the DREDING forcefield (Mayo et al., 1990). The coordinate positions of atoms not involved in core sequence selection or backbone perturbations were kept fixed. Concerted backbone movements were performed by repositioning the α-helix (residues 23-36) to reflect the desired change in the indicated supersecondary structure parameter value. The coordinate positions of atoms belonging to residues 23, 24, 25, 27, 28, 29, 31, 32, 33, 35, and 36 were kept fixed after repositioning the helix. The distorted peptide bonds that result from backbone perturbations were left unchanged. The Δh-, ΔN-, and Δα-series perturbations were performed by translating the helix along the sheet axis, rotating the helix about the sheet axis, and rotating the helix about the vector parallel to the helix axis that passes through the helix center, respectively (see Fig. 2). The Δα-series perturbations were performed by rotating the helix about the vector resulting from the cross product of the sheet axis and the vector parallel to the helix axis that passes through the helix center. A Lennard-Jones 12-6 potential was used for van der Waals interactions with atomic radii scaled by either 1.0 or 0.9 as indicated (B.I. Dahiyat & S.L. Mayo, 1997). The Richards definition of solvent-accessible surface area (Lee & Richards, 1971) was used and areas were calculated with the Connolly algorithm (Connolly, 1983). An atomic solvation parameter of 23.2 cal/mol/Å² was used to favor hydrophobic burial (Dahiyat & Mayo, 1996). The rotamer library and DEE optimization followed the methods of our previous work (Dahiyat & Mayo, 1996). Calculations were performed on either a 12 processor, R10000-based Silicon Graphics Power Challenge or a 512 node Intel Delta.

**Mutagenesis and protein purification**

A synthetic G81 gene (Minor & Kim, 1994) was cloned into pET11a (Novagen) and used as the template for inverse PCR mutagenesis (Hemreral et al., 1989). 5' phosphorylated oligos (Genosys) were used without further purification. Mutant sequences were confirmed by DNA sequencing. The expression and purification of the mutant proteins followed published procedures (Minor & Kim, 1994). Incomplete N-terminal processing resulted in a mixture of 56- and 57-residue proteins, which were separated by HPLC (Minor & Kim, 1994). The 57-residue proteins were used in all cases except for mutants Δhα[−1.50 Å] and Δhα[+1.50 Å], where the 56-residue proteins were used. Molecular weights were confirmed by mass spectrometry.

**CD and NMR**

CD spectra were measured on an Aviv 62DS spectrometer at pH 6.0, 50 mM sodium phosphate buffer, 25°C, and 50 μM protein. A 1-mm pathlength cell was used and the temperature was controlled by a thermostatic unit. Thermal melts were performed in the same buffer using 2°C temperature increments with an averaging time of 10 s and an equilibration time of 90 s. Tm values were derived from the ellipticity at 218 nm (θ218) by evaluating the maximum of a dθ218/dT versus T plot. The Tm's were reproducible to within 2°C. Protein concentrations were determined by UV spectrophotometry. NMR samples were prepared in 90/10 H2O/D2O and 50 mM phosphate buffer at pH 6.0. Spectra were acquired on a Varian Unity Plus 600 MHz spectrometer at 25°C. One-thousand twenty-four transients were acquired with 1.5 s of solvent presaturation used for water suppression. Samples were approximately 0.5 mM.
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Backbone flexibility in protein design
Chapter 3

Assembling De Novo Backbone Templates for Amino Acid Sequence Selection in Protein Design - (I) Theory
Abstract

Several groups have applied and experimentally tested systematic, quantitative methods to protein design with the goal of developing general design algorithms. However, all of these methods rely on the use of a fixed backbone template chosen from the Protein Data Bank (Bernstein et al., 1977). We sought to expand the range of computational protein design by developing a general, quantitative design method for computing de novo backbone templates. The method had to compute atomic resolution backbones compatible with the atomistic sequence selection algorithm we were using (Dahiyat & Mayo, 1997) and it had to be applicable to all protein motifs. The algorithm we developed uses supersecondary structure parameters to determine the orientation among secondary structural elements, given a target protein fold. All possible backbone arrangements are screened using a cost function which evaluates core packing, hydrogen bonding, loop closure, and backbone torsional geometry. Given a specified number of residues for each secondary structural element, a single optimal configuration is found. We chose three motifs to test our method (ββα, βαβ, and αα) since their combination can be used to approximate most possible backbone fold. The best structure found for the ββα motif is similar to a zinc finger, and the best structure for the βαβ motif is similar to a segment of a β-barrel (PDB entry 8adh). The backbone obtained for the αα motif resembles minimized protein A. These results suggest that de novo backbones assembled using this method may serve as adequate input templates for atomistic sequence selection algorithms.
Introduction
De novo protein design has received considerable attention recently and significant advances have been made towards the goal of producing stable, well-folded proteins with novel sequences. Several groups have applied and experimentally tested systematic, quantitative methods to protein design with the aim of developing general design algorithms (Ponder & Richards, 1987; Hellinga et al., 1991; Hurley et al., 1992; Hellinga & Richards, 1994; Desjarlais & Handel, 1995; Harbury et al., 1995; Klemba et al., 1995; Nautiyat et al., 1995; Betz & Degrado, 1996; Dahiyat & Mayo, 1996). These techniques screen possible sequences for compatibility with a desired protein motif. To date, they all have required a fixed backbone template as input. We sought to expand the range of computational protein design by developing a general, quantitative design method for computing de novo backbone templates. Two critical components for a backbone design algorithm are its compatibility with the atomistic sequence selection algorithm we have been using (Dahiyat & Mayo, 1996) and its applicability to all protein motifs. Representations of designed backbones have ranged from ribbon-diagrams (Chirgadze, 1987; Efimov, 1993a, b; Efimov, 1994; Efimov, 1997) and lattice models (Park & Levitt, 1995; Dill & Stigter, 1995) to the more precise atomistic representations of poly-Ala or poly-Val peptides (Chou & Scheraga, 1982; Chou et al., 1983). The ribbon-diagrams and lattice models provide insufficient atomic information for sequence selection algorithms, while the atomistic polypeptides tend to bias the final optimized sequence by including side chain data in determining the backbone structure (Su & Mayo, unpublished results). In addition, previously designed backbones mainly focused on two specific protein motifs — the coiled-coil (Harbury, 1995) and the β-barrel (Murzin et al., 1994a, b). Our goal is a general backbone design algorithm that computes
atomic resolution backbones for an arbitrary motif, but provides no extra information to bias the final optimized sequence. This work reports the initial computational results of our backbone design algorithm for the $\beta\beta\alpha$, $\beta\alpha\beta$, and $\alpha\alpha$ motifs.

In selecting the motif set to demonstrate the generality of the algorithm, we chose the $\beta\beta\alpha$, $\beta\alpha\beta$, and $\alpha\alpha$ motifs, since their combination can be used to approximate most possible backbone fold. The combination of these three motifs includes all the possible connecting loop classes (Donate et al., 1996) and all the possible secondary structural elements ($\alpha$-helix, parallel $\beta$-sheet, and anti-parallel $\beta$-sheet).

Our design methodology consists of an atomistic backbone design algorithm that quantitatively considers specific interactions among secondary structural elements. The backbone design algorithm screens all possible geometric orientations of secondary structural elements and finds the optimal placement of these elements given a target protein fold. In order to accurately specify the atomic positioning of these secondary structural elements, we consider a discrete set of geometric orientation parameters for each element, called supersecondary structure parameters (Chothia et al., 1997; Janin & Chothia, 1980; Su & Mayo, 1997). Within each element, we further consider the mapping of backbone atoms N, H, C, O, C$\alpha$, and C$\beta$, according to the allowed backbone torsional distribution. The immense search problem presented by supersecondary structure parameter and backbone torsional angle optimization ($10^{16}$ to $10^{24}$ possible configurations) is surmounted by applying the Adaptive Simulated Annealing Algorithm (Ingber, 1993). This is a standard optimization algorithm that searches in continuous space. The cost function used by the algorithm scores a particular backbone arrangement by evaluating its core packing (Ponder & Richards, 1987), hydrogen bonding
(Ippolito et al., 1990; Stickle et al., 1992; McDonald & Thornton, 1994), loop closure (Bruccoleri, 1993; Donate et al., 1996), and backbone torsional geometry (Salemme, 1983). Given a specified number of residues for each secondary structural element, this procedure yields a family of optimal configurations for each motif. No amino acid sequence information is required.

**Backbone Design Algorithm**

The backbone design algorithm computes all backbone atoms (N, HN, C, O, Cα, and Cβ) for a target protein motif by iteratively generating secondary structural elements (α-helix, β-strand), connecting them with proper loop fragments (Donate et al., 1996), and evaluating their cost function. All loop fragments from the appropriate loop class were allowed: ee for ββ, eh for βα, he for αβ, and hh for αα. Seven supersecondary structure parameters were used to describe the βαβ and ββα motifs (σ, λ, d, τ, Ω, θ, and h). For the αα motif, only four were used (σ, λ, d, and τ). The parameters are illustrated in Figure 1. Parameter σ describes the rotation angle about the helix axis and parameter λ describes the translation distance along the helix axis. Parameter d describes the distance between the center of the two strands or helices and parameter τ describes the angle between them. Parameter Ω describes the angle between the strand axis and the helix axis after projection onto the sheet. Parameter θ describes the angle between the helix axis and the sheet plane. Parameter h describes the distance between the center of the α-helix and the plane of the β-sheet. The range of values used for each of the parameters is shown in Table 1. Range values were chosen to include all values reported in the literature (Janin & Chothia, 1980; Chothia et al., 1981; Cohen et al., 1981).
Figure 1  Definition of generic supersecondary structure parameters used in assembling motifs $\beta\alpha$, $\beta\alpha\beta$, and $\alpha\alpha$. (a) $\sigma$ is the rotation angle about a single axis; (b) $\lambda$ is the translation distance along a single axis; (c) $d$ is the distance between the centers of two parallel axes; (d) $\tau$ is the dihedral angle between the two parallel axes; (e) $\Omega$ is the angle between an axis projected onto a plane and a selected direction contained in the same plane; (f) $\theta$ is the angle between an axis and a plane; (g) $h$ is the distance between the center of an axis and a plane.

In general, $\sigma$ and $\lambda$ characterize a single-axis interaction, e.g. rotation about or translation along a helix or strand axis; $d$ and $\tau$ characterize a two-axis interaction, e.g. two $\beta$-strands or two $\alpha$-helices; $h$, $\Omega$, and $\theta$ characterize a three (or more)-axis interaction, e.g. an $\alpha$-helix with a $\beta$-sheet containing two (or more) $\beta$-strands.

In the $\beta\beta\alpha$ and $\beta\alpha\beta$ motifs, parameters $d$ and $\tau$ determine the relative orientation of the two strands; parameters $h$, $\Omega$, and $\theta$ determine the relative orientation of the helix to the sheet; in the $\alpha\alpha$ motif, parameters $d$ and $\tau$ determine the relative orientation of the two helices. In all cases, parameters $\sigma$ and $\lambda$ associated with each axis allow individual rotation and translation of each axis.
### Table 1  Optimized parameter values for de novo backbones of the $\beta\beta\alpha$, $\beta\alpha\beta$, and $\alpha\alpha$ motifs.

<table>
<thead>
<tr>
<th>variables</th>
<th>ranges</th>
<th>$\beta\beta\alpha$ optimized values</th>
<th>ranges</th>
<th>$\beta\alpha\beta$ optimized values</th>
<th>ranges</th>
<th>$\alpha\alpha$ optimized values</th>
</tr>
</thead>
<tbody>
<tr>
<td>local</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\phi_1$ (degrees)</td>
<td>[-144.0, -70.0]</td>
<td>-110.0</td>
<td>[-144.0, -70.0]</td>
<td>-115.0</td>
<td>[-103.0, -41.0]</td>
<td>-67.0</td>
</tr>
<tr>
<td>$\psi_1$ (degrees)</td>
<td>[94.0, 156.0]</td>
<td>124.0</td>
<td>[94.0, 156.0]</td>
<td>124.0</td>
<td>[-60.0, -41.0]</td>
<td>-42.0</td>
</tr>
<tr>
<td>$\phi_2$ (degrees)</td>
<td>[-144.0, -70.0]</td>
<td>-101.0</td>
<td>[-103.0, -41.0]</td>
<td>-60.0</td>
<td>[-103.0, -41.0]</td>
<td>-58.0</td>
</tr>
<tr>
<td>$\psi_2$ (degrees)</td>
<td>[94.0, 156.0]</td>
<td>124.0</td>
<td>[-60.0, -41.0]</td>
<td>-42.0</td>
<td>[-60.0, -41.0]</td>
<td>-42.0</td>
</tr>
<tr>
<td>$n_3$ (residues)</td>
<td>[10, 20]</td>
<td>15</td>
<td>[7, 5]</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\phi_3$ (degrees)</td>
<td>[-103.0, -41.0]</td>
<td>-115.0</td>
<td>[94.0, 156.0]</td>
<td>124.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>non-local</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_1$ (degrees)</td>
<td>[0.0, 90.0]</td>
<td>55.0</td>
<td>[0.0, 90.0]</td>
<td>47.0</td>
<td>[-100.0, 100.0]</td>
<td>-26.0</td>
</tr>
<tr>
<td>$\lambda_1$ (Å)</td>
<td>[-1.5, 1.5]</td>
<td>-0.5</td>
<td>[-1.5, 1.5]</td>
<td>-1.1</td>
<td>[-1.8, 1.8]</td>
<td>0.9</td>
</tr>
<tr>
<td>$\sigma_2$ (degrees)</td>
<td>[0.0, 90.0]</td>
<td>60.0</td>
<td>[-100.0, 100.0]</td>
<td>99.0</td>
<td>[-100.0, 100.0]</td>
<td>87.0</td>
</tr>
<tr>
<td>$\lambda_2$ (Å)</td>
<td>[-1.5, 1.5]</td>
<td>0.5</td>
<td>[-1.8, 1.8]</td>
<td>-0.8</td>
<td>[-1.8, 1.8]</td>
<td>-0.9</td>
</tr>
<tr>
<td>$\sigma_3$ (degrees)</td>
<td>[-100.0, 100.0]</td>
<td>44.0</td>
<td>[0.0, 90.0]</td>
<td>41.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\lambda_3$ (Å)</td>
<td>[-1.8, 1.8]</td>
<td>-0.6</td>
<td>[-1.5, 1.5]</td>
<td>-0.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$d$ (Å)</td>
<td>[4.0, 5.0]</td>
<td>4.8</td>
<td>[4.0, 5.0]</td>
<td>4.8</td>
<td>[7.0, 11.0]</td>
<td>9.0</td>
</tr>
<tr>
<td>$\tau$ (degrees)</td>
<td>[-25.0, 25.0]</td>
<td>12.0</td>
<td>[13.0, 25.0]</td>
<td>15.0</td>
<td>[-35.0, 35.0]</td>
<td>-3.0</td>
</tr>
<tr>
<td>$\Omega$ (degrees)</td>
<td>[-20.0, 0.0]</td>
<td>-6.0</td>
<td>[-22.0, 10.0]</td>
<td>-20.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\theta$ (degrees)</td>
<td>[0.0, 20.0]</td>
<td>9.0</td>
<td>[0.0, 20.0]</td>
<td>5.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$h$ (Å)</td>
<td>[8.0, 11.5]</td>
<td>9.8</td>
<td>[7.0, 13.0]</td>
<td>8.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Local variables $n_i$, $\phi_i$, and $\psi_i$, are the number of residues and backbone $\phi/\psi$ dihedral angles for the $i$-th axis, respectively. $i = \{1, 2, 3\}$ for both the $\beta\beta\alpha$ and $\beta\alpha\beta$ motifs, $i = \{1, 2\}$ for the $\alpha\alpha$ motif. In this notation, the $i$-th axis represents the $i$-th secondary structural element. For example, in the $\beta\beta\alpha$ motif axis 1 is the first $\beta$-strand, axis 2 is the second $\beta$-strand, and axis 3 is the first $\alpha$-helix. Non-local variables $\sigma_i$, $\lambda_i$, $d$, $t$, $\Omega$, $\theta$, $h$ are the supersecondary structure parameters described in Figure 1. The loop terminologies follow that of Donate (Donate et al., 1996), where E denotes a $\beta$-strand and H denotes an $\alpha$-helix. Therefore, a $\beta\beta\alpha$ fold will need an EE loop connecting the first two $\beta$-strands and an EH loop connecting the second $\beta$-strand and the following $\alpha$-helix. The optimized values yield structures shown in Figure 3.
The atoms of the secondary structures were first generated around the z-axis (Shimanouchi & Mizushima SI, 1955; Miyazawa, 1961; Sugeta, 1967) using the $\phi$ and $\psi$ angles shown in Table 1 (Flory, 1969). These atoms were then mapped to the target locations via standard Euler matrices where the matrix elements consisted of combinations of the supersecondary structure parameters (see Table 2a, b, c).

The mapped structures were then evaluated as shown in Figure 2. Clashing structures (with positive van der Waals energies) and structures where none of the appropriate loops provided closure were rejected. The shortest loops were chosen which provided closure. The cost function value was then determined for each of the remaining structures based on core-forming $\text{C}_\beta$-$\text{C}_\beta$ interactions and the total number of hydrogen bonds. $\text{C}_\beta$-$\text{C}_\beta$ distances were measured between the helix and each of the $\beta$-strands for the $\beta\beta\alpha$ and $\beta\alpha\beta$ motifs, and between the two helices for the $\alpha\alpha$ motif. Distances within 4.1 to 6.6 Å were counted as $-1$, while distances less than 4.1 Å were counted as $+1$. The number of hydrogen bonds between the $\beta$-strands was determined as described in Figure 2; each hydrogen bond was counted as $-1$. Counts were totaled to obtain the cost function value for each structure. These values were then fed into the Adaptive Simulated Annealing Algorithm (Ingber, 1993) and the structure with the lowest cost function value was determined.

The best backbone structures obtained for each of the three motifs are shown in Figure 3. The structure for the $\beta\beta\alpha$ motif is similar to that of a zinc finger and the structure for the $\beta\alpha\beta$ motif is similar to a segment of a $\beta$-barrel (PDB entry 8adh). The backbone obtained for the $\alpha\alpha$ motif resembles minimized protein A. The parameter values used to generate these backbones are listed in Table 1.
Table 2a Euler matrices used in βα backbone construction.

\[ \tilde{x} \to \tilde{R} \tilde{x} + \tilde{T} + \lambda \tilde{n} \]

\[
\tilde{R} = \begin{bmatrix}
\cos \beta \cos \gamma - \cos \alpha \sin \beta \sin \gamma, & -\cos \beta \sin \gamma - \cos \alpha \cos \beta \cos \gamma, & \sin \alpha \sin \beta \\
\sin \beta \cos \gamma + \cos \alpha \sin \beta \cos \gamma, & -\sin \beta \sin \gamma + \cos \alpha \cos \beta \cos \gamma, & -\sin \alpha \cos \beta \\
\sin \alpha \cos \gamma, & \sin \alpha \sin \gamma, & \cos \alpha
\end{bmatrix}
\]

\[
\tilde{T} = \begin{bmatrix} t_{mx} \\ t_{my} \\ t_{mz} \end{bmatrix} - \tilde{R} \begin{bmatrix} x_{mx} \\ x_{my} \\ x_{mz} \end{bmatrix}
\]

\[
\tilde{n} = \begin{bmatrix} n_x \\ n_y \\ n_z \end{bmatrix}
\]

where \( \alpha = \tan^{-1} \frac{\sqrt{n_x^2 + n_y^2}}{n_z}, \beta = \frac{\pi}{2} + \cos^{-1} \frac{n_x}{\sin \alpha}, \gamma = \sigma. \)

<table>
<thead>
<tr>
<th></th>
<th>( n_x )</th>
<th>( n_y )</th>
<th>( n_z )</th>
<th>( t_{mx} )</th>
<th>( t_{my} )</th>
<th>( t_{mz} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st β-strand</td>
<td>( \frac{1}{\sqrt{1 + \tan^2 (\frac{\tau}{2})}} )</td>
<td>0</td>
<td>( \frac{\tan^2 (\frac{\tau}{2})}{\sqrt{1 + \tan^2 (\frac{\tau}{2})}} )</td>
<td>0</td>
<td>( \frac{d}{2} )</td>
<td>0</td>
</tr>
<tr>
<td>2nd β-strand</td>
<td>( \frac{-1}{\sqrt{1 + \tan^2 (\frac{\tau}{2})}} )</td>
<td>0</td>
<td>( \frac{\tan^2 (\frac{\tau}{2})}{\sqrt{1 + \tan^2 (\frac{\tau}{2})}} )</td>
<td>0</td>
<td>( -\frac{d}{2} )</td>
<td>0</td>
</tr>
<tr>
<td>1st α-helix</td>
<td>( \cos \theta \cos (-\Omega) )</td>
<td>( \cos \theta \sin (-\Omega) )</td>
<td>( \sin \theta )</td>
<td>0</td>
<td>0</td>
<td>( h )</td>
</tr>
</tbody>
</table>

The β-strands and α-helix are first built along the z-axis then mapped according to \( \tilde{x} \to \tilde{R} \tilde{x} + \tilde{T} + \lambda \tilde{n} \), where \( \tilde{x} \) runs through all atoms in the strand or helix. \( \tilde{x}_m = \{x_{mx}, x_{my}, x_{mz}\} \) is the midpoint of the strand or helix, \( \tilde{n} = \{n_x, n_y, n_z\} \) is the unit vector along the target axis orientation, \( \tilde{t}_m = \{t_{mx}, t_{my}, t_{mz}\} \) is the desired position for \( \tilde{x}_m = \{x_{mx}, x_{my}, x_{mz}\} \) after the mapping \( \tilde{x} \to \tilde{R} \tilde{x} + \tilde{T} \). The mapping elements are computed from supersecondary structure parameters shown in Figure 1.
(continued) Euler matrices used in $\beta\alpha\beta$ backbone construction.

$$\mathbf{\tilde{R}} = \begin{bmatrix} \cos\beta \cos\gamma - \cos\alpha \sin\beta \sin\gamma, & -\cos\beta \sin\gamma - \cos\alpha \sin\beta \cos\gamma, & \sin\alpha \sin\beta \\ \sin\beta \cos\gamma + \cos\alpha \cos\beta \sin\gamma, & -\sin\beta \sin\gamma + \cos\alpha \cos\beta \cos\gamma, & -\sin\alpha \cos\beta \\ \sin\alpha \sin\gamma, & \sin\alpha \cos\gamma, & \cos\alpha \end{bmatrix}$$

$$\mathbf{\tilde{T}} = \begin{bmatrix} \tilde{t}_{mx} \\ \tilde{t}_{my} \\ \tilde{t}_{mz} \end{bmatrix}$$

$$\mathbf{\tilde{n}} = \begin{bmatrix} \tilde{n}_x \\ \tilde{n}_y \\ \tilde{n}_z \end{bmatrix}$$

where $\alpha = \tan^{-1}\sqrt{\frac{n_x^2 + n_y^2}{n_z^2}}$, $\beta = \frac{\pi}{2} + \cos^{-1}\frac{n_x}{\sin\alpha}$, $\gamma = \sigma$.

<table>
<thead>
<tr>
<th></th>
<th>$n_x$</th>
<th>$n_y$</th>
<th>$n_z$</th>
<th>$t_{mx}$</th>
<th>$t_{my}$</th>
<th>$t_{mz}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st $\beta$-strand</td>
<td>$\frac{1}{\sqrt{1 + \tan^2(\frac{\pi}{2})}}$</td>
<td>0</td>
<td>$\frac{\tan^2(\frac{\pi}{2})}{2}$</td>
<td>0</td>
<td>$d/2$</td>
<td>0</td>
</tr>
<tr>
<td>1st $\alpha$-helix</td>
<td>$\cos\theta \cos(-\Omega)$</td>
<td>$\cos\theta \sin(-\Omega)$</td>
<td>$\sin\theta$</td>
<td>0</td>
<td>0</td>
<td>$h$</td>
</tr>
<tr>
<td>2nd $\beta$-strand</td>
<td>$\frac{1}{\sqrt{1 + \tan^2(\frac{\pi}{2})}}$</td>
<td>0</td>
<td>$-\frac{\tan^2(\frac{\pi}{2})}{2}$</td>
<td>0</td>
<td>$-d/2$</td>
<td>0</td>
</tr>
</tbody>
</table>

The $\beta$-strands and $\alpha$-helix are first built along the z-axis then mapped according to $\mathbf{x} \rightarrow \mathbf{\tilde{R}}\mathbf{x} + \mathbf{\tilde{T}} + \lambda \mathbf{\tilde{n}}$, where $\mathbf{x}$ runs through all atoms in the strand or helix. $\mathbf{\bar{x}}_m = \{x_{mx}, x_{my}, x_{mz}\}$ is the midpoint of the strand or helix, $\mathbf{\bar{n}} = \{n_x, n_y, n_z\}$ is the unit vector along the target axis orientation, $\mathbf{\bar{t}}_m = \{t_{mx}, t_{my}, t_{mz}\}$ is the desired position for $\mathbf{\bar{x}}_m = \{x_{mx}, x_{my}, x_{mz}\}$ after the mapping $\mathbf{x} \rightarrow \mathbf{\tilde{R}}\mathbf{x} + \mathbf{\tilde{T}}$. The mapping elements are computed from supersecondary structure parameters shown in Figure 1.
Table 2c (continued) Euler matrices used in \(\alpha\alpha\) backbone construction.

\[\mathbf{R} = \begin{bmatrix} \cos \beta \cos \gamma - \cos \alpha \sin \beta \sin \gamma, & -\cos \beta \sin \gamma - \cos \alpha \sin \beta \cos \gamma, & \sin \alpha \sin \beta \end{bmatrix} \]

where

\[\alpha = \frac{-\tan^{-1} \sqrt{n_x^2 + n_y^2}}{n_z}, \quad \beta = \frac{\pi}{2} + \cos^{-1} \frac{n_x}{\sin \alpha}, \quad \gamma = \sigma.\]

<table>
<thead>
<tr>
<th></th>
<th>(n_x)</th>
<th>(n_y)</th>
<th>(n_z)</th>
<th>(tm_x)</th>
<th>(tm_y)</th>
<th>(tm_z)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st (\alpha)-helix</td>
<td>1</td>
<td>0</td>
<td>(\frac{\tan^2(\frac{\pi}{2})}{1+\tan^2(\frac{\pi}{2})})</td>
<td>0</td>
<td>(d/2)</td>
<td>0</td>
</tr>
<tr>
<td>2nd (\alpha)-helix</td>
<td>-1</td>
<td>0</td>
<td>(\frac{\tan^2(\frac{\pi}{2})}{1+\tan^2(\frac{\pi}{2})})</td>
<td>0</td>
<td>-(d/2)</td>
<td>0</td>
</tr>
</tbody>
</table>

The \(\alpha\)-helices are first built along the z-axis then mapped according to \(\bar{x} \rightarrow \tilde{R}\bar{x} + \bar{T} + \lambda \bar{n}\), where \(\bar{x}\) runs through all atoms in the helix. \(\bar{x}_m = [x_{mx}, \ x_{my}, \ x_{mz}]\) is the midpoint of the helix, \(\bar{n} = [n_x, \ n_y, \ n_z]\) is the unit vector along the target axis orientation, \(\bar{t}_m = [t_{mx}, \ t_{my}, \ t_{mz}]\) is the desired position for \(\bar{x}_m = [x_{mx}, \ x_{my}, \ x_{mz}]\) after the mapping \(\bar{x} \rightarrow \tilde{R}\bar{x} + \bar{T}\). The mapping elements are computed from supersecondary structure parameters shown in Figure 1.
Figure 2  Schematics of the backbone design algorithm using the ββα motif as an example. A set of randomly selected parameter values is used to start a simulation. The algorithm first computes atomic positions for HN, N, C, O, Cα, Cβ of a strand or helix using a single pair of backbone φ/ψ values. The algorithm then maps these backbone atoms into space by standard Euler matrices whose matrix elements are calculated from values of supersecondary structure parameters (see Table 2a,b,c).

Once positioned, the backbone configuration consisted of these atoms is evaluated by four terms: (1) the number of hydrogen bonds between paired strands; (2) the number of inter-segment Cβ-Cβ pairs that are within 4.1 Å to 6.6 Å of each other; (3) the number of inter-segment Cβ-Cβ pairs that are closer than 4.1 Å to each other; (4) the van der Waals interaction; (5) the existence of database loops (Donate et al., 1996) to connect the ends between two sequentially-adjacent secondary structural elements.

The cost is calculated by combining these four terms. The cost is set to a big positive number, if either the van der Waals interaction is positive or no loops from the database can successfully close the ends, otherwise it is set to the negative sum of the number of core-forming Cβ-Cβ pairs plus the number of hydrogen-bonds. The adaptive simulated annealing procedure (Ingber, 1993) was employed to optimize parameter values by minimizing the cost. The entire procedure was repeated over different lengths of secondary structural elements.
For each set of variable values, the program

(1) maximizes # of \{H-bond\}
   \(<\text{C-O...H} \ [144, 166] \text{ deg} \>
   \(<\text{N-H...O} \ [152, 170] \text{ deg} \>
   \text{O...H distance } [1.8, 2.1] \text{ Å}
   \text{O...N distance } [2.8, 3.1] \text{ Å}

(2) maximizes # of
   \{\text{Cβ-Cβ distance } = 4.1 \sim 6.6 \text{ Å}\}

(3) minimizes # of
   \{\text{Cβ-Cβ distance } < 4.1 \text{ Å}\}

(4) rejects structures
   with \{\text{van der waal's energy } > 0\}

(5) rejects structures
   whose ends are not closable by loops in the databank

final variable values.

Note our upper bounds of \(<\text{C-O...H} \ (166 \text{ deg}) \) and \(<\text{N-H...O} \ (170 \text{ deg}) \) did not include 180 deg, which is a good geometry as evaluated by physico-chemical formulae. This is because our hydrogen bond definition is derived from the observed hydrogen bond geometries in proteins (Stickel et al., 1992) rather than from ab-initio physico-chemical calculations.
Figure 3  Optimized de novo backbones for the $\beta\beta\alpha$, $\beta\alpha\beta$, and $\alpha\alpha$ motifs. The structure for the $\beta\beta\alpha$ motif (Figure 3a) is similar to that of a zinc finger (Figure 3b) and the structure for the $\beta\alpha\beta$ motif (Figure 3c) is similar to a segment of a $\beta$-barrel (PDB entry 8adh, Figure 3d). The backbone obtained for the $\alpha\alpha$ motif (Figure 3e) resembles minimized protein A (Figure 3f). The parameter values used to generate these backbones are listed in Table 1.
Our backbone design algorithm is not restricted to any particular motif and allows for the possibility of novel folds. Given a ribbon diagram for an arbitrary protein, a set of coordinates can be generated describing its optimal backbone configuration. This is done as follows. N segments are defined, consisting α-helices and/or β-strands. This relationship to each other is then described. They can be connected directly by loops or associated with each other through hydrogen bonding or packing. The location of the loops is determined from the ribbon diagram and their appropriate class is selected from the protein loop database compiled by Donate (Donate et al., 1996). The ribbon diagram defines which segments need to be considered as partners for hydrogen bonding or packing and this information is input into the cost function. For each added helix, eight new variables are included (\(\phi/\psi\) angles, number of residues, \(\sigma, \lambda, \Omega, \theta, h\)) and packing is considered when evaluating the cost function. For each added β-strand, seven new variables are included (\(\phi/\psi\) angles, number of residues, \(\sigma, \lambda, d, \tau\)), and both packing and hydrogen bonding are considered when evaluating the cost function. For larger systems, it may be advisable to build the backbone structure incrementally. For example, for a \(\beta\alpha\beta\alpha\) motif, it would probably be best to first build the \(\beta\alpha\beta\) structure and then add on the last α.

**Sequence Optimization**

We used the backbone coordinates computed from our backbone design algorithm as input to our automated sequence selection algorithm (Dahiyat & Mayo, 1997). Our sequence selection algorithm uses a different scoring function for each of the residue positions depending on whether they are located in the buried core, on the solvent exposed surface, or on the boundary between the core and the surface. Residue positions were classified as core,
surface, or boundary based on the extent of side-chain burial and the direction of their $\mathbf{C}_\alpha$-$\mathbf{C}_\beta$ vectors (see Figure 4 and Table 3a,b). As in our previous studies, only hydrophobic amino acids were considered at the core positions (A, V, L, I, F, Y and W), only hydrophilic amino acids were considered at the surface positions (A, S, T, H, D, N, E, Q, K, and R), and the combined core and surface amino acid sets (16 amino acids) were considered at the boundary positions. For each amino acid, a discrete set of conformers (rotamers) from an expanded backbone-dependent rotamer library was used (Dahiyat & Mayo, 1997).

All residues were split into two sets and optimized separately to speed up the calculation. In all calculations, one set contained the core and boundary positions, and the other contained the remaining surface positions. For the $\beta\beta\alpha$ motif, the core and boundary set contained $3.37 \times 10^{12}$ possible amino acid sequences corresponding to $2.91 \times 10^{26}$ rotamer sequences; the surface set contained $10^{17}$ possible amino acid sequences corresponding to $2.34 \times 10^{52}$ rotamer sequences. For the $\alpha\alpha$ motif, the core and boundary set contained $1.23 \times 10^{14}$ possible amino acid sequences corresponding to $1.31 \times 10^{30}$ rotamer sequences; the surface set contained $10^{23}$ possible amino acid sequences corresponding to $5.36 \times 10^{67}$ rotamer sequences. For the $\beta\alpha\beta$ motif, the core and boundary set contained $5.75 \times 10^{9}$ possible amino acid sequences corresponding to $2.10 \times 10^{21}$ rotamer sequences; the surface set contained $10^{20}$ possible amino acid sequences corresponding to $1.28 \times 10^{42}$ rotamer sequences. The two groups do not interact strongly with each other making their sequence optimization mutually independent, though there are strong interactions within each group. Each optimization was carried out with the non-optimized positions in the template set to Alanine.
Figure 4  Optimized structures for ββα, βαβ, and αα backbone folds. (a) ββα; (b) βαβ; (c) αα. These structures have well-packed cores (core & boundary residues); this is mainly attributable to the Cβ-Cβ interaction constraint (between 4.1 Å to 6.6 Å).
Table 3a Optimized amino acid sequence for the ββα motif.

<table>
<thead>
<tr>
<th>position</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>residue class</td>
<td>S</td>
<td>B</td>
<td>S</td>
<td>S</td>
<td>B</td>
<td>S</td>
<td>C</td>
<td>S</td>
<td>B</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
</tr>
<tr>
<td>sequence</td>
<td>K</td>
<td>I</td>
<td>T</td>
<td>E</td>
<td>T</td>
<td>I</td>
<td>R</td>
<td>Y</td>
<td>K</td>
<td>T</td>
<td>F</td>
<td>T</td>
<td>F</td>
<td>E</td>
<td>R</td>
<td>K</td>
<td>E</td>
<td>E</td>
<td>L</td>
<td>K</td>
</tr>
<tr>
<td>position</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>residue class</td>
<td>S</td>
<td>B</td>
<td>B</td>
<td>S</td>
<td>S</td>
<td>B</td>
<td>S</td>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sequence</td>
<td>T</td>
<td>L</td>
<td>L</td>
<td>E</td>
<td>R</td>
<td>I</td>
<td>E</td>
<td>K</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3b Optimized amino acid sequence for the βαβ motif.

<table>
<thead>
<tr>
<th>position</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>residue class</td>
<td>S</td>
<td>B</td>
<td>S</td>
<td>B</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>sequence</td>
<td>R</td>
<td>Y</td>
<td>T</td>
<td>I</td>
<td>E</td>
<td>G</td>
<td>H</td>
<td>D</td>
<td>K</td>
<td>K</td>
<td>A</td>
<td>D</td>
<td>K</td>
<td>W</td>
<td>A</td>
<td>K</td>
<td>K</td>
<td>A</td>
<td>D</td>
<td>K</td>
</tr>
<tr>
<td>position</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>residue class</td>
<td>S</td>
<td>S</td>
<td>C</td>
<td>S</td>
<td>S</td>
<td>B</td>
<td>S</td>
<td>B</td>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sequence</td>
<td>K</td>
<td>G</td>
<td>A</td>
<td>D</td>
<td>E</td>
<td>L</td>
<td>T</td>
<td>L</td>
<td>K</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3c Optimized amino acid sequence for the αα motif.

<table>
<thead>
<tr>
<th>position</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
<th>19</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>residue class</td>
<td>S</td>
<td>B</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>C</td>
<td>S</td>
<td>S</td>
<td>B</td>
<td>S</td>
<td>S</td>
<td>B</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td></td>
</tr>
<tr>
<td>sequence</td>
<td>R</td>
<td>A</td>
<td>N</td>
<td>E</td>
<td>E</td>
<td>A</td>
<td>E</td>
<td>R</td>
<td>E</td>
<td>Q</td>
<td>K</td>
<td>R</td>
<td>Y</td>
<td>N</td>
<td>D</td>
<td>K</td>
<td>E</td>
<td>N</td>
<td>K</td>
<td>E</td>
</tr>
<tr>
<td>position</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>26</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td>30</td>
<td>31</td>
<td>32</td>
<td>33</td>
<td>34</td>
<td>35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>residue class</td>
<td>B</td>
<td>S</td>
<td>S</td>
<td>S</td>
<td>B</td>
<td>S</td>
<td>S</td>
<td>B</td>
<td>S</td>
<td>S</td>
<td>B</td>
<td>S</td>
<td>S</td>
<td>B</td>
<td>S</td>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sequence</td>
<td>Y</td>
<td>R</td>
<td>D</td>
<td>R</td>
<td>I</td>
<td>R</td>
<td>E</td>
<td>L</td>
<td>N</td>
<td>R</td>
<td>L</td>
<td>L</td>
<td>N</td>
<td>E</td>
<td>K</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3 Residue positions were classified as core (C), surface (S), or boundary (B) based on the extent of side-chain burial and the direction of their Cα-Cβ vectors. As in our previous studies, only hydrophobic amino acids were considered at the core positions (A, V, L, I, F, Y and W), only hydrophilic amino acids were considered at the surface positions (A, S, T, H, D, N, E, Q, K, and R), and the combined core and surface amino acid sets (16 amino acids) were considered at the boundary positions.
The optimal sequences obtained from the two calculations were combined to yield the structures shown in Figure 4. These structures have well-packed cores; this is mainly attributable to the $C_\beta-C_\beta$ clustering criteria used in the cost function (4.1 to 6.6 Å).

Applications

Our backbone design algorithm and our sequence selection algorithm are similar in that they both use discrete representation, scan a specified search space, and employ a scoring function (Ponders & Richards, 1987). The backbone design algorithm treats secondary structural elements as basic units and searches in the supersecondary structure parameter space, while the sequence selection algorithm treats side-chain rotamers as basic units and searches in the side-chain torsional space. Within the search space, each backbone configuration is scored by examining its core packing, hydrogen bonding, loop closure, and local backbone torsional geometries, whereas each sequence configuration is scored by evaluating its core packing, hydrogen bonding, surface area burial, and local secondary structure propensity.

Compared with previous backbone design methods, our atomistic backbone design algorithm is advanced. It provides the correct amount of information for sequence selection and applies to all classes of protein folds. These factors make it a valid backbone design tool. However, there is still room for improvement. The algorithm cannot pre-determine the optimal number of residues in each secondary structural element. A method that may provide some insight into this issue is presented in our experimental paper on this topic (Su & Mayo, 1997). Also, since the backbone torsion angles are fixed for each secondary structural element, curved helices and strands cannot be simulated. However, this problem can be eliminated by
introducing systematic variation in the backbone torsion angles as part of the design (Salemme & Weatherford 1981a, b, c; Salemme, 1983).

Our backbone design method is potentially applicable to several areas including protein minimization, protein folding and threading, and the design of novel protein folds. A major challenge in these areas is the construction of atomistic backbone templates upon which different sequences or side-chain rotamers can be impartially screened. In this paper, we describe a computational procedure capable of accomplishing this task. The experimental validation of the sequences selected using these de novo backbone templates is described in the following chapter.
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Chapter 4

Assembling De Novo Backbone Templates for Amino Acid Sequence Selection in Protein Design - (II) Experiment
Abstract

The automation of de novo protein design can be reduced to two steps: computing a desired tertiary structure and finding the amino acid sequence that will stabilize this fold. Regarding the second step, several groups (Ponder & Richards, 1987; Hellinga et al., 1991; Hurley et al., 1992; Hellinga & Richards, 1994; Desjarlais & Handel, 1995; Harbury et al., 1995; Klemba et al., 1995; Nuttaya et al., 1995; Betz & Degrado, 1996; Dahiyat & Mayo, 1996) have successfully developed computer algorithms capable of selecting the best sequence for backbone templates chosen from the Protein Data Bank (Bernstein et al., 1977). However, less has been done about the first step (Su & Mayo, 1997). In the previous theory paper, we proposed a computational method to tackle the first step. The method computes atomic resolution backbones compatible with the atomistic sequence selection algorithm we have been using (Dahiyat & Mayo, 1997). In this experimental paper, we evaluate our backbone design method by testing the thermal stability and structural properties of the designed peptides. We also explored relevant issues for integrating computer-generated backbones with the sequence-selection algorithm. Starting with a computer-generated ββα motif, we optimized five sequences for this backbone and characterized them using CD and 1D NMR. It was found that small differences in the number and location of the hydrophobic residues can significantly change the thermodynamic behaviour of the designed peptides. This supports the previously acknowledged importance of binary patterning (Hecht et al., 1990). We compared our five sequences with FSD-1, a thermally stable ββα protein with a well-defined structure developed in our lab using the same sequence-selection algorithm (Dahiyat & Mayo, 1997). We found that the sequence that had the binary pattern most similar to FSD-1 also had the best
thermodynamic properties. Based on the results of these five peptides, a set of heuristic rules was derived which could be used to improve the computer-generated backbones. In addition to the number and location of hydrophobic residues, we found that it is critical to determine the optimal number of residues for each secondary structural element. Validation of these rules will be the focus of future experimental efforts.
Introduction

The problem of de novo protein design can be reduced to two steps: selecting a desired tertiary structure and finding a sequence that will stabilize this fold. The automation of the second step has been successfully accomplished by Dahiyat and Mayo (Dahiyat & Mayo, 1997). In their recent work, a sequence selection algorithm was developed to find the optimal sequence for a given backbone. However, all of these protein design algorithms use backbone coordinates selected from the Protein Data Bank as input (Bernstein et al., 1977). We sought to broaden the scope of these methods by using computationally-generated backbones (Chapter 4) as input. If successful, this would allow novel backbone folds to be included as part of the protein design process.

We developed an algorithm to compute backbones which uses supersecondary structure parameters and selects a family of optimal configurations based on a cost function. This algorithm is described in the Chapter 4. A family of optimal configurations was determined for each of the three motifs. In order to validate our backbone design algorithm we decided to measure the thermal stability and structural properties of one representative of the family of optimal configurations using CD and 1D NMR. Initially we tested the ββα motif since this motif had been used to validate the sequence selection algorithm and we knew that it produced a thermally stable and well-ordered structure (Dahiyat & Mayo, 1997).

If the measurements on our representative configuration do not indicate a sufficiently stable or well-defined structure, it does not necessarily imply that our backbone design algorithm is invalid. It may merely mean that additional factors must be taken into consideration. For example, binary patterning (Hecht et al., 1990) and the relative length of the secondary
structural elements may also play a role. If we could refine our representative configuration by modifying its binary patterning, new sequences could be generated which have a different number or location of hydrophobic residues. Ultimately the results of these modifications could be used as feedback to improve our backbone design algorithms (Chapter 4).

Results and Discussion

Initial configuration results. The thermal stability and structural properties of the representative configuration for the ββα motif (bba1, see Figure 1 & Table 1a) were measured using CD and 1D NMR. In order to characterize it at its most stable solution state, we first performed a pH scan. As the pH was increased from 3.9 to 7.1, the CD spectrum changed from a random coil to a more structured state (see Figure 2a). pH 7.1 was therefore used to measure its thermal reversibility and perform 1D NMR. As shown in Figure 2b, the peptide was thermally irreversible. Its NMR spectrum showed a broad baseline and ill-dispersed peaks (Figure 2c). These characteristics suggested that our initial configuration was unstable and prone to aggregation. This might be improved by reducing the overall hydrophobicity of the peptide. We also noticed that the residues of the first strand did not follow the typical alternating hydrophobic/hydrophilic pattern. Position 4 was hydrophilic but should have been hydrophobic. We therefore decided to generate new sequences which incorporated these modifications to see if we could produce a more stable and well-ordered protein.

New sequence design. The binary patterning of the first β-strand of our initial configuration was altered by replacing the hydrophilic residue in position 4 with a hydrophobic one. That is, the sequence selection algorithm was required to select one of the hydrophobic residues for this position. The
Figure 1 Structures of (a) bba1; (b) bba2; (c) bba3; (d) bba4; (e) bba5; (f) fsd1. Internal (core & boundary) side-chains were shown. Red side-chains indicated positions converted from hydrophobic to hydrophilic with respect to bba2's internal side-chain composition.
Table 1a  Optimized amino acid sequences.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>bba1</td>
<td>K I T E T I R Y K T F T F E R K E E L K T L L E R I E K</td>
<td></td>
</tr>
<tr>
<td>bba2</td>
<td>K I T Y T I E Y K T F T F E R K E E L K D L A E K I K R</td>
<td></td>
</tr>
<tr>
<td>bba3</td>
<td>K I T Y T I E K K T F T F K N K R E L K E L A E R I E R</td>
<td></td>
</tr>
<tr>
<td>bba4</td>
<td>K I T Y T I E Y K T F T F K N K R E L K E K A E E I K R</td>
<td></td>
</tr>
<tr>
<td>bba5</td>
<td>K I T Y T I E Y K T E T F D N K R N L K E F A E R I K R</td>
<td></td>
</tr>
<tr>
<td>fsd1</td>
<td>Q Q Y T A K I K G R T F R N E K E L R D F I E K F K G R</td>
<td></td>
</tr>
</tbody>
</table>

The amino acid sequences were optimized according to methods described in Chapter 3.

Table 1b  Residue classification for each position.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>bba1</td>
<td>S B S B S C S S B S S S S S S S C S S B B S S S B S S</td>
<td></td>
</tr>
<tr>
<td>bba2</td>
<td>S C S C S C S S C S S C S C S S S S S S S S B B S S S B S</td>
<td></td>
</tr>
<tr>
<td>bba3</td>
<td>S C S C S C S S C S S C S C S S S S S S S S S B B S S S B S</td>
<td></td>
</tr>
<tr>
<td>bba4</td>
<td>S C S C S C S S C S S C S C S S S S S S S S S B S S B S S</td>
<td></td>
</tr>
<tr>
<td>bba5</td>
<td>S C S C S C S S S S S S S S S S S S S S S S B B S S B S S</td>
<td></td>
</tr>
</tbody>
</table>

S = surface, B = boundary, C = core residues. The residues were classified according to methods described in Chapter 3.
Figure 2  bba1’s CD and 1D NMR spectra. (a) pH scan from pH 3.9 to 7.1; (b) thermal reversibility measured at pH 7.1; (c) 1D NMR spectrum showed a broad baseline and ill-dispersed peaks.
sequence generated (bba2) is shown in Figure 1. A pH scan, thermal reversibility test and 1D NMR were again performed. At the optimal pH, 6.8, the structure was again found to be thermally irreversible and its 1D NMR spectrum still exhibited broad baseline and ill-dispersed peaks (Figure 3a,b,c). These results suggested that designed sequences were too hydrophobic. This led us to design two additional sequences, bba3 and bba4, where the hydrophobicity was reduced.

We kept the modification made in bba2 and made two additional modifications in each new sequence. We first attempted to improve the stability of the α-helix by restricting position 15 to residues that have high N-cap propensity (D, N, S, T) (Aurora & Rose, 1998). This was done given both bba3 and bba4. We then increased the overall hydrophilicity of the structures. In the first one, bba3, we replaced the hydrophobic residue in position 8 of the β-turn with a hydrophilic one. This position was chosen since its Cα-Cβ vector points slightly outward and the residue does not strongly interact with the hydrophobic core. The same thing was done at a different location to generate bba4. The hydrophobic residue in position 22 of the α-helix was changed to a hydrophilic one. This location was again chosen since its Cα-Cβ vector points outward, away from the hydrophobic one.

A pH scan, thermal reversibility test, and 1D NMR spectrum were again performed on bba3. As the pH increased from 4.0 to 10.0, the CD signal changed from a random coil (pH 4.0 and 5.6), to a more structured state (pH 6.7 and 8.1), and finally to an aggregated form (pH 10.0) (Figure 4a). At the optimal pH, 6.7, TFE was added to further stabilize the peptide. As the concentration of TFE was increased from 0% to 20%, bba3 became more structured but was still thermally irreversible (Figure 4b). 1D NMR spectra were acquired both with and without TFE. The sample with TFE showed an
Figure 3  bba2's CD and 1D NMR spectra. (a) pH scan from pH 2.7 to 6.8; (b) thermal reversibility measured at pH 6.8; (c) 1D NMR spectrum showed a broad baseline and ill-dispersed peaks.
Figure 4  bba3's CD and 1D NMR spectra. (a) pH scan from pH 4.0 to 10.0; (b) TFE stabilization at pH 6.7, thermal melt is still irreversible at 20% TFE; (c) 1D NMR spectrum showed more dispersion than bba1 and bba2 and did not have broad baseline, suggesting an improved overall hydrophobicity.
aggregated spectrum (not shown). The sample without TFE showed more
dispersion than bba1 and bba2 and did not have a broad baseline, suggesting
an improved overall hydrophobicity (Figure 4c).

As for bba4, the CD spectrum remained random-coil like for pH values
ranging from 4.0 to 7.0 (Figure 5a). At pH 6.0, TFE was added to further
stabilize the peptide. To determine the minimum TFE concentration that
would enable the peptide to exhibit the most structure, a TFE-melt was
conducted. We found that 40% TFE was the minimum concentration where
the CD spectrum exhibited the most structure and was still thermally
reversible (Figure 5b). We extracted \( \Delta G \) from the TFE melt curve and
obtained a value of 4.588 kcal (Figure 5c). This suggested that an extra 4.588
kcal would be necessary to stabilize the peptide in pure buffer (Luo &
Baldwin, 1997). A thermal melt was done on bba4 at 40% TFE. It showed that
bba4 was only weakly cooperative (Figure 5d). 1D NMR spectra were again
acquired for bba4 both with and without TFE. In pure buffer the spectra
showed a random-coil pattern (Figure 5e). However in 40% TFE, the more
dispersion was obtained (Figure 5f).

**Developing guidelines for binary patterning.** We decided to analyze previous
results to see if guidelines could be developed to further improve the
designed peptides' stability. These guidelines focused optimizing the
peptide's binary patterning. For the 28-residue \( \beta\alpha \) peptide, we optimized (a)
the number of residues in each secondary structural element, (b) the balance
between hydrophobic and hydrophilic residues, (c) the number of
hydrophobic residues, and (d) the location of hydrophobic residues. We
applied these above four guidelines to generate a new peptide, bba5. We
describe individual guidelines and the stability of bba5 as follows.
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Figure 5  bba4's CD and 1D NMR spectra. (a) bba4's CD spectrum remained random-coil like for pH values ranging from 4.0 to 7.0; (b) TFE melt conducted at pH 6.0 to determine the minimum TFE concentration that would enable the peptide to exhibit the most structure, 40% TFE was found; (c) ΔG extracted from the TFE melt curve was 4.588 kcal, suggesting an extra 4.588 kcal would be necessary to stabilize the peptide in pure buffer (Luo & Baldwin, 1997); (d) a thermal melt was done on bba4 at 40% TFE. It showed that bba4 was only weakly cooperative. Furthermore, the shape of the melting curve suggested the possibility of intermediates.
Figure 5  (continued) bba4’s CD and 1D NMR spectra. 1D NMR spectra were acquired for bba4 both with and without TFE. (e) in pure buffer the spectra showed a random-coil pattern; (f) however in 40% TFE, more dispersion was obtained.
(a) **Determine the number of residues in each secondary structural element.**

The number of residues in each secondary structural element can be determined by considering the geometry of the $\beta\beta\alpha$ fold. That is, the relative orientation of the $\beta$-strands and the $\alpha$-helix determines the length of the secondary structural element. As shown in Figure 6, the 28-residue sequence is first partitioned into 6 segments: the N-terminal residues, the first $\beta$-strand, the second $\beta$-strand, the $\beta-\alpha$ loop, the $\alpha$-helix, and the C-terminal residues. First we assumed that the number of residues at the N and C termini match the periodicity of the adjacent secondary structural elements. For the $\beta\beta\alpha$ motif, this leads to two residues at the N terminus and four residues at the C terminus. Secondly, we chose the shortest $\beta-\alpha$ loop from the databank (Donate et al., 1996) that could properly align the $\alpha$-helix on top of the $\beta$-sheet. In this case, the shortest loop has two residues. Next we optimized the number of residues for each of the $\beta$-strands and the $\alpha$-helix. Since the $\beta$-strands were in an anti-parallel $\beta$-sheet, they were assumed to be the same length. The length of the $\beta$-strand and $\alpha$-helix segments can be determined from the following equations:

\[
2B + A = L - \text{N terminal residues} - \text{C terminal residues} - \beta-\alpha \text{ loop}
\]

\[
= 28 - 2 - 4 - 2 = 20; \quad (1)
\]

\[
L(A) = 1.5A; \quad (2)
\]

\[
L(B) = 3.3B; \quad (3)
\]

\[
L(A) \cos(\theta) = L(B) \cos(\tau/2.0) = L(A) \cos(20^\circ) = L(B) \cos(10^\circ) \quad (4)
\]

where $B$ is the number of residues in each $\beta$-strand, $A$ is the number of residues in the $\alpha$-helix, $L$ is the total length of the peptide ($= 28$), $L(A)$ is the length of the $\alpha$-helix, $L(B)$ is the length of the $\beta$-strands, $\theta$ is the angle between the $\alpha$-helix and the averaged direction of the $\beta$-strands, $\tau$ is the twist angle between the two $\beta$-strands, 3.3 Å and 1.5 Å were used as the average C$\alpha$-C$\alpha$
Figure 6  The 28-residue sequence is first partitioned into 6 segments: the N-terminal residues (2 residues long), the first β-strand (B residues long), the second β-strand (B residues long), the β–α loop (2 residues long), the α-helix (A residues long), and the C-terminal residues (4 residues long). The length of the β-strand and α-helix segments can be determined from the following equations (see the text for the descriptions of the following variables):

\[2B + A = L - \text{N terminal residues} - \text{C terminal residues} - \beta-\alpha \text{ loop}\]

\[= 28 - 2 - 4 - 2 = 20; \quad (1)\]

\[L(A) = 1.5A; \quad (2)\]

\[L(B) = 3.3B; \quad (3)\]

\[L(A) \times \cos(\theta) = L(B) \times \cos(\tau/2.0) = L(A) \times \cos(20') = L(B) \times \cos(10') \quad (4)\]

Solving these equations simultaneously, we get \( B = 5 \) and \( A = 10 \).
distances for an α-helix and a β-strand, and θ and τ were both approximated to be 20 degrees. Solving these equations simultaneously, we get B = 5 and A = 10. Therefore, out of the 28 residues in the ββα fold, the first 12 residues will belong to the β-strands (2B + N terminal residues), the next 2 residues will belong to the β–α loop, and the last 14 residues will belong to the α-helix (A + C terminal residues).

(b) Determine the balance of hydrophobic and hydrophilic residues. The overall hydrophobicity had strongly affected the thermal stabilities of bba1 to bba4. We quantitate the hydrophobicity of the four designed peptides. We partitioned the 20 amino acids into five hydrophobicity classes based on Radzicka and Wolfenden (Radzicka & Wolfenden, 1988), where the scores ranged from +2 to -2 with +2 being the most hydrophilic. Class one (++), with its hydrophobicity greater than 10 kcal/mol, consisted of only one residue, Arginine. Class 2 (+), with its hydrophobicity between 5 to 10 kcal/mol, consisted of residues Aspartic Acid, Glutamic Acid, Asparagine, Lysine, Glutamine, and Histidine. Class 3 (==), with its hydrophobicity between 2 to 5 kcal/mol, consisted of residues Serine and Threonine. Class 4 (-), with its hydrophobicity between -3 to 2 kcal/mol, consisted of residues Tyrosine, Cystidine, Alanine, Trptophan, Methionine, Phenylalanine, and Glycine. Class 5 (--), with its hydrophobicity between less than -3 kcal/mol, consisted of residues Valine, Isoleucine, and Leucine. The final hydrophobicity score for each peptide was calculated by summing over the five classes (the number of residues in each class was multiplied by the integer value associated with each class, then these values were totalled). For example, bba1 has 3 residues in class 1, 11 residues in class 2, 5 residues in class 3, 3 residues in class 4, and 6 residues in class 5. This leads to a hydrophobicity score of 3 * 2 + 11 * 1 + 5 * 0 + 5 * (-1) + 3 * (-2) = 2 for bba1. Table 2 shows the Hydrophobicity scores
<table>
<thead>
<tr>
<th>class</th>
<th>class members</th>
<th>score</th>
<th>fsd1</th>
<th>bba1</th>
<th>bba2</th>
<th>bba3</th>
<th>bba4</th>
<th>bba5</th>
</tr>
</thead>
<tbody>
<tr>
<td>++ (hydrophobic)</td>
<td>R</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>+ (hydrophilic)</td>
<td>DENKQH</td>
<td>1</td>
<td>12</td>
<td>11</td>
<td>12</td>
<td>12</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>== (neutral)</td>
<td>ST</td>
<td>0</td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>- (hydrophobic)</td>
<td>YCAWMFG</td>
<td>-1</td>
<td>7</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>-- (hydrophobic)</td>
<td>VIL</td>
<td>-2</td>
<td>3</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

The final hydrophobicity score for each peptide was calculated by summing over the five classes (the number of residues in each class was multiplied by the integer value associated with each class, then these values were totalled). For example, bba1 has 3 residues in class 1, 11 residues in class 2, 5 residues in class 3, 3 residues in class 4, and 6 residues in class 5. This leads to a hydrophobicity score of $3 \times 2 + 11 \times 1 + 5 \times 0 + 5 \times (-1) + 3 \times (-2) = 2$ for bba1. Sequences with net hydrophobicity scores less than 4 were too hydrophobic and hence thermally irreversible.
calculated for the four peptides. Sequences with net hydrophobicity scores less than 4 were too hydrophobic and hence thermally irreversible.

(c) **Determine the number of hydrophobic residues.** We estimated the number of hydrophobic residues by combining guidelines (a) and (b). Guideline (a) suggested each β-strand consisted of 5 residues. In order to maximize the interactions between the β-sheet and the α-helix interface, we assumed positions 1, 3, 5 along the strands to have their Ca-Cβ vectors pointing towards the helix, positions 2 and 4 to have their Ca-Cβ vectors pointing away from the helix. These two positions were therefore classified as surface positions. Because of the use of intrinsic β-sheet forming propensities in this calculation, four Threonines were specified.

Since guideline (b), which requires a total hydrophobic score \( > = 4 \), we can estimate the number of hydrophobic residues, \( x \). As shown in Table 2, the number of residues in class 1 through 5 can be described as follows: \( r, 28 - x - r - (s + t), s + t, (1 - \alpha) * x, \alpha * x \), where \( r \) is the number of Arginines, \( s \) is the number of Serines, \( t = 4 \) is the number of Threonines, and \( \alpha \) is a number between 0 and 1 designating the fraction of \( x \) belonging to Class 5. The number of residues in each class added together gives us the total length for the peptide:

\[
\begin{align*}
r + [28 - x - r - (s + 4)] + [s + 4] + [(1 - \alpha) * x] + [\alpha * x] &= 28
\end{align*}
\]

Applying guideline (b), multiplying the appropriate score for each class we obtain:

\[
\begin{align*}
[r] * 2 + [(28 - x - r - s - t)] * 1 + [(s + t)] * 0 + [(1 - \alpha) * x] * (-1) + [\alpha * x] * (-2) \\
&>= 4
\end{align*}
\]

This sets an upperbound \( (20 + r - s) / (2 + \alpha) \) of hydrophobic residues for the sequences compatible with guidelines (a) and (b). This upperbound depends on the amino acid composition in the sequence. More Arginines allow more
hydrophobic residues, more Serines decrease the room for hydrophobic residues, and more hydrophobic residues like Leucine, Isolucine, or Valine reduce the overall number for hydrophobic residues. Since bba3 and bba4 possessed appropriate hydrophobic scores (= 4), we can use their averaged values for \( r, s, \) and \( \alpha \) to estimate \( x \) \((r = 2.5, s = 0, \alpha = 0.5)\). Substituting these values in the equation, we therefore obtain 9 residues as the upperbound.

**(d) Determine the location of hydrophobic residues.** We estimated the location of the hydrophobic residues by combining guidelines (a) and (c). Guideline (a) suggested 5 residues for each \( \beta \)-strand, and 10 residues for the \( \alpha \)-helix, exclusive of N and C terminal residues. As described in guideline (c), positions 1, 3, 5, of the \( \beta \)-strands were assumed to have \( \text{C}\alpha-\text{C}\beta \) vectors pointing towards the \( \alpha \)-helix, thus forming the hydrophobic core. This implies a total of 6 hydrophobic residues for the anti-parallel \( \beta \)-sheet. In addition, we can expect a total of 4 hydrophobic residues in the \( \alpha \)-helix based on its periodicity, as shown in Figure 7. Together, this amounts to a total of 10 residues, exceeding the upperbound of 9 hydrophobic residues as derived in guideline (c). Therefore, at least one hydrophobic position had to be converted to hydrophilic. The question was which one.

It wouldn’t be wise to further reduce the number of hydrophobic residues in the \( \alpha \)-helix, as it already has a much lower density \((4/10)\) than the \( \beta \)-strand \((6/10)\). Furthermore, when only 3 hydrophobic residues in the \( \alpha \)-helix were used, the resulting peptide bba4 needed co-solvent TFE to induce structure, suggesting that three hydrophobic residues were inadequate for helix stabilization. We therefore considered hydrophobic positions in the \( \beta \)-sheet. Taking into account the right-handed twist of a \( \beta \)-strand, namely, the progressively inward-pointedness of \( \text{C}\alpha-\text{C}\beta \) vectors when viewed from the N
Figure 7 Determine the location of hydrophobic residues. Arguments were made based on (i) the density of hydrophobic residues in an α-helix versus a β-strand, and (ii) the right-handed twist of β-strands. This binary pattern guided us to design bba5. Starting with the original backbone, we changed position 11 from hydrophobic to hydrophilic. Position 11 corresponded to the first hydrophobic residue on the second β-strand.
to C terminus, the first positions in each of the β-strands are the most surface-oriented and would perhaps be the best to convert to a hydrophilic residue. Given a choice of position 1 in the first or second β-strand, we chose position 1 in the second strand because we wanted to retain position 1 in the first strand since it is closer to the N terminus and may provide crucial long range packing interactions. This binary pattern guided us to design bba5. Starting with the original backbone, we changed position 11 from hydrophobic to hydrophilic. Among bba1 to bba5, bba5 has binary patterning most similar to FSD-1 (Figure 1 & Table 1a), a thermally stable ββα protein with a well-defined structure developed in our lab using the same sequence-selection algorithm (Dahiyat & Mayo, 1997).

**Final configuration results.** The above guidelines were used to design our final peptide, bba5, see Figure 1. The CD spectrum for bba5 remained random-coil like for pH values ranging from 3.7 to 9.7 (Figure 8a). At pH 5.5, TFE was added to further stabilize the peptide. To determine the minimum TFE concentration that would enable the peptide to exhibit the most structure, a TFE-melt was conducted. We found that 25% TFE was the minimum concentration where the CD spectrum exhibited the most structure (Figure 8b) and was still thermally reversible (Figure 8c). This was an improvement from bba4, where 40% of TFE was required. A thermal melt was done on bba5 at 25% TFE. It showed that bba5 was weakly cooperative (Figure 8d). 1D NMR spectra were acquired for bba5 in 25% TFE. bba5 showed good dispersion, significantly better than bba1 to bba4, suggesting a more structured peptide (Figure 8e). FSD-1’s 1D NMR spectrum was also included in Figure 8f for comparison.
Figure 8  bba5’s CD and 1D NMR spectra. (a) pH scan from pH 3.7 to 9.7; (b) TFE-melt conducted at pH 5.5 to determine the minimum TFE concentration that would enable the peptide to exhibit the most structure, a TFE concentration of 25% was found; (c) bba5 was thermally reversible at pH 5.5 in 25% TFE; (d) bba5’s thermal melt at pH 5.5 in 25% TFE. It showed that bba5 was weakly cooperative. However, unlike the melting curve for bba4, bba5’s melting curve did not suggest the possibility of intermediates.
(a) **pH Dependence**

- Wave Length (nm) vs. $10^3$ deg cm$^2$/dmol for different PH values:
  - PH=3.7
  - PH=4.5
  - PH=5.5
  - PH=6.8
  - PH=7.7
  - PH=8.6
  - PH=9.7

(b) **TFE Melt**

- Wave Length (nm) vs. $10^3$ deg cm$^2$/dmol for different TFE concentrations:
  - 0%
  - 10%
  - 15%
  - 17.5%
  - 20%
  - 25%
  - 30%

(c) **Thermal Reversibility**

- TFE Concentration [%] vs. $10^3$ deg cm$^2$/dmol for 25% before and after:
  - 25% before
  - 25% T=99
  - 25% after

(d) **Thermal Melt**

- Temperature (°C) vs. $10^3$ deg cm$^2$/dmol with a line at 218 nm.
Figure 8  (continued) bba5’s CD and 1D NMR spectra. (e) 1D NMR spectra for bba5 acquired at pH 5.5 in 25% TFE. bba5 showed good dispersion, significantly better than bba1 to bba4, suggesting a more structured peptide; (f) FSD-1’s 1D NMR spectrum obtained in TFE-free but otherwise similar experimental conditions.
Conclusions

In this experiment paper, we evaluate our backbone design method by testing the thermal stability and structural properties of the designed peptides. Starting with a computer generated ββα motif, we optimized five sequences for this backbone and characterized them using CD and 1D NMR. It was found that small differences in the number and location of the hydrophobic residues can significantly change the thermodynamic behaviour of the designed peptides. This supports the previously acknowledged importance of binary patterning in protein design (Hecht et al., 1990). We compared our five sequences with FSD-1, a thermally stable ββα protein with a well-defined structure developed in our lab using the same sequence-selection algorithm (Dahiyat & Mayo, 1997). We found that the sequence that had binary patterning most similar to FSD-1 also had the best thermodynamic properties. Based on the results of these five peptides, a set of heuristic rules were derived which could be used to improve the computer-generated backbones. In addition to the number and location of hydrophobic residues, we found that it is critical to determine the optimal number of residues for each secondary structural element. Validation of these rules will be the focus on future experimental efforts.

Materials and Methods

Sequence optimization. The optimal configuration for ββα motif was determined using the sequence selection and the backbone design algorithm as described in Chapter 4. The binary pattern of the optimal configuration (bbal) was altered to generate four additional sequences. With bba2, we replaced hydrophilic residues on position 4 of the first strand of the β-sheet with a hydrophobic one. With bba3, we made the same change as in bba2, and we
also replaced the hydrophobic residue in position 8 in the \( \beta \)-turn with a hydrophilic one. bba4 was generated in the same way as bba3. The same change was made as in bba2 and a hydrophobic residue was replaced with a hydrophilic one. However, this time, a different location was chosen -- position 22 on the \( \alpha \)-helix. For bba5 we did the same thing again, this time choosing position 11 on the 2nd strand of the \( \beta \)-sheet as our location for the new hydrophilic residue. The residue were reclassified in accordance with these changes. Core residues (hydrophobic) were reclassified as surface (hydrophilic) and vice versa (see Table 1b).

**Peptide synthesis and purification.** Peptides were synthesized by using standard fluorenylmethoxycarbonyl chemistry, and were purified by reverse-phase HPLC.

**CD and NMR spectroscopy.** CD spectra were measured on an Aviv 62DS spectrometer at 7 \(^\circ\)C, 50 mM sodium phosphate buffer, and 50 mM protein, for pH values range from 2.7 to 10.0. For each pH value, a wavelength scan from 190 nm to 250 nm was recorded. The pH value which produced CD signal with the most secondary structure was used for a thermal reversibility test. The test was performed by recording the wavelength scan at 7 \(^\circ\)C, 99 \(^\circ\)C and 7 \(^\circ\)C again. If the CD traces remained constant across all pH values, the thermal reversibility test was performed at pH 6. If the peptide was thermally reversible it was retested using different concentrations of TFE.

In all these experiments, a 1 mm pathlength cell was used and the temperature was controlled by a thermoelectric unit. Thermal melts were then performed on the thermally reversible peptides at 218 nm using the best solvent and pH conditions. Temperature increments of 2 \(^\circ\)C were used with an averaging time of 10 s and an equilibration time of 90 s. Peptide concentrations were determined by UV spectrophotometry.
NMR samples for the thermally irreversible peptides (bba1, bba2 and bba4) were prepared in 90/10 H2O/D2O and 50 mM phosphate buffer at the optimal pH as determined from the CD experiments. NMR samples for bba3 and bba5 were prepared in 10% D2O with 40% and 25% deuterated TFE, respectively. Spectra were acquired on a Varian Unity Plus 600 MHZ spectrometer at 7 °C. 1024 transients were acquired with 1.5 s of solvent presaturation used for water suppression. NMR Samples were prepared at the highest peptide concentration which did not result in obvious aggregation.
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ABSTRACT  Ion-coupled transporters are simulated by a model that differs from contemporary alternating-access schemes. Beginning with concepts derived from multi-ion pores, the model assumes that substrates (both inorganic ions and small organic molecules) hop a) between the solutions and binding sites and b) between binding sites within a single-file pore. Two substrates can simultaneously occupy the same site. Rate constants for hopping can be increased both a) when substrates in two sites attract each other into a vacant site between them and b) when substrates in adjacent sites repel each other. Hopping rate constants for charged substrates are also modified by the membrane field. For a three-site model, simulated annealing yields parameters to fit steady-state measurements of flux coupling, transport-associated currents, and charge movements for the GABA transporter GAT1. The model then accounts for some GAT1 kinetic data as well. The model also yields parameters that describe the available data for the rat 5-HT transporter and for the rabbit Na\(^+\)–glucose transporter. The simulations show that coupled fluxes and other aspects of ion transport can be explained by a model that includes local substrate-substrate interactions but no explicit global conformational changes.

INTRODUCTION

Several classes of membrane transport proteins use electrochemical gradients for ions (usually Na\(^+\) or H\(^+\)) to accumulate organic molecules (neurotransmitters, sugars, amino acids, osmolytes) in plant and animal cells (Schultz, 1986; Harvey and Slayman, 1994). The tight flux coupling between these inorganic and organic substrates constitutes a hallmark of ion-coupled transporters and contrasts with properties of ion channels, another major class of membrane transport proteins (Hille, 1992). To explain the mechanism of flux coupling, two major classes of model have been proposed (Hill, 1977; Schultz, 1980; Stein, 1986; Kanner and Schuldiner, 1987; Rudnick and Clark, 1993). Early models envisioned a recirculating carrier whose motions were largely governed by the binding and dissociation of the substrates. More recently, a sequence of cloned transporters suggests 6–12 putative transmembrane domains, rendering a recirculating carrier less plausible.

Most contemporary mechanistic concepts of ion-coupled transport employ the alternating-access scheme first enunciated by Jardetzky (1966) and developed in many papers by Laliger (see Laliger, 1979, 1991; Wright, 1993; Lester et al., 1994). In this scheme, ion-coupled transporters are viewed as pores or channels that have two gates. Whereas the pore has sites that bind, or perhaps merely accept, all of the permeant substrates, the gates have most of the (poorly understood) properties that ensure coupled transport. When all of the substrates are bound appropriately, the gates undergo conformational changes; and these conformational changes account for the differences in compartmentalization of the substrates during the transport cycle. Some alternating-access schemes incorporate ordered binding and dissociation of substrates (see, for instance, Rudnick and Clark, 1993). Now that cloned transporters can be expressed at high densities and studied with good temporal resolution in heterologous expression systems, additional measurements are available on pre-steady-state kinetics and charge movements associated with one or a few steps in the transport cycle (Parent et al., 1992a,b; Mager et al., 1993; Mager et al., 1994; Cammack et al., 1994; Wadiche et al., 1995a). Several studies build on these time-resolved data in the context of the alternating-access model (Parent et al., 1992b; Mager et al., 1993; Wadiche et al., 1995a).

However, the newer measurements have also revealed several additional classes of complexities that cannot be explained by straightforward alternating-access models: 1) There are leakage currents—Na\(^+\) fluxes in the absence of organic substrate (Schwartz and Tachibana, 1990; Umbach et al., 1990; Cammack et al., 1994). 2) There are major departures from accepted stoichiometry, so that transport-associated currents are several times larger than the flux of organic substrate (Mager et al., 1994; Wadiche et al., 1995b; Galli et al., 1995; Picaud et al., 1995; Risso et al., 1995). 3) There are actual or inferred quantized current events that exceed by several orders of magnitude the single-charge events expected from the model (Mager et al., 1994; Wadiche et al., 1995b; DeFelice et al., 1995; Cammack and Schwartz, 1995).

Although more complex alternating-access models can be developed to account for some of these new phenomena, the time seemed ripe for an alternative class of models. Our formulation is termed the multi-substrate single-file transport model. We borrow heavily from ion channel models that incorporate a pore with several simultaneously bound ions (Hille, 1992). In particular, we do not explicitly allow conformational changes that change the compartmentalization of the...
substrates. The gates of the alternating-access model have been de-emphasized. Instead, functional compartmentalization arises because the pore (or lumen or channel) of the transporter mediates multiple substrate bindings and substrate-substrate interactions that favor, albeit only statistically, permeation in fixed ratios of inorganic ions to organic substrate.

In this first paper on the topic, we test the hypothesis of “multi-substrate single-file transport” in a quantitative, physically realistic fashion. We consider that the following three steady-state properties are most appropriate for detailed simulation: the ratio between the fluxes of organic and inorganic substrate, the electrical currents associated with the full transport cycle, and charge movements associated with partial steps of transport. We therefore simulate these properties of three ion-coupled transporters for which high-resolution functional studies have been reported: the GABA transporter GAT1 (Guastella et al., 1990; Mager et al., 1993), the serotonin transporter 5-HTT (Mager et al., 1994), and the Na\(^+\)-glucose transporter SGLT1 (Parent et al., 1992a,b). In each case, the multi-substrate single-file transport model has been found to reproduce available experimental data within experimental error (although charge movements have not been measured for 5-HTT). The model also accounts for newer phenomena such as leakage currents of all these transporters and variable stoichiometry of 5-HT transport, among other permeation properties.

Our approach has certainly been foreshadowed by many previous suggestions that transporters have channel-like mechanisms, for instance, in mediated ionic transport (Frohlich, 1988; Krulka, 1989; Dani and Levitt, 1990; Hasegawa et al., 1992), in electrogenic membrane systems (Andersen et al., 1985; Lagano et al., 1988; Nakamoto et al., 1989; Hilgemann et al., 1991; Lauger, 1991; Wang et al., 1992; Gádabty et al., 1993; Rakowski, 1993), in neurotransmitter transporters (Krupka and Deves, 1988; Schwarz and Tachibana, 1990), and in facilitative sugar transporters (Barnett et al., 1975; Lowe and Walmsley, 1986; Kimmich and Randles, 1988; Walmsley, 1988; Baldwin, 1993; Hernádez and Fischburg, 1994). Detailed theories have been based on electrodiffusion (Chen and Eisenberg, 1993; Eisenberg, 1994) and have treated channels that can simultaneously contain two ionic species at once (Franciolini and Nonner, 1994). Although molecular cloning has given us knowledge about the amino acid sequence of many ion-coupled transporters (Harvey and Nelson, 1994), there is still little relevant structural information at the atomic scale, or even at the level of tertiary structure or membrane topology or tertiary structure. Therefore the model is cast in purely formal terms at present.

THEORY AND METHODOLOGY

Structure of the model

The multi-substrate single-file transport model treats a transporter as a single file of binding sites, with ends open to the external and internal solutions (Fig. 1 A). The solutions are infinite sources and sinks: substrate concentrations within the solutions are not changed by the events of the simulation. Substrates are loaded from the solutions into the ion-coupled transporter lumen at rates governed partially by mass action. Once a substrate is within the ion-coupled transporter, it is allowed to move between sites and to the solutions. The kinetics of the ion-coupled transporter are reconstructed by combining all possible transitions.

Each of the $N$ sites can be either empty or occupied by one of the $m$ substrates. A total of $N^{m+1}$ arrangements are possible. A state of the transporter is defined to be one such arrangement.

A hopping event is an allowed hop taken by a single substrate. Fig. 1 B shows the set of allowed hops. An allowed hop brings one substrate to an adjacent, empty site. Special rules apply to sites 1 and $N$ (the external and internal solutions are considered to be adjacent to sites 1 and $N$, respectively). A substrate from the solution can hop onto site 1 or $N$ only when the site is empty; however, a substrate on site 1 or $N$ can always hop into the solution.

Hopping frequencies are rate constants that describe the probability of individual hopping events. Hopping frequencies $k_{i\rightarrow j}$ are described as the product $f_{ij}d_{ij}$. The first term $f$ is called the “intrinsic hopping frequency” of a substrate; it is defined from mass action if the hop is from the solution and by a unimolecular event if the hop is from a binding site to another site within the membrane or to the solution. For

---

**FIGURE 1** Multi-substrate single-file transport model. (A) Structure of the transporter, including three binding sites. The state, with a single bound substrate, corresponds to state 2 in Fig. 2. (B) Allowed hopping events. (C) Rules for obtaining the hopping frequencies, including the effects of voltage and of attraction/repulsion.
the present version of the model, the intrinsic hopping frequency varies with the substrate but is constant across all sites within the pore.

The second term, a dimensionless factor $g_v$, describes the effect of membrane potential on the intrinsic hopping frequency. The simple equations given below for the effect of potential are consistent with a model in which a) the membrane potential produces a linear field, b) there is a rate-limiting energetic barrier midway between each pair of sites, and c) the energy of the barrier with respect to each site is modified by the interaction between the charge on the substrate and the field.

The third term, a dimensionless factor $g_{at}$ describes the effect of interactions with other substrates that occupy adjacent sites or, if an adjacent site is empty, the next site. $g_{at}$ is the product of an attraction term $A$ and a repulsion term $R$. Examples are shown in Fig. 1C. These attraction and repulsion terms also allow for the possibility that the field changes with the ionic contents of the channel.

For hops by a substrate $i$ with charge $zq$ in the presence of another substrate $j$ (we include the possibility that $j = 0$ denotes an empty site)

$$ f = k_i [i] $$

If it hops from the external solution to site 1, or from the internal solution to site $N$

$$ h_i = 1 $$

If it hops from a site within the transporter

$$ g_v = \exp[-(d_{i+1} - d_i)zqV/2kT] $$

If it hops from site $s$ to $s + 1$

$$ = \exp[(d_{i+1} - d_i)zqV/2kT] $$

If it hops from site $s + 1$ to $s$

$$ g_{at} = A_{ij}R_{ij} $$

$A_{ij}$ describes a hop that brings substrate $i$ adjacent to substrate $j$

$R_{ij}$ describes a hop that separates substrate $i$ from substrate $j$.

where

$[i]$ = concentration of substrate $i$ in the solution

$k_i$ = forward binding constant of substrate $i$ in $M^{-1} s^{-1}$

$h_i$ = intrinsic hopping frequency of substrate $i$ in $s^{-1}$

$d_s$ = fraction of electrical field sensed by a substrate with charge $zq$ ($s = 0$ to $N + 1$, $d_0 = 0$, $d_{N+1} = 1$, $d_0 \leq d_s \leq d_{N+1}$)

$V$ = membrane potential in mV

$z$ = valence of a charged substrate

$kT/q_i$ = $\pm 25$ mV, where

$k$ = Boltzmann constant

$T$ = Absolute temperature

$q_i$ = Elementary charge on substrate $i$

$A_{ij}$ = attractive coupling between two substrates separated by an empty site

$R_{ij}$ = repulsive coupling between two substrates in adjacent sites

$A_{ij} = A_{ji}$ and $R_{ij} = R_{ji}$ for $i, j > 0$; that is, the substrate-substrate couplings are symmetric

For each transporter configuration $a$, all transporter configurations $b$ accessible from $a$ by a single hopping event are linked. The corresponding hopping frequencies $k_{a\rightarrow b}$ are derived as described above. If configurations $a$ and $b$ cannot be linked by a single hopping event, then $k_{a\rightarrow b} = 0$. The final diagram is called a hopping diagram (Fig. 2), whose mathematical representation is a matrix $H$ constructed as

$$ H_{ab} = k_{a\rightarrow b} $$

$$ H_{aa} = - \sum_{b=1,b \neq a}^{N+1} k_{a\rightarrow b} $$

Given the hopping matrix $H$, the time dependence of the ion-coupled transporter configuration distribution is

$$ \frac{dx}{dt} = H \bar{x} $$

or equivalently,

$$ \frac{dx}{dt} = \sum_{b=1}^{N+1} H_{ab} x_b = \sum_{b=1,b \neq a}^{N+1} H_{ab} x_b + H_{aa} x_a = \sum_{b=1,b \neq a}^{N+1} k_{a\rightarrow b} x_b - \sum_{b=1}^{N+1} k_{a\rightarrow b} x_b $$

where $\bar{x} = (x_1, x_2, \ldots, x_N^{m+1})$, $(0 \leq x_n \leq 1)$ represents the distribution of ion-coupled transporter configurations. For example, $x_1 = 0.25$ denotes that 25% of the transporters are in configuration 1.

At steady state, Eq. 4 reduces to

$$ \frac{dx}{dt} = 0 $$

resulting in $N^{m+1}$ linearly dependent homogeneous equations, of which $N^{m+1} - 1$ are linearly independent. The solution to Eq. 5 is a null space of dimension 1, which can be solved numerically by the Gaussian elimination method (Press et al., 1992). This solution yields predictions for several functional measurements, described in detail below.

A three-site two-substrate special case

For most of the simulations in this paper, we assume the following special case:

1. The transporter has $N = 3$ binding sites.

2. There are only $m = 2$ substrates, Na"+ (substrate 1) and the organic substrate (substrate 2). In particular, we disregard permeation by Cl"-. Our justification for this choice is a) that the role of Cl"- is rather less clear than that of the other substrates for most transporters (Mager et al., 1993; Lester et al., 1994) and b) that introducing another ion would complicate the simulations without adding much insight at this early stage.
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3. The organic substrate has \( q_2 = 0 \) charge. This assumption holds for GABA and for the sugars but not for 5-HT\(^+\) and is modified in some of the simulations described later.

4. The internal solution has zero concentration of all substrates. This assumption chiefly reflects the facts a) that oocyte experiments performed in our laboratory do not control intracellular concentrations and b) that these concentrations are thought to be small in most modern experiments. However, the assumption is modified in some simulations described below (for instance, data presented in Fig. 6).

The matrix elements corresponding to this special case are listed in Table 1 and the corresponding hopping diagram is shown in Fig. 2.

**Steady-state predictions of the special case**

Under these special conditions, Eq. 4 becomes

\[
\frac{dx_i}{dt} = \sum_{b=1}^{27} h_{ib}x_b = \sum_{b=1,b \neq a}^{27} h_{ib}x_b + h_{ia}x_a = \sum_{b=1,b \neq a}^{27} k_{a \rightarrow b}x_b - \sum_{b=1,b \neq a}^{27} k_{b \rightarrow a}x_b,
\]

where \( \bar{x} = (x_1, x_2, \ldots, x_{27}) \) \((0 \leq x_i \leq 1)\) represents the distribution of ion-coupled transporter configurations. Eq. 5 then becomes 27 linearly dependent homogeneous equations, of which 26 are linearly independent. The model makes predictions about three types of steady-state data.

**Charge distribution**

The simulated steady-state charge occupancy, \( Q_a(V) \), is defined as follows:

\[
Q_a(V) = T \sum_{x=1}^{27} x_a Q_a = T \sum_{x=1}^{27} x_a d_{a0},
\]

where \( T \) is the total number of transporters in the membrane and \( Q_a \) is the equivalent charge of the \( a \)th configuration. For instance, \( Q_{26} = (d_1 + d_2 + d_3)q \) and \( Q_{27} = 0 \). We also define the maximum charge movement, from hyperpolarizing to depolarizing potentials, by \( Q_{\text{max}} = Q(+\infty) - Q(-\infty) \).

**Transport-associated current**

The steady-state transport-associated current, \( I_{\text{tr}} \), results from charged substrates moving fully across the membrane. This current is simulated by summing the charge movements that result from charged substrates hopping into the
**TABLE 1** Hopping matrix elements for GAT1

|   | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 |
|---|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| 1 |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 2 |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 3 |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 4 |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 5 |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 6 |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 7 |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |

The matrix elements corresponding to the special case given in the text, the corresponding hopping diagram is shown in Fig. 2. \( H_{ab} \) corresponds to a hopping event from configuration \( a \) to configuration \( b \). For example, the matrix element \( H_{13} \) is the same as \( k_{1-3} \). Each diagonal element is the negative of the sum of all the entries in the same column. For GAT1, substrate 1 is \( \text{Na}^+ \) and substrate 2 is GABA. \( P_1 = k_1[\text{Na}^+] \exp(d_1/V_{50}) \). \( P_2 = k_2[\text{GABA}^-] \).
internal solution, e.g., \( k_{27-26} \). For our special case in which \( Na^+ \) is the only charged substrate, the steady-state transport-associated current is

\[
I_n = T_0 \left[ (x_{19}k_{21-13}) + (x_{19}k_{21-13}) + (x_{20}k_{21-13}) + (x_{21}k_{21-13}) + (x_{22}k_{21-13}) + (x_{23}k_{21-13}) + (x_{24}k_{21-13}) + (x_{25}k_{21-13}) + (x_{26}k_{21-13}) \right]
\]

Flux ratios

Steady-state flux coupling between substrates \( i \) and \( j \) is summarized by the ratio between the fluxes of \( i \) and \( j \) (flux\(_i\)/flux\(_j\)). The flux ratio between \( Na^+ \) and the organic substrate is

\[
\frac{\text{flux}_{x_j}}{\text{flux}_{x_i}} = \frac{[ (x_{19}k_{21-13}) + (x_{19}k_{21-13}) + (x_{20}k_{21-13}) + (x_{21}k_{21-13}) + (x_{22}k_{21-13}) + (x_{23}k_{21-13}) + (x_{24}k_{21-13}) + (x_{25}k_{21-13}) + (x_{26}k_{21-13}) ]}{[ (x_{19}k_{21-13}) + (x_{19}k_{21-13}) + (x_{20}k_{21-13}) + (x_{21}k_{21-13}) + (x_{22}k_{21-13}) + (x_{23}k_{21-13}) + (x_{24}k_{21-13}) + (x_{25}k_{21-13}) + (x_{26}k_{21-13}) ]}
\]

Available experimental data

The predictions described above were compared with the appropriate experimental data using algorithms described in the next section. Our most complete experimental data are available for GAT1. For instance, the experimental data on steady-state charge distribution was measured from voltage jumps in the absence of GABA (Mager et al., 1993). The integration of the transient response gives the total number of charges within the membrane. For purposes of these calculations, we abstracted the data of Mager et al. (1993) into the following functional form, which describes the data:

\[
Q_n(V) = Nq \frac{V_{-7}}{1 + e^{(V_{-7}-V)/\delta_n}}
\]

A time interval of 0.2 ms was adequate for the simulations because the steady-state \( \bar{x} \) obtained by integration and the Gauss-Jordan elimination method deviated by less than 0.001%. The steady-state transport-associated currents \( I_n \) were also taken from the data of Mager et al. (1993). The flux ratios flux\(_{x_j}/\text{flux}_{x_i}\) for Na\(^+\)/GABA were assumed to lie between 1 and 2 (Kanner and Schuldiner, 1987).

Parameter searches

A set of randomly selected parameter values was used to start a simulation (Fig. 3). Gauss-Jordan elimination (Press et al., 1992) was used to solve Eq. 5 for the 27 \( x_{ij} \) values. These values in turn yielded the three steady-state predictions above: charge distribution, steady-state current, and flux ratio. Simulated annealing (Ingber, 1993) was employed to optimize the parameter values by minimizing the error between the experimental and the simulated steady-state data. The simulated annealing algorithm written in C was obtained by FTP from http://www.alumni.caltech.edu/~ingber/. Convergence was specified by an annealing temperature of \( 10^{-7} \) (Ingber, 1993). Fitting sessions required \( \sim 8 \) h on a Silicon Graphics Challenge workstation with 200-MHz R4400 processors.

Finally, we note that the exemplar physiological experiments in the paper by Mager et al. (1993) were performed on distinct oocytes, each expressing an unknown number of transporters. To calculate the total number of transporters \( T \) expressed in these exemplar oocytes from the \( Q_{\text{max}} \) data for each oocyte, we would have to assume values for \( d_1 \), \( d_2 \), and \( d_3 \). Therefore the flux per transporter was not accessible from the procedures presented thus far; and the hopping rate constants were uncertain by a common multiplicative constant. We could, however, make use of the experimentally determined value, \( I_n/Q_{\text{max}} = 5.3 \, s^{-1} \), where \( I_n \) is measured at 96 mM Na\(^+\), 0.1 mM GABA, and \( -80 \) mV (Mager et al., 1993). This additional constraint in the simulations allowed us to determine the absolute values of the rate constants. The calculations are presented for \( T = 1.18 \times 10^{14} \) transporters per cell (presumably a Xenopus oocyte expressing GAT1).
Calculation of transient currents

Simulated transient data for GAT1 were not used in the parameter search algorithm; instead, they were used as independent tests of our theories and parameters after the simulated annealing yielded several sets of parameters with nearly equal cost function values for the steady-state data. Transients were simulated by numerical integration, using Mathematica. The transient currents are given by the sum of all hoppings involving the movement of charge into or within the membrane weighted by the electrical distance traveled. Voltage jump relaxations for GAT1 were simulated using the experimental protocol; that is, for fixed [Na+] and zero GABA, the membrane potential was stepped between values as shown in Fig. 5. The voltage jump transients for GAT1 are defined as

\[ I(t) = \frac{d}{Tq} \left( \left[ (x_1k_{12}) - (x_1k_{32}) \right] + \left[ (x_1k_{23}) - (x_1k_{32}) \right] \right) \]

where all \( x \) values are time dependent. Concentration-jump relaxations were simulated by stepping one or two substrate concentrations while holding other parameters fixed. For simplicity, relaxation kinetics were characterized by fitting to a single exponential component.

RESULTS

Figs. 4, 5, 6, 7, and 8 show the simulation results for the ion-coupled transporters GAT1, 5-HTT, and SGLT1. Optimized parameter values are listed in Table 2.

Simulation of GAT1 function

We devoted most effort to simulating GAT1 function, because we have access to extensive data for this ion-coupled transporter. GAT1 is a neurotransmitter transporter belonging to the plasma membrane Na+/CI- coupled subfamily (Amara and Arriza, 1993). It drives the neurotransmitter GABA up its concentration gradient by cotransporting Na+ down its electrochemical potential gradient (Keynan and Kanner, 1988). Electrophysiological data, tracer flux measurements, and thermodynamic measurements all suggest that 2 Na+ ions are transported along with a single GABA molecule (Lester et al., 1994); and we have therefore used a special case of our model that includes three binding sites, so that these three molecules may bind simultaneously. Cl- is another possible substrate for GAT1, but its role is not clear at the moment (Lester et al., 1994); therefore we felt it inappropriate at present to complicate the simulations by including Cl-.

The experimentally determined permeation properties of GAT1 include steady-state currents as a function of Na+ and GABA, leakage currents (Na+ flux in the absence of GABA), substrate flux ratio, charge distribution, and gating currents induced by voltage jumps (Mager et al., 1993; Cammack et al., 1994). We note that leakage currents were not reported in our study of GAT1 function (Mager et al., 1993) but were reported by Cammack et al. (1994). In unpublished recent work, we have indeed found small inward currents that are suppressed by GABA uptake inhibitors in the absence of GABA itself; although we lack systematic data, these leakage currents are <5% of the maximal GABA-induced currents.

The model accounts well for the data that we used to fit the parameters, as summarized in Fig. 4. Five sets of parameters, each resulting from a simulated annealing run, had nearly equal cost function values and provided similar simulations of all of these data; the simulations of Fig. 4 were calculated with the parameters that also provided good simulations of transient currents (these parameters are given in Table 2). GAT1 steady-state currents are shown as a function of [Na+] in Fig. 4 A; note that the simulation dose-response relations show the observed sigmoidal dependence on [Na+]. The simulations also show the expected hyperbolic dependence on [GABA] in Fig. 4 B. The simulations showed leakage currents of ~1% of the saturation current in the absence of external GABA (Fig. 4 C). A Na+ /GABA flux ratio between 1 and 2 was obtained (Fig. 4 D); the simulated flux ratio depends on membrane potential, a point that has not been tested experimentally for GAT1. The steady-state charge distribution exhibited a sigmoidal dependence on membrane voltage, and the midpoint was shifted to more negative voltages with decreasing [Na+]; these features agree quantitatively with the experimental data (Fig. 4 E).

Transient currents

As a further qualitative test of the model, parameter sets from the simulated annealing were tested for their ability to simulate various transient currents. One parameter set survived this test; Fig. 5 displays some results. The simulated voltage-jump relaxations in the absence of GABA, shown in Fig. 5 A, display the general features described by Mager et al. (1993) and Cammack et al. (1994): for hyperpolarizing jumps, the transients are negative and consist of a rapid...
FIGURE 4 Simulated versus experimental GAT1 steady-state properties. Smooth lines are the simulations, using the parameters in Table 2. (A) Steady-state current as a function of [Na⁺]. Experimental data from Mager et al. (1993). [GABA] = 0.1 mM, membrane potentials as indicated. (B) Steady-state current as a function of [GABA]. Experimental data from Mager et al. (1993). [Na⁺] = 96 mM; membrane potentials as in A. (C) Simulated leakage current at zero [GABA] versus voltage. (D) Flux ratio of Na⁺ to GABA simulated at [Na⁺] = 96 mM, [GABA] = 0.3 μM, for the voltage range from -120 to 20 mV. (E) Steady-state charge distribution as a function of membrane potential in the absence of GABA. Experimental data from Mager et al. (1993), represented by Eq. 9. The curves are parametric in [Na⁺] as indicated.
rising phase followed by a decay over several hundred milliseconds. For depolarizing jumps, the direction of the transient is reversed. The integral of these relaxations is presented by the steady-state charge distribution (Fig. 4 E); and we have verified that these simulated charge movements are equal and opposite for the jumps in both directions between a pair of potentials (Mager et al., 1993). The simulated relaxation time constant lies in the range of 70–150 ms and displays a maximum at negative membrane potentials (not shown), in agreement with experimental data (Mager et al., 1993; Cammack et al., 1994; S. Mager, preliminary unpublished results).

Simulated [Na+] and [GABA] jump-induced transients are shown in Fig. 5, B and C, respectively; and Fig. 5 D shows simulated simultaneous jumps of both substrate concentrations. There are no published data available for comparison with Fig. 5 B. The waveforms in Fig. 5, C and D, however, reproduce the general features observed by Cammack et al. (1994). Thus, the simulated jump from 0 to 0.3 mM GABA produces a transient peak on the millisecond time scale, followed by a sustained transport-associated current (Fig. 5 C) and compares well with figure 9 of Cammack et al. (1994). Furthermore, the simulated jump to 50 mM Na+ and 0.3 mM GABA produces a rapid rise followed by a slower rise on the time scale of several hundred milliseconds, in agreement with figure 9 of Cammack et al. (1994). The simulated relaxations are more rapid than the published records for the jump back to 0 [GABA] and 0 [Na+], and there is a small simulated outward charge movement in Fig. 5 D; but these discrepancies could arise if the experimental solution changes are slightly slower than expected.

FIGURE 5 Simulated GATl transient currents. (A) Transient current for voltage jumps in the absence of GABA, at [Na+] = 96 mM. The membrane potential was held at −40 mV, stepped to −120 mV at time = 1 s, and stepped back to −40 mV at time = 2 s. (B) Transient current during [Na+] jumps in the absence of GABA, with membrane voltage clamped at −120 mV. [Na+] was held at 10 mM, stepped to 96 mM at time = 1 s, and stepped back to 10 mM at time = 2 s. (C) Transient current during [GABA] jumps, with [Na+] = 10 mM and membrane voltage clamped at −10 mV. [GABA] was held at 0 mM, stepped to 0.3 mM at time = 1 s, and stepped back to 0 mM at time = 2 s. (D) Transient current during simultaneous [Na+] and [GABA] jumps, with voltage clamped at −120 mV. [Na+] was held at 0 mM, stepped to 50 mM at time = 1 s, and stepped back to 0 mM at time = 2 s. [GABA] was held at 0 mM, stepped to 0.3 mM at time = 1 s, and stepped back to 0 mM at time = 2 s.
In external and internal [Na+] were set to 96 and 5 mM, respectively. The external [GABA] was set to 0.03 mM, and the internal [GABA] was varied. GABA fluxes were simulated for membrane potentials of 0 mV, -45 mV, and -90 mV. Thus the electrochemical gradient for Na⁺ alone favors Na⁺ influx. Net GABA influx still occurs despite the fact that the [GABA] gradient alone favors GABA efflux.

**Transport against a [GABA] gradient**

In all of the simulations above, the internal concentrations of substrates are assumed to be zero. We relaxed this assumption to demonstrate the most important functional role of ion-coupled cotransporters: they drive the organic substrate up its concentration gradient by using the electrochemical potential gradient of an ionic substrate. For simplicity—and in the absence of real data on this point—we assumed that the forward binding constants $k_i$ are the same for the internal and external sides of the membrane. The external and internal [Na⁺], and membrane potential are adjusted to drive the Na⁺ flow inward. The internal [GABA] was set higher than the external [GABA]; therefore net GABA influx would occur if GABA cannot couple to the electrochemical potential gradient of Na⁺. However, the simulation results in a net GABA influx (Fig. 6), suggesting that the multi-substrate single-file transport model does support transport up the chemical gradient of the organic substrate.

**The attraction and repulsion terms**

In the multi-substrate single-file transport model, the physical meanings of $k_i$, $h_i$, and $d_i$ are transparent and represent common concepts in membrane transport. We comment here on the physical meaning of the attraction and repulsion parameters, $A_{ij}$ and $R_{ij}$ respectively. Consider, for example, $A_{12}$ and $R_{12}$, and focus on the transitions between transporter configurations 14 and 16.

$$k_{14\rightarrow16} = A_{12} h_2$$  \hspace{1cm} (11)  
$$k_{16\rightarrow14} = R_{12} h_2$$  \hspace{1cm} (12)  

We can define an equilibrium “association constant” for the state in which substrate 2 (GABA) is adjacent to substrate 1 (Na⁺):

$$K_{12} = \frac{k_{16\rightarrow14}}{k_{14\rightarrow16}} = A_{12} R_{12} = k_s \exp(-\Delta G_{12}/kT)$$  \hspace{1cm} (13)  

where $K_{12}$ is a constant standard state factor involving the free energy of the ion (McQuarrie, 1976), $k$ is the Boltzmann constant, $T$ is the absolute temperature, and $\Delta G_{12}$ is the relative free energy between any pair of states, such as 14 and 16, in which these two substrates move adjacent to each other. If there are no couplings between substrates 1 and 2, then we expect no difference in the relative free energy, which will lead to a ratio of $A_{12}/R_{12} = 1$. However, if $A_{12}/R_{12}$ is not equal to 1, the two substrates are said to be coupled. For instance, if the optimized values of $A_{12}$ and $R_{12}$ are such that $A_{12}/R_{12} > 1$, moving the two substrates together is favored. By more classical arguments, the ratio of $k_i$ controls the energetics of moving substrate $i$ into the ion-coupled transporter. Generalizing this argument to attractive and repulsive couplings between substrates, we obtain the following rules for GAT1:

1. Moving Na⁺ into the transporter is favored at high [Na⁺].
2. Moving GABA into the transporter is favored at high [GABA].
3. Moving Na⁺ and GABA adjacent to each other is favored.
4. Moving Na⁺ and Na⁺ adjacent to each other is favored. This is the most surprising result of our analysis.
5. Moving GABA and GABA adjacent to each other is not favored.

According to these microscopic rules, at high [Na⁺] and [GABA], we expect transporter configurations with more than two GABA molecules to be underpopulated. This is indeed the case. Under such conditions, the simulated population of transporter configurations 20, 21, 22, 23, 25, and 26 is negligible (Fig. 2). This may be due to the favored adjacencies between Na⁺ and GABA (Rule 3).

**Simulation of 5-HT transporter function**

5-HTT is another ion-coupled neurotransmitter transporter belonging to the plasma membrane Na⁺/Cl⁻ coupled family. It is known to accumulate 5-HT⁺ in the presence of Na⁺, Cl⁻, and K⁺. Na⁺ and K⁺ are cotransported and countertransported with 5-HT⁺, respectively. The argument that Cl⁻ is cotransported with 5-HT⁺ is somewhat less direct, as it has been difficult to demonstrate 5-HT⁺ accumulation with only the Cl⁻ gradient as a driving force. The K⁺ is coupled to the 5-HT⁺ accumulation but is not required, for the transport still occurs in the absence of K⁺ (Rudnick and Clark, 1993). Therefore, only Na⁺ and 5-HT⁺ are included in our model. Our 5-HT transporter model, like our GAT1 model, has three binding sites.
The experimentally determined permeation properties of SGLT1 function

SGLT1 is a Na⁺/glucose cotransporter that shares a postulated membrane topology and functional properties with GAT1 (Wright, 1993). Na⁺ and sugar (the nonmetabolizable derivative α-methyl-α-glucose is typically used in physiological studies) appear to be the only substrates; thus the number and charge of its substrates equal those for the simplified model of GAT1 discussed above. SGLT1 has been modeled previously as a carrier (Parent et al., 1992b). Our simulations approximated the I-V curves (Fig. 8, A and B) and the experimental substrate flux ratio (Fig. 8 C) under one set of model parameters. Table 2 reveals that several of the kinetic parameters for SGLT1 are greater than those for GAT1, so that SGLT1 has an overall higher turnover rate.
There are also differences in the electrical positions of the binding sites between these two transporters, accounting for the different voltage sensitivities of transport.

**DISCUSSION**

Our simulations show that it is possible to account for the major features of ion-coupled transport without invoking explicit conformational changes that control the compartmentalization of substrates. The present multi-substrate single-file transport model differs from the usual alternating access models, which suggest that the transporter possesses a "gate" at both ends of the lumen, that the gates are alternately exposed to one side of the membrane, and that the gating is controlled by substrate binding at appropriate sites and with appropriate stoichiometry. In the multi-substrate single-file transport framework, the only structural assumption is the protein's capability to provide a linear lumen and to mediate substrate-substrate interactions. This assumption seems plausible in light of present knowledge about permeation through ion channels.

Ion-coupled transporters show a wide range of permeation properties, including leakage currents, variable stoichiometry, substrate flux coupling, and voltage-dependent transients. Alternating-access models account for only some of these properties. Tight substrate flux coupling and voltage-dependent charge movements naturally result from these models, whereas variable stoichiometry and leakage currents are inherently hard to explain with these models. In contrast, the present scheme covers a broad spectrum of permeation properties. It can be applied to GAT1, which shows leakage currents, tight substrate flux coupling, and voltage-dependent gating currents. The model can also be used to interpret the variable stoichiometry of the 5-HT transporter. The flexibility of the model can be largely attributed to the minimal assumptions made about transporter structures. One of our colleagues remarked that our model resembles a diffusion pump.

**Transport cycles**

In an alternating-access model (see, for instance, Rudnick and Clark, 1993), there is a definite series of transitions among steps, looping back to a starting state after a complete set of substrates has been transported; and this series constitutes the transport cycle. In the multi-substrate single-file transport model, there are many more possible states than in other models; which are the major steps in the transport cycle? To address this question, we trace out major transport cycles in Fig. 2 as follows. We start from the empty transporter (configuration 1) and choose the transition with the highest net flux. If the two greatest net fluxes differ by less than 5%, we choose both. These steps are repeated until closed loops are formed. Fig. 9A shows the subset of states and transitions from Fig. 2 that are included in the two major transport cycles for GAT1, under the same experimental conditions as in Fig. 4D. The two transport

---

**FIGURE 8 Simulated versus experimental SGLT1 steady-state properties.** (A) Steady-state current as a function of membrane potential. Experimental data were taken at [sugar] = 1 mM, with [Na+] varying from 2 to 10 mM and as indicated. (B) Steady-state current as a function of membrane potential. Data were taken at [Na+] = 10 mM, with [sugar] varying from 0.1 to 1 mM and as indicated. Assumed number of transporters in the membrane for A is roughly twice that for B. (C) Flux ratio of Na+ to [sugar] simulated at [Na+] = 10 mM, [sugar] = 6 mM, as a function of voltage from −100 to −60 mV.
cycles operate simultaneously; one releases a Na\(^+\), and the other releases both a Na\(^+\) and a GABA. Together, they provide an explanation for the observed substrate flux ratio (1 < Na\(^+\)/GABA < 2).

To understand the origin of "variable stoichiometry," a similar transport cycle analysis is applied to the 5-HT transporter (Fig. 9 B). The transport cycle couples one 5-HT\(^+\) release to a loop of Na\(^+\) releases. This loop may be responsible for the observed variable stoichiometry, because various numbers of Na\(^+\) molecules can be released per 5-HT\(^+\) molecule. If this hypothesis is correct, it can further explain the voltage dependence of variable stoichiometry (Fig. 7 D). Upon hyperpolarizing, the steady-state population of transporter configurations 5, 6, 7 and the transition frequency from configuration 3 to 5 are both increased, which accelerates the loop and stimulates more Na\(^+\) flux per 5-HT\(^+\) molecule transported.

### Computational strategy

Most previous modeling studies have used the King-Altman diagrammatic method to analyze the steady-state distribution of transporters (e.g., Hill, 1977). However, the number of King-Altman patterns increases dramatically as the number of states increases. This constrains the number of practical carrier states. One could in principle automate the King-Altman procedure to analyze more complicated kinetic schemes. However, the time required to list the King-Altman patterns grows as \(N^{N-1}\), where \(N\) is the number of carrier states. The present model uses Gauss-Jordan elimination to solve the steady-state distribution. Gauss-Jordan elimination is computationally different from the King-Altman diagrammatic method, but gives the same solution. Because Gauss-Jordan elimination scales as \(N^3\), where \(N\) is the number of carrier states, it allows for the consideration of a significantly larger number of states.

### Limitations and future directions

The major limitation of our theory in its present form is its inability to deal with the phenomena of antiport, countertransport, exchange, or counterflow, as exemplified by Na\(^+\)/Ca\(^{2+}\) exchangers, by the glutamate trans-
porters of the nervous system, by the 5-HT transporter (Rudnick and Clark, 1993), and under some conditions by GABA transporters (Mabjeesh and Kanner, 1989). Fig. 6 shows that our model does simulate a small (20–50%) increased influx through GAT1 as internal [GABA] is increased; but we have not systematically studied this effect. We suspect that models with alcoves or Y-shaped lumens would be required to account for robust antiport (Eisenberg, 1994).

The model is also uninformative about other aspects of transporter function. It neglects the frank channel activity, with conductances on the order of picosiemens, that has recently been observed with GAT1 (Cammack and Schwartz, 1995) and with the 5-HT transporter (F. Lin et al., unpublished observations) and inferred from noise studies (see Introduction). Finally, we have not yet considered ATPase transporters.

We do not wish to imply that our model treats the lumen of the transporter as a featureless series of chemically inert pockets. We suspect that movements of the side chains lining the lumen could provide the attractive and repulsive interactions (quantified by \( A_{ij} \) and \( R_{ij} \)) that we postulate. We emphasize, however, that we view these motions as local, probably restricted to <0.5 nm from the bound substrates in question, as opposed to the global changes in compartmentalization that characterize alternating-access models. Some of the interactions represented by the optimized parameters disagree with intuition; for instance, rule 4 suggests that two neighboring Na\(^{+}\) ions constitute a relatively stable configuration. Such interactions might be produced by side chains that interpose between two substrates, leading either to charge pairs or to cation-pi interactions between substrates and side chains (Dougherty, 1995).

**Structure of ion-coupled transporters**

Our theory must remain at the formal level, primarily because we know so little about transporter structure. Although we do know the primary amino acid sequence...
for the transporters simulated here, there is no proof for topology diagrams postulated on the basis of the sequence, no information about secondary or tertiary structure, and little data about the residues that actually line the lumen that we postulate. Until such information becomes available, there is little objective reason to choose our model over the alternating-access model and its variants. Although some may prefer the present model because of its simplicity, nature does not seem to prefer simple mechanisms for her macromolecular machines.

CONCLUSION

The hypothesis of “multi-substrate single-file transport” has been tested and found to account quantitatively for the steady-state data of ion-coupled transporters GAT1, 5-HTT, and SGLT1. In addition, the model predicts the GAT1 transporter’s transient responses to voltage and concentration jumps. The model also simulates transport up a concentration gradient, an important feature of ion-coupled transporters. Model analysis such as major transport proteins: members of an ubiquitous family of active and passive transport proteins. Biochim. Biophys. Acta. 3:337–344.
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Chapter 6

Summary
Summary
Two independent biophysical projects were completed: the Protein Backbone Design Project and the Ion-Coupled Transporter Simulation Project. Chapter 2, 3 and 4 are dedicated to the first project, and Chapter 5 is devoted to the second project.

In chapter 2, I assessed the effect of explicit backbone motion on the selection of amino acids in designing the core of the $\beta$1 domain of the streptococcal protein G. I used a protein design algorithm that quantitatively considers side-chain packing. Concerted backbone motion was introduced by varying $G_{131}$'s supersecondary structure parameter values. The stability and structural flexibility of seven of the redesigned proteins were determined experimentally and showed that core variants containing as many as 6 of 10 possible mutations retain native-like properties. This result demonstrates that backbone flexibility can be combined explicitly with amino acid side-chain selection and that the selection algorithm is sufficiently robust to tolerate perturbations as large as 15% of $G_{131}$'s native supersecondary structure parameter values.

In chapter 3, I sought to expand the range of computational protein design by developing a general, quantitative design method for computing de novo backbone templates. The method had to compute atomic resolution backbones compatible with the atomistic sequence selection algorithm I was using and it had to be applicable to all protein motifs. The algorithm I developed uses supersecondary structure parameters to determine the orientation among secondary structural elements, given a target protein fold. Possible backbone arrangements are screened using a cost function which evaluates core packing, hydrogen bonding, loop closure, and backbone torsional geometry. Given a specified number of residues for each secondary
structural element, a family of optimal configurations is found. I chose three motifs to test our method (ββα, βαβ, and αα) since their combination can be used to approximate most possible backbone fold. The best structure found for the ββα motif is similar to a zinc finger, and the best structure for the βαβ motif is similar to a segment of a β-barrel (PDB entry 8adh). The backbone obtained for the αα motif resembles minimized protein A. These results suggest that de novo backbones assembled using this method may serve as adequate input templates for atomistic sequence selection algorithms.

In chapter 4, I evaluated the backbone design method by testing the thermal stability and structural properties of the designed peptides. I also explored relevant issues for integrating computer-generated backbones with the sequence-selection algorithm. Starting with a computer-generated bba motif, I optimized five sequences for this backbone and characterized them using CD and 1D NMR. It was found that small differences in the number and location of the hydrophobic residues can significantly change the thermodynamic behaviour of the designed peptides. This supports the previously acknowledged importance of binary patterning. I compared our five sequences with FSD-1, a thermally stable ββα protein with a well-defined structure developed in our lab using the same sequence-selection algorithm (Dahiyat & Mayo, 1997). I found that the sequence that had the binary pattern most similar to FSD-1 also had the best thermodynamic properties. Based on the results of these five peptides, a set of heuristic rules was derived which could be used to improve the computer-generated backbones. In addition to the number and location of hydrophobic residues, I found that it is critical to determine the optimal number of residues for each secondary structural element. Validation of these rules will be the focus of future experimental efforts.
In chapter 5, I developed a model to simulate ion-coupled transporters. The model differs from contemporary alternating-access schemes. Beginning with concepts derived from multi-ion pores, the model assumes that substrates (both inorganic ions and small organic molecules) hop a) between the solutions and binding sites and b) between binding sites within a single-file pore. No two substrates can simultaneously occupy the same site. Rate constants for hopping can be increased both a) when substrates in two sites attract each other into a vacant site between them and b) when substrates in adjacent sites repel each other. Hopping rate constants for charged substrates are also modified by the membrane field. For a three-site model, simulated annealing yields parameters to fit steady-state measurements of flux coupling, transport-associated currents, and charge movements for the GABA transporter GAT1. The model then accounts for some GAT1 kinetic data as well. The model also yields parameters that describe the available data for the rat 5-HT transporter and for the rabbit Na+-glucose transporter. The simulations show that coupled fluxes and other aspects of ion transport can be explained by a model that includes local substrate-substrate interactions but no explicit global conformational changes.
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