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Abstract

The last 50 years of biological research has seen a marked increase in the amount of quantitative data that describes living systems. This wealth of data provides a unique opportunity to recast the pictorial level descriptions of biological processes in the language of mathematics, with the hope that such an undertaking will lead to deeper insights into the behavior of living systems. To achieve this end, we have undertaken three case studies in physical biology. In the first case study, we used statistical mechanics and polymer physics to construct a simple model that describes how flexible chains of amino acids, referred to as tethers, influence the information processing properties of signaling proteins. In the second case study, we studied the DNA ejection process of phage lambda \textit{in vitro}. In particular, we used bulk and single-molecule methods to study the control parameters that govern the force and kinematics of the ejection process \textit{in vitro}. In the last case study, we studied the DNA ejection process of phage lambda \textit{in vivo}. We developed an assay that allows real-time monitoring of DNA ejection \textit{in vivo} at the single-molecule level. We also developed a parallel system that allows the simultaneous visualization of both phage capsids and phage DNA at the single-cell level, constituting a true single-molecule Hershey-Chase experiment. The work described in this thesis outlines new tools, both in theory and experiment, that can be used to study biological systems as well as a paradigm that can be employed to mathematicize the cartoons of biology.
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Chapter 1

Introduction

I begin with the following quote about Stokes’ theorem from Michael Spivak’s *Calculus on Manifolds* [1]:

"The reader probably suspects that the modern Stokes’ Theorem is . . . difficult . . . On the contrary . . . . the proof of this theorem is, in the mathematician’s sense, an utter triviality . . . [However,] the statement of this triviality cannot be understood without a horde of difficult definitions . . . There are good reasons why the theorems should all be easy and the definitions hard."

While Spivak speaks specifically about Stokes’ theorem, the essence of this quote is true in a more general sense. If one examines a system with enough tools, and couches the results in the appropriate language, then the underlying principles that govern it will become transparent. The lessons gleaned from this quote are particularly important for modern biology. The efforts of the scientific community over the last 50 years have brought about an increase in our knowledge about the information content of genomes, as well as careful biophysical characterizations of a number of important biological systems [2]. Suffice to say, there has never been more quantitative information available about living systems than there is now. The question that remains is — what should be done about it?

It is my belief that the quantitative nature of the information collected about living systems necessitates a shift in the language used to describe that information. The predominant method of capturing a biological "story" is with a picture; a brief reading of the classic textbook "Essential Cell Biology" is all that is necessary to convince the reader that this is true [3]. While much can be learned from these pictures, experience in other fields shows there is much to be gained by couching the science in the language of mathematics. Indeed, language is particularly important as it shapes both how we think, how we interpret, and even the very nature of the questions we can ask. This, in essence, is the theme of this thesis — mathematizing the cartoons of biology. Can we take these pictorial-level descriptions and recast them in the language of mathematics? Furthermore, what insights can we gain from such an undertaking?

Quantifying biology is not easy. However, the task becomes feasible if one initially limits the systems
under study. The ideal experimental system would have two features. The first feature is the presence of knobs in the experiment that can be tuned and are directly connected to experimental observables. The second feature is the presence of a transparent mathematical theory that predicts what happens to the system when those knobs are tuned. The presence of both features allows for a rich interplay between theory and experiment that deepens our understanding and enables us to fully harness the insights buried within the data. To this end, I undertook three separate case studies; each is described in full in the following chapters. These projects encompass all the methodologies required for this grander scheme — constructing a quantitative model from a cartoon-level description, using a previously existing experimental system with tunable knobs to test theoretical predictions, and building a new experimental system to take novel, quantitative measurements. With the broader picture in mind, I will briefly outline the three case studies and their findings below.

In the first chapter, we use statistical mechanics and simple ideas from polymer physics to develop a quantitative model of proteins whose activity is controlled by flexibly tethered ligands and receptors. We predict how the properties of tethers influence the function of these proteins and demonstrate how their tether length dependence can be exploited to construct proteins whose integration of multiple signals can be tuned. One case study to which we apply these ideas is that of the Wiskott-Aldrich Syndrome proteins as activators of actin polymerization. More generally, tethered ligands competing with those free in solution are a common phenomenon in biology, making this an important specific example of a widespread biological idea.

In the second chapter, we explore the control parameters that govern the dynamics of \textit{in vitro} DNA ejection in bacteriophage lambda. Previous work demonstrated that bacteriophage DNA is highly pressurized, and this pressure has been hypothesized to help drive DNA ejection. Ions influence this process by screening charges on DNA; however, a systematic variation of salt concentrations to explore these effects has not been undertaken. To study the nature of the forces driving DNA ejection, we performed \textit{in vitro} measurements of DNA ejection in bulk and at the single-phage level. We present measurements on the dynamics of ejection and on the self-repulsion force driving ejection. We examine the role of ion concentration and identity in both measurements, and show that the charge of counterions is an important control parameter. These measurements show that the mobility of ejecting DNA is independent of ionic concentrations for a given amount of DNA in the capsid. We also present evidence that phage DNA forms loops during ejection, and confirm this effect using optical tweezers.

In the third chapter, we use a case study built around phage lambda to study the transfer of biopolymers across membranes with specific reference to the transfer of DNA across bacterial membranes. Ever since Hershey and Chase used bacterial viruses to establish DNA as the molecular carrier of genetic information in
1952, the mechanism of DNA translocation for phage has been a mystery. While bounds have been established on a minimum time of in vivo DNA translocation, previous measurements of DNA translocation by single bacteriophages have only been made in vitro. Here, we present the first visualization of single bacteriophages infecting individual Escherichia coli cells by using the fluorescence of DNA-bound cyanine dyes. These experiments reveal that in vivo DNA translocation occurs on the time scale of 1 to 20 minutes, significantly longer than single-molecule ejections observed in vitro. We also measure the cell-to-cell variability in the translocation process, and show that a number of trajectories have significant pauses. In addition, we present a system for simultaneously monitoring the growth of both phage DNA and phage protein from infection to lysis at the single-cell level. This work provides a picture of the early stages of the infection process and sheds light on both the biology of viruses and more generally, the problem of polymer translocation.

While each of these chapters can be presented as an individual story, they are connected in spirit by goal of "mathematizing the cartoons of biology". It is my hope that the insights learned from this thesis stem not just from the science described within, but also in the approach it employs for understanding and studying living systems.
Chapter 2

Biochemistry on a leash: Information processing in biological systems

2.1 Introduction

Flexible chains of amino acids, referred to here as tethers, are important for the function of natural and synthetic proteins. Four examples of natural proteins in which such tether motifs are thought to play an active role are actin polymerization by formin proteins, the autoregulation of Src family kinases, the methylation of bacterial chemotaxis receptors, and the inactivation of potassium channels. Several of these examples are highlighted schematically in figure 2.1.

Actin is an important biopolymer; it is important for cell division, motility, and other tasks like phagocytosis. Given its vital role in the life of a cell, it is no surprise that the formation of actin filaments is tightly controlled by the cell. Formins are one class of proteins that participate in this process by promoting the growth of actin filaments. Formins have been shown to increase the rate of polymerization by as much as 5- or 15-fold; how they achieve this speed up remains an open question [4,5]. Recently, a physical model for this speed up has been proposed that treats the activation process like a ball in a cup [6]. In this model, depicted in figure 2.1a, flexible tethers connect binding sites for profilin-bound actin to an FH2 domain, the portion of formins known to bind to the barbed end of actin filaments. The flexible tethers serve to deliver actin monomers to the barbed end, enabling the polymerization process to proceed more rapidly than permitted by the diffusion limit. While this model has yet to be validated, it is an intriguing hypothesis that such tethers play an active role in formin-mediated actin polymerization.

Src kinases are another family of proteins in which tethers are thought to play a prominent role [7,8]. Src kinases are signaling proteins that control a number of cellular processes including adhesion and cell division. In particular, Src kinases are thought to posses both an inactive and active conformation. They also possess SH2 and SH3 domains, protein domains that recognize and bind to small peptide sequences.
Figure 2.1: Biological examples of biochemistry on a leash. Receptors and ligands connected by a flexible tether are a common motif in biological systems. Images are courtesy of David Goodsell, Scripps Research Institute, La Jolla, CA. (a) Formin-mediated actin polymerization. In one model, formin proteins can use flexible tethers to grab actin monomers in solution and deliver them to the end of a growing actin filament. (b) A Ste5 scaffold protein (blue) is in complex with the kinase Ste7 (yellow), which binds the protein Fus3 (green) via a flexible linker. The tether-like linker helps recruit Fus3 to Ste5, where conversion to the active state is catalyzed. (c) Inactivation of Src tyrosine kinase. A flexible linker connects the SH2 domain and the tail portion of Src tyrosine kinase. It is thought that the binding of the phosphorylated tail to SH2 locks the protein in an inactive conformation. Theoretical studies suggest that the properties of the tether can influence the protein's function. (d) A Shaker-related potassium channel with flexible "chains" on the α subunit N-terminal ends, that terminate in a "ball". A few residues of one "ball" bind inside the pore and block the passage of ions.
In Src kinases, these domains are connected to their respective ligands by flexible tethers. In the current model of Src regulation, the SH2 and SH3 domains bind to their tethered ligands to stabilize the inactive conformation; this model is shown in figure 2.1b. The receptor-ligand interaction is suboptimal, enabling ligands free in solution to compete for binding with the tethered domain and activate the Src kinase [7, 8]. Experimental and theoretical studies have shown that the regulation is dependent on the composition of the tethers connecting the multiple subunits [9, 10]. In this system and others, the role tethers play can be thought of as biochemistry on a leash. In these cases, there is a competition between the tethered ligands and those that are free in solution. Simple physical models and clever experiments are starting to reveal how this competition plays out [11]. A quantitative picture will deepen our understanding of how signaling proteins work.

The inactivation of the voltage-gated Shaker potassium channel is another instance in which tethers are thought to play an important role in the biological function of a protein. The Shaker potassium channel adopts an open conformation when a large transmembrane voltage is applied, leading to a flux of potassium ions across the membrane. Once open, the channel can be spontaneously inactivated in a voltage-independent fashion; mutational studies by Hoshi et al. identified an N-terminal cytoplasmic portion of the ion channel as the portion responsible for this rapid inactivation [12–15]. The current model for inactivation posits that the cytoplasmic domain consists of a ball connected to a leash [14, 15]. The ball can bind to the pore and block the flux of potassium ions. In this model, the tether serves to effectively increase the concentration of balls seen by the open pore. Interestingly, the degree of inactivation has been shown to be dependent on the length of the tether. Mutants with longer tethers have less inactivation while mutants with shorter tethers exhibited more inactivation. Work by Timpe et al. demonstrated that this behavior was consistent with a model in which the tethers were modeled as a random walk [16]. As exhibited by these examples, simple polymer models have much to tell us about how tethers can influence the behavior of natural proteins.

Tethers are also believed to play an important role in the methylation of the chemotaxis receptors Tar and Tsr. The flexible C-terminus of these receptors is thought to bind to the methyl-transferases CheR and CheB, linking them to the receptor with a flexible tether. While tethered, these proteins can methylate the chemotaxis receptor, an event crucial for adaptation. The flexible tethers linking the transmembrane receptor with the methyl-transferase has been the focus of recent theoretical work [17]. Through use of a dynamic description of the tethers, Windisch et al. have demonstrated how tethering can lead to a more efficient search for substrates as well as control the orientation of the tethered CheR and CheB [17].

Another example of tethering is given by the scaffold Ste5, which is depicted in figure 2.1b, a scaffold that organizes the mating response pathway in budding yeast. Scaffolds are thought to be important organizers of signaling pathways; it has been postulated that they shape the input-output properties of signaling networks.
by co-localizing enzymes and increasing their effective concentrations [18]. The case of Ste5 is intriguing because it is a concrete example of how a scaffold can direct the flow of information from stimulus to response inside the cell. The kinase Ste7 is a member of both the mating and starvation response pathways in yeast. When exposed to a mating signal, Ste7 activates the protein Fus3; the scaffold Ste5 is necessary to direct Ste7 down this pathway. In its absence, the starvation pathway is activated instead [18–20]. Recent work has shown how this change in information flow occurs [21]. Fus3 has both an active and inactive state and Ste5 is capable of catalyzing Fus3’s conversion to its active conformation. Curiously, there also exists a tethering interaction mediated by Ste7 that keeps the scaffold and Fus3 at a high effective concentration. In the absence of this interaction, a 100-fold higher concentration of scaffold is required to reach wild-type levels of Fus3 activation.

In addition to their role in natural systems, tethers have also been used to engineer proteins with novel and improved functions. Several studies have demonstrated that tethers can be used to enhance the stability of peptide homo-dimers. The Arc repressor is a protein made by bacteriophage P22 that is involved in the lysis-lysogeny decision. Wild-type Arc exists as a homodimer, as the monomers are unable to fold into a stable structure by themselves. Work by Robinson et al. has demonstrated that by tethering two Arc repressors together with a peptide linker, one can make a hybrid protein where the folded state is the preferred equilibrium configuration [22, 23]. The protein Rop, a homodimer that regulates plasmid replication, is another instance where the relationship between tethering and protein stability has been explored [24]. Interestingly, in both studies, synthetic biology was used as a platform to study the physical ramifications of biochemistry on a leash. The role the tether played in these systems was queried by systematically changing either the tether composition or tether length. Robinson et al. demonstrated that the changes in tether composition could influence both the folding and unfolding rate, leading to a six–order-of-magnitude change in the effective concentration each monomer saw of its tethered partner [23]. The work of Nagi et al. showed that in the case of Rop, the tether length dependence of the protein stability is consistent with a simple random walk model of the tether that accounts for excluded volume interactions [24]. In these instances, attempts to understand design principles for protein engineering have led to insights into biochemistry on a leash.

Recent work by Krishnamurthy et al. has demonstrated how tethers might be used to construct ligands that bind to multiple sites on a protein [11]. In their work, they connected human carbonic anhydrase and its ligand using a flexible polyethylene glycol tether. In this system, they were able to quantify the competition between free and tethered ligands and measure how this competition varied when the length of the tether was varied. From this, they were able to extract simple design rules for multivalent ligands. While this work has consequences for the ligand design, the results also speak to how biochemistry on a leash plays out in
Synthetic biologists have also used the ideas of biochemistry on a leash to engineer entirely synthetic scaffolds to optimize the yield of metabolic pathways. Metabolic engineering aims to turn living cells into factories capable of producing chemicals of interest [25]. When subverting a cell’s molecular machinery, it is sometimes necessary to move an entire metabolic pathway from one organism into the more suitable host. This can present an engineering challenge, as the heterologous metabolic pathway can suffer from low efficiency when compared to its native host. One approach to solving this problem has been to use the idea of scaffolding [26, 27]. Dueber et al. have recently used scaffolds to improve the product yield when the melvalonate pathway of yeast is brought into E. coli [26]. Interestingly, melvalonate is a chemical precursor to artemisinin, an antimalarial drug. In their work, they created entirely synthetic scaffolds that assembled the key enzymes of this pathway into a complex, ensuring that all of the enzymes involved were spatially localized. By controlling the stoichiometries of each complex member, they were able to show that scaffolding can produce a 77-fold increase in product titer. The idea of using synthetic scaffolds has also been extended to improve the synthesis of glucaric acid from a novel metabolic pathway [27]. Each of these cases highlights how tethering motifs can be taken out of their natural context or designed from scratch to perform novel functions.

Another instance in which tethers have been used to design new proteins is the rewiring of the WASP family of signaling proteins [28]. Wiskott Aldrich Syndrome proteins, or WASPs, are a family of proteins that regulate the creation of new actin filaments by the Arp2/3 complex [29–34]. One common feature of these proteins is that activation of Arp2/3 is carried out by a C-terminal VCA domain. The VCA domain binds both the Arp2/3 complex and actin, and has been shown to deliver the first monomer in a new actin filament [31,35]. As with Src kinases, regulation occurs through auto-inhibitory interactions that stabilize an inactive conformation [29, 34, 36]. Chemical signals can bind and competitively relieve this auto-inhibition; the binding of Cdc42 and PIP$_2$ to the family member N-WASP is a classic example [33,36].

As with regulatory networks, reprogramming is often a metric for understanding [37–42]. Recent work in modular recombination has produced synthetic N-WASPs by tethering a VCA domain to a receptor and its associated ligand [28]. The interaction between the receptor and its tethered ligand serve to mimic the auto-inhibitory interactions in native N-WASP. Some of the richest results of this recombination technique involve constructs comprised of multiple receptor-ligand pairs on the same tether (see figure 2.6). In these cases, a binding partnership between one receptor-ligand pair will physically shorten the tether connecting the remaining pair, resulting in a different free energy of closure and novel signal integration behavior.

In conjunction with reprogramming, WASPs have also been the focus of quantitative modeling [28,33,43,44]. Engineering and theoretical approaches have proven useful, as they serve to challenge and sharpen
our understanding. In particular, one role of theory is to test models by having dials that can be tuned to produce falsifiable predictions. The cartoons that depict these proteins suggest the geometry of the tethers can be tuned to elicit different biological functions. Experiments have shown that changing tether lengths can affect the behavior of synthetic proteins; theoretical studies have reported similar findings [10,23,24,28,45]. The goal of this section is to examine how the general features of tethers influence the behavior of natural and synthetic proteins. In particular, we develop a quantitative model for tethered ligand-receptor pairs and show through a case study on N-WASP how the features of tethers can control the behavior of signaling proteins.

The outline of the remainder of this section is as follows. In section 2 we present our model for the interplay between free and tethered ligands. In section 3 we outline a simple random walk model used to describe flexible tethers. In section 4 we apply the model to predict the tether length dependence of a one-input synthetic N-WASP construct. We also extend our statistical mechanical model to study the input/output properties of multiple input constructs and illustrate how tethers can influence the signal integration properties of these proteins. We finish our discussion in section 5 by discussing the role tether geometry plays in protein-mediated signal integration and discussing how this model can be used to examine other cases of biochemistry on a leash.

2.2 Statistical mechanical model of tethered receptor-ligand pairs

In this work, we restrict ourselves to the case where tethered receptor-ligand binding inhibits protein activity. Our motivating example for selecting this motif are the synthetic WASP proteins that regulate actin polymerization by Arp2/3. A schematic for one of these constructs, which we call the simple switch, is outlined in figure 2.2. The receptor and tethered ligand, also called cis-ligand, are each connected to a tether. The two tethers originate from distinct, fixed locations in space. This is likely the case if there are some intervening secondary structural elements between the origins of the two tethers. In this motif, the switch is considered to be off when the receptor and cis-ligand are bound and on otherwise.

The starting point for our model is the assumption that the switches are effectively in thermal equilibrium. Because life is an inherently non-equilibrium process, care must be exercised when attempting to apply an equilibrium model to a biological system. Our model of the simple switch is one such case. We imagine that the active states of the switch are coupled to some productive reaction, as envisioned in figure 2.11. The intuition behind our equilibrium assumption is a separation of time scales between ligand binding and this productive reaction. Binding of ligands and the spatial fluctuations of unstructured amino acids are fast, occurring on a time scale of milliseconds or less [46–48]. For our motivating example, this process is Arp2/3-
Figure 2.2: States and weights for the simple switch. The tethered ligand functions as an inhibitor and locks the protein into an inactive state when bound to the receptor. Ligands in solution can compete with cis-ligand to activate the switch. Statistical mechanics assigns statistical weights to each state and allows us to compute the probability of the protein to be in an active state, as shown in the ratio at the bottom.
mediated actin polymerization, a process that occurs on the timescale of seconds or longer. Because of this separation of timescales, we expect the productive reaction to only care about the equilibrium behavior of the switches. We give this argument a more concrete mathematical treatment in the appendix.

We are interested in finding the probability that a simple switch occupies an active state, a quantity we label $p_{on}$. In our model, this quantity is our metric for the activity of the simple switch. To proceed with the calculation, we first invoke the standard statistical mechanics toolkit. Statistical mechanics tells us that the probability of the system being in a given collection of microscopic states is given by

$$p_{\text{state}} = \frac{g e^{-\beta \epsilon}}{Z},$$

(2.1)

where $g$ is the degeneracy of the collection, $\beta \equiv \frac{1}{k_B T}$, $\epsilon$ is the energy of the collection, and $Z$ is a normalization factor called the partition function. For our problem, there are three factors that determine the statistical weight of a collection — the strength of the interaction between the receptor and its ligands, the configurations of the ligands in solution, and the configurations of the tethers. Simple arguments lead to expressions for all three factors.

We treat the interaction between the receptor and its ligands by letting free ligand bind to the receptor with a binding energy of $\epsilon_f$ and cis-ligand bind with energy $\epsilon_t$. As shown in figure 2.2, this identifies three different energy levels; one in which no ligand is bound, one in which free ligand is bound, and one in which cis-ligand is bound. Applying equation 2.1, we can write the probability the switch is active as

$$p_{on} = \sum_{i \in \text{active states}} \frac{g_i e^{-\beta \epsilon_i}}{\sum_{i \in \text{all states}} g_i e^{-\beta \epsilon_i}}.$$

(2.2)

The configurations of the ligands in solution and the configurations of the tethers contribute to the degeneracy of each energy level. Assuming independence of the contributions, we can write the degeneracy of the $i^{th}$ energy level as $g_i = \Omega_i^{\text{sol}} \Omega_i^{\text{tet}}$, where $\Omega_i^{\text{sol}}$ and $\Omega_i^{\text{tet}}$ are the number of configurations available to the ligands in solution and tethers, respectively. In what follows, we will assume that the ligands are in excess of the switches; that is, the switches do not compete with each other for ligands in the solution. If there is one ligand in solution, then the number of configurations for that ligand scales with the volume of the solution (here we invoke ideas appropriate to a dilute solution). With $L$ indistinguishable ligands in a solution of volume $V$, the number of configurations available to them scales as $\Omega_L^{\text{sol}} \propto V^L/L!$. When a ligand in solution binds to the receptor, its available volume is restricted to a small volume $v_s$. The number of configurations then scales as $\Omega_{L-1}^{\text{sol}} \propto V^{L-1}v_s/(L-1)!$. We can account for the configurations of the tethers by appealing
to basic polymer physics. The physical intuition is that the tethers can explore more configurations when the receptor is free than when it is bound to its cis-ligand, making it entropically favorable for the switch to be on. Models from polymer physics allow us to quantify this effect. What we wish to know are $\Omega_{\text{tet}}^{\text{on}}$ and $\Omega_{\text{tet}}^{\text{off}}$, the number of configurations available to the tether in the on and off states, respectively. In the active state, we assume the tethers are unconstrained. In the inactive state, the configurations available to the tethers are restricted because their binding of the receptor with its cis-ligand forces the tether ends to lie near each other. The ratio between $\Omega_{\text{tet}}^{\text{off}}$ and the total number of possible tether configurations is the probability that the tether ends are close enough for binding to occur. In other words, if the probability of the two tether ends being close is $p_{\text{loop}}$, then

$$\frac{\Omega_{\text{tet}}^{\text{off}}}{\Omega_{\text{tet}}^{\text{on}}} = p_{\text{loop}}.$$ (2.3)

With these expressions in hand we compute the statistical weight for each state. Further, as shown in figure 2.2, we can write the probability that the switch is active as

$$p_{\text{on}} = \frac{\Omega_{\text{tet}}^{\text{on}} \Omega_{\text{sol}}^{\text{L}}}{\Omega_{\text{on}}^{\text{tet}} \Omega_{\text{sol}}^{\text{L}} + \Omega_{\text{off}}^{\text{tet}} \Omega_{\text{sol}}^{\text{L}} - 1} e^{-\beta \epsilon_f}.$$ (2.4)

By dividing the top and bottom of this expression by $\Omega_{\text{tet}}^{\text{on}} \Omega_{\text{sol}}^{\text{L}}$, this expression reduces to

$$p_{\text{on}} = \frac{1 + \frac{[L]}{v_s} e^{-\beta \epsilon_f}}{1 + \frac{[L]}{v_s} e^{-\beta \epsilon_f} + \frac{1 - p_{\text{loop}}}{v_s} e^{-\beta \epsilon_t}}.$$ (2.5)

By definition, $\frac{[L]}{v_s} / \Omega_{\text{sol}}^{\text{L}} = v_s[L]$, where $[L]$ denotes the concentration of ligand. Thus, the probability $p_{\text{on}}$ can be expressed as

$$p_{\text{on}} = \frac{1 + \frac{[L]}{v_s} e^{-\beta \epsilon_f}}{1 + \frac{[L]}{v_s} e^{-\beta \epsilon_f} + \frac{1 - p_{\text{loop}}}{v_s} e^{-\beta \epsilon_t}}.$$ (2.6)

At this point, it is convenient to define a probability density

$$J = \frac{p_{\text{loop}}}{v_s},$$ (2.7)

characterizing the concentration of the tethered ligand in the vicinity of the tethered receptor. In this simple model, the receptor and tethered ligand are treated as point objects and are free to bind when the tether ends are within a small volume of each other. Naturally, the looping probability will depend on what this volume is; however, the probability density will not. Furthermore, we can formulate our entire problem in
terms of probability densities and calculate them directly from different polymer models. Readers familiar with DNA looping will find this probability density very similar to the J factor first used by Jacobson and Stockmayer to describe DNA cyclization [49]. Using the probability density, we can rewrite $p_{on}$ as

$$p_{on} = \frac{1 + \frac{[L]}{K_d} e^{\beta \epsilon_f}}{1 + \frac{[L]}{K_d} e^{\beta \epsilon_f} + \frac{J}{K_d} e^{\beta \epsilon_t}} = \frac{1 + \frac{[L]}{K_d}}{1 + \frac{[L]}{K_d} + \frac{J}{K_d}}, \quad (2.8)$$

where $K_d = \frac{1}{v_s} e^{\beta \epsilon_f}$ and $K'_d = \frac{1}{v_s} e^{\beta \epsilon_t}$ denote dissociation constants. Grouping terms into dissociation constants is useful because they provide a scale for concentrations and because they can be measured experimentally.

The physical interpretation of equation 2.8 is straightforward. The denominator reflects a competition between the ligands in solution and ligands that are tethered. Binding of free ligand to the receptor has a favorable energy but reduces the entropy of the ligands in solution. Binding of cis-ligand to the receptor is also energetically favorable but reduces the configurations available to the tethers, thus reducing their entropy. When $\frac{[L]}{K_d} \gg \frac{J}{K_d}$, the free ligand wins the competition and $p_{on} \approx 1$. When $\frac{J}{K_d} \gg \max\left[\frac{[L]}{K_d}, 1\right]$, on the other hand, the cis-ligand wins and $p_{on} \approx 0$. Also note that the probability density $J$ has the units of concentration, and hence can be thought of as an effective concentration. In other words, it is the concentration of cis-ligand seen by the receptor. To quantify the interplay between the entropy of the solution and the entropy of the tethers, we need a physical model of the tethers. One such model, the random walk model, is outlined in the following section.

2.3 Polymer physics of protein tethers

In order to have a predictive framework for thinking about the tether-length dependence of signaling protein function, we must have a quantitative description of the competition between the tethered ligand and its untethered counterparts in solution. Specifically, we wish to employ a polymer model to describe the tethers and calculate the probability density of the tether ends. Our ultimate goal is to compute the effective concentration of cis-ligand seen by the receptor. We note that the meeting of two tethers with distinct origins is a problem that has been considered previously in the literature [50]. There are a variety of possible approaches to modeling tethers and in this paper we employ the simplest of them, a random walk model. The limitations of this model are briefly discussed at the end of the section.

In the random walk model, the tether is coarse-grained into a collection of independent segments, as depicted in figure 2.3. Each segment is allowed to rotate freely in space. The tether is composed of $N$
Figure 2.3: A random walk model for flexible polypeptide chains. (a) In this model, the polypeptide chain is separated into statistically independent segments, called Kuhn segments, of length $b$. The orientation of two monomers is perfectly correlated if they are in the same segment and completely uncorrelated if they are in different segments. (b) The probability distribution for the end-to-end distance vector for a chain of length $L = 20\xi_p$ computed with both the wormlike chain and random walk models. The computation for the wormlike chain was implemented using the method of Samuel et al. and is described in the appendix [51]. A comparison between the two polymer models shows that the random walk model is an acceptable approximation of the wormlike chain model for long chains.

statistically independent Kuhn segments of length $b$. The $i^{th}$ segment has orientation $\vec{r}_i$ and the end-to-end-distance vector is given by $\vec{R} = \sum_{i=1}^{N} \vec{r}_i$. It follows from the central limit theorem that the probability distribution for the end-to-end distance vector, $G(\vec{R})$, takes the form of a Gaussian. The spatial components of $\vec{R}$ are independent for long tethers, so we can write $G(\vec{R}) = G_x(x)G_y(y)G_z(z)$. The central limit theorem demands that $G_x, G_y,$ and $G_z$ be Gaussian as well. Gaussian distributions are characterized by their mean and variance. Symmetry demands the means be zero; the variance is given by $\langle \vec{R}^2 \rangle = N\xi^2$. Independence implies the variances are given by $\langle x^2 \rangle = \langle y^2 \rangle = \langle z^2 \rangle = \frac{N\xi^2}{3}$. Using these relations, we see that the probability distribution of $\vec{R}$ is given by

$$G(\vec{R}; \xi, L) = \left( \frac{3}{4\pi L} \right)^{\frac{3}{2}} \exp \left[ -\frac{3\vec{R} \cdot \vec{R}}{4\xi L} \right],$$

where $L = N\xi$ is the total length of the random walk and $\xi = \frac{b}{2}$ is its persistence length.

Because the receptor and cis-ligand are each connected to a tether, this simple model allows us to find their probability densities at each point in space and compute the effective concentration of cis-ligand seen by the receptor. We start by assuming the the receptor’s tether has length $L_1$ and begins at some point $\vec{r}_1'$ while the cis-ligand’s tether has length $L_2$ and begins at $\vec{r}_2'$. If we denote the end of the receptor’s tether as $\vec{r}_1$ and the end of the cis-ligand’s tether as $\vec{r}_2$, then the probability distribution for the tether ends are given by $G(\vec{r}_1 - \vec{r}_1'; \xi_T, L_1)$ and $G(\vec{r}_2 - \vec{r}_2'; \xi_T, L_2)$, respectively. To find the probability density of the cis-ligand as seen by the receptor, we must count the tether conformations where the receptor and cis-ligand are in close proximity to each other. This is accomplished by integrating the joint probability distribution of the
two tether ends, \( G(\vec{r}_1 - \vec{r}_1'; \xi_T, L_1) \) \( G(\vec{r}_2 - \vec{r}_2'; \xi_T, L_2) \), over all possible positions of the two tether ends while employing a delta function to ensure that we only count the conformations where the tether ends are in the same location. The effective concentration is then

\[
J = \int d^3r_1 d^3r_2 \delta(\vec{r}_1 - \vec{r}_2) G(\vec{r}_1 - \vec{r}_1'; \xi_T, L_1) G(\vec{r}_2 - \vec{r}_2'; \xi_T, L_2)
\]

\[
= G(\vec{D}; \xi_T, L_T),
\] (2.10)

where \( L_T = L_1 + L_2 \) is the combined length of both tethers, \( \xi_T \) is their persistence length, and \( \vec{D} = \vec{r}_1' - \vec{r}_2' \) is the vector between the origin of the two tethers. Note that in the above calculation, we have made use of the fact that the convolution of two Gaussians is itself a Gaussian.

The random walk model provides a simple way to compute the effective concentration of cis-ligand. However, this model is not without its flaws. For example, the wormlike chain (WLC) model, which attributes a bending energy for different tether conformations, has been shown to fit force-extension measurements and distributions of length sizes extracted from protein databases [52–55]. Other models, such as the rotational isomeric state model or the three-bead rotating chain are justified on experimental and structural grounds [56, 57]. More complicated models like the WLC are necessary to examine short tethers. On the other hand, the WLC and RW models provide the same quantitative description for long tethers (unpublished data). Further, none of the above models address the influence of self avoidance and nearby macromolecules on tether conformation. These excluded volume effects, particularly the role of nearby macromolecules, have been the subject of theoretical modeling [17,58]. Recent experimental work suggests that they play an important role in tethered receptor-ligand systems [11]. While these concerns are important, we have chosen this model because our goal was to develop a simple model to explore tethering in proteins and to illustrate the kinds of effects such tethering can give rise to. Furthermore, we expect that our qualitative conclusions will remain valid even when self avoidance becomes important. Further consideration of excluded volume effects is beyond the scope of this work and should be the focus of future studies.

2.4 Signaling proteins: Roles of tether geometry and length

At this point, we are in a position to apply the tools from sections 2.2 and 2.3 to investigate the roles of tether length and geometry on the behavior of signaling proteins. First, we will discuss the case of simple switches, which contain a single ligand-receptor pair. Then, we will describe the cooperative integration of signals in more complex switches which contain multiple ligand-receptor pairs.
2.4.1 Simple switches

Our motivating example for the statistical mechanical model are the reprogrammed WASPs that link Arp2/3-dependent actin polymerization to chemical signals. In particular, we are interested in predicting how the properties of the tethers that connect the different domains influence the function of these proteins. To obtain such a prediction requires a number of model parameters. Fortunately, a number of studies exist on the structural biology of WASPs and the physical nature of amino acid chains that provide us with physical parameters that can be used to render the model predictive. Using the rule of thumb that one amino acid contributes $\sim 0.4$ nm to a protein’s contour length, we estimate the flexible portions of the VCA domain to be $\sim 21.6$ nm in length. These portions are the black segments shown in figure 2.4a. The receptor, which in the case of the simple switch is a PDZ domain, is also thought to have unstructured residues at the C-terminus; we estimate these amino acids to be $\sim 2.8$ nm in length. For the simple switch studied by Dueber et al., we assume these are the only contributions to the tether [28]. Experimental and theoretical evidence suggests unstructured amino acids have a persistence length of $\sim 0.4$ nm [52–55,59].

The remaining unknown parameter is the size of the rigid portion of the VCA domain, $D$ as indicated schematically in figure 2.4. Recall that $D$ arises in the model because the tethers for the receptor and ligand originate from different points. There are a number of reasons to expect this to be the case for the VCA domain. First, experiments have shown that N-WASP will bind Arp2/3 whether or not it is in an active conformation [33]. This data leads to the working assumption that the simple switch is always bound to Arp2/3. While this may not always be the case, only the subpopulation of Arp2/3s in solution that are bound to an N-WASP will contribute significantly to the creation of new actin filaments. Hence, we are justified in limiting the discussion to this case. Because the VCA domain of N-WASP is mostly unstructured, it is reasonable to ask where on Arp2/3 the VCA domain binds. Yeast two-hybrid experiments have shown that the acidic residues (i.e., the A domain in VCA) bind the protein p21, a member of the Arp2/3 complex [30]. The verprolin domain, or V domain, is known to bind actin monomers. Because the conserved domain, or C domain, has homology to the V domain, it has been proposed that it binds to the actin homolog Arp2 [59]. The fivefold decrease in the dissociation constant for VCA binding to Arp2/3 when the C domain is present supports this hypothesis [31]. If these two interactions exist, then they likely serve to hold the two tether origins fixed in space at separate points. This is illustrated in figure 2.4. Hence, the justification for applying this simple model to WASPs rests on the existence of these two interactions.

To find $D$, we turn to the titration experiments of the simple switch by Dueber et al. [28]. In this experiment, the relative activity, a measure of the speed up in actin polymerization caused by activated WASPs, was measured as a function of ligand concentration. We fit this experiment with fixed tether
lengths by assuming that \( p_{on} \) is equal to the relative activity and using least-squares to find the effective concentration that best matched their data. With this fit, we estimate \( D \) to be \( \sim 7.94 \) nm. This value is close to the distance between Arp2 and p21 in the Arp2/3 complex, the two members of the Arp2/3 complex that have been proposed as binding sites for the C and A domains, respectively. Finally, the dissociation constants for the receptor’s interaction with both free and cis-ligand is taken to be \( \sim 8 \) µM [28]. With these numbers, we can predict how the effective concentration (and hence the activity) changes with tether length.

The prediction for the tether length dependence of the simple switch is shown in figure 2.5. Lengthening short tethers increases effective concentrations while the opposite effect is seen for very long tethers. The crossover between the two regimes occurs at \( L_T = \frac{D^2}{2\xi_T} \). This scaling behavior arises because a portion of the output domain is treated as a rigid rod. To enter a looped state, the tethers must cross this rod, a task that is difficult when the tether length is comparable to the rod size \( D \). In this regime, extending the tethers across the rod becomes easier with longer tethers. When the tethers are very long, the opposite is seen. Because the rod is short compared to tethers, it has a small effect on how often the two tether ends meet. If the rod is ignored, then our simple polymer model treats the whole construct as a random walk. Longer walks decrease the chance the walk ends at the beginning, implying that longer tethers will decrease the likelihood of PDZ seeing its cis-ligand. In particular, in this regime the effective concentration obeys the scaling law \( J \propto L_T^{-3/2} \).

There are several points about this model that are worth noting. First, we are assuming that \( p_{on} \) is equivalent to the relative activity that is measured in experiments. While the relative activity is likely a
Figure 2.5: The tether length dependence of the simple switch. (a) The probability of the switch being active as a function of ligand concentration and tether length. The parameters used for the case study on reprogrammed N-WASP are described in the main text. Zero additional amino acids corresponds to the experimental construct with a tether length of $\sim 24.4 \text{ nm}$. The additional amino acids used by Dueber et al. consist of serine-glycine repeats. Assuming the relative activity is equivalent to $p_{on}$, we can use experimental data from Dueber et al. to fit for unknown parameters in our model [28]. (b) The tether length dependence of the effective concentration of cis-ligand. We find that for short tethers, an increase in tether length leads to higher effective concentrations and hence a lower probability of occupying an active state. The reverse effect is seen in the model for very long tethers.

monotonically increasing function of $p_{on}$, one cannot say the two are equivalent until this has been proven experimentally. The use of this assumption may undermine a quantitative interpretation of our results, though there are other cases such as transcriptional regulation where this kind of thinking is appropriate [61]. This assumption is a reasonable first step and allows us to use our model to interpret experimental results and generate predictions. Second, the short tether regime may be more relevant for experiments. Looping likely renders the construct inactive through a conformational change in the VCA domain. Very long tethers may decouple the connection between looping and switch inactivation. Indeed, some constructs with long tethers are constitutively active [28]. Short tethers avoid this issue and hence might be more useful experimentally. Third, our results depend on our assumptions about the physical properties of the VCA domain while bound to Arp2/3. If one of the putative interactions does not exist, then the VCA domain would remain unstructured while bound to Arp2/3, and the effective concentration would decrease monotonically with increasing tether length with a $-\frac{3}{2}$ scaling exponent. Finally, we note that the tether length prediction here will have interesting consequences for how constructs with multiple tethered receptor-ligand pairs behave in our model. Indeed, the rich behavior afforded by the case of multiple receptor-ligand pairs associated with the same overall tether will serve as the basis of our discussion below.
2.4.2 Complex switches

In this section, we extend the statistical mechanical model described above to examine constructs with multiple receptor-ligand pairs, or complex switches. Such motifs might be one way in which evolution has expanded the signaling inventory by permitting multiple inputs to a given protein that activates other downstream components. The topologies of the complex switches under discussion are shown in figure 2.6. Complex switches accept multiple chemical inputs and exhibit interesting signal integration behavior. Some of the most interesting cases are reprogrammed N-WASP constructs that display antagonistic integration; one input is stimulatory while the other is inhibitory. Our goal is to demonstrate how tethers can play an active role in this decision making and propose physical mechanisms for how signaling proteins integrate multiple signals.

![Class 1 and Class 2 complex switches](image)

**Figure 2.6:** The topologies of complex switches. This figure outlines the topologies of the complex switches discussed in this work and highlights the relevant tether lengths. The statistical mechanical model used to examine the simple switch can be extended to examine constructs with multiple tethered receptor-ligand pairs. Note that there are two distinct mechanisms for signal integration. For class one switches, the interaction between the black receptor-ligand pair serves to control the length of the white receptor’s tether. The tether length dependence is then crucial for this construct’s signal integration behavior. For class two switches, the interaction between the black receptor-ligand pair serves to bring the white receptor-ligand pair into closer proximity. This likely increases the effective concentration of white cis-ligand and leads to cooperativity for the binding of the two inputs.

As with the simple switch, we can use statistical mechanics to construct a states and weights diagram for the two topologies in consideration; this is shown in figure 2.7. We restrict ourselves to the case where receptors only interact with ligands of the same color and where looping is the mechanism of inhibition. We point the reader’s attention to two important features of this extension. First, the topology of the complex switch, that is the arrangement of receptors and ligands on the tether, is crucial for determining what role tethers play in the switch’s signal integration properties. In class I switches, the black receptor-ligand pair controls the length of the white receptor’s tether. Because the white receptor-ligand pair controls the switch’s activation, the behavior with respect to tether length is crucial for determining how the switch responds to
white and black inputs. Conversely, class II switches do not share this topology. Interactions between the black receptor-ligand pair merely bring the white receptor-ligand pair into closer proximity (assuming the black receptor is smaller than the size of the cylinder). Hence, in the model, the switch’s behavior is determined more by the origins of the tethers, a parameter governed by the secondary structure of the receptors, not the tether’s physical properties.

Second, the model now contains three effective concentrations that must be calculated. These are

- The effective concentration of cis-ligand the black receptor sees when the white receptor/cis-ligand pair is unbound.
- The effective concentration of cis-ligand the white receptor sees when the black receptor/cis-ligand pair is unbound.
- The effective concentration of cis-ligand the white receptor sees when the black receptor/cis-ligand pair is bound.

Calculating these effective concentrations is not straightforward, as we can use structures from the PDB in some instances to abandon our point particle description of the receptors and ligands. Because of the physical size of the receptor, the tether ends for the receptor and cis-ligand are held at a fixed distance when the two species are bound; physical structures allow us to estimate this distance. In what follows, we return to our case study of reprogrammed N-WASP to demonstrate how this might be done.

### 2.4.2.1 Class I switches

As with the simple switch, we can use statistical mechanics to find the statistical weight of each state. The states and weights are shown in figure 2.7. Using these results, we can rewrite the pictorial representation of $p_{on}$ algebraically as

$$p_{on} = \frac{1 + \frac{[L_B]}{K_B} + \frac{[L_W]}{K_W} + \frac{[L_B] [L_W]}{K_B K_W} + \frac{J_1}{K_B} + \frac{J_2}{K_W} + \frac{J_3}{K_B K_W} + \frac{J_4}{K_B K_W} + \frac{J_5}{K_W} + \frac{J_6}{K_B K_W} + \frac{J_7}{K_W} + \frac{J_8}{K_B K_W} + \frac{J_9}{K_W} + \frac{J_{10}}{K_B K_W} + \frac{J_{11}}{K_W}}{1 + \frac{[L_B]}{K_B} + \frac{[L_W]}{K_W} + \frac{[L_B] [L_W]}{K_B K_W} + \frac{J_1}{K_B} + \frac{J_2}{K_W} + \frac{J_3}{K_B K_W} + \frac{J_4}{K_B K_W} + \frac{J_5}{K_W} + \frac{J_6}{K_B K_W} + \frac{J_7}{K_W} + \frac{J_8}{K_B K_W} + \frac{J_9}{K_W} + \frac{J_{10}}{K_B K_W} + \frac{J_{11}}{K_W}}. \quad (2.11)$$

Here $J_1$ is the effective concentration of cis-ligand seen by the black receptor when the white pair is unbound, $J_2$ is the effective concentration of cis-ligand seen by the white receptor when the black pair is unbound, and $J_3$ is the effective concentration of cis-ligand seen by the white receptor when the black pair is bound. Further, $K_B$ is the dissociation constant for free black ligand, $K_B'$ is the dissociation constant for black cis-ligand, $K_W$ is the dissociation constant for free white ligand, and $K_W'$ is the dissociation constant for white cis-ligand.
Figure 2.7: The states and weights for class I and class II complex switches. Statistical mechanics can be used to compute the thermodynamic weight of each state and the probability the switch occupies an active state. A complete loop must be formed to inactivate the switch. (a) Class I switches have been observed to display antagonistic gating in experiments. (b) Class II switches display cooperative integration in experiments.
In the reprogrammed N-WASP constructs designed by Dueber et al., an SH3 domain was used as the black receptor and a PDZ domain was used as the white receptor [28]. Fortunately, a crystal structure of SH3 allows us to relax our point particle approximation for the black receptor during our computation of $J_1$. The crystal structure of an SH3 domain bound to its ligand is shown in figure 2.8.

![Figure 2.8: NMR structure of the SH3 domain.](image)

<table>
<thead>
<tr>
<th>Distances</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{SH3}$</td>
<td>2.14 nm</td>
</tr>
<tr>
<td>$D_{PDZ}$</td>
<td>2.35 nm</td>
</tr>
</tbody>
</table>

As seen in the figure, a tether connecting the C-terminus of an SH3 domain to the N-terminus of a ligand would have its beginning and end separated by a distance $D_{SH3} \sim 2.14$ nm in the bound state. Hence, $J_1$ is given by the expression

$$J_1 = \left( \frac{3}{4\pi\xi T L_2} \right)^{\frac{3}{2}} \exp \left[ -\frac{3D_{SH3}^2}{4\xi T L_2} \right].$$

(2.12)

The calculation of $J_2$ and $J_3$ is more straightforward. When the black receptor/cis-ligand pair is unbound, the tether connecting the two contributes to the length of the white receptor’s tether. The total length of the white receptor’s tether is then $L_1 + L_2 + L_3$, and $J_2$ is given by

$$J_2 = \left( \frac{3}{4\pi\xi T (L_1 + L_2 + L_3)} \right)^{\frac{3}{2}} \exp \left[ -\frac{3D^2}{4\xi T (L_1 + L_2 + L_3)} \right].$$

(2.13)

When the black receptor/cis-ligand pair is bound, the tether connecting the two is looped out and does not contribute to the length of the white receptor’s tether. The total length of the white receptor’s tether is then...
$L_1 + L_3$, and $J_3$ is given by

$$J_3 = \left( \frac{3}{4\pi \xi_T (L_1 + L_3)} \right)^\frac{3}{2} \exp \left[ -\frac{3D^2}{4\xi_T (L_1 + L_3)} \right]. \quad (2.14)$$

### 2.4.2.2 Class II switches

As with class I switches, we can use the pictorial representation of class II switches to write $p_{on}$ algebraically as

$$p_{on} = \frac{1 + \frac{|L_B|}{K_B} + \frac{|L_W|}{K_W} + \frac{|L_B| |L_W|}{K_B K_W} + \frac{j_B}{K_B} + \frac{j_W}{K_W} + \frac{j_B j_W}{K_B K_W} + \frac{j_B}{K_B} + \frac{j_W}{K_W} + \frac{j_B}{K_B} j_3}{1 + \frac{|L_B|}{K_B} + \frac{|L_W|}{K_W} + \frac{|L_B| |L_W|}{K_B K_W} + \frac{j_B}{K_B} + \frac{j_W}{K_W} + \frac{j_B j_W}{K_B K_W} + \frac{j_B}{K_B} + \frac{j_W}{K_W} + \frac{j_B}{K_B} j_3}. \quad (2.15)$$

The effective concentrations and dissociation constants have the same meaning for class II switches as they had for class I switches.

The calculation of $J_1$ and $J_2$ is straightforward, as we can use the results from the simple switch with tether lengths $L_1$ and $L_1 + L_2$, respectively. These effective concentrations are given by

$$J_1 = \left( \frac{3}{4\pi \xi_T L_1} \right)^\frac{3}{2} \exp \left[ -\frac{3D^2}{4\xi_T L_1} \right], \quad \text{and}$$

$$J_2 = \left( \frac{3}{4\pi \xi_T (L_1 + L_2)} \right)^\frac{3}{2} \exp \left[ -\frac{3D^2}{4\xi_T (L_1 + L_2)} \right]. \quad (2.16)$$

To find $J_3$, we can again appeal to a crystal structure of an SH3 domain bound to its ligand. When SH3 is bound to its cis-ligand, the tether for the white receptor, in this case PDZ, originates from the N-terminus of the SH3 domain and the tether for the white ligand, in this case PDZ ligand, originates from the C terminus of the SH3 domain’s cis-ligand. The tether origins in this case are separated by a distance $D_{PDZ}$, and $J_3$ is consequently given by the expression

$$J_3 = \left( \frac{3}{4\pi \xi_T L_2} \right)^\frac{3}{2} \exp \left[ -\frac{3D^2_{PDZ}}{4\xi_T L_2} \right]. \quad (2.17)$$

The model parameters used for the case study on reprogrammed N-WASPs are in table 2.1.

### 2.4.2.3 Applications to reprogrammed N-WASP

To illustrate how tethers can play an active role in signal integration, we used our model to analyze two classes of reprogrammed N-WASP constructs engineered by Dueber et al. [28]. Curiously, the constructs corresponding to class I switches display antagonistic signal integration in experiments; the results for the application of our model to these switches are shown in figure 2.9. As seen in the figure, the simple switch’s scaling behavior with tether length provides a physical mechanism for the antagonistic gating seen in these
Table 2.1: Model parameters for class I and class II complex switches. These parameters were taken from experiments performed by Dueber et al. [28] and correspond to constructs H1–H4 for class I switches and H14–H15 for class II switches.

<table>
<thead>
<tr>
<th>Class I</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td></td>
<td>7.94 nm</td>
</tr>
<tr>
<td>DSH3</td>
<td></td>
<td>2.14 nm</td>
</tr>
<tr>
<td>L1</td>
<td></td>
<td>21.6 nm</td>
</tr>
<tr>
<td>L2</td>
<td></td>
<td>7.2 nm</td>
</tr>
<tr>
<td>L3</td>
<td></td>
<td>6.8 nm</td>
</tr>
<tr>
<td>KB</td>
<td></td>
<td>0.1 µM</td>
</tr>
<tr>
<td>KW</td>
<td></td>
<td>8 µM</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Class II</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td></td>
<td>7.94 nm</td>
</tr>
<tr>
<td>DPDZ</td>
<td></td>
<td>2.35 nm</td>
</tr>
<tr>
<td>L1</td>
<td></td>
<td>21.6 nm</td>
</tr>
<tr>
<td>L2</td>
<td></td>
<td>6.8 nm</td>
</tr>
<tr>
<td>L3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KB</td>
<td></td>
<td>0.1 µM</td>
</tr>
<tr>
<td>KW</td>
<td></td>
<td>8 µM</td>
</tr>
</tbody>
</table>

constructs. Because we assume looping is the mechanism for inhibition, only binding between the white receptor/cis-ligand pair will be inhibitory. The role of the interaction between the black receptor/cis-ligand pair is to tune the length of the tether for the white receptor. As shown in the case study for the simple switch, lengthening the white receptor’s tether will increase its local concentration of cis-ligand. In the absence of free ligand, the black receptor is bound to its cis-ligand with high probability. The addition of black ligand to the solution competitively removes this interaction, allowing the tether connecting the black receptor/cis-ligand pair to be added to the length of the white receptor’s tether. As a result, changes in tether length are already a part of the natural repertoire of these signaling motifs. The effect of this change in tether length on the binding of the black receptor/cis-ligand pair is shown in figure 2.9b. When the interaction between the black receptor and its cis-ligand is removed, the effective concentration the white receptor sees of its cis-ligand slides up the curve to a higher point for the parameters corresponding to the constructs engineered by Dueber et al. [28]. The white receptor’s cis-ligand functions as an inhibitor, so removing the black receptor/cis-ligand interaction represses the switch. Because the role of free black ligand is to competitively remove that interaction, inputs through the black receptor are antagonistic.

The topology of class I switches afford tethers the opportunity to play an active role in how the two signals are processed. As seen in figure 2.5, there is a hump in the curve of effective concentration versus tether length. Where the system sits on the curve determines how class I switches will integrate the white and black signals. For the constructs engineered by Dueber et al., the parameters placed the system on the increasing part of the curve, where longer tethers lead to higher effective concentrations. This model predicts that for these constructs, lengthening the tether connecting the black receptor and its cis-ligand ($L_2$) will lead to stronger antagonistic integration. Finally, we note that if the system were on the decreasing part of the curve (e.g., by employing a large $L_2$), then the model predicts cooperative integration. In other words, both black and white ligands activate the switch.
Figure 2.9: An activation profile for an antagonistic class I switch. For this profile, \( K'_B = 660 \mu M \) and \( K'_W = 8 \mu M \). The color represents \( p_{on} \), with low values being blue and high values being black. When [white ligand] is increased the switch is activated, reflected by a color shift of blue to yellow or orange. When [black ligand] is increased, the switch is deactivated. This effect is best seen at high values of [white ligand]. Because the role of the black receptor/cis-ligand pair is to determine the length of white receptor’s tether, the simple scaling properties of the simple switch provide a physical mechanism for antagonistic integration. The removal of SH3’s interaction with its cis-ligand lengthens the white receptor’s tether. The longer tether length for \( L_2 \) increases the effective concentration of cis-ligand seen by the white receptor and represses the switch.

The results for the application of our model to reprogrammed N-WASP constructs corresponding to class II switches is shown in figure 2.10. These constructs have been shown to exhibit cooperative integration in experiments, and can behave as either AND or OR gates. As seen in figure 2.10, the model displays the cooperative integration seen in experiments. Both black and white ligands activate the switch, with maximum activation achieved when both ligands are present. Mechanistically, the tether length dependence plays a less prominent role in the behavior of switches with this topology. Recall that for this topology, both binding of either black or white cis-ligand to the appropriate receptor is inhibitory. The cooperativity in the model arises because the black receptor/cis-ligand interaction controls the location of the tether origins for the white receptor and its cis-ligand. Binding of the black receptor/cis-ligand pair brings the tether origins for the white receptor/cis-ligand pair closer together, causing the white receptor to see a higher effective concentration of its cis-ligand. Binding of free black ligand not only removes an inhibitor but reduces the effective concentration the white receptor sees of its cis-ligand, making it easier for free white ligand to bind and activate the switch.
Figure 2.10: An activation profile for class II switches. The color represents $p_{on}$, with low values being blue and high values being black. (a) This construct exhibits the same behavior as an AND gate; both inputs are necessary to achieve maximal activation. Dissociation constants used were $K'_{B} = 1000 \mu M$ and $K'_{W} = 8 \mu M$. (b) This construct has behavior consistent with an OR gate; either input is sufficient to achieve maximum activation. Dissociation constants used were $K'_{B} = 1000 \mu M$ and $K'_{W} = 100 \mu M$.

2.4.2.4 SH3/cis-ligand interactions

The case study on reprogrammed N-WASP is useful for demonstrating how tethers can be involved in signal integration. However, during our analysis, we noted a discrepancy between theory and experiment for the interaction strength between SH3 and its cis-ligand. Experimentally, class I switches with $K'_{B} = 10 \mu M$ display antagonistic integration and switches with $K'_{B} = 660 \mu M$ only respond to inputs through the white receptor; the reverse is seen in our model. Two possible sources for this discrepancy are the SH3/cis-ligand interaction strength or the effective concentration SH3 sees of its cis-ligand. If either are reduced by two orders of magnitude, then our model qualitatively agrees with the experimental data.

Deciphering which term is the root of the discrepancy is non trivial. Concentrations are scaled by dissociation constants in the theory, making the two cases indistinguishable with the current data. Further, we found the same issue in each construct we analyzed that contained an SH3 domain. A simple switch made from an output domain and SH3 recently constructed by Dueber et al. is best described by an effective concentration of $\sim 0.2 \mu M$ for SH3’s cis-ligand [63]. This is to be compared to $\sim 50 \mu M$ for the simple PDZ switch. It is difficult to explain a two-order-of-magnitude difference by a larger distance between the two tether origins, as such a distance is larger than the physical dimensions of the Arp2/3 complex. The behavior of the SH3 domain remains a mystery; one possible explanation is that the SH3/cis-ligand interaction strength is context dependent. The dissociation constants for SH3’s interaction with free ligand has been measured;
the strength of this interaction may differ if the ligand is part of a larger construct [64–66].

Alternatively, the excluded volume effects alluded to in section 3 may play a significant role. The presence of large macromolecules like Arp2/3 may influence the conformations available to the tether, leading to a decrease in the effective concentration of cis-ligand. Recent work by Krishnamurthy et al. has suggested that such an effect is responsible for an order-of-magnitude decrease in the effective concentration of cis-ligand seen by human carbonic anhydrase in a tethered receptor-ligand system [11]. Whether this phenomenon could cause a two-order-of-magnitude effect is unclear. A new round of experiments, similar to the work of Krishnamurthy et al., that explores the tether length dependence of SH3/cis-ligand binding would be useful in exploring this issue [11]. While much stands to be learned when theory and experiment disagree, the resolution of this discrepancy is beyond the scope of our work. The key qualitative point to emerge from these calculations which transcends the details of our choice of parameters is the synergy between the different inputs that can exist for a single tether.

2.5 Discussion

We have used statistical mechanics and a random walk model to quantitatively explore the general theme of proteins with tethered receptor-ligand pairs. Through a case study on synthetic WASPs, we illustrated how tethers can influence protein-mediated decision making. We applied our model to constructs where multiple receptor-ligand pairs are connected by the same tether. In this case, we saw that the expected tether length dependence when the tether origins of the receptor and cis-ligand are separated provides a physical mechanism for antagonistic integration. These results demonstrate how tethers can play an active role in signal integration.

There are a number of directions for future work. With regards to the case study, our assumptions about the binding of the VCA domain to Arp2/3 should be tested. The flexibility of regions assumed to be unstructured in our work can be ascertained with force-extension experiments. We have generated several predictions relevant to synthetic WASPs, namely that

- **Simple Switch**: For short tethers, an increase in tether length leads to higher effective concentrations.

- **Antagonistic Switch**: Lengthening the tether between SH3 and its cis-ligand will lead to stronger antagonistic integration.

Both of these predictions can be tested experimentally. We suggest using FRET measurements or fluorescence quenching as a more direct assay of probabilities [47, 48, 67]. Third, the role excluded volume plays in
this system, particularly with regards to the SH3 domain, should be measured with tether lengthening experiments akin to the work by Krishnamurthy et al. [11].

We end by noting that biochemistry on a leash is a thread that occurs throughout biology. Flexible tethers have been proposed to play a role in numerous processes, as mentioned above. A combination of simple physical models with experiments that vary tether lengths may lead to a clearer picture of the role tethers play in these systems.

2.6 Appendix: A kinetic model for the simple switch

In section 2.2 we developed a statistical mechanical model to compute the probability that a switch is active by invoking the assumption of thermodynamic equilibrium. Before applying this model to a real biological system, it is important to understand the limits of this assumption. The argument was built around the separation between the time scales of ligand binding and a productive subsequent activation reaction. Here, we give this argument a proper quantitative underpinning by examining a kinetic model of the simple switch.

Our kinetic model is summarized pictorially in figure 2.11. Ligands free in solution bind and unbind to the receptor with rate constants $k_+$ and $k_-$. The cis-ligand binds and unbinds to the receptor with rate constants $k_c$ and $k_-$. In this model, we assume that ligand binding is diffusion limited. That is, the on rate is determined by how long it takes a ligand to come into contact with the receptor; this time is dependent on whether the ligand is free or if it is connected to a tether. The off rate is determined by the strength of the receptor-ligand interaction. Note that we treat the free ligand and cis-ligand as if they were identical and assign them the same off rate. As argued earlier, the switches are coupled to a slow productive reaction; in the case of WASPs, this is actin polymerization. This coupling is modeled by the final reaction; switches in the active state are depleted at a rate $R$ to generate product.

It is straightforward to use chemical kinetics to convert our pictorial representation in figure 2.11 into a set of rate equations. The full linear set of kinetic equations that governs the system is

\[
\frac{dS}{dt} = k_-S_L + k_-S_T - k_cS - k_+SL - RS, \tag{2.19}
\]

\[
\frac{dS_L}{dt} = k_+SL - k_-S_L - RS_L, \tag{2.20}
\]

\[
\frac{dS_T}{dt} = k_cS - k_-S_T, \tag{2.21}
\]

\[
\frac{dP}{dt} = RS + RS_L, \tag{2.22}
\]

where $S$ is the concentration of free switches, $S_L$ is the concentration of switches bound to free ligand,
Figure 2.11: A kinetic model of the simple switch. This toy model assumes simple chemical kinetics for all reactions. Ligands free in solution bind and unbind to the receptor with rate constants $k_+$ and $k_-$ while the tethered ligand binds and unbinds with rate constants $k_c$ and $k_-$. Switches in an active state are consumed at a rate $R$ to generate product.

$S_T$ is the concentration of switches bound to tethered ligand, $L$ is the concentration of free ligand, and $P$ is the concentration of product. Note that we assume the concentration of free ligand is high and is essentially constant. Also note that in the above equations, we have neglected the spatial variations of the concentrations. This is a reasonable assumption if the system is initially well mixed.

The goal of our analysis is to compare a full treatment of the dynamics of the kinetic equations and determine when, if at all, an effective equilibrium approximation might hold. To this end, consider first the case $R = 0$. Starting from an initial condition of $S_0$ free switches, the characteristic relaxation time $\tau_{rel} \sim 1/\min[k_-, k_+, L, k_c]$ governs the relaxation rate of the system towards thermal equilibrium. Once in equilibrium, the concentrations satisfy

\[
S = p_SS_{tot}, \quad S_L = p_SS_{tot}, \quad S_T = p_SS_{tot},
\]

where $S_{tot} = S + S_L + S_T$ is the concentration of all switch species present in the system, and the probabilities
$p_S, p_{SL}$, and $p_{ST}$ are given by

\begin{align}
  p_S &= \frac{1}{1 + \frac{L}{K_d} + \frac{k_c}{K_d}}, \\
  p_{SL} &= \frac{L}{K_d}, \quad \text{and} \\
  p_{ST} &= \frac{\frac{k_c}{K_d}}{1 + \frac{L}{K_d} + \frac{k_c}{K_d}}.
\end{align}

(2.26) (2.27) (2.28)

Now, when $R > 0$, we would like to know under which condition(s) we may regard the switches as being effectively in equilibrium, that is, $S_i(t) \approx p_i S_{tot}(t)$ where $i = [S, S_L, S_T]$. The approximate kinetic equations are given by

\begin{align}
  \frac{dS}{dt} &= p_S \frac{dS_{tot}}{dt}, \\
  \frac{dS_L}{dt} &= p_{SL} \frac{dS_{tot}}{dt}, \\
  \frac{dS_T}{dt} &= p_{ST} \frac{dS_{tot}}{dt}, \\
  \frac{dS_{tot}}{dt} &= -R (p_S + p_{SL}) S_{tot}, \quad \text{and} \\
  \frac{dP}{dt} &= R (p_S + p_{SL}) S_{tot}.
\end{align}

(2.29) (2.30) (2.31) (2.32) (2.33)

That is, the relative ratios of $S$, $S_L$, and $S_T$ remain fixed during the time evolution of the system. For brevity, we refer to the full kinetic model as FKM and the kinetic model with effective equilibrium as EKM.

Our strategy to find the limits of the equilibrium assumption is to compare the exact description with our expectation from equilibrium statistical mechanics. To do so, we numerically integrate the differential equations subject to a particular choice of initial conditions and compare the resulting concentrations of the various species. This integration requires values for the $k_+, k_-, k_c$, and $R$. To find $k_+$ and $k_-$, we turned to the experiments of Gianni et al. and Dueber et al. [28, 46]. For PDZ domains, Gianni et al. have measured $k_+$ and find $k_+ \approx 8 \mu M^{-1}s^{-1}$ [46]. Their work also suggests that differences in $K_d$’s among different PDZ’$s$ and ligands can be attributed primarily to the off rate, $k_-$. As a result, we can use the measured value of $k_+$ in conjunction with the measured $K_d$ to back out the value of $k_-$. Using the equation

\[ k_- = K_d k_+, \]

(2.34)

we find that $k_- = 64 \text{ s}^{-1}$ to match $K_d = 8 \mu M$ measured by Dueber et al. [28].
Determining the value of $k_c$ is more involved. Indeed, the details of the loop formation kinetics are described in the next section and here we spell out the conceptual basis for determining this rate constant. This parameter has two components. The first component is a collision rate, $k_{\text{col}}$, that describes how often the cis-ligand and receptor collide. The second component is a reaction probability, $\rho$, that describes how often binding occurs given a collision. This component is likely independent of the properties of the tether. If the two components are independent, then we can approximate the reaction rate as

$$k_c = \rho k_{\text{col}}. \tag{2.35}$$

$k_{\text{col}}$ is calculated in the following section; for a tether length of 24.4 nm, we find that $k_{\text{col}} = 1.79 \times 10^6 \text{ s}^{-1}$.

To estimate $\rho$, we again turn to the experiments of Gianni et al. [46]. Consider one receptor in a solution of ligands. The idea is to use the tether-free experiment to estimate parameters that we will later use to describe the kinetics of the tethered ligand. In particular, we need to determine the unknown constant $\rho$. Their data shows the reaction rate, $k_+$, is $8 \mu\text{M}^{-1}\text{s}^{-1}$. Again, we can separate this into two components, implying

$$k_+ = \rho k_{\text{col}}^+. \tag{2.36}$$

We can compute the collision rate, $k_{\text{col}}^+$, for this reaction using the equation

$$k_{\text{col}}^+ = 4\pi D_L b, \tag{2.37}$$

where $D_L$ is PDZ-ligand’s diffusion coefficient in water and $b$ is its approximate radius. This is a well known result from Smoluchowski [68]. We set $b = 1$ nm to estimate the size of a PDZ domain. We can estimate $D_L$ using the Stokes-Einstein relation,

$$D_L = \frac{k_B T}{6\pi \eta r_L}, \tag{2.38}$$

where $\eta$ is the viscosity of water and $r_L$ is the radius of the ligand. We take $\eta = 10^{-3}\text{kg m}^{-1}\text{s}^{-1}$ and $r_L = .565$ nm to obtain $D_L = 3.86 \times 10^{-10} \text{ m}^2\text{s}^{-1}$. These values give $k_{\text{col}}^+ = 2.92 \times 10^3 \mu\text{M}^{-1}\text{s}^{-1}$, implying that $\rho = 2.74 \times 10^{-3}$. Using this value for $\rho$, we estimate $k_c = 4900 \text{ s}^{-1}$.

The parameter $R$ is the nucleation rate for new actin filaments. To estimate $R$, we turned to experiments performed by Zalvsky et al. [69]. In their work, they measured the creation rate for new filaments and fit their work to a four-step kinetic model. In this model Arp2/3, N-WASP, and actin come together to form a complex, which is then activated at a given rate to produce new actin filaments. This activation rate is identical to our definition of $R$; for N-WASP, they found $R = 0.034 \text{ s}^{-1}$ [69]. Alternatively, the ATP
hydrolysis rate on Arp2 can serve as a surrogate for the nucleation rate. Work by Dayel et al. has shown that
the VCA domain feeds Arp2/3 its first actin monomer and triggers ATP hydrolysis on Arp2 [35]. They have
also demonstrated that the creation of new filaments proceeds at a rate close to the rate of ATP hydrolysis.
Assuming that ATP hydrolysis and the creation of a new filament go hand-in-hand, the ATP hydrolysis rate
can be a surrogate for the nucleation rate. Dayel et al. estimate that a lower bound for the ATP hydrolysis
rate is \( R \sim 0.1 \, \text{s}^{-1} \). While the use of either value is reasonable, precision is not important. As long as \( R \)
captures the appropriate time scale, then it will suffice to determine whether we can treat the system with
an equilibrium model. The parameters used in the simulation are summarized in table 2.2.

Table 2.2: Numerical values for the rate constants used in the kinetic model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_+ )</td>
<td>( 8 , \mu\text{M}^{-1} , \text{s}^{-1} )</td>
</tr>
<tr>
<td>( k_- )</td>
<td>( 64 , \text{s}^{-1} )</td>
</tr>
<tr>
<td>( k_c )</td>
<td>( 4.9 \times 10^3 , \text{s}^{-1} )</td>
</tr>
<tr>
<td>( R )</td>
<td>( 0.034 , \text{s}^{-1} )</td>
</tr>
</tbody>
</table>

Computing the collision rate. To compute \( k_{col} \), we turn to analytic methods that have been previously
developed [70–72]. The outline of this calculation is as follows. First, we find the probability distribution of
the distance between the receptor and its cis-ligand. This distribution is then used as an effective entropic
potential that governs the dynamics of the cis-ligand. Next, we treat the cis-ligand as a point particle that
undergoes one-dimensional diffusion inside this potential. Its behavior is described by a one-dimensional
Fokker-Planck equation. We then find the mean first passage time, which is defined as the average time
for the ligand to first come within a short distance of the receptor provided it starts at the bottom of the
potential well. The inverse of the mean first passage time is our estimate for \( k_{col} \).

To compute the probability distribution for the end-to-end distance between the receptor and its cis-
ligand, we return to the calculation of the effective concentration presented in the main text. The effective
concentration is the probability density of the cis-ligand in the vicinity of the receptor. To compute the
new quantity of interest, we want the probability density of the cis-ligand at some vector \( \vec{R} \) away from the
receptor. Let receptor’s tether begin at \( \vec{r}_1' \) and end at \( \vec{r}_1 \) and let the cis-ligand’s tether begin at \( \vec{r}_2' \) and
end at \( \vec{r}_2 \). Let us continue to describe the tethers with the random walk model. The probability density of
interest is given by

\[ G\left( R \right) = \int d^3 r_1 d^3 r_2 G\left( r_1 - r_1' ; \xi_T, L_1 \right) G\left( r_2 - r_2' ; \xi_T, L_2 \right) \delta^3 \left( R - (r_2 - r_1) \right) , \tag{2.39} \]

\[ = \int d^3 x_1 G\left( r_1 - r_1' ; \xi_T, L_1 \right) G\left( \bar{R} + r_1 - r_2' ; \xi_T, L_2 \right) , \tag{2.40} \]

\[ = \left( \frac{3}{4\pi L_T \xi_T} \right)^{\frac{3}{2}} \exp \left[ -3 \frac{(R - \bar{D})^2}{4L_T \xi_T} \right] , \tag{2.41} \]

where \( \bar{D} = r_2' - r_1' \) and \( L_T = L_1 + L_2 \). The probability distribution of the end-to-end distance is then

\[ G(R) = R^2 \int d\Omega G\left( \bar{R} \right) , \tag{2.42} \]

\[ = R^2 \int_{0}^{2\pi} d\phi \int_{-1}^{1} d(cos \theta) \left( \frac{3}{4\pi L_T \xi_T} \right)^{\frac{3}{2}} \exp \left[ -3 \frac{(R^2 + D^2 - 2RD \cos \theta)}{4L_T \xi_T} \right] , \tag{2.43} \]

\[ = \left( \frac{3}{4\pi L_T \xi_T} \right)^{\frac{3}{2}} \frac{2R}{D} \sinh \left( \frac{3RD}{2L_T \xi_T} \right) \exp \left[ -3 \frac{(R^2 + D^2)}{4L_T \xi_T} \right] . \tag{2.44} \]

This distribution can be converted into an effective entropic potential using the equation

\[ U_{eff}(R) = -k_B T \log G(R) + U_0 , \tag{2.45} \]

where \( U_0 \) is a constant defined such that \( \min U_{eff}(R) = 0 \). The shape of this potential using \( D = 7.94 \) nm, \( \xi_T = 0.4 \) nm, and \( L_T = 24.4 \) nm is shown in figure 2.12. It is important to note that the tethered ligand will behave like it moves in this entropic potential only if we look at time scales that are long compared to the time scale of the tether’s mechanical relaxation. A comparison of the contact rate for flexible amino acid chains obtained through fluorescence quenching measurements and the theory described by Szabo et al. and Hyeon et al. suggest that this is indeed the case and this approach is valid \([47,48,70,72]\).

Because we assume the ligand undergoes one-dimensional diffusion in a potential, the probability distribution of its location is governed by the Fokker-Planck equation,

\[ \frac{\partial p(R,t)}{\partial t} = D_0 \frac{\partial}{\partial R} \left( \frac{\partial}{\partial R} p + \beta \frac{\partial U_{eff}}{\partial R} p \right) , \tag{2.46} \]

where \( p \) is the probability distribution of the ligand and \( D_0 \) is the cis-ligand’s apparent diffusion constant. Because we assume the receptor’s location is fixed at the origin, \( D_0 \) is actually the sum of both the cis-ligand’s
Figure 2.12: The potential landscape for the cis-ligand. The probability distribution of the distance between the receptor and its tethered ligand can be used to define an entropic potential. The cis-ligand is then assumed to undergo one-dimensional diffusion inside this potential well. We then use the Fokker-Planck equation to find the average time needed for the cis-ligand to encounter the absorbing boundary assuming it starts at the bottom of the potential well. The inverse of this mean first passage time is an estimate for the collision rate.

and the receptor’s diffusion constant. The mean first passage time is given by the equation

$$\tau = \frac{1}{D_0} \int_a^r dR' \int_{R'}^{L-T} dR \frac{e^{\frac{U_{eff}(R') - U_{eff}(R)}{k_BT}}}{2} ,$$

where $a$ is the end-to-end distance of the tether at which the receptor and its cis-ligand are considered bound and $r$ is the location of the potential’s minimum [72]. We take $a$ to be 2 nm, the approximate diameter of a PDZ domain. We take $D_0$ to be $6.04 \times 10^8 \text{ nm}^2 \text{s}^{-1}$, the sum of $D_L$ and the diffusion constant of a sphere of radius 1 nm in water. We computed this integral numerically using MATLAB to find $k_{col} = 1.79 \times 10^6 \text{ s}^{-1}$.

We numerically integrated the differential equations for the FKM and EKM using the MATLAB function ode15s. For the full model (FKM), we chose initial conditions that matched the concentrations used in the work of Dueber et al. [28]. These were $S = 50 \text{ nM}$, $S_L = 0 \text{ nM}$, $S_T = 0 \text{ nM}$, $L = 200 \mu\text{M}$, and $P = 0 \text{ nM}$. The results are shown in figure 2.13a, where we plot the probability for the switch to be in either of its three states as a function of time. As shown in figure 2.13a, using these initial conditions results in an initial transient during which the concentrations of $S_L$ and $S_T$ rapidly increase. Following the initial transient, the probabilities remain constant for the duration of the simulation and are equal to the equilibrium probabilities set by equilibrium statistical mechanics. This behavior is independent of the initial conditions, as the system will display the same behavior provided the total concentration of all switch species, concentration of ligand, and rate constants remain the same.

We conclude that after the initial transients, the system enters a dynamic regime that is well characterized
Figure 2.13: A simulation of the full kinetic model. (a) The probabilities and concentrations for $S$, $S_L$, and $S_T$ as a function of time for $R = 0.34 \text{ s}^{-1}$. In the full kinetic model, the switches achieve a rapid pre-equilibria between the three states $S$, $S_L$, and $S_T$. After the initial transient, the probabilities for each of the three states is constant and equal to the probability predicted by equilibrium statistical mechanics. (b) The probabilities and concentrations for $S$, $S_L$, and $S_T$ as a function of time for $R = 1000 \text{ s}^{-1}$. Because the timescale of the productive reaction is the same as that for ligand unbinding, the system never reaches an effective between the states of the simple switch. For this choice of parameters, equilibrium statistical mechanics considerations provide a poor description for the behavior of this system.
by the model invoking effective equilibrium. Hence, for our case study, the separation of timescales allows us
to apply an equilibrium statistical mechanical model to a non-equilibrium system. The kinetic model also
provides a vehicle to examine when this is not the case. During the initial transients, the three states are
not in effective equilibrium. If actin polymerization occurred on a time scale comparable to or faster than
the other rate constants, as shown in figure 2.13b, then the behavior of the system differs from the behavior
based on equilibrium statistical mechanics considerations.

2.7 Appendix: Polymer models

Throughout the case study on N-WASP, we made reference to several different models for ideal chains.
Each of these models has a degree of sophistication beyond the random walk model, and will be useful in
exploring other examples of biochemistry on a leash. In this appendix, we briefly outline derivations for the
probability distribution of the end-to-end distance vector for two such models, the wormlike chain model
and the freely-jointed chain model. This appendix also adds some mathematical rigor to our use of delta
functions to compute effective concentrations.

2.7.1 The wormlike chain

The wormlike chain model assigns a bending energy to each chain conformation; the probability of a chain
adopting that conformation is then given by the requisite Boltzmann factor. We are interested in finding
the probability distribution of the end-to-end distance vector provided that we have no constraints on the
orientation of the two ends. To compute this distribution, we follow the work of Samuel et al. [51]. We express
the probability distribution as an appropriate path integral and equate the distribution with the Green’s
function of a particular diffusion equation. We then express the Green’s function as a matrix exponential
and evaluate it numerically to find the appropriate distribution.

Let the parameter $s$ be the arclength of a point on the chain; $s$ is allowed to vary from 0 to $L$. The
conformation of the chain is described by the unit tangent vectors $\hat{u}(s) = (u_x(s), u_y(s), u_z(s))$. The energy
of a conformation is given by

$$E[\hat{u}(s)] = \frac{\kappa}{2} \int_0^L ds \left( \frac{\partial \hat{u}(s)}{\partial s} \right)^2,$$

(2.48)

where $\kappa = k_B T \xi_p$. With the energy of a conformation given, we are free to apply the canonical ensemble
to calculate statistical averages. The polymer is allowed to achieve all possible conformations with each one
being weighted by $e^{-\beta E}$. If the orientations of the ends are held fixed at $\hat{u}_i$ and $\hat{u}_f$, then the probability
distribution of the end-to-end distance vector is

\[
G(\vec{R}|\vec{u}_f, \vec{u}_i, L) = \int_{\vec{u}(0) = \vec{u}_i} \mathcal{D} [\hat{u}(s)] \delta(\hat{u}) \left( \vec{R} - \int_0^L ds \hat{u}(s) \right) \exp \left[ -\frac{\beta \kappa}{2} \int_0^L ds \left( \frac{\partial \hat{u}}{\partial s} \right)^2 \right].
\] (2.49)

To find \( G(\vec{R}) \), the probability distribution with free ends, we must integrate \( G(\vec{R}, \hat{u}_f|\hat{u}_i; L) \) over all possible orientations of \( \hat{u}_i \) and \( \hat{u}_f \).

We are interested in the probability of the z-component of the end-to-end distance vector taking on a particular value. The probability distribution for z-component is given by

\[
Q(\hat{u}_f, L; \hat{u}_i, 0|\hat{r}z) = \int_{\vec{u}(0) = \vec{u}_i} \mathcal{D} [\hat{u}(s)] \exp \left[ -\xi_p \int_0^L ds \left( \frac{\partial \hat{u}}{\partial s} \right)^2 - i k \hat{r}z(s) \right].
\] (2.50)

It is convenient to continue the calculation in Fourier space. The Fourier transform of \( Q \) is given by

\[
\tilde{Q}(\hat{u}_f, L; \hat{u}_i; 0|k) = \int_{-\infty}^{\infty} dr \tilde{Q}(r, \hat{u}_f|\hat{u}_i, k),
\]

\[
= \int_{\vec{u}(0) = \vec{u}_i} \mathcal{D} [\hat{u}(s)] \exp \left[ -\xi_p \int_0^L ds \left( \frac{\partial \hat{u}}{\partial s} \right)^2 - i k \hat{r}z(s) \right].
\] (2.51)

This path integral is the green’s function for the Schrödinger equation

\[
\left( -\frac{1}{2\xi_p} \nabla^2 + i k \hat{r}z + \frac{\partial}{\partial L} \right) I(\hat{u}_f, L; \hat{u}_i, 0|k) = 0,
\] (2.52)

where \(\nabla^2 \hat{u} \) is the Laplacian on a unit sphere. Note that we are confined to the unit sphere because \( \hat{u} \) has unit magnitude. We move to spherical coordinates, where \( \theta \) is the angle \( \hat{u}_f \) makes with the z-axis and \( \phi \) is the angle the projection of \( \hat{u}_f \) in the x-y plane makes with the x-axis. Defining \( z = \cos \theta \), this equation becomes

\[
\left( -\frac{1}{2\xi_p} \nabla^2 + i k z + \frac{\partial}{\partial L} \right) I(\hat{u}_f, L; \hat{u}_i, 0|k) = 0,
\] (2.53)

where

\[
\nabla^2 \hat{u} = (1 - z^2) \frac{\partial^2}{\partial z^2} - 2z \frac{\partial}{\partial z} + \frac{1}{1 - z^2} \frac{\partial^2}{\partial \phi^2}.
\] (2.54)

Because we are interested in the case of free ends, we will eventually integrate over the orientations of \( \hat{u}_i \). The resulting function will have no \( \phi \) dependence because \( \phi \) dependence can only enter through \( \hat{u}_i \). Hence,
we can restrict ourselves to studying the equation

\[
\left( \frac{1}{2} (1 - z^2) \frac{\partial^2}{\partial z^2} + z \frac{\partial}{\partial z} + ikz + \frac{\partial}{\partial L} \right) I \left( k, \hat{u}_f; L \right) = 0.
\]  

(2.55)

We can find the Green’s function by using separation of variables on \( z \) and \( L \) and then using an eigenfunction expansion. If the normalized eigenfunctions for the operator \( \mathcal{L} = -\frac{1}{2} (1 - z^2) \frac{\partial^2}{\partial z^2} + z \frac{\partial}{\partial z} + ikz \) are \( \psi_n \) with eigenvalues \( \lambda_n \), then the Green’s function can be written as

\[
\tilde{Q} \left( z, L; z', 0 \right| k \right) = \sum_{n=0}^{\infty} \psi_n(z) \psi_n(z') e^{\lambda_n L}.
\]

(2.56)

Using the bra and ket notation, we can rewrite this as

\[
\tilde{Q} \left( z, L; z', 0 \right| k \right) = \sum_{n=0}^{\infty} \langle \lambda_n \rangle \langle \lambda_n | e^{\lambda_n L}.
\]

(2.57)

In this notation, we see that \( \tilde{Q} \) is simply the matrix exponential of \( \mathcal{L} \). This matrix exponential is easily evaluated when we use the eigenfunctions of \( \mathcal{L} \) as a basis because \( \mathcal{L} \) is a diagonal matrix in this basis. However, finding the eigenfunctions for \( \mathcal{L} \) is difficult. This problem can be approached numerically when we use the eigenfunctions of the operator \( \mathcal{L}_0 = -\frac{1}{2} (1 - z^2) \frac{\partial^2}{\partial z^2} + z \frac{\partial}{\partial z} \) as a basis. We denote this as the \( \mathcal{L}_0 \). The eigenfunctions of \( \mathcal{L}_0 \) are the normalized Legendre polynomials

\[
P_l(z) = \frac{\sqrt{2l + 1}}{2} (2l)!^{\frac{1}{2}} \frac{\partial^l}{\partial z^l} \left( z^2 - 1 \right)^l.
\]

(2.58)

To find the matrix for the matrix exponential of \( \mathcal{L} \) in this basis, we must first find the matrix for \( \mathcal{L} \) in the \( \mathcal{L}_0 \) basis. Using the following equations

\[
\int_{-1}^{1} dz P_n(z) \mathcal{L}_0 P_m(z) = \delta_{mn} \frac{n(n+1)}{2},
\]

(2.59)

\[
\int_{-1}^{1} dz P_n(z) ikz P_m(z) = \delta_{m,n+1} ik \frac{n+1}{\sqrt{(2n+1)(2n+3)}},
\]

(2.60)

we see that \( \mathcal{L} \) is a symmetric tri-diagonal matrix with matrix elements

\[
\mathcal{L}_{n,n} = \frac{n(n+1)}{2},
\]

(2.61)

\[
\mathcal{L}_{n,n+1} = \mathcal{L}_{n+1,n} = ik \frac{n+1}{\sqrt{(2n+1)(2n+3)}}.
\]

(2.62)

where \( n \) goes from 0 to \( \infty \). We can then obtain the matrix for \( \tilde{Q} \left( z, L; z', 0 \right| k \right) \) in the \( \mathcal{L}_0 \) basis by numerically
evaluating the matrix exponential in MATLAB. While the matrix of $\mathcal{L}$ is actually infinite, we found that using the first 30X30 submatrix of $\mathcal{L}$ was sufficient to accurately find the matrix exponential.

We are interested in the case of free ends, so we can integrate over $z$ and $z'$, which represent the orientations of the final and initial tangent vectors. Because only the first Legendre polynomial is symmetric, we only need to consider the upper rightmost entry of the matrix for $\tilde{Q}$. In other words,

$$\tilde{Q}(z; L) = \int_{-1}^{1} dz' \int_{-1}^{1} dz' \tilde{Q}(z, L; z', 0|k) = \left[e^{L}\right]_{0, 0}$$

where $e^L$ is expressed in the $\mathcal{L}_0$ basis.

With a method to numerically evaluate $\tilde{Q}(k; L)$, we can find $Q(r_z; L)$ by performing a numerical integral using the quad function in MATLAB to obtain the inverse Fourier transform,

$$Q(r_z; L) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dke^{-ikr_z} \tilde{Q}(k; L).$$

(2.64)

We can find the probability distribution for the end-to-end distance vector by noting that it is related to the probability distribution of the $z$-component of the end-to-end distance vector through the expression

$$Q(r_z; L) = \int_{0}^{\infty} d\tau \int_{-\infty}^{\infty} G (\sqrt{r_{xy}^2 + \tau^2}) d\tau,$n

(2.65)

$$= 2\pi \int_{r_z}^{\infty} dRRG(R),$$

(2.66)

where $R = \sqrt{r_{xy}^2 + r_z^2}$. Defining $S(R) = 4\pi R^2 G(R)$ as the probability distribution for the end-to-end distance, we get the expression

$$Q(r_z; L) = -\int_{\infty}^{r_z} dR \frac{1}{2R} S(R).$$

(2.67)

From this it follows that

$$S(R) = -2R \frac{\partial Q(R; L)}{\partial R},$$

(2.68)

and hence

$$G(R) = -\frac{1}{2\pi R} \frac{\partial Q(R; L)}{\partial R}.$$}

(2.69)

With the ability to evaluate $Q$ numerically, we can use a four-point central difference approximation to perform the numerical derivative and obtain the probability distribution for the end-to-end distance vector.
2.7.2 The freely-jointed chain

Let us suppose we have a polymer composed of \( N \) segments each of length \( b_i \), with each segment allowed to rotate freely in 3 dimensions. If \( \vec{r}_i \) is a vector of length \( b_i \) with the same orientation of the \( i \)'th segment, then the end-to-end distance vector is given by

\[
\vec{R} = \sum_{i=1}^{N} \vec{r}_i. \tag{2.70}
\]

To calculate the probability distribution of \( \vec{R} \), let us first write out the distribution for one segment. For the \( i \)'th segment, its probability distribution is

\[
G_i(\vec{r}_i) = \frac{1}{4\pi b_i^2} \delta^2 (|\vec{r}_i| - b). \tag{2.71}
\]

The probability distribution of \( \vec{R} \) is then

\[
G_N (\vec{R}) = \prod_{i=1}^{N} \left[ \int d^3 r_i G_i(\vec{r}_i) \right] \delta^3 \left( \vec{R} - \sum_{j=1}^{N} \vec{r}_j \right). \tag{2.72}
\]

Using the Fourier representation of the delta function,

\[
\delta^3 \left( \vec{R} - \sum_{j=1}^{N} \vec{r}_j \right) = \int \frac{d^3 k}{(2\pi)^3} \exp \left[ i \vec{k} \cdot \vec{R} - i \vec{k} \cdot \sum_{j=1}^{N} \vec{r}_j \right], \tag{2.73}
\]

we can write \( G_N (\vec{R}) \) as

\[
G_N (\vec{R}) = \int \frac{d^3 k}{(2\pi)^3} e^{-\vec{k} \cdot \vec{R}} \prod_{m=1}^{N} \left[ \int d^3 r_m \frac{1}{4\pi b_m^2} \delta^3 (|\vec{r}_m| - b_m) e^{-i \vec{k} \cdot \vec{r}_m} \right] \tag{2.74}
\]

We can simplify this by performing the following integrals

\[
\int d^3 r_m \frac{1}{4\pi b_m^2} \delta^3 (|\vec{r}_m| - b_m) e^{-i \vec{k} \cdot \vec{r}_m} = \frac{1}{2} \int_{-1}^{1} d(\cos \theta) e^{-ik b_m \cos \theta} = \frac{1}{2} \left[ \frac{e^{-ik b_m \cos \theta}}{ik b_m \cos \theta} \right]_{-1}^{1} = \frac{\sin (kb_m)}{kb_m}.
\]
and
\[
\int d\Omega e^{i\vec{k} \cdot \vec{R}} = 2\pi \int_{-1}^{1} d(\cos \theta) e^{ikR \cos \theta},
\]
\[
= \frac{4\pi \sin(kR)}{kR}.
\]

These two expressions combined yield
\[
G_N(\vec{R}) = \frac{1}{2\pi^2 R} \int_0^\infty dk k \sin(kR) \prod_{m=1}^N \left( \frac{\sin(kb_m)}{kb_m} \right).
\] (2.75)

At this point, we can compute the integral numerically. If we were interested in the case where all the segments are of the same size, then we can obtain an analytic solution using a contour integral. Making the substitution \( k = \frac{\eta}{b} \), this becomes
\[
G_N(\vec{R}) = \frac{1}{2\pi^2 R b^2} \int_0^\infty d\eta \eta \sin \left( \frac{\eta R}{b} \right) \left( \frac{\sin \eta}{\eta} \right)^N.
\] (2.76)

Simplification yields
\[
G_N(\vec{R}) = \frac{1}{2\pi^2 R b^2} \int_0^\infty d\eta \eta \sin \left( \frac{\eta R}{b} \right) \left( \frac{\sin \eta}{\eta} \right)^N.
\]

We need the integral
\[
I_N \left( x \right) = \int_{-\infty}^{\infty} d\eta \frac{e^{ix\eta}}{\eta^{N-1}}.
\]
There is a singularity at \( \eta = 0 \), but we can regularize it by letting \( \eta \to \eta - i\epsilon \). This procedure gives
\[
I_N \left( x \right) = \int_{-\infty}^{\infty} d\eta \frac{e^{ix(\eta-i\epsilon)}}{(\eta - i\epsilon)^{N-1}}.
\] (2.77)

This integral can be done by closing the contour with an infinite semicircle, provided the argument of the integral vanishes as the radius of the semicircle goes to infinity. Hence, if \( x < 0 \) we close the contour on the bottom and if \( x > 0 \) we close it on the top. There are no poles in the bottom semicircle, so there is no
contribution. For the top semicircle, the residue theorem gives

\[
I_N(x) = 2\pi i \text{Res} \left[ \frac{e^{ix(\eta - i\epsilon)}}{(\eta - i\epsilon)^{N+1}} \right],
\]

\[
= 2\pi i \text{Res} \left[ \sum_{j=0}^{\infty} \frac{(ix)^j}{j!} (\eta - i\epsilon)^{j-N+1} \right],
\]

\[
= \frac{2\pi i^{N-1}x^{N-2}}{(N-2)!}.
\] (2.78)

Our contour requires \( x \geq 0 \), implying \( N - 2j - \frac{R}{b} \geq 0 \). This gives the analytic form for \( G_N(R) \),

\[
G_N(R) = \frac{1}{2^{N+1}\pi b^2R} \sum_{0 \leq j \leq \frac{N-R}{b}} (-1)^j \binom{N}{j} \left( N - 2j - \frac{R}{b} \right)^{N-2}.
\] (2.79)

A cursory inspection of figure 2.15 reveals the behavior of \( G_N(R) \). First, as \( N \) grows larger, the probability distribution can be approximated by a Gaussian. This is a consequence of the central limit theorem as demonstrated in the following section. Second, the Gaussian approximation overestimates the probability density when the magnitude of \( R \) is small. Third, the derivation of the Gaussian approximation always invokes the separability of \( G_N(R) \), i.e \( G_N(R) = G_N(x)G_N(y)G_N(z) \). Staring at the analytic form of \( G_N(R) \) for the freely jointed chain shows that separability is not true for small \( N \). This is not surprising because the finite segment length imposes dependence among the \( x \), \( y \), and \( z \) components of \( R \). For large \( N \), the constraint only becomes relevant when the chain is near maximum extension, an event that occurs with small probability [73].
Figure 2.15: $G_N \left( \hat{R} \right)$ for varying $N$. The blue curves are the analytic result and the red are a gaussian approximation. As $N$ grows larger, the probability distribution approaches a gaussian.

### 2.7.3 Computing probability distributions with delta functions

In the case study on N-WASP, we explored the toy problem of a receptor and a ligand living on the end of two distinct tethers. We were interested in the notion of an effective concentration — the probability density of the ligand in the vicinity of the receptor. Our calculation went as follows. Suppose the probability density for the receptor being at location $x_1$ was $p_1(\vec{x}_1; L_1)$ and the probability density for the ligand being at location $x_2$ was $p_2(\vec{x}_2; L_2)$. Because the two random variables (the location of the receptor and ligand) are independent, the joint distribution is simply $p_1(\vec{x}_1; L_1)p_2(\vec{x}_2; L_2)$. We computed the effective concentration by integrating over all locations of both the receptor and ligand and employing a delta function that fires when the two are in the same location. In other words,

$$J = \int \int p_1(\vec{x}_1; L_1)p_2(\vec{x}_2; L_2)\delta(\vec{x}_1 - \vec{x}_2)d^3\vec{x}_1d^3\vec{x}_2$$  \hspace{1cm} (2.80)

where $J$ is the effective concentration. In this appendix, we provide a brief derivation demonstrating why this method of calculation is sound.

Let us turn to the more general topic of how to deal with a change in variables when dealing with random variables. Let us suppose we have independent random variables $X_1, \ldots, X_n$ with each $X_i$ having the probability distribution function $f_{X_i}(x_i)$. Now let us suppose that we have another random variable $Y$ defined by

$$Y = G(X_1, \ldots, X_n),$$  \hspace{1cm} (2.81)

where $G$ is a reasonably well-behaved function (continuous, bounded, etc.). The question we ask is: What
is the probability distribution for $Y$? I claim that it is given by

$$f_Y(y) = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f_{X_1}(x_1) \cdots f_{X_n}(x_n) \delta(y - G(x_1, \ldots, x_n)) \, dx_1 \cdots dx_n. \quad (2.82)$$

To demonstrate this, let us use indicator functions. An indicator function $\Theta_A(a)$ is 1 when the input $a$ is within the set $A$ and 0 otherwise. Let us define a useful indicator function

$$\Theta(x, \epsilon) = \begin{cases} 1 & \text{if } -\epsilon < x < \epsilon, \\ 0 & \text{otherwise}. \end{cases}$$

With this function in hand, let us compute the probability of the random variable $Y$ being within $\epsilon$ of the value $y$. This is given by

$$P(Y \in [y - \epsilon, y + \epsilon]) = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f_{X_1}(x_1) \cdots f_{X_n}(x_n) \Theta(y - G(x_1, \ldots, x_n), \epsilon) \, dx_1 \cdots dx_n, \quad (2.83)$$

where the domain $\Omega$ is restricted to $G^{-1}([y - \epsilon, y + \epsilon])$. This can be rewritten using the indicator function as

$$P(Y \in [y - \epsilon, y + \epsilon]) = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f_{X_1}(x_1) \cdots f_{X_n}(x_n) \frac{1}{2\epsilon} \Theta(y - G(x_1, \ldots, x_n), \epsilon) \, dx_1 \cdots dx_n, \quad (2.84)$$

Now, we ask the question: What is the probability density of the random variable $Y$ at position $y$? We can approximate this density by taking the probability of $Y$ being within the window $[y - \epsilon, y + \epsilon]$ and dividing by the width of the window, $2\epsilon$. In other words,

$$f_Y(y) \approx \frac{1}{2\epsilon} P(Y \in [y - \epsilon, y + \epsilon]),$$

$$\approx \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f_{X_1}(x_1) \cdots f_{X_n}(x_n) \frac{1}{2\epsilon} \Theta(y - G(x_1, \ldots, x_n), \epsilon) \, dx_1 \cdots dx_n. \quad (2.85)$$

To make the estimate more precise, we take the limit as $\epsilon$ goes to zero. This gives us

$$f_Y(y) = \lim_{\epsilon \to 0} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f_{X_1}(x_1) \cdots f_{X_n}(x_n) \frac{1}{2\epsilon} \Theta(y - G(x_1, \ldots, x_n), \epsilon) \, dx_1 \cdots dx_n,$$

$$= \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f_{X_1}(x_1) \cdots f_{X_n}(x_n) \lim_{\epsilon \to 0} \frac{1}{2\epsilon} \Theta(y - G(x_1, \ldots, x_n), \epsilon) \, dx_1 \cdots dx_n,$$

$$= \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f_{X_1}(x_1) \cdots f_{X_n}(x_n) \delta(y - G(x_1, \ldots, x_n)) \, dx_1 \cdots dx_n,$$

where we have made use of the definition of the delta function during the final manipulation. While bringing
the limit inside the integral could use some closer scrutiny by a mathematician, the reasoning remains sound and can be extended to vector-valued functions of $X_1, \ldots, X_n$ as well. Returning to the case of the tethered ligand and receptor, we had the probability density functions $p_1(\vec{x}_1; L_1)$ and $p_2(\vec{x}_2; L_2)$. The function we are now interested in is $\vec{y} = \vec{x}_1 - \vec{x}_2$, the distance between the two objects. By the proceeding argument, its probability distribution is given by

$$f_Y(y) = \int \int p_1(\vec{x}_1; L_1) p_2(\vec{x}_2; L_2) \delta(\vec{y} - (\vec{x}_1 - \vec{x}_2)) d^3x_1, d^3x_2. \quad (2.87)$$

The effective concentration is when $\vec{x}_1$ and $\vec{x}_2$ are in the same location — i.e., $\vec{y} = 0$. So we have

$$J = \int \int p_1(\vec{x}_1; L_1) p_2(\vec{x}_2; L_2) \delta(\vec{x}_1 - \vec{x}_2) d^3\vec{x}_1, d^3\vec{x}_2. \quad (2.88)$$
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Chapter 3

Ion-dependent dynamics of *in vitro* DNA ejection for bacteriophage lambda

3.1 Introduction

Bacteriophages have played a key role in the emergence of both molecular and physical biology. They were an essential component of the Hershey-Chase experiment [74], which established that DNA was the molecule of inheritance, and have since provided an important technology for cloning and protein expression [75]. Phages have also been important model organisms for the study of macromolecular self-assembly; recent work has demonstrated assembly of viruses from their constituent components in vitro [76]. Bacteriophages have also been instrumental in the field of systems biology, as evidenced by the dissection of the transcriptional program responsible for the decision between lysis and lysogeny [77–81]. Finally, bacteriophages have played an important role in the field of single-molecule biophysics, as evidenced by the single-phage packaging experiments which revealed the large (many pico-Newton) forces generated by motors that package phage DNA into protein capsids [2]. The study of the bacteriophage life cycle has yielded much insight in the physical biology setting and we anticipate that it will continue to serve as a useful model system.

Here, we highlight four recent experimental techniques that examine how phage DNA is packaged into and released from protein capsids. These four techniques include single-molecule packaging of DNA, single-phage ejection measurements, osmotic suppression of DNA ejection, and cryo-electron tomography of partially packed phages. Single-molecule DNA packaging experiments have sought to elucidate the mechanics of how DNA gets packaged into the capsid; optical tweezers have been used to make systematic measurements of the packaging force for phage lambda and phi29 in a variety of different salt conditions [82]. What these experiments demonstrated was that by increasing the charge of the salts, the genome is packaged at a higher
velocity. Additionally, the internal force of the capsid DNA that resists packaging increases monotonically with a reduction in the charge of the salts.

These packaging experiments are complemented by single-phage ejection experiments, wherein phages are coerced into ejecting their DNA by addition of a trigger protein and then observed under a microscope with the aid of flow and DNA staining dyes [83,84]. These experiments illustrated the dynamics of the ejection process and have provided some insight into the frictional forces experienced by the DNA as it exits the capsid [84–86]. The principal quantity measured in these experiments is the velocity of ejection as a function of the quantity of DNA inside the capsid. The observations garnered from these ejection experiments reveal (broadly speaking) a picture in which the forces responsible for the ejection process decay as a function of packaged length in the same way as the forces that build up during the packaging process depend upon the packaged length: a reduction in charge increases the speed of ejections. However, the available ejection data only reflect measurements on a few ionic conditions.

It is also possible to measure the force exerted by the DNA inside phage capsids during ejections by inducing phages to eject their DNA into a series of increasingly osmotically-resistive solutions [87]. By varying the concentration of an osmolyte like polyethylene glycol (PEG), the resistive pressure is also varied. One can therefore measure the amount of DNA inside the phage capsid as a function of external pressure, and therefore how much force is generated by the DNA inside the capsid as a function of genome length [88–90]. It has been proposed that the DNA self-repulsion force can help push the DNA into the bacterial cytoplasm [91], but a consensus has yet to be reached. Alternative models propose that highly osmotic environments serve as a condensing agent for DNA exiting phage and actually promote ejection [90,92]. Others posit that the osmotic difference [93] between the intra- and extracellular environment is sufficient to “flush” DNA from the phage into the host [94]. However, when certain experimental conditions are met, by increasing the external pressure of the solution, phage ejections are inhibited [92]. To our knowledge, a systematic study of how different salt conditions influence ejections at different resistive pressures and velocities has yet to be undertaken.

Another way to study ejection and packaging is by looking at the structure of the DNA itself inside the capsid. Cryo-electron tomography experiments in which the packaging process of phage phi29 was paused by freezing have provided information on the structure of viral DNA as a function of length of DNA inside the capsid [95]. Others have investigated T5 [96,97], lambda [98,99], T3 [100], and P22 (see [101] and references therein). Recently, the interaxial spacing of condensed DNA was measured as a function of salts in order to corroborate viral DNA packaging theory [102].

The four experimental techniques described above have shed light on the forces, dynamics, and structure of DNA entering and leaving the viral capsid, and have been complemented by a vigorous modeling effort.
These include simple structural models taking into account bending energies and in vitro measurements of electrostatic repulsion [91,103–106], density functional theory with few structural constraints that takes into account electrostatic repulsion/correlations and van der Waals forces [107], and molecular mechanics [95,108,109]. This body of work deepens our physical understanding of the packaging and ejection process.

In this work, we focus on the measurement of velocity and force of DNA ejection in bacteriophage lambda as a function of charge at fixed ionic strength. In previous experiments, it was shown that ejections are slower in the presence of magnesium as opposed to sodium [85]; however, these experiments were not performed at fixed ionic strength, making it difficult to discern the role of other ion specific factors, such as charge. Our results demonstrate that the ionic composition controls the observed velocity and force, rather than ionic strength. We thus propose that the charge of the counter-ion species is an important control parameter for this system. We also examined “looped” ejections, a type of ejection that was not analyzed in previous experiments and was assumed to be an artifact [85]. In these ejections, the first portion of the DNA exiting the capsid is stuck at the site of origin, leading to a very bright piece of DNA. This attachment is eventually broken by the flow, fully unfolding the DNA. We demonstrate that looped ejections exhibit the same dynamics as unlooped ejections and that they are another ejection class, and not an artifact. We confirm this using optical traps. Finally, we provide technical improvements on the single-phage ejection assay, in particular showing that low dye concentrations are necessary to avoid spurious (non-LamB induced) ejections.

3.2 Experimental design

Our study of in vitro DNA ejection in phage lambda centers around two assays — one that measures the kinematics of ejection from single phages and another that measures the force driving DNA ejection in bulk. Both of these methods have been used previously in the literature; herein we briefly describe conceptually how each assay works.

To observe the kinematics of single phages ejecting their genomes into real solution, we use an assay first pioneered by Mangenot et al. for phage T5, and later adapted to phage lambda by Grayson et al. [84,85]. A schematic of the experiment is shown in figure 3.1a. A coverslip is passively coated with lambda phage by incubating a flow chamber with a solution of viruses; the viruses non-specifically adhere to the surface. Next, a solution is flown into the chamber that has three components — the protein LamB, the DNA staining dye SYBR gold, and the glucose oxidase/catalase oxygen scavenging system. The presence of the shigella variant of the protein LamB, the receptor for phage lambda in vivo, serves to initiate the DNA ejection process. Once the DNA starts to leave the capsid, the DNA staining dye SYBR gold is able to bind to the
DNA, enabling visualization by fluorescence microscopy. The presence of the glucose oxidase/catase oxygen scavenging system prevents photodamage caused by oxygen radicals created by the constant excitation and emission of the dyes. Lastly, the entire experiment is done in the presence of a small shear flow. This shear flow stretches out the DNA, enabling us to quantify how much DNA has ejected at each time point.

To measure the force of DNA ejection, we use an assay first developed by Evilevitch et al. [87]. In this assay, lambda phages are incubated in a solution of LamB, DNAse, and polyethylene glycol. The presence of polyethylene glycol serves as a crowding agent. The PEG molecules desire to occupy as much volume as possible and the ejection of DNA into solution is volume the PEG molecules can’t occupy. This leads to a force that resists DNA ejection, and its magnitude is well calibrated [110]. In our modified protocol, we let the reaction reach equilibrium and then purify the DNA remaining in the viral capsids using proteinase K treatment to degrade both the DNAse and the viral capsid. The DNA is then concentrated and its length measured using a home-built pulsed-field gel electrophoresis apparatus.

3.3 Materials and methods

Phage Purification. Lambda phage strain λcI60 was purified according to Sambrook [111]. Briefly, stock phages were amplified by one round of plate lysis and one round of liquid phase lysis, followed by precipitation in PEG. Samples were then purified on a CsCl gradient followed by isopycnic centrifugation. Phages were dialyzed into the appropriate salt condition before use.

LamB purification. The membrane protein LamB was purified using a modified version of a protocol of Keller et al. [112]. The E. coli strain pop154 was grown overnight in LB + 0.2% maltose at 37 °C. The cells were pelleted at 3000 g at 4 °C for 30 minutes and re-suspended in 50 mM sodium phosphate pH 7.5, 100 mM NaCl, 2 mM EDTA, 5% sucrose. The re-suspended cells were subsequently lysed in a French press. The lysate was again centrifuged at 5000 g at room temperature for 10 minutes. The supernatant was collected and the outer membrane fraction was pelleted by ultracentrifugation at 30000 rpm in a Beckman Ti-60 rotor, 18 °C for 40 minutes. The pellet containing the membranes was resuspended in 20 mM sodium phosphate, pH 7.5, and 0.5% octylpolyoxyethylene (oPOE) in order to extract nonspecific membrane proteins. The solution was incubated in a heat bath at 40 °C for 50 minutes and again pelleted by ultracentrifugation. LamB was extracted by re-suspending the pellet in 20 mM sodium phosphate, pH 7.5, and 3% oPOE, incubating at 37 °C for 40 minutes, and pelleting the resulting mixture by ultracentrifugation. The supernatant was dialyzed to 20 mM sodium phosphate, pH 7.5, and 1% oPOE and then loaded onto a GE MBPTrap column and eluted with 20 mM sodium phosphate, pH 7.5, 1% oPOE, and 20 mM maltose after washing twice with the same solution without maltose. The LamB solution was then dialyzed with 50 mM Tris, pH 7.5, 10
Figure 3.1: Schematics for observing DNA ejection by single-phage lambda virions in vitro. DNA was visualized using fluorescence microscopy. (a) Ejection at a surface. A flow chamber was incubated with lambda phage and the viruses were allowed to nonspecifically settle onto the surface. DNA ejection was triggered by flowing in LamB; the ejected DNA was visualized using SYBR gold. The flow field extends the ejected DNA, allowing quantification of the amount of DNA ejected by either measuring the length in pixels or measuring the total intensity. (b) Ejection on a bead. A parallel ejection assay using an optical trap was developed. Biotinylated phages were bound to streptavidin-coated polystyrene beads. A dual-input flow chamber was used; beads coated with lambda phage entered the chamber through one input and an ejection buffer consisting of LamB and SYBR gold entered through the other. In the presence of flow, the two fluids are well separated. An optical trap was used to move a phage-coated bead into the ejection buffer to initiate DNA ejection. (c) Measuring the force driving DNA ejection using an osmotic suppression assay. Phages are incubated in a solution containing LamB, DNAse, and polyethylene glycol. The presence of PEG acts as a crowding agent and provides a resistive force against DNA ejection. Once the reaction has come to equilibrium, the DNA inside the capsid is purified and its length is quantified using pulsed field gel electrophoresis.
mM MgSO₄ (TM), and 1% oPOE. The resulting solution was diluted to 2 mg/mL. The concentration was assayed by measuring the absorbance at 280 nm and the purity was verified by SDS-PAGE.

Single-phage ejection assay. See figure 3.1a. We follow a protocol developed by Mangenot et al. [84,85]. Microscope coverslips were cleaned by sonication in 1M KOH for 10 minutes followed by sonication in water for 10 minutes and dried on a hot plate. Glass slides were drilled using a diamond covered drill bit and 5 inches of tubing was attached to the glass slide using epoxy. The flow chamber was assembled using laser-cut double-sided adhesive tape (41). A solution of 10⁸ – 10¹¹ pfu/ml lambda phage and 20 nm fluorescent polystyrene beads (focusing aids) was incubated in the assembled flow chambers for 10 minutes. Once focused, the chamber was washed with 200 L of buffer + 1% oPOE. Buffers had the following ionic compositions: 0, 2.5, 5, 7.5, or 10 mM NaCl, and 2.5, 1.875, 1.25, 0.625, or 0 mM MgSO₄, respectively, in addition to 10 mM Tris, pH 7.5. The solution to induce ejection consisted of buffer, 1% oPOE, 1% glucose oxidase/catalase, 10⁻⁶ diluted SYBR gold, and 1% LamB. Occasionally, 20 µg/mL acetylated bovine serum albumin, 3 mg/mL casein, and 80 µg/mL heparin were added to the buffer to block the glass surface to check if looping ejections disappeared. Calibration of lengths was performed as in [85].

Microscopy. Samples were imaged at 60X and 100X using a Nikon perfect focus system and either a SYBR gold or FITC filter set. Images were acquired with a Photometrics CoolSnap ES2 camera; the exposure time was 75 ms and the frame rate was 4 fps.

Image analysis. A custom segmentation algorithm was developed using MATLAB. Ejection events were identified in each movie by local adaptive thresholding on the fluorescence intensity. DNA was identified in each ejection by using background subtraction, a Wiener filter for de-noising, and a custom Canny filter for edge finding. The long axis length, total intensity, and background (the mean intensity of non-DNA related pixels) were extracted for each ejection. Trajectories were subjected to a 3 bin median filter for de-noising.

Force-dependence assay. We follow a protocol adapted from Evilevitch et al. [87]. Phages were quickly swirled in a solution of 1% oPOE, 1% LamB, 1% DNAse, and appropriate buffer containing PEG at 37 °C and incubated for 1 hour at 37 °C [89]. The solution was then incubated in a 65 °C water bath for 50 minutes to break open capsids and inactivate DNAse. DNA in capsids was then extracted by a 1:1 phenol:chloroform extraction followed by chloroform extraction and finally ethanol precipitation. DNA lengths were assayed using field inversion agarose gel electrophoresis (100 V forward 0.8 sec, 60 volts backwards 0.8 sec, for 7–10 hours). After staining with ethidum bromide, migration distance was quantified using MATLAB.

Optical trapping. A schematic of the experiment is outlined in figure 3.1b. Phages were biotinylated after a standard plate lysis by incubation with 10 M of sulfo-LC-biotin, after first dialyzing for 48 hours with 100 mM sodium bicarbonate, pH 8.2. The phages were then purified on a CsCl gradient. Biotinylated phages were incubated with 2 µm streptavidin-coated polystyrene spheres for a few hours at room temperature on
a rotating rack. The streptavidin spheres were washed by resuspension in TM 3 times and diluted tenfold into TM during use. The phage ejection solution (see single-phage ejection assay above) was injected into one port, and the phages conjugated to streptavidin spheres were injected into the other port at 10 L/min. A 1064 nm laser at 100 mW was used to trap phage-bound spheres, which were moved across the boundary layer of the two solutions. The microscope was home built around a 60X IR corrected water immersion objective adapted with a 200 mm focal length tube lens, and imaged with an Andor Ixon EMCCD camera. The schematic of the chamber in figure 3.1b, was adapted from [113].

3.4 Results

Our first set of experiments focused on optimizing the single-phage ejection assay with regards to SYBR gold concentration, since we noticed that phages spontaneously eject their DNA in high concentrations of SYBR gold. SYBR gold is thought to affect the mechanical properties of DNA since other DNA stains have been shown to affect DNA’s persistence length [114]. To investigate the origin of these ejections and to test the hypothesis that they are triggered by SYBR gold, we incubated phages in different salts and different amounts of SYBR gold and subsequently measured the number of active phages by titering. The results are given in table 3.1; errors in the titer values follow (counting) statistics. For high amounts of SYBR gold (1:10,000), we see a steep drop in the number of active phages, between two and tenfold for the buffers containing magnesium. The drop is particularly drastic in pure sodium (1,000-fold), a condition thought to increase the DNA pressure inside the capsid. One explanation is that sodium in concert with SYBR gold increases the DNA pressure enough to destabilize the phage. Alternatively, magnesium and SYBR gold could compete with each other for binding sites on the DNA, providing a protective effect. Another possibility is that SYBR gold acts by a mechanism similar to LamB. See Supplemental Information for more details. Regardless, the drop in titer is consistent with the hypothesis that SYBR gold induces ejections. When the SYBR gold concentration is reduced (1:1,000,000), we recover almost the entirety of the original titer value. We concluded that it was preferable to perform the experiment at this lower concentration to minimize the effect of SYBR gold.

When performing the single-phage ejection assay (figure 3.1a), we always noticed two types of ejections — ejections that looked similar to those previously reported, and those that revealed a different type of dynamics that have the appearance of a ”partial ejection” and were previously viewed as artifactual (figure 3.3a) [85]. Furthermore, we always saw spurious ejections of both types, as indicated in table 3.1, last column. In our investigations into the origins of the spurious ejections, we found that, under certain salt conditions (table 3.1), we saw more ”artifact” ejections after addition of LamB (up to threefold increase) in
Table 3.1: SYBR gold triggers DNA ejection independent of LamB; the presence of LamB influences the character of ejection. (a) Columns 1–3: Titers of phage lambda solutions as a function of buffer composition and SYBR gold concentration. CsCl-purified lambda phage were dialyzed in the appropriate buffer by washing and spin filtering. SYBR gold was added to bring the solution to the right concentration (none, high (1:10,000), and low (1:1,000,000)). The number of viable phage remaining was measured by titration. High concentrations of SYBR gold reduce the titer by more than an order of magnitude, especially in the absence of magnesium. This reduction in titer is because SYBR gold induces the bacteriophage to eject their DNA. Lowering the concentration of dye recovers the original titer levels. (b) Columns 4–5: Character of ejection in the presence and absence of LamB. A single-phage ejection assay was run for each condition with and without LamB. The number of ejections, both continuous and looped, was counted manually and is reported above. The fraction of ejections that are looped is higher in the presence of LamB.

<table>
<thead>
<tr>
<th>Ionic composition</th>
<th>Titer (×10^{11})</th>
<th>Titer in high SYBR (×10^{11})</th>
<th>Titer in low SYBR (×10^{11})</th>
<th>% looped in low SYBR with LamB</th>
<th>% looped in low SYBR with no LamB</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 mM Tris 10 mM MgSO_4 0 mM NaCl</td>
<td>1</td>
<td>0.41</td>
<td>0.55</td>
<td>88</td>
<td>35</td>
</tr>
<tr>
<td>10 mM Tris 2.5 mM MgSO_4 0 mM NaCl</td>
<td>0.76</td>
<td>0.07</td>
<td>0.59</td>
<td>58.8</td>
<td>13.2</td>
</tr>
<tr>
<td>10 mM Tris 1.875 mM MgSO_4 2.5 mM NaCl</td>
<td>0.90</td>
<td>0.10</td>
<td>0.86</td>
<td>57.6</td>
<td>25</td>
</tr>
<tr>
<td>10 mM Tris 1.25 mM MgSO_4 5 mM NaCl</td>
<td>0.79</td>
<td>0.03</td>
<td>0.97</td>
<td>50</td>
<td>48</td>
</tr>
<tr>
<td>10 mM Tris 0.625 mM MgSO_4 7.5 mM NaCl</td>
<td>0.93</td>
<td>0.08</td>
<td>1.10</td>
<td>44.9</td>
<td>20</td>
</tr>
<tr>
<td>10 mM Tris 0 mM MgSO_4 10 mM NaCl</td>
<td>0.69</td>
<td>0.001</td>
<td>0.55</td>
<td>55.3</td>
<td>6.9</td>
</tr>
</tbody>
</table>

the single-phage ejection assay. This led us to question their designation as "artifact".

However, it is well known that DNA will stick to glass beads [115], and the previous experiment does not rule out DNA sticking to the microscope coverslip, although this seems unlikely since the addition of LamB (in excess) would tend to block sites on the glass for the ejecting DNA to bind to. The stickiness of glass was confirmed by incubating lambda phage DNA on freshly cleaned coverslips; upon observation, the glass was covered in DNA (data not shown). Thus as another test, we performed the ejection assay in the presence of the surface blocking agents BSA, casein, and heparin. These blocking agents significantly reduced DNA’s affinity to the surface [116] — when bare lambda DNA was again incubated in a flow chamber with these blocking agents, only a single strand was found after extensive searching efforts (data not shown). However, even with these blocking agents, ”artifact” ejections were seen in the phage ejection assay. Fortunately, the
content of the “artifact” ejections could be deduced from serendipitous ejections: occasionally, it could be seen that the DNA was in fact in a looped state. This was quantified by an intensity histogram and is shown in figure 3.2a. We therefore term this class “loop” ejections in contrast to the ejections previously characterized, which we call “continuous” ejections. The addition of LamB tends to increase the amount of looping ejections (table 3.1) which suggests that looping ejections are physiological.

We further demonstrated that the looping ejections were not surface mediated by ejecting biotinylated phages off of optically trapped 2 micron (Movie S1) and 500 nm (Movie S2) streptavidin-coated polystyrene spheres. A dual-syringe pump pushes fluid into the chamber (figure 3.1b). Using an optical trap, we grabbed hold of a microsphere, and moved it across the laminar flow boundary layer into the ejection buffer. The continuous flow system limits diffusive mixing at the meeting juncture. After a LamB trimer finds its target, a phage ejects and we can monitor the ejection (figure 3.2b). We found that the looped ejections were as common as continuous ejections. These experiments support the hypothesis that loops occur when the exiting DNA sticks to the LamB or the phage capsid, as may be the case in phage T5 [117].

We next characterized the dynamics of both the looped and continuous ejections under different ionic compositions, again using low concentrations of SYBR gold as described above (figure 3.1a). We first flowed in the dye front to visualize any spontaneous or SYBR-gold–induced ejections. Even at a tenfold lower concentration of SYBR than previously reported [85], there were still some spurious ejections, although much fewer than would occur with SYBR gold concentrations used previously [85]. Any lower concentration of dye would have precluded accurate segmentation of the ejecting DNA. After a period of time upon which the rate of spurious ejections was observed to be steady, we added LamB to the solution. A sudden large increase in the rate of visualized ejections indicated that LamB was inducing a large fraction of subsequent ejections. However, it should be noted that the dynamics of ejections induced by SYBR gold and those induced by LamB are indistinguishable. The experiment was repeated for 5 different salt conditions, in which we systematically varied the amount of sodium and magnesium ions while keeping the ionic strength constant.

We analyzed as many ejections within a field of view as possible — reasons for excluding an ejection from analysis included overlapping with another ejecting phage, photo-damage during an ejection, or a looped ejection that did not completely unfold. Ejections extracted from the field of view were partitioned into two categories — “continuous” and “looped”. These are highlighted in figure 3.3a and b, respectively. To quantify the dynamics, we designed a custom segmentation algorithm for the DNA strands. The relation between length of DNA in basepairs and in pixels was determined by measuring, under flow, different known lengths of lambda DNA cut with restriction enzymes, and fitting the result to a quadratic function (figure 3.5 in the appendix). This calibration disentangles polymer stretch and shear flow from actual DNA length [110]. The
Figure 3.2: Looping during DNA ejection. (a) A montage of loops observed during the single-phage ejection assay. An intensity histogram constructed from one of the examples demonstrates the presence of loops during in vitro ejections. (b) Montage observation of a looped ejection during an optical trapping experiment. Phages were ejected off of optically trapped beads to suppress effects caused by the surface. Looped ejections are still observed, suggesting that they are not the byproduct of surface effects. The bead is 2 microns in diameter.
DNA's long axis length for each time point in a trajectory was then interpolated according to the quadratic function and normalized by 48.5 kbp, the full length of lambda phage DNA. This calibration is only accurate for continuous ejections; for looped ejections it is necessary to use intensity to discern the amount of DNA ejected. To do so, we take the total intensity of the DNA above background and normalize by the maximum intensity observed in a trajectory. This was done for both continuous and looped ejections (figure 3.3c and d, figure 3.6a–e).

A representative example of the trajectories is shown in figure 3.3c and d — trajectories for each ionic condition are in figure 3.6a–e. The fraction of DNA ejected is plotted versus time — the green curve uses fluorescence intensity to quantify total DNA ejected while the blue curve uses the calibrated length. It is clear in "looped trajectories" that the DNA is fact pinned at one end, as the trajectories exhibit a discontinuity in length at half-maximal ejection. A comparison between using calibrated DNA lengths and intensity as a measure of total ejected DNA is shown in figure 3.7a–e. Intensity measures give a larger estimate for the velocity of DNA ejected at early times because our segmentation algorithm misses the first bits of DNA ejection, and so changes in DNA length appear relatively large at small lengths; whereas at late stages in the ejection, length and intensity measures are equivalent metrics for amount of DNA ejected.

For each condition, we binned the trajectories to compute the average velocity as a function of DNA remaining in the capsid. This is plotted in figure 3.3e and f; figure 3.3e was computed using calibrated length while figure 3.3f was computed using intensities. Velocity plots for individual salt conditions are in figure 3.8a–e. From our analysis of the dynamics, we observed that individual trajectories were very similar to each other. As with previous work [85], this leads us to conclude that we are observing the same intrinsic dynamical process and that differences between trajectories are likely the result of measurement error. Secondly, our systematic perturbation of the sodium and magnesium concentrations — at fixed ionic strength — showed a consistent trend. As the amount of magnesium was lowered and the amount of sodium was increased, the speed of the ejections increased (figure 3.3e and f). From this, we conclude that it is the type of ion, not simply how much is present, that is an important control parameter that governs DNA ejection dynamics. We posit that the role of the positive ions is to screen the negative charge of the DNA backbone, which suggests that the charge of the counter-ions is the property of interest. Additionally, we observe that the continuous and looped ejections have velocity curves that are within error of each other (figure 3.3e and f). This suggests that the ejection mechanism for these two classes of ejections are very similar, if not identical, and that what happens to the first segment of DNA that exits the capsid determines whether an ejection will be continuous or looped.

To continue the physical characterization of the ejection process, we performed osmotic suppression experiments to determine the forces driving ejection in each of the different salt conditions. Osmotic pressure
Figure 3.3: Trajectories of single-phage ejections and the ion-concentration dependence of the ejection dynamics. (a) Montage of continuous and (b) looped ejections. Movies of individual phages ejecting their DNA. The identified pieces of DNA are outlined in red. (c, d) Sample trajectories for continuous and looped ejections. The amount of DNA ejected was quantified by measuring either the calibrated long axis length or the total intensity above background of the segmented region. Lengths were determined by calibrating against restriction enzyme digested lambda DNA at known lengths, as described in the text. Individual trajectories are normalized by the maximum length/intensity observed during an individual trajectory to obtain the fraction ejected. Two qualitatively different ejections are observed — continuous ejections and looped ejections. The looped ejections reach half-maximal length before unfolding. The total intensity provides a way to quantify the total amount of DNA outside the capsid. (e) Velocity of ejection as a function of buffer composition for continuous trajectories and (f) looped. For each trajectory, the velocity of the DNA (measured using total intensity) at different landmark lengths was recorded. The mean velocity and the standard error of the DNA at each landmark length are plotted for each buffer condition. There is a clear trend in the data — buffers with more magnesium ions have a longer timescale for DNA ejection. Continuous and looped ejections have similar ejection dynamics in all buffer conditions.
varies with PEG 8000 concentration as given in [110]. Previous experiments have measured the amount of DNA ejected by pelleting phage capsids and measuring the absorbance at 260 nm. This measures the amount of DNA that has been chopped up by the DNAse, which is assumed to be entirely ejected DNA. While the mass of DNA is thus accurately measured, it is not clear if the mass of ejected DNA can be quantitatively related to the length of DNA remaining in the phage capsids (see appendix, [118]). We used an alternative approach — purifying the DNA inside the capsids by standard extraction techniques and measuring its length directly by using field inversion gel electrophoresis (figure 3.9) [87]. This method is advantageous because we no longer need to assume that a constant fraction of phages eject for each PEG concentration [118]. Care was taken to avoid centrifugation, as it tends to fragment DNA (data not shown). The pressure driving ejection is shown in figure 3.4a. The general trend is that decreasing magnesium and increasing sodium increases the driving force, although the 5, 7.5, and 10 mM Na samples appear to be within error of each other. We observed that up to 65 atmospheres (∼30 pN) of pressure was not enough to stall ejections in some salt conditions, which is consistent with theoretical expectations [85]. Atmospheres can be converted to force by multiplying the pressure by the end-on area of DNA, assuming a radius of 1.2 nm [89]. On top of the data are plotted theoretical predictions of the fraction ejected [89] as a function of pressure for 10 mM Na, 0 mM Mg, and 0 mM Na, 2.5 mM Mg, given the parameters determined in Rau et al. [119]. The theory, which assumes crystalline packing of DNA inside the capsid with intrastrand repulsive forces determined by the character of the counterions, fits the data quite well.

A simple model posits a linear relation between net forces and velocity, the coefficient of which is friction, or its inverse, mobility. We can determine how the mobility, denoted by \( \sigma(l) \), of DNA inside the capsid depends on the salts (figure 3.4b) such that, \( F(l) = v(l)/\sigma(l) \), where \( l \) is the DNA length in the capsid, \( F \) is the force as measured in figure 3.4a (multiplied by the area of end-on DNA), and \( v \) is the velocity as measured in figure 3.3e and f. This calculation assumes that the ejection is quasistatic; we assume that the DNA inside the capsid during the single-phage ejection experiments has relaxed to the equilibrium configuration in the osmotic suppression experiments. As previously observed [85], the mobility depends strongly on the amount of DNA remaining in the capsid. As the two extreme salt conditions overlap in figure 3.4b at increased DNA inside the capsid, we are unable to conclude that mobility is dependent on ion character at constant ionic strength.

### 3.5 Conclusion

We investigated the dynamics of DNA ejection in a variety of different salts, and also performed measurements on the self-repulsive force driving this process. We demonstrated that the counter-ion charge is an important
control parameter for this class of experiments. These measurements should be of use to theorists working in physical virology. Of particular interest would be models that predict the force driving ejection in different salts, in addition to a better understanding of the time scale of the ejection process. We also investigated the origin of looped ejections. From our data, we can develop several possible models for these processes. It is possible that the end of the DNA gets stuck on the tail of the phage or LamB as it comes out, and that the rest of the genome subsequently comes out of the tail, accounting for the DNA loops occasionally seen (figure 3.2a). This may make it possible for phage to circularize even faster as the genome rushes to get inside its host, E. coli, as it is theorized that lambda delivers its genome directly into the cytoplasm without going through the periplasmic space [120]. Although the observation of looped ejections was first made in 2007 [85], this is the first attempt to explain this phenomenon. Of particular note is the relation of the current work to [82], which is an investigation of the packaging process as a function of salts; they note that by increasing the amount of multivalent cations in their packaging assay, the virus packages faster, and requires less force at an equivalent fraction of DNA packaged. This suggests that increasing magnesium reduces the amount of intrastrand DNA repulsion. In this current study, we see a similar effect; namely, an increased force is required to stall ejecting DNA at the same length, with increased monovalency. However, the mobility during DNA ejection appears to be independent of salt composition at our detection resolution. Notably,
the speed of ejection is faster during ejection in the presence of larger fractions of monovalent cations, which
is consistent with the packaging data. Altogether, this work is a step forward in understanding the forces at
play when bacteriophage lambda infects bacteria.

3.6 Appendix

Calibration of DNA length under flow. Figure 3.5 is the calibration of measured length of DNA in the
microscope to actual length of DNA in kbp as determined by restriction enzymes [85]. The result is that
length measured in the microscope is roughly quadratic with actual length in base pairs. We use this
calibration to determine the actual length of ejected DNA in figure 3.3c and e, and figure 3.6.

Trajectory data. In this appendix we plot all trajectories (3.6) used to calculate velocities in figure 3.3e
and f. In figure 3.7 and 3.8 we describe how the two measures of DNA ejected, length and intensity, are
related to each other. In brief, fluorescence intensity consistently overestimates DNA at small lengths, and
underestimates at long lengths (see figure 3.7 legend for details). Figure 3.6 demonstrates characteristic
"continuous" and "looped" trajectories for different salt conditions. Looped trajectories clearly show a
discontinuous change in length as a function of time, while the intensity measurements suggest a continuous
exit of DNA from the capsid as a function of time and that all of the DNA has exited the capsid even though
the length is much shorter than the fully stretched DNA. This suggests that for the "looped" trajectories the
DNA is pinned to the capsid (figure 3.2b) and ultimately unfolds due to the presence of the flow, resulting
in a discontinuous change in length as shown in the figure.

The discrepancy between measured length and intensity during the onset of phage ejection is because
of our use of highly diluted SYBR gold dye (1:100,000-fold), which substantially reduces the signal/noise
ratio. Our segmentation algorithm finds ejections by checking for fluorescence intensity. However, due to
the low S/N, one strand of DNA, which to our eyes obviously appears as a single connected strand, looks
like multiple disconnected strands to the computer. Thus, a median filter is used to smooth images so that
those disconnected strands can become connected. At early times in a phage ejection, a small spot of DNA
which is very dim but nonetheless detected has close to zero intensity count. However, after this small spot
of DNA is smoothed by the median filter, the spot becomes elongated, resulting in the high length reported
for near-zero DNA intensity.

Osmotic suppression assay. Evilevitch et al., 2003, developed a method to measure the amount of DNA
remaining in phage capsids after incubation with LamB in the presence of osmolytes using spectrophotometry
(absorbance at 260 nm) and by field inversion gel electrophoresis (Evilevitch et al., 2005); in the former
measurement, the fraction of phages that did not eject was assumed to be constant at different concentrations
of PEG. On the basis of this assumption, the A260 measurement can be directly converted from mass to length; however, if the fraction of ejected phages changes from preparation to preparation, spectrophotometry will not produce an accurate measure of length. Moreover, sample-to-sample differences in preparation (DNA precipitation yield, especially) make it difficult to conclude that there is a constant unejected fraction — this is shown in figure 5 of Evilevitch et al., 2005, where there is up to a 30% variability in A260 measurements. To circumvent this issue, we chose to visualize the DNA length directly by performing agarose gel electrophoresis (figure 3.9) only. We see clearly that increasing the external pressure inhibits DNA ejection. By measuring the migration distance in each lane, we can relate the pressure exerted on the phage to the amount of DNA that was not remaining in the capsid, and in this fashion derive a pressure corresponding to the DNA left in the capsid as a function of amount of DNA ejected (figure 3.4a).

Above each lane in figure 3.9 is indicated the amount of external pressure induced by the presence of the PEG as measured in atmospheres. The relation between PEG concentration and pressure is described in Michel, 1983. Lanes labeled “L” correspond to the DNA ladder, with the marker lengths noted in (figure 3.9a). Increasing amounts of external pressure results in increasing amounts of DNA left inside the capsid after ejection. Migration distance in each lane was measured by looking for the maximum fluorescence peak relative to the 48.5 kbp peak, and comparing that to the corresponding ladder. Since electrophoresis was performed in many different batches, we present the results in such a way that the relevant pressure experiment in the appropriate salt condition is to the right of its corresponding ladder. Electrophoresis parameters: 100 V forward, 0.8 sec; 60 V backwards, 0.8 sec; 7–10 hours.
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Figure 3.5: Calibration of tethered DNA length. To convert the physical length of DNA to the length in kbp, we performed a calibration as done by Grayson et al., 2007. Briefly, biotinylated lambda genomes were either treated with restriction enzymes (XhoI, NsiI, and PmlI) or kept untreated. The DNA was attached to a glass coverslip through a biotin-streptavidin bond. The DNA was extended with a 40 μl/min flow and the lengths of different pieces of DNA were measured manually using ImageJ. The mean length was fit to a quadratic function; error bars represent the standard deviation of the measured length.
Figure 3.6: Trajectories used in the paper for all salt conditions. Green: intensity, blue: length. Intensity is the summed intensity of the DNA labeled by SYBR gold. The length is calibrated by measuring defined-length lambda DNA, via restriction digests, under the same flow conditions. Length is then calculated by interpolation. Looping trajectories uniformly unfold at half the maximum length. (a) Salt condition: 10 mM Tris, pH 7.4, 10 mM NaCl, 0 mM MgSO$_4$. Number of trajectories: 5 continuous and 8 looped. (b) Salt condition: 10 mM Tris, pH 7.4, 7.5 mM NaCl, 0.625 mM MgSO$_4$. Number of trajectories: 36 continuous and 13 looped. (c) Salt condition: 10 mM Tris, pH 7.4, 5.0 mM NaCl, 1.25 mM MgSO$_4$. Number of trajectories: 43 continuous and 25 looped. (d) Salt condition: 10 mM Tris, pH 7.4, 2.5 mM NaCl, 1.875 mM MgSO$_4$. Number of trajectories: 14 continuous and 6 looped. (e) Salt condition: 10 mM Tris, pH 7.4, 0 mM NaCl, 2.5 mM MgSO$_4$. Number of trajectories: 15 continuous and 10 looped.
Figure 3.7: Velocities from the single-phage ejection experiment. Each panel has two classes — green lines denote velocities measured by intensity; blue lines denote velocities measured by length. Intensity measures give a larger estimate for the velocity of DNA ejected at early times because our segmentation algorithm misses the first bits of DNA ejection, and so changes in DNA length appear relatively large at small lengths. Since DNA lengths are hard to directly measure via restriction digest calibration at early times in ejections, we don’t measure lengths less than around 5 kbp. The number of trajectories used in each velocity plot is listed in figure 3.5 caption. The errors were determined by standard error. (a) Salt condition: 10 mM Tris, pH 7.4, 10 mM NaCl, 0 mM MgSO\(_4\). (b) Salt condition: 10 mM Tris, pH 7.4, 7.5 mM NaCl, 0.625 mM MgSO\(_4\). (c) Salt condition: 10 mM Tris, pH 7.4, 5.0 mM NaCl, 1.25 mM MgSO\(_4\). (d) Salt condition: 10 mM Tris, pH 7.4, 2.5 mM NaCl, 1.875 mM MgSO\(_4\). (e) Salt condition: 10 mM Tris, pH 7.4, 0 mM NaCl, 2.5 mM MgSO\(_4\).
Figure 3.8: Velocity of DNA at different salt conditions. Red: velocity based on looped trajectories. Blue: velocities based on continuous trajectories. All velocities were determined using intensities; both classes of ejections show similar dynamics. The number of trajectories used in each velocity plot is listed in figure 3.5 caption. The errors were determined by standard error. (a) Salt condition: 10 mM Tris, pH 7.4, 10 mM NaCl, 0 mM MgSO₄. (b) Salt condition: 10 mM Tris, pH 7.4, 7.5 mM NaCl, 0.625 mM MgSO₄. (c) Salt condition: 10 mM Tris, pH 7.4, 5.0 mM NaCl, 1.25 mM MgSO₄. (d) Salt condition: 10 mM Tris, pH 7.4, 2.5 mM NaCl, 1.875 mM MgSO₄. (e) Salt condition: 10 mM Tris, pH 7.4, 0 mM NaCl, 2.5 mM MgSO₄.
Figure 3.9: Field-inversion gel electrophoresis of force-dependence assay. A trend of DNA retention in the capsid with increasing external osmotic pressure is clearly visible. (a) Salt condition: 10 mM Tris, pH 7.4, 0 mM NaCl, 2.5 mM MgSO$_4$. (b) Salt condition: 10 mM Tris, pH 7.4, 2.5 mM NaCl, 1.875 mM MgSO$_4$. (c) Salt condition: 10 mM Tris, pH 7.4, 5.0 mM NaCl, 1.25 mM MgSO$_4$. (d) Salt condition: 10 mM Tris, pH 7.4, 7.5 mM NaCl, 0.625 mM MgSO$_4$. (e) Salt condition: 10 mM Tris, pH 7.4, 10 mM NaCl, 0 mM MgSO$_4$. 
Chapter 4

A single-molecule Hershey-Chase experiment

4.1 Introduction

The advent of single-molecule biophysics resulted in a resurgence of interest in the life cycle of bacterial viruses, which were originally central players in the development of molecular biology [121–123]. Much information has been gathered recently about the structure of both individual viral proteins and assembled viruses (for examples, see references in [101, 124]). These structural efforts are complemented by a variety of experiments that have elucidated the biophysics of binding of viruses to their host receptors [125–127], the mechanism of genome delivery [87, 94, 128–131], and the mechanics of DNA packaging during viral assembly [2, 132, 133]. In addition, the long-standing interest in the developmental decision between lysis or lysogeny [134] has also been explored at the single-cell level [77, 79, 80]. The study of bacterial viruses remains a rich source of examples of fundamental biological problems: the self-assembly of proteins into higher-order structures, nucleic acid motors, and genetic decision making.

Controversy surrounds the nature of the mechanism responsible for driving DNA translocation from the viral capsid across the membrane into the cytoplasm [129]. Even the basic consideration of whether the energy stored in the compacted viral DNA plays an active role in the DNA translocation process continues to be disputed. One approach to exploring these questions has been through in vitro ejection measurements using both bulk and single-molecule approaches [83,84,86,87,89,130,135]. In the case of phage lambda, these packaging forces are sufficient to drive DNA ejection in vitro. In vivo bulk measurements of the ejection time for phages T7 and lambda [128] provide a lower bound on ejection times. Although these studies have contributed greatly to our understanding of phage infection, there has not been a single-molecule approach to measuring ejections either in vivo or against a resistive force such as that offered by the bacterial cytoplasm.

The current interpretation of these experiments can be summarized as the in vivo pressure conundrum.
Simply stated, it is thought that the turgor pressure [93] of the bacterial cell exerts a force on the incoming viral DNA. Once some fraction of the viral genome has been delivered, the driving force — solely derived from DNA compaction — is reduced and at some point is no longer sufficient to deliver the remaining DNA into the cell. The driving force is thought to equalize with the cell pressure at around 50 percent of genome ejection [88, 89]. Several models have been proposed to explain how the remaining viral DNA is delivered; these are schematized in figure 4.5. All of these models are intriguing and have been the subject of theoretical inquiry [91, 94, 105, 106, 136], but it is clear that determining which model best reflects the ejection process for phage lambda requires a new generation of experiments that quantify the in vivo ejection process.

Our objective, therefore, has been to quantitatively image the DNA translocation process in vivo. This is in direct analogy to the Hershey-Chase experiment [74], where it was first directly shown that phage DNA is transferred directly into bacterial hosts, and moreover, that DNA is the molecule of genetic inheritance. In the work described here, we adapt a similar strategy to that exploited in the Hershey-Chase experiment, but with the use of fluorescent labels rather than radioactivity. By looking at this problem from a single molecule perspective, we are able to observe the cell-to-cell variability in the translocation process and gain insight into the mechanism of in vivo DNA ejection. We also present a system that enables the simultaneous visualization of phage DNA and phage proteins in vivo that builds on previous work [80, 137, 138]. We use this system to examine the timescale of DNA replication and capsid assembly at the single-cell level.

The remainder of the chapter is organized as follows: We begin with a discussion of the experimental design and discuss our strategy for observing phage DNA in vivo. Next we discuss the protocols and analysis methods employed for this experiment. In the results section, we present our observations on the in vivo DNA translocation process. We demonstrate that the timescale of DNA translocation is 1 to 20 minutes and that there is marked cell-to-cell variability in the dynamics. We also image DNA replication and capsid assembly in vivo and comment on the dynamics of both processes. We conclude by discussing our observations and what mechanistic insights we can gain from them.

### 4.2 Experimental design

We have considered two different scenarios for tracking the dynamics of the ejection process, pre-ejection labeling and post-ejection labeling. These are highlighted in figure 4.1a and b, respectively. The first scenario is to use a fluorescent marker to stain the viral DNA while it still remains in the capsid [139] and then to watch the ejection process as the fluorescence is transferred from the capsid to the cellular interior (figure 4.1a). There is much evidence that suggests this first approach is feasible. Phages stained with cyanine dyes have previously been observed to infect cells [140]. There have also been studies characterizing the
interaction of cyanine dyes with DNA inside the phage capsid and the effect their presence has on phage stability [139]. Further, cyanine dyes have also been used to study the kinetics of viruses in living eukaryotic cells, demonstrating that some dyes have limited cytotoxicity [141]. To identify a suitable dye, we screened a number of candidate dyes for their ability to (i) penetrate the phage capsid, (ii) maintain phage stability and infectivity while stained, (iii) preserve \textit{in vitro} ejection kinetics while stained, and (iv) not cross the membrane of living cells. Our screen identified SYTOX Orange as a dye with all of these properties; protocols for its use and the results of the screen are further detailed in both the methods section and in the appendix.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{phage_diagram.png}
\caption{Schematic of experimental procedures for measuring \textit{in vivo} phage DNA ejections. (a) A schematic for monitoring DNA translocation with pre-ejection labeling. The DNA is stained while still in the capsid. During ejection, the phage DNA carries its complement of cyanine dye with it transferring fluorescence intensity from the capsid to the cellular interior. (b) A schematic for post-ejection labeling of phage DNA. The infecting virus carries a YFP label on its capsid and a \textit{parS} sequence in its genome. Polymerization of mCherry-ParB at the \textit{parS} site fluorescently marks the phage genome when it is inside the cytoplasm. Dual color labeling allows both viral capsid protein and DNA to be monitored over the course of an infection.}
\end{figure}

We also employ a complementary strategy of adding ectopic binding sites which are labeled upon the entry of the viral DNA into the cell; this is schematized in figure 4.1b. When the \textit{parS} site arrives in the cytoplasm and becomes accessible to the mCherry-ParB proteins, mCherry-ParB binds cooperatively at \textit{parS}, producing a fluorescent focus [142]. This method builds upon earlier work in which fluorescently labeled capsids and fluorescently labeled genomes were separately monitored [79,80,137,138]. By supplementing the dye-labeled phages with this orthogonal protocol, we independently monitor the arrival of viral DNA within the cell in the absence of fluorescent dye molecules. To do this, we engineered a gpD-YFP phage containing a \textit{parS} binding site and infected a strain of \textit{E. coli} expressing mCherry-ParB. This allows us to monitor the fate of the viral DNA after its arrival in the bacterial cytoplasm and watch the implementation of certain key parts of its genetic program all the way to completion.
4.3 Materials and methods

Engineering λDVV1 with recombineering. We used recombineering to engineer a phage that carries both a YFP label fused to the gpD protein and a parS sequence in the b region of the viral genome. A schematic of the engineered genome is shown in figure 4.4a; the full sequence is available on request. Our protocol is adapted from methods used by Court et al. and St. Pierre et al. [79, 138, 143]. We began by transforming the strain λeyfp [137], which carries a lysogenized lambda phage with a YFP tag on the gpD protein, with the plasmid pKD46 [144]. The plasmid pKD46 carries an arabinose inducible λRed system, which enables E. coli to undergo homologous recombination. Next, λeyfp + pKD46 was grown to an OD600 of ~ 0.4–0.6 in LB + 50 µg/mL ampicillin + 10mM L-arabinose, made electro-competent by washing the cells 5 times with 10% ice cold glycerol, and was stored at -80 °C for future use. We then amplified the parS sequence from the plasmid pALA1073 by PCR using primers that contained homology to both pALA1073 and to the b region of the lambda genome. The exact sequence of the primers are given in the appendix (table 4.3). The remaining plasmid DNA was then degraded by DpnI digestion. The electro-competent λeyfp + pKD46 cells were then transformed with the insert by electroporation. The cells were given 2 hours to recover, plated on LB + 30 µg/mL kanamycin plates, and grown overnight at 30 °C. The resulting colonies were screened for the presence of the parS site using colony PCR; colonies that tested positive were sent for sequencing (see 4.16). The results of the colony PCR screen and sequencing can be found in the appendix. The phage was then recovered from the lysogen using liquid lysis. Next, we transformed the strain LE392 with the plasmid pPlate*D and infected LE392+pPlate*D with the engineered phage and screened for lysogens using the kanamycin selection marker. This plasmid is necessary to correct the defect in capsid assembly (i.e. reduced burst sizes and the presence of empty capsids as revealed by electron microscopy) seen in phages expressing gpD fused to YFP [80,137]. The final lysogen and the resulting phage were labeled λDVV1.

Plate lysis. NZYM top agarose (NZYM + 0.7% agarose) and NZYM plates (NZYM + 1.5 % agar) were prepared prior to plate lysis. NZYM top agarose was melted on a hot plate and then stored in a 45 °C water bath until needed. The host cell strain, either LE392 or LE392 + pPlateD* for YFP phages, was grown up overnight in 5 mL of LB or LB + ampicillin. The saturated cell culture was then centrifuged for 5 minutes at 5000 g and the pellet was resuspended in 5 mL of SM buffer. A 100 µL aliquot of cells was then mixed with 1 µL of phage stock in a 14 mL culture tube and incubated at 37 °C for 20 minutes. Next, 3 mL of NZYM top agarose was added to the culture tube, gently mixed, and poured onto a NZYM plate. The plates were incubated for 12–16 hours at 37 °C or until lysis was visually apparent. After incubation, phages were recovered by pouring 5 mL of SM buffer onto the plate and placing the plate on a rocking station at 4 °C. After 5 hours, the SM buffer was recovered. The lysate was sterilized by adding chloroform to a
concentration of 1% and gently vortexing. Bacterial debris and chloroform was then removed by centrifuging for 10 minutes at 5000 g and recovering the supernatant. Plate lysis typically yielded titers of ≈ 10^{10} pfu/ml.

**Liquid lysis.** The protocol for liquid lysis follows a variant of Sambrook *et al.* [111]. An overnight of the desired lysogen (λDVV1 for instance) was grown up overnight at 30 °C to saturation in LB. Four separate 1 L flasks were each filled with 250 mL of LBM supplemented with the appropriate antibiotics. Each flask was then inoculated with 1 mL of the saturated overnight culture and placed in a 30 °C shaker until the culture reached an OD600 of ~ 0.6–0.8. Each flask was then removed from the shaker and then heat shocked in a 45 °C shaking water bath for 15 minutes to induce the lysogens to enter the lytic cycle. The flasks were then placed in a 37 °C shaker for 90 minutes, enough time for the lytic cycle to reach completion. This was verified both by monitoring the OD600 before and after the 37 °C incubation and by visually inspecting the culture for clarity and floating bacterial debris. The liquid lysate was sterilized by adding 10 mL of chloroform to each flask, mixing gently, and then incubating at room temperature for 1 hour. The aqueous portion of the mixture was then recovered and passed through a 5 µm filter to remove any remaining bacterial debris. Bacterial DNA was degraded by treatment with DNase for 1 hour and NaCl was added to a concentration of 1 M. The phages were then concentrated by PEG precipitation. PEG 8000 was added to a concentration of 10% and the phages were allowed to precipitate overnight. The bacteriophage were pelleted by centrifugation at 11000 g for 10 minutes at 4 °C and gently resuspended in SM buffer. Liquid lysis typically yielded titers of ≈ 10^{10} pfu/ml. Titering of phages containing a YFP label on the capsid was performed with the strain LE392+pPlate*D to recover wild-type plaque morphology.

**Real-time single-molecule ejection assay.** Strain LE392 was grown up overnight in LB at 37 °C. The saturated culture was then diluted 1:100 in M9maltose-sup and grown for 3 hours at 37 °C until the culture reached OD600 ~ 0.3. Phages from plate lysates were centrifuged for 5 minutes at 13,000 g to remove cellular contaminants. The phage-containing supernatant was recovered and then stained with SYTOX Orange at a final concentration of 500 nM for 3 hours at room temperature. Glass coverslips were cleaned by sonication for 30 minutes in 1 M KOH and 100% ethanol, with copious rinsing with milliQ water in between, and then dried on a hot plate while wrapped in aluminum foil. Flow chambers were assembled by first briefly (5 seconds) immersing the cleaned coverslip in a fresh solution of 2% polyethyleneimine (PEI), briefly immersing the coverslip in milliQ water, and then drying with a gentle stream of air. A microscope slide, double-sided tape, and the treated coverslip were then used to assemble a flow chamber. Prior to infection, free dye was removed from the phage suspension by putting 100 µL of phage through 4–5 rounds of dilution and concentration by spin filtering with M9sup and an Amicon Ultra 4 filter with a 100 KDa. Each round led to a 40-fold dilution of dye, reducing the concentration of dye to less than 200 pM. After the final round, the phages were brought up to the original volume of 100 µL with M9sup. Phages were then
bound to cells by mixing 57.5 µL of cells with 2.5 µL of phage (MOI 7) for 1 minute at room temperature. The cells were then flowed into the flow chamber and allowed to adhere to the surface for 2 minutes at room temperature. Measurements of phage binding and infection kinetics show that phages will not eject their DNA within this time period at room temperature [127, 145]. The flow chamber was then washed with 200 µL of M9sup supplemented with 1% GODCAT, 1% beta-mercaptoethanol, and 0.5% glucose. The chamber was then sealed with valip and imaged on a Nikon Ti-E Perfect Focus microscope after quickly focusing on the fluorescence channel. Samples were illuminated with mercury lamp excitation passed through a TRITC filter set. An environmental chamber was used to keep the sample at 37 °C. Snapshots of both the phase and fluorescence channels were taken either 1 or 4 times a minute, with a fluorescence excitation time of 500 ms or 300 ms, respectively. Images were collected using either a Hamamatsu C8484 camera or an Andor iXON EMCCD camera. We observed better conservation of fluorescence between the phage and the cell with the Hamamatsu camera as opposed to the Andor camera; see the appendix for more information. The EM gain of the Andor camera allowed for shorter exposure times and higher time resolution.

Imaging viral infection using λDVV1. Strain LE392 + pAW61, which carries a plasmid harboring mCherry-ParB controlled by a pBAD promoter, was grown up overnight in LB + 50 µg/mL ampicillin at 37 °C. The saturated culture was then diluted 1:100 into M9sup + 50 µg/mL ampicillin and grown for 2 hours until the culture reached OD600 ~ 0.2. The cells were then induced to express mCherry-parB by adding L-arabinose to a concentration of 1 mM and incubating them for another hour at 37 °C (OD600 ~ 0.3). Prior to imaging, agar pads were made by placing a 24 mm x 60 mm coverslip on a sheet of parafilm, pipetting 2.5 mL of warm M9sup + 1.5% agarose on the coverslip, and then placing another 24 mm x 60 mm coverslip on top. After the solution solidified, small 5 mm x 5 mm squares were cut out using a razor blade. Cells were infected at an MOI of 10 (≈ 10 µL of cells and 10 µL of phage) at room temperature for 10 minutes. 2 µL of the cell/phage mixture was then spotted onto the agar pad and allowed to dry for 5 minutes at room temperature. The agar pad was then inverted and placed on a Willco dish with a glass coverslip bottom for imaging. Samples were imaged with a Nikon Ti-E perfect focus microscope. An environmental chamber was used to keep the sample at 37 °C. The samples were quickly focused using the FITC filter set and images were taken in phase and fluorescence every minute for 90 minutes. The samples were excited using mercury lamp fluorescence passed through a FITC (YFP) and TRITC (mCherry) filter set; exposure times were 1000 ms and 500 ms, respectively.

Image analysis. Cells of interest were manually identified in each movie and cropped from the field of view using ImageJ. The phase images for each cell were segmented using custom image analysis software created with MATLAB. Briefly, the phase images from each frame in the movie were registered with the first frame by finding the peak in the cross-correlation function. This registration was then applied to all
fluorescence channels as well, removing spatial drift from the data set. Next, the registered phase images were all added together; this step combines the information each frame contains about the location of the cell and greatly reduces difficulty of segmentation. Lastly, thresholding and minor morphological operations were used to create a mask of the cell from the combined image. This method also has the advantage of creating a mask for every frame simultaneously, rather than segmenting each frame individually. Cells were occasionally segmented manually when quality phase images were not available. Quantities of interest, including background levels, intensities, and the location of phages in each frame were extracted for further analysis.

4.4 Results

We first verified that our chosen dye, SYTOX Orange, could stain phages appropriately (figure 4.6) and allow for in vitro ejection events (figure 4.7). By binding these stained phages to cells, we were able to visualize ejection events. As seen in figure 4.2a, the attachment of the viruses to the host is revealed by the presence of diffraction-limited spots on the cell surface. Image segmentation is used to identify these spots by creating a mask that identifies the pixels associated with either the virus or the cell (figure 4.2b). With these masks, it is possible to query the total fluorescence intensity at each time step. As shown in the montage of images (figure 4.2c), the ejection process is characterized by a loss of fluorescence intensity in the phage and a concomitant increase in fluorescence in the cellular interior (figure 4.2d). Note that the fluorescence inside the cell is diffuse; we believe this reflects the dye molecules unbinding from the phage DNA and redistributing themselves along the host genome. This is to be expected, as the residence time of SYTOX Orange on DNA is roughly $\sim 1\ \text{s}$ [146]. These two signals are analogous to earlier in vitro measurements in which DNA ejection from viruses was inhibited through osmotic inhibition resulting in partial ejections. In that case, absorption measurements yielded the quantity of DNA that had escaped from the capsid while agarose gel electrophoresis measured the DNA remaining in the capsid [87,135].

Figure 4.3 shows the results of a number of distinct ejection events. For the measurements shown here, the fluorescence signal associated with the virus decreases on a time scale of minutes, a factor of ten or more longer than the corresponding dynamics observed in vitro [85,135]. The mean time for ejection, when greater than 95% of fluorescence intensity has left the virus capsid, is $11.9 \pm 8.0\ \text{min}$ ($n = 15$). In addition to the widespread variability in ejection time, there are a number of ejections which demonstrate what appear to be pausing events, which we define as non-decreasing fluorescence levels greater than 2 minutes (our time resolution was either 30 sec. or 1 min., so 2 min is the minimum time required to see a trend, according to Nyquist criterion); the mean pause time is $4.2 \pm 1.0\ \text{min}$ ($n = 11$). Within our criterion for defining pauses,
Figure 4.2: Dynamics of DNA ejection. (a) Viruses attached to the cell surface. (b) Segmentation masks of the cell (white), the phage which ejects its DNA (green), and the phages that do not eject their DNA (red). (c) Time sequence of the fluorescence in the cell. The edge of the cell is outlined. (d) Fluorescence intensity as a function of time. The intensity of the phage segmented region and the cell segmented region are each plotted separately. Note that in this ejection there appear to be steps and pauses. The scale bar in figures (a) and (b) is 2 microns.
they all occurred within the first half of an ejection event. We have categorized the trajectories into two classes: single step and paused. These are shown in figure 4.3a and figure 4.3b, respectively. The full set of trajectories is shown in figures 4.11–4.13. Note that in the absence of attached phage, cells do not show any increase in fluorescence (figure 4.8), which may be a concern from oxidative damage to cell membranes.

Two issues that might affect the quantitative interpretation of this measurement are photobleaching and dye leak through the capsid. Although there is some degree of both effects over the time scale of the experiment, as discussed in more detail in the appendix (see figures 4.9 and 4.8), these effects cannot account for the decrease in intensity observed in the trajectories shown in figures 4.2d, 4.3, and in the appendix (figures 4.11–4.13). Closer analysis of these trajectories reveals that the rise in fluorescence in the cell plateaus at values comparable to the starting fluorescence in the phage. This supports our argument that contributions of photobleaching and dye leak to our observed signal are not significant, and that we are measuring the translocation of viral DNA into the cellular interior.

We were interested in a second method of observing the putative ejection events as a way to independently confirm their identity as DNA translocation processes; this would also allow us to better understand the fate of the viral genome once it enters the host. As indicated schematically in figure 4.1b, we simultaneously monitor the phage binding to the cell through a capsid protein gpD-YFP fusion, and the fate of the ejected DNA via mCherry-ParB in the host. A binding site on the phage genome serves as a seed for the localization of the mCherry-ParB fusion (figure 4.4a). An example of a time history using these read outs is shown in
Figure 4.4: Monitoring ejection dynamics by binding of fluorescent proteins onto the viral genome. (a) Schematic of the genome of lambda phage showing the loci responsible for the fluorescence of the capsid (gpD-YFP) and for the binding of the ParB proteins (P1parS). The numbers beneath the schematic indicate where on the lambda genome the loci of interest are found. (b) Microscopy images showing the time course during and after the viral infection. The phage that are the possible sources of the initial ejection are highlighted in green. Over time, the presence of phage DNA and the formation of new viral capsids is revealed by the appearance of puncta in the both the mCherry-ParB channel and gpD-YFP channel, respectively.

This enables us to visualize viruses that are bound to the cell surface, monitor the phage DNA as it first appears in the cellular interior, and observe the creation of new viral capsids. This is evident from both of the fluorescence channels which show an increase in the mCherry-ParB signal signifying the replication of viral DNA and the appearance of green fluorescent protein, first diffusely and then in the form of puncta (i.e., newly assembled phage capsids) (figure 4.4b). However, beyond its significance as an independent verification of the results shown in figures 4.2 and 4.3, this experiment also helps us develop a sense of the viral life cycle after the initial DNA ejection event.

Because we are monitoring fluorescence that reports on the state of both the viral genome and one of its protein products, by finding suitable ways to query the fluorescence, we can time key parts of the viral life cycle on a cell-by-cell basis. In particular, note that in the early times, the YFP signal is diffuse. We interpret this as the synthesis of viral capsid proteins. However, at later times, there is the clear appearance of distinct puncta, which we believe reflects the formation of intact viral capsids. Using data like that shown...
in figures 4.2 and 4.4, our aim was to attempt to watch the viral infection process directly and to get a sense for the timescales of the replication of the viral genome, the synthesis of viral capsid proteins, the assembly of these capsids, and even the lysis of the host. The dynamics of the infection process was first spelled out carefully in experiments by Ellis and Delbruck revealing the one-step growth curve [147]. By monitoring the formation of viral plaques on a lawn of bacteria as a function of time after the infection process, they were able to infer the kinetics of viral binding, growth of phages within the infected host, and cell lysis. In the time since, a much higher resolution picture of these various processes has been assembled by pulling together insights from genetics, structural biology, electron microscopy, biochemistry, biophysical investigations, and many other directions as well. Here, we are able to directly observe each of these processes occurring in real-time underneath a microscope.

To get a sense for the timescales of translation and capsid assembly, we measured the initial time for each of these processes, using the appearance of viral DNA as the start time for infection. We found that the mean time to translation is $\sim 5 \pm 0.9$ minutes. This measurement is confounded by the maturation time of YFP, which suggests that translation might begin shortly after infection [148]. We also observe that DNA replication typically occurs on the timescale of $\sim 10$ minutes, capsids are first formed roughly $\sim 11 \pm 1.3$ minutes after infection, and that the time to lysis is $\sim 38 \pm 2$ minutes. Caution should be taken in strictly interpreting these numbers. The presence of mCherry-ParB could cause viral genomes to stick together, as has been observed in other systems, perturbing the natural time course of DNA replication [149]. Furthermore, it is also known that the assembly of viral capsids is defective when every gpD protein is tagged with YFP [80,137]. However, even with these caveats in mind, we can still use these single-cell observations to get a sense for the timescale of each of these processes.

### 4.5 Conclusion

Bacterial viruses were once referred to by Max Delbruck as “the hydrogen atom of biology”. These words conjure up images of a model system that is at once tractable and yet capable of delivering lessons of wide biological significance in the same way that the hydrogen atom has served as a paradigm for quantum mechanics [150]. In the end, these viruses turned out to be much more than the simple model system that Delbruck envisioned, and along with one of their primary hosts, namely \textit{E. coli}, have served as the primary workhorses for the development of modern molecular biology. Because of the deep knowledge about these viruses that was gained during this time period, they have now become an ideal tool for revisiting some of the very same questions that fueled that revolution, but now with an eye to precisely and quantitatively dissecting the physical processes that make up their life cycles.
For many bacterial viruses, one of the key early processes in the viral life cycle is the delivery of the viral genome into the host. A number of different hypotheses have been formulated for the actual translocation mechanism, some of which are highlighted in figure 4.5. In addition to the driving force due to the packaged DNA, these models propose that thermal fluctuations, hydrodynamic drag, and active molecular motors might each play a role in bringing the viral DNA into the bacterial cell. Naturally, the model that best reflects the actual physical mechanism should be consistent with experimental data. Based on our experience with previous observations of in vitro DNA ejection, we would not expect to see marked variability in the ejection trajectories as seen here, in vivo, with a purely mechanical mechanism [85, 86, 135]. The origin of the apparent pauses seen might provide a hint towards the ejection mechanism, as DNA-based motors acting against a load have been observed to pause [82, 151]. However, the pauses observed here are much longer than the pauses observed for motors and it is quite likely they could simply be a reflection of the cell-to-cell variability in turgor pressure. Another possibility is that the pauses observed here might also be related to mechanisms proposed for pauses observed in vitro for phage T5 [84, 86]. However, we feel this is unlikely as pauses are not observed for phage lambda in vitro [85, 135]. Curiously, [152] and [153] note that the transcription rate is between ~40 and 80 nt/sec which translates to roughly 10 minutes to pull DNA in, which matches our observed time scale. The current data does not match previous calculations on mechanisms based on DNA binding proteins and thermal fluctuations [154]. Also perplexing is the time-scale of ejection; the origin of the friction exerted on the DNA that sets the timescale for ejection is poorly understood, both in vitro and in vivo. It is possible that a deeper understanding of the friction will further the insights gained from our data.

![Figure 4.5: Models for DNA ejection into living cells.](image)

As a step towards building a mechanistic picture of the ejection process in vivo in the case of phage
lambda, we have performed two different classes of in vivo single-molecule ejection experiments. The results of these experiments are featured in figures 4.2, 4.3, 4.4, and the appendix. These experiments reveal that the DNA translocation process, like many cellular processes, is subject to strong cell-to-cell variability with the ejection times exhibiting a wide range from approximately 1 to 20 minutes; furthermore, the character of the ejections are also highly variable, with some some ejection events exhibiting pauses. By simultaneously labeling the capsid proteins and the genomic DNA, it is possible to follow the viral life cycle in real time after the arrival of the viral DNA in the cytoplasm. In particular, by monitoring the fluorescence associated with ParB proteins, we have a real-time readout of the replication process of the viral DNA. By monitoring the fluorescence of the capsids, not only can we see phages bound to the cell surface, but we can also see the synthesis of the capsid proteins within the cell and their subsequent assembly into virus particles.

4.6 Appendix

The main purpose of this appendix is to provide detailed controls to demonstrate that our microscopy observations correspond to bona fide ejections of viral DNA into living cells. In particular, we first verified that the SYTOX Orange stain had appropriate specificity and sensitivity to visualize phage lambda. We next verified that SYTOX-Orange–stained phages eject their DNA in a comparable in vitro experiment, in contrast to many other dyes which allow visualization of DNA ejection but do not permit prior staining. After this, we made sure that SYTOX-Orange–stained phages does not impede the lifecycle of lytic phage and bacteria. We furthermore show that the host cells, in the presence of stained phage, do not have a spurious increase in fluorescence. That is, the presence of dyes and fluorescence excitation is known to degrade cell membranes. In order to rule out photobleaching artifacts, we measured the rate of photobleaching in our system and demonstrated that the time scales of ejection and photobleaching are well separated. Lastly, we provide all our ejection trajectories. We also supply the media and strains used in this work, as well as verification that phage λDVV1 has the proper genotype.

4.6.1 Dye-bound phage ejection controls

4.6.1.1 SYTOX Orange staining of phage is equivalent to DAPI

We wanted to ensure that the phage DNA was indeed being labeled by SYTOX Orange. Though earlier work has shown the binding properties of similar dyes, it is still of interest to make comparisons in the case of phage lambda [139]. We compared the SYTOX Orange stain with DAPI, which is known to be a quantitative indicator of DNA mass in phages [158]. As shown in figure 4.6a, colocalization of the DAPI stain and the
YFP labeled capsid proteins demonstrates that the nucleic acid of each such virus can be identified with DAPI. We then show in figure 4.6b simultaneous staining and colocalization of the viral DNA with both DAPI and SYTOX Orange, confirming that SYTOX Orange is both a sensitive and specific indicator for the presence of phage lambda.

![Simultaneous staining of λDVV1 with SYTOX Orange and DAPI](image)

**Figure 4.6:** Simultaneous staining of λDVV1 with SYTOX Orange and DAPI. Here, we verify that our engineered phage λDVV1 express a YFP-tagged capsid protein and that SYTOX Orange will penetrate the capsid and stain phage DNA. In (a) and (b), phages were stained with a given concentration of dye (see caption for each image below), flowed into a chamber made of a KOH cleaned coverslip and double-sided tape, and then imaged. (a) Staining of λDVV1 with a final DAPI concentration of 0.5 µg/ml. It has been previously established that DAPI will readily penetrate the phage capsid [80, 158]. We observe perfect co-localization of the DAPI and YFP signals, demonstrating that every phage has a YFP capsid label. (b) Co-staining of λcl60 with 0.5 µg/ml concentration of DAPI and 5 µM SYTOX Orange. Phages were stained with SYTOX Orange for 3 hours and then stained with DAPI for a few minutes. We observe perfect co-localization of the DAPI and SYTOX Orange signals, demonstrating that SYTOX Orange will enter the phage capsid. The presence of fluorescent puncta also provides evidence that SYTOX Orange will not adversely affect phage stability (in contrast to other dyes like SYBR Gold) [135]. An extra spot appears in (b) which is due to the presence of excess dye that was not dialyzed out. The scale bar in each image is 2 microns.

### 4.6.1.2 SYTOX-Orange–stained phage eject their DNA *in vitro*

Another important question concerning the presence of the SYTOX Orange dye is the extent to which it might perturb the dynamics of the viral DNA ejection. To explore this question, we use SYTOX-Orange–stained phages as the basis of an *in vitro* single-molecule experiment already performed in our laboratory.
and that of others [84–86, 135]. This is an especially important control since the properties of SYTOX Orange are different from many other dyes which allow visualization of DNA ejection but do not permit prior staining [135]. As can be seen from Figure 4.7, the ejection profiles of SYTOX-Orange–stained lambda phage display fundamentally the same dynamics as phage ejecting into a solution of SYBR Gold [135] which “read out” the phage DNA only after it has exited the capsid.

![Velocity vs DNA Ejected: SYTOX Orange vs. SYBR Gold](image)

**Figure 4.7:** *In vitro* single-molecule ejection experiment using SYTOX Orange. Phages were first pre-stained with 5 µM SYTOX orange for three hours; the kinetics of *in vitro* DNA ejection from the pre-stained phage were then observed in SM buffer using previously established protocols, with 5 µM SYTOX Orange replacing SYBR Gold as the dye of choice [135]. The kinematics of DNA ejection in 10 mM Tris/2.5 mM MgSO$_4$, a solution that has a similar magnesium content as SM buffer, is also plotted for comparison. We see no significant difference in the dynamics of ejection for phages that were pre-stained as opposed to phages that were not.

4.6.1.3 SYTOX-Orange–stained phage behave like wild-type phage in terms of bulk infection

Another question that can be asked about the possible perturbations induced by the presence of the dye molecule is the extent to which these dye molecules alter the macroscopic titers of infectious phage. In particular, we wanted to make sure that SYTOX-Orange–stained phages permit the life cycle of lytic phage and their host bacteria to continue. In other words, after staining the phages with SYTOX Orange, by how much does the titer of the phage decrease? The starting titer of our phages was $\sim 1 \times 10^{11}$. After staining with 5 µM of dye, and appropriate dialysis (see Materials and Methods), the resultant titer was measured to be $\sim 1 \times 10^{10}$ to $\sim 3 \times 10^{10}$ indicating between a three and tenfold drop in titer. This result confirms the results in [135]; that adding dye will result in a drop in titer but will still permit most phages to
still be active. From our microscopy observations (figure 4.6) and our titering experiments, we conclude that SYTOX Orange appropriately stains every phage, and that a significant fraction of those stained phages are actively infectious, and are able to produce phage progeny; thus, the activity of phage stained by SYTOX Orange is not decreased sufficiently to render the experiment impractical, unlike the effects of SYBR Gold staining [135].

4.6.1.4 Cells in the absence of phage do not increase in fluorescence

One of the consequences of the presence of nucleic acid dyes is the spurious increase in fluorescence of cells in the absence of phage attachment. In particular, the concomitant presence of dyes and fluorescence excitation is known, in some cases, to degrade the cell membranes via oxygen radicals and hydrogen peroxide generation. This results in cell death, which could cause an increase in intracellular fluorescence as dye leaks into the cells and binds to the nucleoid [159]. In these cases, spurious fluorescence could result in confounding effects which would interfere with our ability to identify and monitor putative ejection events. We have no evidence that such perturbations occur with SYTOX Orange at the concentrations used in these experiments.

We demonstrate here that cells, in the presence of stained phage elsewhere in the same chamber, do not have a spurious increase in fluorescence. We segmented images for every cell without bound phage and then monitored the internal fluorescence of those cells over time. As can be seen in figure 4.8, there is no evidence from any 89 cells inquired that there is an increase in fluorescence in the absence of phages. We moreover used the GODCAT system (see table 4.2) which is known to be protective to E. coli in the presence of oxygen radicals [159]. Thus, whenever we do see an increase in fluorescence, the result must have been from phage ejecting its DNA into the cell interior.

4.6.1.5 Photobleaching and ejection time scales are separated

In order to properly characterize the ejection events, photobleaching and viral DNA ejection must be distinguishable. To do this, we measured the rate of photobleaching and demonstrate that the time scales of ejection and photobleaching are well separated, as in Figure 4.9. Phages were prepared with SYTOX Orange as described in the Materials and Methods. Briefly, λcI60 lysate was first centrifuged for 5 minutes at 13,000 g and the supernatant was stained with 500 nM SYTOX Orange for 3 hours. Free dye was then removed by 4 rounds of spin filtering through a 100 kDa cutoff Amicon filter at a 1:40 ratio of sample:buffer. A dilution of phage containing \( \sim 10^9 \) pfu/ml was then flowed onto KOH cleaned chamber and incubated for 2 minutes. The chamber was then washed with a solution of M9 medium supplemented with 1% GODCAT, 1% beta-mercaptoethanol, and 0.5% glucose. The sample was illuminated with mercury lamp excitation passed through a TRITC filter set; images were taken every minute with 500 ms exposure for 30 minutes,
Figure 4.8: No phage internal control. 89 cells which had no discernible attached phages were analyzed for their level of fluorescence as a function of time (blue lines). The red line is the average total fluorescence change in an ejecting phage. The change in fluorescence for cells without phages is negligible compared to those with phages.

precisely the same conditions used in the in vivo experiment. The fluorescence images were processed using a custom MATLAB script.

This data (figure 4.9) demonstrates that while significant photobleaching does occur over the course of 30 minutes, ejections, as shown in figures 4.2 and 4.3 in the main text and 4.11 below, range from 1 minute to 20 minutes. Thus for the typical ejection timescale of 15 minutes, photobleaching can account for at most a $\sim 30\%$ loss of signal. On the other hand, the fluorescence losses seen for the putative ejection events were much more stereotyped and typically faster than the monotonic decreases seen to result from explicit photobleaching. This lends credence to our use of the rapid decrease in phage signal as a marker for putative in vivo ejection events.

A second way to explore the same question was to observe the cells in which several phages were bound. For those cases in which only one of the bound phages underwent a putative ejection event, by simultaneously monitoring the level of fluorescence in the other, non-ejecting phage, we could directly compare an ejecting and non-ejecting phage, both subject to photobleaching. Examples of these events are shown in figure 4.10. This data is consistent with figure 4.9 and demonstrates that the loss in fluorescence in ejecting phages occurs on a faster timescale than photobleaching and dye loss. The green lines were determined to be ejecting phages, because their fluorescence decrease mirrors the increase in fluorescence inside the cell, and is much faster than photobleaching (figure 4.9). The red lines, therefore, represent the fluorescence of non-ejecting
Figure 4.9: Photobleaching in SYTOX-Orange–stained bacteriophage. The trajectories of the total fluorescence above background for 36 phages are shown. The time scale for photobleaching is 30 minutes, and all the trajectories are decreasing monotonically.

phages. As can be seen, the time scale of photobleaching is much longer than that of ejection, which allows us to distinguish ejection from photobleaching.

4.6.1.6 Single-phage ejection trajectories

Here we provide all of our ejection trajectories. As can be seen from the trajectories below, the decrement of fluorescence in the phage is accompanied by a rise in fluorescence inside the cell, indicating that DNA is being transferred from the phage into the cell. These trajectories are the first direct in vivo measurements of DNA translocation, a single-molecule analog to the experiments by Hershey and Chase in 1952 [74]. As can be seen from the trajectories, the distribution of time to complete ejection is highly variable. In figures 4.11–4.13, we see that for the most part there is fluorescence conservation between ejecting phages (red lines) and increase in fluorescence in the cells (blue lines). The masks for ejecting phages are displayed in green, the masks for non-ejecting phages are displayed in red, and the masks for the cell are displayed in white. Often, trajectories contain steps and sometimes the fluorescence is not conserved. The lack of conservation could be due to dye being stripped off the phage as it translocates its DNA. It could also be due to nonlinearities introduced by the EM gain in the Andor iXon camera.
Figure 4.10: Photobleaching in SYTOX-Orange–stained bacteriophage bound to cells. Several cells had multiple stained phages that were bound simultaneously. Some of these phages did not display a significant decrease in fluorescence, indicating that they did not infect the cell. Here we plot the decrease in fluorescence in an infecting phage and a non-infecting phage in five different cells (a–e). The total fluorescence above background for each phage was determined using the segmentation masks displayed in figure 4.11. These values are normalized by the maximum observed fluorescence in each phage to allow for side-by-side comparison of the drop in fluorescence levels. Photobleaching occurs on a much longer time scale than ejections.
<table>
<thead>
<tr>
<th>Cell number</th>
<th>Phase and fluorescence images</th>
<th>Masks</th>
<th>Trajectories</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="graph1.png" alt="Graph" /></td>
</tr>
<tr>
<td>2</td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="graph2.png" alt="Graph" /></td>
</tr>
<tr>
<td>3</td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
<td><img src="graph3.png" alt="Graph" /></td>
</tr>
<tr>
<td>4</td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td><img src="graph4.png" alt="Graph" /></td>
</tr>
<tr>
<td>5</td>
<td><img src="image9.png" alt="Image" /></td>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="graph5.png" alt="Graph" /></td>
</tr>
<tr>
<td>6 (multiple)</td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
<td><img src="graph6.png" alt="Graph" /></td>
</tr>
</tbody>
</table>

**Figure 4.11:** Single-molecule trajectories: Group 1. Each one of the rows in this series of images shows the phase and fluorescence image of a particular cell that has been segmented, the corresponding masks and the resulting fluorescence both from the virus-segmented region and from the whole cell. Cells with multiple ejecting phages are marked.
<table>
<thead>
<tr>
<th>Cell number</th>
<th>Phase and fluorescence images</th>
<th>Masks</th>
<th>Trajectories</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
<tr>
<td>8</td>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td>9</td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td><img src="image9.png" alt="Image" /></td>
</tr>
<tr>
<td>10</td>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td>11</td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
<td><img src="image15.png" alt="Image" /></td>
</tr>
</tbody>
</table>

**Figure 4.12:** Single-molecule trajectories: Group 2. Each one of the rows in this series of images shows the phase and fluorescence image of a particular cell that has been segmented, the corresponding masks and the resulting fluorescence both from the virus-segmented region and from the whole cell. Cells with multiple ejecting phages are marked.
<table>
<thead>
<tr>
<th>Cell number</th>
<th>Phase and fluorescence images</th>
<th>Masks</th>
<th>Trajectories</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 (multiple)</td>
<td><img src="image1" alt="Image" /></td>
<td><img src="image2" alt="Image" /></td>
<td><img src="graph1" alt="Graph" /></td>
</tr>
<tr>
<td>13</td>
<td><img src="image3" alt="Image" /></td>
<td><img src="image4" alt="Image" /></td>
<td><img src="graph2" alt="Graph" /></td>
</tr>
<tr>
<td>14</td>
<td><img src="image5" alt="Image" /></td>
<td><img src="image6" alt="Image" /></td>
<td><img src="graph3" alt="Graph" /></td>
</tr>
<tr>
<td>15</td>
<td><img src="image7" alt="Image" /></td>
<td><img src="image8" alt="Image" /></td>
<td><img src="graph4" alt="Graph" /></td>
</tr>
</tbody>
</table>

**Figure 4.13:** Single-molecule trajectories: Group 3. Each one of the rows in this series of images shows the phase and fluorescence image of a particular cell that has been segmented, the corresponding masks and the resulting fluorescence both from the virus-segmented region and from the whole cell. Cells with multiple ejecting phages are marked.
4.6.2 Strains, media, and controls for constructing $\lambda$DVV1

A description of the construction of phage $\lambda$DVV1 is outlined in the primary text. Here, we detail the stains that were used or constructed during this work (table 4.1), recipes for media and buffers (table 4.2), as well as controls that verify the genotype of phage $\lambda$DVV1 (table 4.3 and figures 4.14 and 4.15).

**Table 4.1**: Strain and plasmids that were used or constructed during the course of our study.

<table>
<thead>
<tr>
<th>Strain, Phages, or Plasmid</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>LE392</td>
<td>&quot;Wild-type&quot; <em>E. coli</em> that carries the supF amber suppression phenotype, allowing Sam7 phages to undergo lysis</td>
</tr>
<tr>
<td>$\lambda$cI60</td>
<td>A lambda phage with a clear plaque morphology mutation in the cI gene</td>
</tr>
<tr>
<td>$\lambda$eyfp</td>
<td>A lysogen with YFP fused to gpD [137]</td>
</tr>
<tr>
<td>$\lambda$eyfp + pKD46</td>
<td>Strain $\lambda$eyfp harboring a plasmid that expresses the $\lambda$Red system that allows the strain to undergo homologous recombination</td>
</tr>
<tr>
<td>LE392 + pAW61</td>
<td>Strain LE392 harboring a plasmid that expresses mCherry-ParB under the control of a pBAD promoter</td>
</tr>
<tr>
<td>LE392 + pPlate*D</td>
<td>Strain LE392 harboring a plasmid that produces the wild-type gpD protein. This plasmid overcome the defects in capsid assembly seen in $\lambda$eyfp [80]. This strain was used to both propagate and titer YFP labeled phage.</td>
</tr>
<tr>
<td>$\lambda$DVV1</td>
<td>A phage with YFP fused to gpD and a P1parS sequence inserted into the b region. The strain was lysogenized into LE392+pPlate*D.</td>
</tr>
<tr>
<td>pALA1073</td>
<td>A plasmid harboring the P1parS sequence</td>
</tr>
</tbody>
</table>
Table 4.2: Recipes for various media and buffers used in our study.

<table>
<thead>
<tr>
<th>Media</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NZYM</td>
<td>10g NZ amine, 5g NaCl, 5g Bacto-yeast extract, 2g MgSO₄·7H₂O, 1 L milliQ water, autoclave</td>
</tr>
<tr>
<td>LB</td>
<td>10g Bacto-tryptone, 5g yeast extract, 10g NaCl, 1 L milliQ water, autoclave</td>
</tr>
<tr>
<td>LBM</td>
<td>LB + 10 mM MgSO₄·7H₂O</td>
</tr>
<tr>
<td>M9sup</td>
<td>1X M9 salts, 1 mM thiamine hydrochloride, 0.4% glycerol, 0.2% casamino acids, 2 mM MgSO₄, 0.1 mM CaCl₂</td>
</tr>
<tr>
<td>M9maltose-sup</td>
<td>1X M9 salts, 1 mM thiamine hydrochloride, 0.4% maltose, 0.2% casamino acids, 2 mM MgSO₄, 0.1 mM CaCl₂</td>
</tr>
<tr>
<td>SM</td>
<td>5.8 g NaCl, 2 g MgSO₄·7H₂O, 50 mL 1 M Tris-Cl, pH 7.5, 2 % w/v gelatin, milliQ water to 1 L, autoclave</td>
</tr>
<tr>
<td>TM</td>
<td>50 mM Tris-Cl (pH 7.4), 10 mM MgSO₄</td>
</tr>
<tr>
<td>GODCAT</td>
<td>50 mg glucose oxidase, 111 µL catalase, 500 µL TM</td>
</tr>
</tbody>
</table>

Table 4.3: Primers used for engineering λDV1 by recombineering. Portions of the recombineering primers that carry homology to the lambda genome are in lower case and highlighted in red. The primers used for our colony PCR screen for successful insertions are also given.

<table>
<thead>
<tr>
<th>Primer</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>parS left</td>
<td>5'- aggcacaaaaatcatcagaacgaacgccactcaagtcggtcgtgcaCACAGCTTATAGGCGTTTTTGGCAGT -3'</td>
</tr>
<tr>
<td>parS right</td>
<td>5'- cccgtactcctcaccagctcgtgcgttcaacttctgatattccccCTCCATCGATTTTACGCGCGAT -3'</td>
</tr>
<tr>
<td>parS integration check left</td>
<td>5' - AGATGGGTTGGCCTAAAAAG - 3'</td>
</tr>
<tr>
<td>parS integration check right</td>
<td>5' - CCAGGACAAGTTTTTCGTCTT - 3'</td>
</tr>
</tbody>
</table>
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Figure 4.14: PCR amplification of the P1parS site on plasmid pALA1073 with primers containing homology to the b region of the lambda genome. The PCR product was purified from the host plasmid by DpnI digestion, and then used for recombineering. The expected insert size is \( \sim 1500 \) bp, which is confirmed by the gel.

Figure 4.15: Colony PCR screen for the insertion of a parS site into the b region of the lambda genome. Single colonies from the selection step in the recombineering protocol were screened for the presence of a P1parS site using colony PCR. The PCR product is \( \sim 1702 \) bp with the insert and \( \sim 1988 \) bp without. Every colony that survived the Kanamycin selection step gave a positive result with the colony PCR screen.
Figure 4.16: Sequencing results for the insertion of a parS site into the b region of the lambda genome. DNA generated from the colony PCR screen were sent for sequencing. Every colony came back positive. The results displayed here show that for this colony, there is 94% sequence identity between the region amplified from the lambda genome by colony PCR and the sequence of plasmid pALA1073.
Figure 4.17: Montages of the phage lifecycle monitored with λDVV1. Montages of phase images, gpD-YFP, and mCherry-ParB for 9 different cells are displayed.
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