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Abstract 

Optical information storage and optical information processing are the two themes 

of this thesis. Chapter two and three discuss the issue of storage while the final two chapters 

investigate the topic of optical computing. 

In the second chapter, we demonstrate a holographic system which is able to record 

phenomena in nanosecond speed. Laser induced shock wave propagation is recorded by 

angularly multiplexing pulsed holograms. Five frames can be recorded with frame interval 

of I2ns and time resolution of 5.9ns. We also demonstrate a system which can record fast 

events holographically on a CCD camera. Carrier multiplexing is used to store 3 frames in 

a single CCD frame with frame interval of I2ns. This technique can be extended to record 

femtosecond events. 

Information storage in subwavelength structures is discussed in the third chapter. A 

2D simulation tool using the FDTD algorithm is developed and applied to calculate the far 

field scattering from subwavelength trenches. The simulation agrees with the experimental 

data very well. Width, depth and angle multiplexing is investigated to encode information 

in subwavelength features. An eigenfunction approach is adopted to analyze how much 

information can be stored given the length of the feature. Finally we study the effect of non­

linear buffer layer. 

We switch gear to holographic correlators in the fourth chapter. We study various 

properties of the defocused correlator which can control the shift invariance conveniently. 

An approximate expression of the shift selectivity is derived. We demonstrate a real time 

correlator with 480 templates. The cross talk of the correlators is also analyzed. 

Finally, in the fifth chapter we apply the optical correlator to fingerprint identifica­

tion and study the performance of the correlation based algorithms. The windowed corre­

lation can improve the rotation and distortion tolerance. 
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1 Introduction 

Optics is one of the oldest fields in science, but yet it gives us fascinating new faces. 

Optics has been found wide applications in physics (laser spectroscopy, quantum optics, 

BEC, etc.), chemistry (femtosecond chemistry), biology (optical tweezers), and medical 

practicing (laser eye surgery), to name but a few. The last two decades have witnessed the 

revolution in the information industry: the boom of optical fiber telecommunications and 

massive growth ofthe internet. However, the most widely used information processors are 

still electronic (RAM, CPU). In this thesis we focus on the topic of information processing 

using optical techniques. 

One of the promising candidates for information storage is holographic memory. It 

has attracted researchers ' interest for decades because of its potential of huge storage 

capacity (V/A3) and fast accessing rate (light speed optically, limited by electronics). In 

chapter two, we apply holography to monitoring fast phenomena. A reference pulse and a 

signal pulse instead of two CW beams are used to record a hologram. Different frames are 

recorded by different pairs of pulses using multiplexing techniques (angle, wavelength, and 

frequency mUltiplexing). The resolution is limited by the recording laser pulse width. Indi~ 

vidual frames can be read out separately because of the multiplexing selectivity. A nano­

second movie camera is demonstrated, which is used to record the laser induced shock 

wave propagation. The multiple pairs of recording pulses are generated from a single pulse 

of a Q-switched Nd:Y AG laser using specially designed reference and signal cavities. 
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Angular multiplexing is employed and five frames with resolution of 5.9 ns are recorded. 

We also propose and demonstrate recording nanosecond events directly on commercially 

available low frame rate CCD cameras (30 fps) using carrier multiplexing. The femtosec­

ond version of reference and signal pulse generators are designed. Carrier multiplexing can 

be extended to record femtosecond movies. Finally we propose another idea to build a fem­

tosecond movie camera using spectral hole burning medium. Some preliminary material 

characterization of the SHB material (M/#) is included. 

In chapter three, we study the diffraction from subwavelength structures. A poten­

tial application is to improve the track density of current DVD/CD technologies without 

using complicated near field scanning. A 2D simulation tool using the FDTD algorithm is 

developed. We first verify our simulation by comparing the calculated far field scattering 

pattern with the experimental data. The far field scattering from a trench can be divided into 

two parts. One is reflection from the wafer surface and the other is diffraction of the light 

reflected from the bottom of the trench. The phase difference between these two parts can 

be controlled by the depth of the trench. Infonnation can be encoded by varying the width 

or depth of the trench and the incident beam polarization. If the scattering is linear, we can 

stack many trenches together and create a phased array which is equivalent to a mirror. 

Infonnation can also be encoded by varying the slanting angle of the mirror. In order to ana­

lyze how much infonnation can be encoded in a unit length, which is able to be detected in 

the far field, we employ an eigenfunction approach to investigate the near field to far field 

transfonn. Finally we also investigate the effect of adding a nonlinear buffer layer on top 

of the trench encoded with infonnation. Self-focusing or self-shaping in the nonlinear layer 

with intensity dependent refractive index or absorption can reduce the effective beam waist. 
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An approximate expression of the beam waist in the nonlinear medium is derived using a 

perturbation method. It is found that the waist depends on the effective nonlinear phase 

shift. 

The final two chapters discuss the holographic correlator and its applications. 

Unlike in a memory device, signal is used to reconstruct reference in a corre1ator. If the 

recording material is thin, the correlator is shift invariant in that a shift of the input image 

simply results in a corresponding shift of the correlation peak in the output plane. A certain 

degree of shift invariance is required to make the system robust; however, it can limit the 

number of templates that can be stored. In chapter four, we discuss various properties ofthe 

defocused holographic correlator, where shift invariance can be controlled simply by 

moving the recording material away from the focal plane. We derive the shift selectivity 

and find out that the selectivity is inversely proportional to the defocusing distance and the 

image size. Because the side lobes are suppressed in the defocused correlator, cross talk in 

correlator arrays is reduced. We also demonstrate a real time correlator system with 480 

templates limited by shrinkage of the recording material. In chapter five, we apply the opti­

cal correlator to fingerprint identification. A false rejection rate of 4.7% and a false classi­

fication rate of 4.6% are obtained. We then study the validity of the correlation based 

algorithms for fingerprint identification. Windowed correlation can improve the distortion 

and rotation tolerance. 
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2 Holographic Recording of Fast Phenomena 

2.1 Introduction 
Monitoring fast phenomena is of interest to science and engineering since it tells us 

about the dynamics of physical processes [2-1 ][2-2]. For instance, the pump-probe tech­

nique is widely used in non-destructive and repeatable measurements. For ID imaging 

(e.g., lifetime measurements), streak cameras with subpicosecond resolution can be used. 

Recording movies of fast events can be accomplished with a set of sensors [2-3]. The light 

from the object is gated electronically on to each sensor (intensified CCD) while the image 

is broadcasted. Limited by weak intensity and silicon circuit speed, about 10 frames can be 

recorded with frame interval and time resolution of IOns. 

Since the early days when holography was invented [2-4], people have been study­

ing high speed events using holographic techniques. A well known example is double expo­

sure interferometry [2-5]. In this method, two pulsed holograms are recorded successively 

with the reference beams in the same direction. Upon reconstruction, the two frames are 

reconstructed simultaneously and interfere with each other. Multiple frames can be stored 

and reconstructed separately using multiplexing techniques. In Section 2.2 a system to 

record nanosecond movies is discussed. We experimentally demonstrate the system by 

making movies of laser induced shock waves with a temporal resolution of 5.9 ns, limited 

by the pulse width ofthe Q-switched Nd:Y AG laser used in the experiments. In Section 2.3 

we investigate carrier multiplexing on CCD cameras. We record three frames of an air dis­

charge event in a single CCD frame. This technique is useful for low-bandwidth images and 
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can be extended to femtosecond regime. In Section 2.4, some schemes to record femtosec­

ond movies are investigated. Properties of femtosecond pulsed holograms in LiNb03 are 

discussed. Spectral hole burning holography is also investigated as a candidate to record 

femtosecond movies. 

2.2 Nanosecond holographic movie camera [2-13] [2-14] 

Previous work has focused on spatial multiplexing where holograms are recorded 

at different locations of the recording medium. In an early report, a 100 ps laser pulse is 

used to store five frames [2-6). Beam splitters are used to generate the reference and signal 

pulse trains. The time delay between beam splitters determines the frame interval. In 

another method, a wave front preserving optical delay line (a White cell) and a specially 

graded beam splitter is used to generate the reference and signal pulse trains [2-7]. The 

frame interval can be as short as 28.3 ns. Spatial multiplexing by rotating the recording 

medium has also been reported [2-8], but the speed is either limited by the mechanical scan­

ning or the laser pulse repetition rate. Pulsed holograms have also been angularly multi­

plexed [2-9] taking advantage of the thickness of the recording medium. In one method, 

three lasers are used to generate three reference beams with different angles and each laser 

fires a pulse in a different time [2-10). The frame interval is about l).1s. A rotating mirror 

[2-11] or electro-optic switches [2-12] have also been used to generate the reference beams. 

In these efforts, the speed is limited by electronics or mechanic scanning. 

In spatial multiplexing, the number of frames is limited by the recording medium 

area and the beam diameter, not the dynamic range of the recording material. Furthermore, 

the direction of signal beam changes from pulse to pulse (except that the recording medium 
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is rotated) and thus it changes the perspective of the object. It also makes the interferometry 

between any two of the recorded frames more difficult. 

The method we describe uses the angular selectivity of thick holograms to resolve 

frames that are recorded with adjacent pulses. Two specially designed cavities are used to 

generate the signal and reference pulse trains. The advantage of our methodis that the speed 

is limited by the pulse width of the laser instead of a scanning mechanism. The duration of 

the movie (the number of frames) is limited by the dynamic range of the recording material, 

not its spatial extent. 

As shown in Figure 2-1, a sequence of signal and reference pulses are incident on 

Hologram 

Signal Fast changing object 

Fig. 2-1. Angularly multiplexing pulsed holograms 

the holographic medium during the recording. The signal pulses all travel in the same direc-

tion while the reference beam direction changes from pulse to pulse in order to angularly 

multiplex holograms. After the recording, a CW laser at the same wavelength is used to 

read out individual frames. Depending on the incidence angle, different frames can be read 
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out separately due to the angular selectivity of the thick hologram. In the experiments, both 

the signal and the reference pulse trains are generated by a single pulse from a frequency 

doubled Q-switched Nd:Y AG laser (wavelength 532nm, pulse width 5.9 ns, energy per 

pulse 300 mJ, beam diameter 9mm). 

2.2.1 Nanosecond holographic system 

Figure 2-2 shows the cavity that generates the signal pulse train. A polarizing beam 

Single pulse 

I 
I 

J 
Pockels cell Signal pulse train 

1J4 waveplate 

Fig. 2-2. Signal pulse train generation 

splitter is used to couple the vertically polarized (perpendicular to the paper) incident pulse 

into the cavity. The Pockels cell is timed to behave like a temporary "-/4 wave plate to rotate 

the polarization of the incident pulse to horizontal direction after it first enters the cavity. It 

is turned off afterwards while the pulse travels back towards the opposite mirror. The pulse 

is then trapped inside the cavity since the polarizing beam splitter transmits beam with hor-

izontal polarization. A "-/4 wave plate is used to slightly rotate the polarization ofthe pulse 

and the induced vertical polarized component is coupled out of the cavity from the polar-

izing beam splitter. A sequence of signal pulses are then generated and the pulse separation 

is equal to the round trip time of the cavity. The two lenses inside the cavity form an imag-

ing system that compensates for beam diffraction. 
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The reference cavity is shown in Figure 2-3. The incident pulse enters the cavity via 

Single pulse 

Mirror 

mm'or 

Fig. 2-3. Reference pulse train generation 

a small coupling mirror. After the coupling mirror, it travels as if it had originated from the 

center of the front mirror. The two lenses form an imaging system and the pulse hits the 

center of the rear mirror. If the rear mirror is parallel to the front one, the reflected pulse 

would travel backwards symmetrically with respect to the axis. After reflecting by the front 

mirror, it would then get blocked by the coupling mirror when it tries to retrace the previous 

path. We break the symmetry of the cavity by slanting the rear mirror slightly. The pulse is 

then reflected by the rear mirror and travels at a smaller angle towards the axis, just missing 

the coupling mirror. The pulse hits the center of each cavity mirror at slightly different 

angle after every round trip. Pulses are coupled out of the cavity by making one of the mir­

rors partially reflecting. 

We generate five signal and reference pulses out ofa single pulse from the Nd:Y AG 

Q switched laser using the above method. The pulse separation is about 12 ns which can be 

changed by tuning the cavity length. Our current signal cavity is quite lossy due to the 

reflections from the optical components and the spatial filtering that is used to improve the 

beam profile, and this limits us to only about five signal pulses. Improved cavity design 
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should alleviate this problem. We recorded five plane wave pulsed holograms. The diffrac-

tion efficiency of each frame is shown in Figure 2-4. Both the reference and signal pulse 

0.1 ,---------------------------------------------, 

>­u 
r::: 
.!! 
u 
IE 
w 
r::: 0.01 
o .. 
u 

~ 
i5 

0.001 +-------,---------,--------,--------,--------,-----------1 

o 2 3 4 5 6 

Frame Number 

Fig. 2-4. Diffraction efficiency of pulsed holograms 

train have a total energy of about 37 mJ. The pulse energy in the reference and signal pulse 

train decays and the successively recorded holograms get weaker and weaker. The diffrac-

tion efficiency of the first hologram is 4% while that of the fifth hologram is about 10-3. 

Aprilis material [2-15] ULSH500-7A-22 is used as the recording medium. The thickness 

of the material is 200 J..tm. The pre-exposure energy is about 2J/cm2(white lamp). 

Figure 2-5 shows the selectivity curve of the first hologram. The measured selectivity is 

about 0.3 degree. The Aprilis material can yield a diffraction efficiency of approximately 

1 % for a 1.6mJ/cm2 exposure of cw illumination or a single 5.9ns pulse. The diffraction 

efficiency when M holograms are superimposed goes as 11=(M#/M)2 where M/#[2-16] is a 
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Fig. 2-5. Angular selectivity 

material dynamic range parameter. The M/# of the Aprilis material is about 6. Since we typ-

ically can obtain high fidelity reconstructions with 11 of 10-4, movies with several hundreds 

of frames can be recorded. 

We also recorded pulsed image holograms. A mask with random binary pattern was 

used to modulate the signal beam. Figure 2-6 shows the reconstructed and direct images. 

I-blogram Direct image 

Fig. 2-6. Comparison between the pulsed hologram and direct image 
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After recording the hologram, the mask becomes yellowish and gets partially burnt by the 

high power laser pulses. For this reason, a low quality mask was used. 

2.2.2 Nanosecond movies of shock waves 
We used this movie camera to record optical breakdown events. Our single-pulse-

pump-record experimental setup is shown in Figure 2-7. We split the pulse from the laser 

Reference ----+-~1--t--1" 
Generator 

Recording 
Materia~ 

Pocke~ 
Cell 

Partially 
Reflecting 

J Mirror 

Signal Beam 
Generator 

1-- -- , 

! Polarizing Beamsplitter 

I A/2 waveplate 

~ A!4 waveplate 

Fig. 2-7. High speed holographic movie camera 
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and focus it on some sample. This pumping pulse can optically break down the object [2-

17]-[2-21]. Figure 2-8 shows the optical breakdown on a PMMA sample. Frame A is 

~ .', 
~' 

, ,~ 
'* ," <$" 

'M, '" . 
A 

D 

, 

, "J \~" 
'. ........ " " 

.~' "'* 
B C 

E F 

Fig. 2-8. Optical breakdown in PMMA 

recorded at about 1 ns before the pumping pulse vanishes. A, B, C, D and E are the succes-

sively recorded frames and the frame interval is about 12ns. F is the final direct image of 

the sample after the optical breakdown. The size of the image is 1.74mm x 1.09mm. The 

intensity of the pumping beam is about 1.6 x 1012W/cm2. Frame A shows the plasma cre-

ated by the pumping pulse. The tail is likely due to the discharge in the air in front of the 

sample. In frame B, a shock wave is clearly seen. The average propagating speed of the 

shock wave between frame A and B is about 10 km/s and that between frame D and E is 

about 4 kmls. In Figure 2-9 we show the breakdown in air. Similarly, plasma is created in 

frame A and soon a shock wave forms. The image size is 2.7 6mm x 1.17mm. The intensity 

., .. ' " • If - . ' 

, :~.': ':, " -.. .: :1'". 
, , 

A B 

Fig. 2-9. Optical breakdown in air 
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of the pumping beam is about 5.2 x 1 012W/cm2. The air discharge happens in a region near 

the focal point of the lens and the length of that region is about equal to the depth of focus. 

A line of spark is visible during the experiment. In Figure 2-10, we focus the pumping pulse 

'f 

i't" 
%/'" ; 

~~ : 
A B C 

Fig. 2-10. Optical breakdown in air 

near a blade (the dark rectangular shadow). The threshold of optical breakdown is lowered 

by the presence of the metal blade. The image size is 1.82mm x I.4Smm. The intensity of 

the pumping beam is about 1.6 x 1012W/cm2
. The optical breakdown happens mainly at a 

small region around the focal point which is close to the metal and produce a more spherical 

shock wave. We also focused two pumping beams on PMMA to generate two shock waves 

as shown in Figure 2-11. The image size is 1.48mm x I.S2mm. In the first movie the lower 

pumping pulse has higher energy as we can see from the plasma size in frame 1 a. When the 

two shock waves meet, the one with higher pressure penetrates as shown in frame 1 c. In the 

second movie the two shock waves roughly have the same pressure, and they balance with 

each other in the middle. 

A unique feature of the holographic movie is that it records the field and thus has 

both the amplitude and phase information. Phase changes can be detected by interfering 

two reconstructed frames or interfering the frame with the reference wave. We interfere the 

second frame of an air discharging movie with the reference (a plane wave). The fringes 
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la Ib lc 

2a 2b 2c 

Fig. 2-11. Interaction of double shock waves 

are shown in Figure 2-12. Apparently, the refractive index inside the region surrounded by 

Fig. 2-12. Interferometry between a fast movie frame and its reference wave 

the shock front is different from that of the outside and there is an index gradient. In the 

holographic reconstruction we can focus at different depths since the object field is recon­

structed. This is shown in Figure 2-13. In A the plasma created on the PMMA sample is in 

focus, while in B the shock wave due to the discharge in the air (in front of the sample) 

comes to focus by changing the position of the CCD camera. The angle between the pump-
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A 

B 
Fig. 2-13. Focusing at different depths 

ing beam and the signal beam is about 20 degrees. The pumping pulse is focused at about 

1 cm in front of the PMMA sample which is consistent with the measured image depth posi-

tion difference between A and B. 

2.3 Carrier multiplexing [2-26] 

The shock wave images in the previous section have low bandwidth. In principle 

we can also record these holograms in a thin medium. Because ofthe advancement of CCD 

technology, there has been a lot of interest in digital holography [2-22}-[2-2S] where holo-

grams are recorded in a CCD camera and reconstructed digitally. CCD cameras not only 

provide a convenient interface to computers but also are an ideal thin recording material, 

which are sensitive to a very broad spectrum ranging from infrared to ultraviolet and have 

high responsivity (even hundreds of photons can be detected in one pixel). 

Pulsed holograms can be recorded in a CCD camera as shown in Figure 2-14. Suc­

cessive holograms are recorded with a slightly different reference angle as in angular mul­

tiplexing. Because the resolution of the CCD camera is typically about 10 f.!m, a beam-
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Fig. 2-14. Carrier multiplexing 

2-13 

splitter is used in order to record holograms in Mach-Zehnder interferometer configuration. 

The CCD camera records the integration of the whole sequence of pulse exposure. All of 

the holograms are superimposed in one composite CCD frame and each can be indepen-

dently reconstructed through digital spatial filtering if the image bandwidth of each holo-

gram is sufficiently low. Individual holograms can then be filtered out and reconstructed 

by first performing a digital Fourier Transform on the composite image, filtering a selected 

pass-band corresponding to the desired hologram and then performing an inverse Fourier 

transform on the filtered result. As an example we consider the interference pattern shown 

in Figure 2-12, which is the hologram of an air discharge event. Figure 2-15a shows the DC 

filtered Fourier Transform. In general, the recorded pattern on the CCD is proportional to 

(2-1) 

where R is the plane wave reference and S is the signal. There are two side bands in 

Figure 2-15a, which correspond to the last two terms of Equation 2-1. The position of the 

side band is determined by the interference pattern frequency or the carrier frequency, 
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a 

Fig. 2-15. DC filtered Fourier Transform 

which can be changed by changing the reference beam incidence angle. We filter out one 

side band as shown in Figure 2-l5b and perform the Inverse Fourier Transform. Either R*S 

or RS* is obtained. By taking the amplitude, the signal lSI is reconstructed as shown in 

Figure 2-16. Different holograms can be recorded without overlapping with each other in 

Fig. 2-16. Digitally reconstructed image 

the frequency domain if the carrier frequency of each hologram is separated enough. The 

typical bandwidth of an air discharge pattern is about 0.0024 f.lm-1. If the CCD pixel size is 

10f.lm x 10f.lm (maximal bandwidth 0.05f.lm-1), hundreds of frames can be recorded and 

reconstructed separately by 2D carrier multiplexing. 

Our experimental setup is shown in Figure 2-17. We use the reference cavity in Sec­

tion 2.2 to generate a sequence of pulses. The generated pulses are relayed by another imag-
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Fig. 2-17. Experimental setup 

mg system and split into reference and signal by a non-polarizing beamsplitter. We 

recombine the reference and signal using mirrors and then record holograms on a CCD 

camera (Pulnix TM-7EX, 30 frames per second, 768 x 494 pixels, pixel size 8.4 x 9.8 )lm). 

A portion of the laser pulse is split off and focus on the signal path to induce the air dis-

charge. Holograms of the optical breakdown in air are then recorded using this setup. 

We generated three pulses with pulse separation of 12ns. Three plane wave pulsed 

holograms and the DC filtered Fourier Transform spectrum are given in Figure 2-18a and 

b respectively. Clearly, they are well separated in the frequency domain. We then recorded 

an air discharge movie. The holograms and the Fourier transform of the composite CCD 

frame are shown in Figure 2-19a and b respectively. We reconstructed the three holograms 

and the results are given in Figure 2-20abc. Because the holograms are recorded in the far 

field, the diffraction of the image needs to be compensated. Consider one of the holograms 

* Rj Sj. We take the x-y plane as the plane of the CCD camera. The field at z can be calcu-
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a b 

Fig. 2-18. Plane wave holograms and their DC filtered Fourier Transform 

a b 

Fig. 2-19. Air discharging movie 

1ated by convolving the field at z=O with the Fresnel diffraction kernel, and is given by [2-

27] 

(2-2) 

We only need to multiply the reconstructed field by a chirped phase term and then perform 

the Fourier Transform. The presence of the reference Ri* merely shifts the position of the 
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a b c 

d e f 

Fig. 2-20. Digital reconstruction with and without diffraction compensation 

image slightly from the center. The diffraction can be compensated by using a negative z 

for Rj*Sj or a positive z for RjSj * term. The three frames after the diffraction compensation 

are shown in Figure 2-20def. In the first frame (d) the plasma created by the optical break­

down in air is shown, while in the last two frames (e and f) a shock wave is formed and 

propagates outward. 

This method can also be extended to the femtosecond regime if a femtosecond 

pulsed laser is used. A typical Ti:Sapphire mode locked laser has pulse energy of a few nJ. 

Let us consider recording a movie using a single femtosecond pulse with InJ energy and 

beam size of Icm2. We estimate that if the pulse uniformly illuminates the CCD, then each 

pixel has about 4000 photons. Since we only need several hundred photons per pixel for the 

recording of a single hologram, we expect that up to ten frames can be recorded with a 

single 1 nJ pulse. An optical amplifier is required for longer movies. 
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In the nanosecond system we used two cavities to generate the reference and signal 

pules since the pulse is long (about 1.8 meters spatially). In the femtosecond regime since 

the pulse is very short (tens of microns spatially) we can simply use delay lines with thick-

ness ofa few hundreds of microns. Figure 2-21 shows the reference and signal pulse gen-

Spectral domain Spectral domain 

H---;~ ~ 
\ : Delay line \ DelaYli'f 

Reference pulse generator Signal pulse generator 

Fig. 2-21. Femtosecond reference and signal pulse generators 

erators [2-28][2-29]. An incident femtosecond pulse is first angularly dispersed by a 

grating. Its different spectral component travels along different direction and is focused on 

different locations at the back focal plane of the first lens. Hence the focal plane is essen-

tially the spectral domain of the pulse. We divide the spectrum into N parts and delay them 

by different amount using thin delay lines (e.g., thin glass plates). The two lenses form a 4-

F imaging system. A sequence of pulses can then be generated and each pulse is broadened 

roughly by a factor ofN since it has only lIN of the original spectrum width. The pulse sep-

aration is determined by the delay lines. Each pulse is slightly convergent and travels along 

different angles. This set of pulses can be used as reference pulses. If another grating is put 

symmetrically at the back focal plane of the second lens (image plane), it can recollimate 
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the beam and all the pulses travel in the same direction. This set of pulses can then be used 

as signal pulses. 

As an example, we consider a femtosecond pulse given by 

t2 

f(t) = e -~e-j(j)ot where 0)0 = 2ltYo = 2ltc 
Ao 

(2-3) 

We numerically simulate the generation of3 and 5 signal pulses shown in Figure 2-22. The 

0.4 025 

0.35 

0.2 
0.3 

0.25 
015 

~ 
~ 

~ ~ 

I 
0.2 .~ 

I 
0.15 01 

0.1 

2.5 
Time (f5) 

Fig. 2-22. Signal pulse train 

central wavelength Ao is chosen to be at 750nm and't is 100 fs. We uniformly divide the 

spectrum (Yo - _1 , Yo + _1) into 3 or 5 parts with the relative delay between neighboring 
It't It't 

pulses set to 5ps. The pulse width increases as we generate more signal pulses. There are 

also small ripples between pulses. 

Let us now consider the angle separation of the reference pulses. As shown in 

Figure 2-23, the grating equation is given by [2-30] 

K 21t( . . A) T sma- smt-' (2-4) 
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Fig. 2-23. Reflection grating 

which can be derived from the momentum conservation in the grating plane. K is the grat-

ing vector and is given by 

2n 
K=m­

A 
(2-5) 

where m is the diffraction order and A is the period of the grating. For first order diffraction, 

Equation 2-4 can be rewritten as 

"­
A 

The angular dispersion is given by 

sina - sinp 

D = IdPI = I 1 I d,,- Acosp 

The angular separation between N reference pulses is 8 p 

(2-6) 

(2-7) 

11"- P' where 11"- is the 
NAcos 

wavelength bandwidth of the original femtosecond pulse. For a lOO fs pulse the bandwidth 

11"- is about 2-3 nm. * is typically 1200 mm-l. This gives us 8p ~ 0.03° for N=lO and 

p = 60°. Bigger angle separation can be achieved ifP approaches to 90 degrees. 

Carrier multiplexing can also be extended to incoherent imaging system, which 

may reduce the speckle noise in the recorded frames. In Figure 2-24a, an incoherent image 

with intensity I(x,y) and two laser pulses are incident on a CCD camera simultaneously. 
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Fig. 2-24. Incoherent carrier multiplexing 

2-21 

The two laser pulses interfere and produce an intensity pattern Iocos(qx). If the CCD has 

some sort of instantaneous intensity detection nonlinearity D[Iocos(qx)+I(x,y)], we can get 

a cross term I(x,y)cos(qx). We can again record fast events by changing the carrier fre-

quency q with time. A possible implementation is given in b, where we illuminate two 

pulses on a bleachable material and form an instantaneous absorption grating cos(qx). The 

incoherent image I(x,y) is then modulated after transmitting the material. A filter is used to 

filter out the laser pulse. Again fast movies can be recorded by varying the carrier fre-

quency. 

2.4 Design of femtosecond holographic movie camera 
Recently a single femtosecond pulse recording of an image hologram [2-31] is 

reported. In order to record multiple frames, the sensitivity of the holographic medium, the 

generation of the signal and reference beams, the multiplexing methods and the short coher-

ence length of the pulsed laser need to be carefully examined [2-32][2-33]. In this section 

we will discuss some of these issues. 
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2.4.1 Angular multiplexing in LiNb03 
The first scenario we will consider is angular multiplexing. We can directly scale 

the nanosecond system down using femtosecond laser pulses and shorter cavity length (or 

de1aylines). The major uncertainty here is the recording medium. If the image bandwidth is 

low, CCD cameras can be used as described in the previous section. In the following, we 

investigate recording femtosecond pulsed holograms in LiNb03 doped with Ceo The exper-

imental setup is shown in Figure 2-25. The Ti:Sapphire mode locked laser is tuned to 

Beam expander 

4F system 
,/ Mirror 

G Al2 waveplate 

Ce:LiNb03 Rotation stage ~ Polarizer 

o Achromatic lens 

Fig. 2-25. Experimental setup of femtosecond pulsed recording in LiNb03 

740nrn. The intensity of the reference and signal beam is equalized and is about 117m W / 

cm2
. The recording and erasure curves are shown in Figure 2-26. Due to the short coher-

ence length of femtosecond pulses, fanning cannot build up and we get a very clean record-

ing curve which goes all the way to saturation. The grating strength A(t} is defined as the 

square root of the diffraction efficiency A( t} = JTl (t) . 

During recording, the grating strength A ( t) = A 0 [ I - exp ( - "'Ct~ ] and during 

readout A( t) = AO exp ( - "'Ct~ . The recording time constant "'Cr is 4.8326 hours and the era­

sure time constant "'Ce is about 5.1478 hours. We can calculate the M/# and sensitivity S 
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Fig. 2-26. Recording and erasure curves 

't Ao 
using M# = Ao't~ and S = IL'tr [2-16][2-34]. 'tr and 'te are equal unless the recording 

and erasure dynamics are characterized by a complex time constant, and in that case we 

should see oscillations in the recording curve. The difference of'tr and 'te here is probably 

due to the short erasing time and error in fitting the erasure curve. We obtain M/# of 0.036 

and S of 8.6 x 10-6 which are rather small. 

Due to the short coherence length of the laser pulses, the hologram is recorded only 

in a thin slice of the material along the diagonal direction as shown in Figure 2-27. We 

assume that the laser pulse is given by E(t)=f(t)e-jot. The exposure energy P(x,y) is given as 

P(x, y) ~ ~E(t - ~ + E(t- ~12 dt ~ ~(t _ ~ej~, + (t- ~ej~y 2 dt (2-8) 

~ f2If (t)1 2dt + [ej~(, - y) f(t - ~ l(t -~ dt + cc] 

The index grating recorded is given by 
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y 

x <,------

Fig. 2-27. Femtosecond pulsed hologram 

j~(X-Y)f£f xl *( y) j~(x-y) (x- Y) 
iln(x, y) oc e C 1\ t - CJ f t - c dt + cc = e C AC -c- + cc (2-9) 

AC(t) is the autocorrelation function of f(t) and the thickness of the hologram is 

determined by the coherence length (correlation length) of the laser pulses instead of the 

thickness of the recording medium. Let's assume a Gaussian pulse. 

[(I) oc ex+~:] (2-10) 

AC(I) oc exp [ - 2
1
:,] 

j~(x-y) (x- y) jJ2~1;; ( Sl 
iln(x, y) oc e C AC -c- + cc = e C AC jiCJ + cc 



Chapter 2 - Holographic Recording of Fast Phenomena 2-25 

where we rotate the (x, y) coordinate system 45 degrees to ~, s) system as shown in 

Figure 2-27. 

(2-11) 

U sing Born approximation and assuming the hologram extends to infinity along the ~ direc-

tion, we can calculate the angular selectivity function. 

f [ S2] [. 2sin888 J [ (88)2J S(88) oc exp - c2,/ exp J2n "A S ds oc exp - if 

where 88 is the angle change inside the material 

~ = J2 "A , "A&c are wavelength and speed of light in the material 
2nc't 

(2-12) 

For external angle selectivity, we only need to replace ~ with n~ where n is the refractive 

index of the material. 

After recording the hologram, we first use femtosecond pulses to read out the holo-

gram and then tune the Ti:Sapphire laser to cw operation mode (at the same center wave-

length) and read out the hologram with a cw beam. Figure 2-28 shows the angular 

selectivity curves. The selectivity curve of the pulsed readout is broader because different 

spectral component of the pulse Bragg-matches the hologram at slightly different angle. 

We measured the autocorrelation of the pulse using an autocorrelator. Figure 2-29 shows 

the measured intensity correlation IC(t) = flf(t')12If(t' + t)1 2dt' (equal to IAC(t)12 for a 

Gaussian pulse) and the fitted curve. The measured pulse width ('t) is 191 fs. The calculated 

selectivity is shown in Figure 2-30. They agree with each other very well. The selectivity 

(n~) is about 0.37 degree. 
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Fig. 2-28. Selectivity curves 
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Fig. 2-29. Autocorrelation of the femtosecond pulse 
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We also measured the selectivity using a He-Ne laser and the result is shown in 

Figure 2-31. It also gives us a selectivity of about 0.4 degree. 
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Fig. 2-30. Comparison between theoretical and experimental selectivity 
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Fig. 2-31. Selectivity measured using He-Ne laser 
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The experiments in Ce:LiNb03 show that holograms is recorded only in a thin slice 

of the material due to the short coherence length of the femtosecond pulse. The angular 
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selectivity is determined by the laser pulse width. M/# and S are very small. An exposure 

energy of lmJ/cm2 can only yield a diffraction efficiency of 10-6 even if we assume that 

S=lcm/J is achievable in LiNb03. It would be very difficult to record a movie using a 

single femtosecond pulse from the laser. 

2.4.2 Wavelength multiplexing 

Femtosecond pulse has spectrum width of several nm and it makes wavelength mul-

tiplexing possible. Shown in Figure 2-32 is a chirped pulse recording system. A femtosec-

!Tunable! 
i Laser. l _____ _ 

-._- ----- -_. fs ns 

Ti:sapPhire~pulse Spreader!~ •••••• +~~+--7 
Laser I 1 ___ _ 

Sample 

. --I 
I I 

ICameral 
! ___ J 

Recording 
Material 

Fig. 2-32. Recording with chirped pulses (courtesy of Dr. Gregory J. Steckman) 

ond pulse is chirped and spread to a few nanoseconds. At different time slots holograms are 

recorded at different wavelength. After the recording, we use a cw beam to read out the 

holograms. By tuning the wavelength of the cw laser, frames recorded at different times can 

be played back. A sequence of pulses with different center wavelengths can also be used as 

described in Section 2.3. 
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When M holograms are superimposed, it is well known that the diffraction effi­

ciency of each hologram follows the M/# rule 11 = (~#) 2 . M/# is approximately linear 

in the material thickness M/#=(m/#)L where m/# is the per unit length. The wavelength 
2 

selectivity ofthe material is 8A ~ ~ . The spectrum of the pulse is f..A. Since the material 

cannot resolve wavelength difference smaller than 8A, M ~ ~~. When we readout the 

pulsed hologram with a cw beam, 

(2-13) 

A2 
where Lw = f..A is the coherence length of the pulse. In the case of a pulsed holo-

gram recorded with two femtosecond pulses, this is consistent with the fact that the effec-

tive thickness of the hologram is about Lw' 

2.4.3 Frequency multiplexing in spectral hole burning medium 

The state of the art amplifier system can generate a single femtosecond pulse with 

energy of mJs. In order to angle or wavelength multiplex holograms with a single femto-

second pulse, the recording medium must have high enough sensitivity. In this section, we 

will discuss a femtosecond movie system using spectral hole burning medium [2-35][2-36]. 

Spectral hole burning medium consists of some dopants in a host, for example, 

polymer matrix or crystal. The dopants absorb incident photons and get excited. Due to the 

finite lifetime of the excited state, it has homogeneously broadened linewidth which typi-

cally ranges from a few MHz to a few GHz in cryogenic temperature (zero-phonon-line). 

When excited, the dopant can undergo some chemical reactions and arrive in another 

ground state and thus the material gets bleached. If the material is illuminated with two cw 
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beams, interference fringes form inside. The material gets bleached in the bright region and 

an absorption grating is recorded. An interesting feature of spectral hole burning medium 

is that it also has inhomogeneously broadened linewidth which is typically a few THz. This 

is because the local environment of the dopant differs from dopant to dopant and it affects 

the transition frequency as shown in Figure 2-33. We can think of the spectral hole burning 

molecule host 

= o .--e-
o 
"-l 

~ 

Fig. 2-33. Spectral hole burning medium 

Frequency 

medium as a superposition of many different types of media and each type of medium only 

absorbs photons of certain frequency. We can record holograms in different medium 

simply by changing the frequency of the laser beams and this is completely different from 

wavelength multiplexing where we use the Bragg-selectivity of volume holograms. The 

frequency selectivity of spectral hole burning media is material thickness independent and 

is determined by the homogeneous linewidth. When a hologram is recorded using femto-

second pulses, different spectral component (cw component) records a hologram in differ-

ent types of medium. We can record a hologram even if the signal and reference pulses do 
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not meet inside the SHB medium since the spectral components of the two pulses can still 

overlap both spatially and temporally. The problem of short coherence length of femtosec-

ond pulses is also solved. 

Figure 2-34 shows the femtosecond movie camera system using SHB medium. As 

I grating 

I ,\ 12 waveplate 

I mirror 

II PBS 

t lens 

III I delayline 

Cooled CCD 

Fig. 2-34. Femtosecond movie camera 

described in Section 2.3, multiple pulses can be generated by a single femtosecond pulse 

from the regenerative amplifier. Since each pulse has a different portion of the original 

spectrum we can use this sequence of pulses to record femtosecond movie in spectral hole 

burning medium. After recording, we use the low energy femtosecond pulses from the 

oscillator to read out the hologram. The pulses from the oscillator go through the same 

pulse shaping setup and individual frame can be read out by blocking all but one of the 

delaylines. 

In the following, we characterize a specific spectral hole burning medium synthe-

sized in our lab, H2 TBNP in polyvinyl butyral (PVB) with a concentration of 3x 1 O-Smol/l 

[2-37]. The thickness of the sample is about 400 /lm. We used a cw laser diode (A=790nm) 
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and measured the M/# in one frequency channel [2-38}-[2-40]. The results can be easily 

extended to other frequency channels. Figure 2-35 is the experimental setup. The sample is 

4F system 

SHB material 

Rotation stage 

Mirror 

A/2 waveplate 

Polarizer 

_ Powermeter 

Fig. 2-35. Spectral hole burning holography experimental setup 

put in a cryostat immersed with liquid Helium. Figure 2-36 shows the absorption kinetics 
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Fig. 2-36. Bleaching kinetics 
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measured at 2 Kelvin. The bleaching beam intensity is about 10 ~W/cm2. The intensity 

transmission coefficient satisfies T=exp(-2ad) where a is the absorption coefficient and d 

is the thickness of the material. We define the optical density as OD = ad = -0.5InT . 

Single plane wave hologram is recorded at different wavelengths by tuning the temperature 

of the laser diode with both the reference and the signal intensity of 10 IlW/cm2. 

Figure 2-37 shows the reading curves of the single plane wave hologram with the unatten-

3e-4 

3e-4 -- A=788.42nm, Recording Time=1s 
--- A=788.40nm, Recording Time=5s 

:>. 
u 2e-4 c: 
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w 
c: 2e-4 
0 

13 
~ 1e-4 
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o 2 4 6 8 10 12 14 16 

Reading Time (s) 

p 

Fig. 2-37. Reading curves 

uated original reference beam. A diffraction efficiency of 10-4 can be consistently obtained. 

The optimal recording time lies between 5-8 seconds. If we record for a longer amount of 

time the material gets bleached everywhere (intensity modulation index <1). Due to the 

oscillation of the cryostat we have difficulty to get consistent grating growth curves. 

Figure 2-38 shows the measured selectivity curve without using the iris filter in front of the 
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power meter (see Figure 2-35). The error bars stand for the standard deviation. The mea-

sured selectivity is about 0.6 degree. However, the data is very noisy due to the scattering 

from the sample. An iris filter is then used at the back focal plane of the Fourier lens after 
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Fig. 2-39. Angular selectivity (with iris filter) 
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the sample. This serves for two purposes. One is to reduce the scattering and background 

noise, and the other is to further reduce the selectivity. For thin material, if the reference 

beam angle is changed slightly the reconstructed signal beam angle is changed accordingly 

and can get blocked by the iris filter. The filter gives us a combined effect of both angular 
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and peristrophic selectivity. The selectivity curve with the iris filter is shown in 

Figure 2-39. A selectivity of about 0.2 degree is obtained, which is consistent with the iris 

diameter of about 1 mm and the Fourier lens focal length of about 24cm. Three, five, seven 

and ten plane wave holograms are then multiplexed. After the recording, we scan the ref-

erence beam angle and measure the dependence of the diffraction efficiency on the refer-

ence angle. The obtained comb functions are shown in Figure 2-40. Because the readout 

process is destructive, a very coarse scanning is used. We use equal time (ls-2s) exposure 

schedule. Figure 2-41 shows the measured M/# of each case. As we multiplex 3, 5, 7 and 

0.012 

0.010 

0.008 

:l!: 0.006 :::2: 

0.004 

0.002 

0.000 
3 5 7 9 

Number of multiplexed holograms 

Fig. 2-41. M/# measurement 

10 holograms, the M/# has a trend to increase. This is because the total exposure energy 

increases and we better use the dynamic range of the material. The measured M/# is about 

0.01. 
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From our experiments, about 10fJ,J/cm2 of exposure energy can yield a diffraction 

efficiency of 10-4 in one frequency channel. The spectral hole burning medium has high 

enough sensitivity to record tens of frames using a single pulse with energy ofmJs from the 

laser source if it has similar sensitivity during pulsed recording. 

2.5 Conclusion 
We demonstrate a nanosecond movie camera system by recording laser induced 

shock wave evolution. Five frames are recorded and the time resolution is 5.9 ns. Two spe-

cially designed cavities are used to generate the reference and signal pulses and angular 

multiplexing is used to resolve holograms recorded successively. The movies we recorded 

are among the fastest ever recorded in 2D, comparable with the current state of the art of 

multi-camera systems (8 frames and IOns resolution). Holography provides the added 

advantages of recording 3-D and phase information. The sensitivity of holographic record-

ing medium is an important issue in order to use the technique in shorter laser pulses or at 

different wavelengths. We propose and demonstrate carrier multiplexing in commercially 

available CCD cameras to alleviate the problem if the image bandwidth is low. We also 

investigate several scenarios to record femtosecond movies and frequency multiplexing in 

spectral hole burning medium seems to be a good candidate. 
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3 Diffraction from Subwavelength Structures 

3.1 Introduction 
Optical techniques have been widely used to store infonnation. The increasing 

demand for higher storage density is constantly a driving force of research. Volume holo­

graphic memory has been of interest to researchers for decades due to its huge potential in 

storage capacity and high speed accessing rate. Surface storage, such as DVD/CD technol­

ogy, has become more and more important recently because of its simplicity. The storage 

density of these techniques is currently limited by the resolution of the light used to read 

out the infonnation, i.e., the wavelength of the light source. Researchers have been able to 

encode infonnation in the nanometer scale, but in order to read out the infonnation compli­

cated near field scanning is required. The main topic of this chapter is how to encode infor­

mation in subwavelength structures such that the difference of the scattering pattern in the 

far field is drastic enough to be resolved. 

In Section 3.2 we discuss the general properties of the diffraction pattern of sub­

wavelength structures. We compare the experimentally measured far field scattering pat­

tern from some trenches with our FDTD simulation results. We investigate several methods 

to encode infonnation in Section 3.3 and analyze the general properties of such systems 

using eigenfunction analysis in Section 3.4. In Section 3.5 we discuss the effects of adding 

a nonlinear buffer layer on top of the layer encoded with infonnation. Finally, In Section 

3.7, we give a brief review of the FDTD algorithm used to calculate the scattering field. 



Chapter 3 - Diffraction from subwavelength structures 3-2 

3.2 Comparison of FDTD simulation and IBM data 
We developed a 2D simulation tool based on the FDTD algorithm which is briefly 

reviewed in Section 3.7. In this section, we use the tool to calculate the far field scattering 

patterns of some subwavelength structures (trenches) and compare them with the experi-

mental data. The fabrication of the trenches and far field scattering measurements were 

done in IBM (3-1] [3-2]. The trenches were etched in NiP wafer which has a refractive 

index of 2.07+j2.78 at A=633nm. They were probed by a focused He-Ne laser beam 

(A=633nm, FWHM 5~m). Both the s (the electrical field parallel to the trench axis) and p 

(the magnetic field parallel to the trench) polarizations were used. For each polarization, 

two measurements were made with the incident angles (between the incident beam axis and 

the sample normal) of 5 and 15 degrees. The profiles of the trenches were measured using 

atomic force microscope (AFM) and we approximate the profiles in our simulation by stair-

case fittings with a resolution of 1../30. Figure 3-1 to Figure 3-4 show the comparison of the 

simulation and the measured far field scattering. They agree with each other very well. 

A common feature of the scattering patterns is that they have a peak on top of a 

broad floor. When the probing beam is focused on the trench, it is first reflected by the sur­

face of the wafer. Light is also coupled into the trench and gets reflected by the bottom of 

the trench. The peak is due to the reflection from the wafer surface while the reflection from 

the bottom ofthe trench results in the broad floor because its spatial extension is limited by 

the width of the trench. If the depth of the trench is close to 1../4, the two reflected beams 

are out of phase and it produces two sharp dips where the floor meets the peak. We should 

distinguish these two dips from the dips on the floor which are due to the far field diffrac-

tion of the light reflected from the bottom of the trench. 
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Fig. 3-4. Profile 4 (experimental data from [3-1] [3-2]) 
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In profile 1, the trench is very narrow (0.4"-) and shallow (0.03"-). The two reflec-

tions have little phase shift and there is no dip when the floor meets the peak. In profile 2, 

the depth of the trench is about 0.07"- and again there is no dip when the floor meets the 

peak. However, the width of the trench is 1.6"-, and the far field diffraction of the light 

reflected from the bottom of the trench is approximately given by sinc( wsi~S) (Fourier 

transform of rect( ~) ), where W is the trench width. The diffraction produces a null (dip) 

at sinS ~ ~ ~ 0.63 . In profile 3, the trench width is about 0.4"- and the depth is about 

0.14"-. Because the trench is narrow it does not have any diffraction null on the floor, and 

more importantly, light cannot couple into the trench when illuminated with the s polarized 

light. Hence, the trench still appears shallow and there is no dip. However, if it is illumi-

nated by the p polarized beam, light can couple into the trench and get reflected. The phase 

difference between the two reflected beams is significant enough to produce two dips. In 

Section 3.3, we will discuss the coupling to trench in more detail. In profile 4, the width of 

trench is 2"- and the depth is "-/4. The two reflections are out of phase and we see two sharp 

dips when the floor meets the peak. We also see the diffraction dips because the width is 

larger than the wavelength. 

From the above analysis, we can simply model the wafer as a reflective phase mod-

ulator. The phase change from the wafer surface to trench is controlled by the depth of the 

trench if p polarized probing beam is used or the width of the trench is large enough that s 

beam can also be coupled into it. We use profile 4 as an example. The near field of the scat-

tering wave is approximately given as 

-x: 2jkh[rect( w)] 
eWe (3-1) 
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where w is the waist of the incident Gaussian beam (assumed to be 4J.!m), W is the 

trench width and h is the trench depth. The far field is just the Fourier transform of the near 

field as given in Equation 3-113 or Equation 3-114. Figure 3-5 gives the results of this 

1~-----------------,~==============~ 

~ 
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"0 
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sinS 

Fig. 3-5. Comparison of simple theory, FDTD and integral method 

simple model and the FDTD simulation. The simple theory matches with the FDTD simu-

lation very well and captures the essence of the physics. The result using the integral 

method obtained by Dr. Xu Wang [3-2] [3-3] is also shown. It agrees with the FDTD sim-

ulation result very well. 
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3.3 Encoding techniques 
The trenches discussed in Section 3.2 can be modeled as waveguides as shown in 

Figure 3-6. For simplicity, the wafer is assumed to be a perfect electric conductor instead 

Fig. 3-6. Waveguide model 

of NiP. The width of the trench is W. It is well known that there are three types of 

waveguide modes, TE, TM, and TEM modes [3-4]. 

1. TE mode 

(3-2) 

where m=l, 2, ... and P (2:r -c~r . The cut-off condition is W ~ ~ . 
2. TMmode 

(3-3) 
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where m=l, 2, ... and P = e~f -C;f . The cut-off condition is again W ~ ~ . 

3. TEM mode (Oth TM mode) 

(3-4) 

The TEM mode is like a truncated plane wave and it always exists. 

Figure 3-7 shows the calculated H (E) field at some instant t=to when illuminated 

with p (s) polarized beam. The trench width is ')../3. When illuminated with the p polarized 

beam, TEM mode can be excited in the trench. It propagates along the trench and is 

reflected back. However if illuminated with s polarized beam, no propagating waveguide 

modes can be excited and only some evanescent waves are excited. 

In the following we discuss various schemes to encode information in subwave-

length structures using our FDTD simulation tool. We can encode information by varying 

the trench width because it changes the ratio between the reflected wave from the wafer sur-

face and that from the bottom of the trench, and the waveguide mode cut-off conditions 

depend on it. Figure 3-8 shows the far field scattering pattern of trenches with widths of').. 

and ')../3 using both the sand p polarizations. The waist of the incident beam is 1.6')... The 

depth is fixed to Al4. The wafer is assumed to be NiP. The far field scattering is different 

for different trench width. Because the phase delay of the waveguide mode depends on the 

depth, we can also encode information by varying the trench depth. Figure 3-9 shows the 

far fields of trenches with depths of')../4 and ')..12. The width is fixed to').. in this case. The 

far field scattering is also different for different trench depth. 
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Fig. 3-7. Excitation of waveguide modes with p and s polarization 

In the previous discussions, we focus on only one trench. It is interesting to see the 

effects when multiple trenches are illuminated simultaneously. Consider two trenches 

closely etched as shown in Figure 3-10. The incident beam has a waist of 6.25"-. We calcu­

late the far field scattering and compare it with the linear superposition of the scattering 

fields of each individual trench (the reflection from the wafer surface needs to be subtracted 

because it is taken into account twice). Amazingly they agree very well as shown in 
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d=A/6 ... .- • t h=A/4 

Fig. 3-10. Two close trenches 

3-13 

Figure 3-11 . This is because NiP is like PEC and the waveguide modes of the two trenches 
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Fig. 3-11. Linear scattering 

do not overlap spatially. Thus the presence of one trench does not affect the field in the 

other trench. This is not the case when surface plasma is excited [3-5] or transparent mate-

rial is used, for example LiNb03, because the waves in the two trenches are coupled. We 

replace NiP with LiNb03 and repeat the calculation. The results are given in Figure 3-12. 

The linear superposition does not hold any more in this case. 
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Fig. 3-12. Nonlinear scattering 

3-14 

In most cases, the trench is etched on some metal and if surface plasma is not 

excited, the scattering may assume to be linear. We can then create a phased array using 

multiple trenches with linearly chirped depth. The phased array redirect the incident beam 

toward a direction such that the reflected waveguide modes in all the trenches are in phase. 

The angle between that direction and the surface normal satisfies the following condition . 

. e 28 
SIn =-

d 
(3-5) 

where 8 and d are the depth difference and center-to-center distance of the neighboring 

trenches respectively. We simulated the far field scattering from 20 PEC trenches which 

are uniformly distributed within a span of2 wavelengths. The width of the trench is 1I12A 

and the PEC wall between neighboring trenches has a thickness of 1I60A. The maximal 

depth is 1I3A and 8 is 1I60A. P polarized focused Gaussian beam with waist Wo of 0.83A 



Chapter 3 - Diffraction from subwavelength structures 3-15 

(NA=0.6, 2wo=1INA) is used. The FDTD simulation is given in Figure 3-13. The peak is 
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Fig. 3-13. Far field scattering from a phased array 

0.6 0.8 1 .0 

located at sine::::: 0.33 which is consistent with the condition given in Equation 3-5. 

The phased array basically is a mirror. We can encode information by varying the 

angle of the mirror. Figure 3-14 shows the scattering from some mirrors (assumed to be 

etched in NiP wafer). The slanting angle of the mirror is 15 degrees and the width varies 

from A to IDA. The incident beam has a waist of 1.6A. When the width is small, it stilliooks 

like a trench because part of the beam is reflected by the mirror and the rest is reflected by 

the wafer surface. As we increase the width of the mirror, it gradually behaves like a mirror. 

In Figure 3-15, we show the scattering from mirrors with different angles. The mirror width 
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is A except the wide mirror which has a width of lOA. The incident beam is p polarized and 

is assumed to have a waist of 0.83A. 

In summary, we can vary the width or depth of a trench to encode information. A 

phased array which consists of many trenches is equivalent to a mirror and information can 

also be encoded by changing the mirror angle. 

3.4 Eigenfunction analysis 
In this section, we analyze how much information can be stored on a given length 

in 2D. We start from the near field to far field transformation (see Equation 3-113 and 

Equation 3-114 in Section 3.7). This result can also be derived from a Fourier optics 

approach. We assume the scalar field (either Ey of the s beam or Hy of the p beam) distri­

bution at z=O is f(x, 0) as shown in Figure 3-16. The field at z can be written as 

x 

y 

Fig. 3-16. Far field diffraction 

f(x, z) = JF(u)ei(21tUX +21tzJl o,,2- u2)du 

where F(u) is the Fourier transform off(x, 0). 

F(u) = Jf(x,0)e-j21tUXdx 

(3-6) 

(3-7) 
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Notice that as z approaches to infinity the phase term <\leu, z) = 21tuX + 21tZ J ~2 - u2 

oscillates a lot except at Uo where :u <\l (uo, z) = o. 

sinS 
A 

The integration in Equation 3-6 has significant contribution only around Uo. 

where 8u is the range ofu where <\leu, z) only changes a little bit. 

8
2
J.. 21trA 
'I' ----

8u2 Uo 

(3-8) 

(3-9) 

(3-10) 

(3-11) 

where r = Jx2 + z2. Plugging Equation 3-11, Equation 3-10 into Equation 3-9, we get 

f(x, z) ex cosSF( Si~S) = J1 - (uA)2rect(U
2
A) F(u) 

where u=sinS/A and rect(x)= 1 if and only if Ixl ~ ~ . 

(3-12) 

The far field basically computes the Fourier transform of the near field. There is 

also a low-pass filtering effect caused by the factor J1 - (uA)2rect(U
2
A) . In the previous 
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sections we focus on the far field scattering intensity pattern and ignore the phase. Phase 

information can be detected, for example, by holographic correlators as shown in 

Figure 3-17. The pattern on the disk is correlated with the stored code templates. However, 

Effective pattern 
"-

f'ex) = Lf(x) 

Pattern on the disk: f(x) 

Fig. 3-17. Optical correlation decoder 

due to the low-pass filtering effect of the lens, the pattern seen by the correlator is not the 

near field pattern on the disk. 

Consider an ideal case that somehow we are able to measure both the amplitude and 

the phase of the far field. We can, for example, digitally reconstruct the pattern by perform-

ing an inverse Fourier transform. The reconstructed pattern is given by 

f' (x) = ~F(U)rect(u2A) Jl - (UA)2 ]ei 27tUX du = f(x) ® t(x) (3-13) 

where ® is the convolution operator and we have ignored any constant factor. 
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7t 

t(x) = ~rect(u2A) Jl - (UA)2 ]ei27tUXdu = f:: * cos28ei27txsinS l)"d8 
2 

= 2~{7t cos28ei27txsinSI)~d8 = 21tA[J0(2;X) + J2(2;x)] 

We get the following. 

In principle, we can also define the transform as 

7t. . sine 

f- [(sm8) ] J27t-x t(x) = _:: F T cos8 e A d8 
2 

1 

ex; 11 F(u)ei 27tUXdu 
-): 

7t . S 

( . 8) '2 sm f:: F SI~ e
J 

7tTX dsin8 

2 

3-20 

(3-14) 

(3-15) 

(3-16) 

If we consider the detection noise, the far field is given by F( si~8) cos8 + N(8) where 

N(8) is the measurement noise. Equation 3-161eads to 

7t. . sinS 

f- [ (sm8) ] J27t-x t(X) = _~ F T cos8 + N(8) e A d8 
2 

= f:: [F(Sin8) + N(8)Jej27tSi~eX dsin8 
_:: A cos8 

2 
1 

ex; 11 [F(u) + N(u)]ei 27tUX du 
-): 

(3-17) 

h N- () N(asin(Au)). h . 1 . d . N· h N- ( ) . . were u = IS t e eqUlva ent nOIse enslty. otIce t at u IS not Ulll-
Jl - (Au)2 

formly distributed. It approaches to infinity when u is close to ±* . For this reason, in the 

following discussions we use the transform given by Equation 3-15. 
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It is very easy to check that the operator [ defined in Equation 3-15 is linear and 

Hermitian. Thus [ has real eigenvalues and its eigenfunctions form an orthogonal and 

complete set. In practical situation, we use a focused laser beam (spot size A) to illuminate 

the pits. The code pattern f(x) effectively has a finite aperture A and hence we have 

A 

f'{x) Lf(x) fi 7t [(27t , ) (27t ')Jc' , t~2A 10 T(x+x) +12 T(X+x) l(x)dx (3-18) 

2 

Here we assume a "hard" boundary, f(x) = f(x) x rect(j , to simplify the algebra. It still 

needs experiments to justify how good this approximation is. In this case, [ is Hermitian 

only in a sub-space {fl f(x) = f(x)rect(xlA)}. However in general the digitally reconstructed 

pattern f' (x) = [f(x) is not limited by the aperture size A. Following the spirit of [3-6], 

we look for the eigenvalues and eigenfunctions of operator L defined in Equation 3-18. 

The following algorithm is used to find out the eigenvalues. We start with the delta 

function 8(x), which can be represented by a linear combination of eigenfunctions ofL . 

(3-19) 

where ej(x) is the eigenfunction of L with ith largest eigenvalue Ej. We repeatedly apply 

the operation L . 

(3-20) 

Then only the eigenfunction with the largest eigenvalue can survive. This is the same as 

how the laser works. The operation [ is like the round-trip propagation. Each eigenfunc-

tion is like a mode of the laser cavity and the corresponding eigenvalue is the round trip 
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gain/loss of the mode. Eventually only one mode can survive. Every time after we apply 

the operation L, the result g(x) is also normalized such that 

(3-21) 

The calculated eigenvalue spectrum is shown in Figure 3-18. The eigenvalue is a measure 
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Fig. 3-18. Eigenvalue spectrum 

of the noise tolerance. The reconstructed pattern is given by rn(x) 

where N(x) is the reconstruction error due to measurements. We get 

For small En' the reconstruction is very noisy. 

(3-22) 

If an eigenvalue of 0.1 is tolerable, then we can store 3, 5 and 7 bits with A='A, 2'A 

and 3'A respectively. We get the highest density when A='A. This implies that we should 
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focus the laser beam as small as possible in order to increase the storage density. Scenarios 

with multiple bits simultaneously illuminated by a larger beam are not as efficient. The first 

three eigenfunctions with A="A are shown in Figure 3-19. The correlation matrix of the 
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Fig. 3-19. Eigenfunctions 

three eigenfunctions is given by 

C 
[

(eJ1e J> (ede2> (ede3l_ 
(e2Ie 1> (e2Ie2> (e2Ie3) -

(e3Ie j ) ( e3Ie2) (e3Ie3) r
Io -0.1227] 
010 

-0.1227 0 1 

Oth 

1st 

2nd 

6 

The three eigenfunctions are approximately orthogonal to each other. 

8 

(3-23) 

(3-24) 

From Equation 3-13, mathematically if A = 00 it is easy to check that the eigen-

values and the eigenfunctions are given by the following. 
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E(u) = Jl - (UA)2 
e(u, x) = e±j27tux 

3-24 

(3-25) 

Notice that physically a plane wave does not have a well defined far field and thus we 

cannot obtain Equation 3-12. If IliAl is much smaller than 1, then Equation 3-25 becomes 

E(u) ~ 1 - ~(uAf = 1 - (~:t (3-26) 

where m * = k2 . This is like the energy of a hole in bulk material. The wavefunction of the 

hole is a plane wave. Ifwe limit the spatial extension of the wavefunction (finite A), it is 

like a hole in a Quantum well. We use the quantization condition of a quantum well [3-7]. 

(3-27) 

We get an approximate expression for the eigenvalue En-

(3-28) 

As an example, we calculate the Oth eigenvalue of the case A=A. The numerical result is 

0.8927 and our approximate result is 0.8660. In Figure 3-18, we show the quantum well 

approximation of the case A=3A and compare it with the numerical result. They agree very 

well for the first five eigenvalues. 

3.5 Effect of nonlinear buffer layer 
From Section 3.4, higher storage density can be achieved by using smaller probing 

beam. The laser beam can be focused to a spot size ofAINA, where NA is the numerical 

aperture of the lens. In order to reduce the spot size, we can either use shorter wavelength 

lasers (blue or UV lasers for example) or higher numerical aperture lenses (oil immersed 

objective lenses). We can also use light source with evanescent waves. For example, light 
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coupJed from narrow fiber tip or scattered from sharp needle is used in near field scanning. 

However, all of these techniques are very complicated and difficult to use. One simpler idea 

is to bury the trench inside some buffer layer. Because in the buffer layer the wavelength is 

reduced to 'A/n, smaller spot size might be possible. But due to the Snell's law the numerical 

aperture in the buffer layer is also reduced by a factor of n (refractive index) we still get the 

same spot size. In this section, we investigate the effects when the buffer layer is nonlinear. 

In Section 3.5.1, we analyze self focusing in the nonlinear buffer layer using a perturbation 

method. In Section 3.5.2, we use FDTD and beam propagation method to simulate the beam 

shaping. 

3.5.1 Perturbation method 
We consider a nonlinear buffer layer whose refractive index is intensity dependent. 

The focused incident beam can induce a lensing effect in the otherwise uniform medium 

and focus to a smaller spot. To analyze this self-focusing problem we start from the wave 

equation, ignoring absorption. 

(3-29) 

Here we assume VEl.E or VE small and therefore V . E o . We consider a TE wave, 

(3-30) 

where E is the slowly varying amplitude, k = ~no and ~n = n21EI2 is the nonlinear 
2 c 

refractive index. Notice that V2 = V?: + ~2 and ~ E «jkE . We get the famous nonlinear 
OZ uZ 

Schr6dinger equation. 
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(3-31) 

Ifn2=0, it is a diffusion equation and its solution is the well known Gaussian beam [3-7]. 

- w -~ j(~-l1(z») 
E(x y z) = A _o_e w2(z)e 2R(z) (3-32) 

, , °w(z) 

where w2(z) = wa( 1 + z~), R(z) = z( 1 + Z~), l1(z) = atan( zJ, and Zo = 7tw~no. 
Zo z zcJ 

Let E(x, y, z) = A(x, y, z)ei~(x, y, z) where A and ~ are real. Equation 3-31 can be rewrit-

ten as [3-8] 

(3-33) 

(3-34) 

Shen solved it by drawing the analogy to the Hamilton-Jacobi equation in classical mechan-

ics [3-8]. Here we give a more straightforward solution based on perturbation method. Con-

sider the 2D case. Without the nonlinear effect, the solution is a 2D Gaussian beam. 

(3-35) 

In the nonlinear case, we still assume this solution. However, w(z), R(z) and l1(Z) are per-

turbed and satisfy different sets of equations. Plugging Equation 3-35 into Equation 3-33, 

we obtain 

1 d 1 
w(z)dz w(z) = R(z)· (3-36) 

Plugging Equation 3-35 into Equation 3-34, we get 
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d 
( 0 

kn A 2 w 2X2 
1 k 2[ 1 + 1 4 ] 2 0 0 - w2(z) 
2 x dz R(z R2(z) - k2w4(z) - no w(z)e 

(3-37) 

d 1 
- dz ll(z) + kw2(z) = 0 

2x2 
--- 2x2 

Ifwe only consider the region Ixl «w(z), we can expand e w
2
(z) ~ 1 - -2- and get 

w (z) 

(3-38) 

d 1 kn2 A5wo 
dzll(z) = kw2(z) now(z) 

(3-39) 

Using Equation 3-36 to eliminate R(z) in Equation 3-38, we obtain 

(3-40) 

2 4n A 2w 
where V (w) = --- 2 0 0 is an effective potential, which is slightly different from 

k2w2 now 

Shen's. Equation 3-40 is the same as the Newton's law in mechanics and from the energy 

conservation law it becomes 

~(~;) 2 + Yew) = Eo (constant) (3-41 ) 

We first consider the linear case, i.e., n2=0. At z = 00, we have w = 00, V(w)=O and 

dwl 
dz z ~ OCJ 

wo. At the waist, we have w=wo and ddW = o. Equation 3-41 gives 
Zo z 

(3-42) 

This is consistent. Now we consider the nonlinear case. At z = 00, we have w = 00. The 

intensity of the laser beam is so low (approaching to 0) that the medium is essentially linear. 
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dwlnonlinear = dwllinear = wOL = 2 

dz Z~OO dz Z~OO zOL kWOL 
(3-43) 

where the subscript L denotes the value when the medium is linear. In the position where 

hb h ··1· dw 0 t e earn as rnIlllma SIze wONL, dz = . 

1 ( 2 )2 - -- -
2 kWOL 

1 
=>-2- = 

w ONL 
wOL =>-- = 

w ONL 

2 4n2A 5w ONL 

k2w6NL nOwONL 

1 2n A 2k2 
__ + 2 0 

w6L no 

2n2A 6k2w6L 
1 +-=-----~ 

no 

(3-44) 

n2A6 21t 2 h where 8~NL = --kzOL = '":\(n2A o)zOL is the extra phase shift resulting from t e 
no I'v 

propagation in the nonlinear medium. The effective thickness of the medium is about zOL 

since the intensity of the beam is high in that region. This shows that in the nonlinear buffer 

layer we can use the self-focusing effect to achieve a smaller beam waist. 

3.5.2 FDTD and BPM simulations 
We simulated the scattering from a trench buried inside a nonlinear buffer layer. 

The result is shown in Figure 3-20. The nonlinear buffer layer has refractive index of 1.5 

and the nonlinear coefficient n2 of 0.01 or 0.02 (the unit ofn2 is chosen such that an beam 

intensity of 1 results in a refractive index change ofn2, in this case 0.01 or 0.02). The thick-

ness of the layer is S"A ("A=633nm). The trench is etched on NiP and has width of"A/3 and 

depth of "A/4. The incident Gaussian beam is s polarized and has a waist of 1.6"A. In the far 

field scattering pattern, there are ripples which are possibly due to the multiple reflections 

between the airlbuffer interface and the trench wafer surface. The nonlinear effect lifts the 

wing of the scattering pattern because of self-focusing. However, we do not see drastic dif-
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Fig. 3-20. Scattering from a trench in a nonlinear medium 

3-29 

1.0 

ferences. One possible reason is that the buffer layer is too thin. For thick buffer layer (for 

example mm to cm thickness), the FDTD algorithm is not efficient any more. In the follow-

ing we use another method, the beam propagation method (BPM) [3-9][3-10], to analyze 

the beam shaping in the buffer layer. 

The nonlinear Schr6dinger equation given in Equation 3-31 can be solved using the 

following algorithm. As shown in Figure 3-21, we consider a small cell with length I1z. The 

i1z 

Linear Linear 
Nonlinear phase mask 

Fig. 3-21. Beam propagation method 
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distributed nonlinearity is approximated by a lumped phase mask in the center. The field at 

z=O propagates a distance of b..z/2 in a linear medium, and is modulated by the phase mask 

in the center, and propagates another distance of b..z/2. This approximation is very good and 

it can be shown that the error is in the order of 0(b..z3). The propagation in a linear medium 

is just diffraction and we can calculate it using Fourier optics[3-22]. The algorithm consists 

of the following three steps (Chapter 6 of [3-9]) : 

1. Linear propagation from 0 to b..z/2 (the center): 

{ 

. A 2~Z } 

E(X, ~z) = 1FT e -J1tn;;U "2 FT[E(x, 0)] (3-45) 

where FT is the Fourier transform and 1FT is the inverse Fourier transform. 

2. Lumped nonlinear phase mask 

-,( b..z) _ -( b..z) j2;n2IE(x,~Z)12~z 
E x- -Ex-e , 2 ' 2 (3-46) 

3. Linear propagation from the center to b..z 

-E(x, b..z) (3-47) 

The above process is repeated until the desired propagation distance. 
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Figure 3-22 shows a typical beam waist profile in a nonlinear medium. It is obtained 
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Fig. 3-22. Beam profile in nonlinear medium 

using BPM (n2=O.Ol, wOL =1.67A, propagation distance z=49IA, if material is linear the 

beam waist is at Z=500A). The profile looks like a Gaussian in the center but develops some 

side lobes on the wing. The center and the side lobe are almost out of phase as shown in the 

right plot of Figure 3-22. In Figure 3-23, we compare the beam propagation in the linear 

and nonlinear buffer layer. In the left plot, the amplitudes along the beam axis are shown. 
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Fig. 3-23. Beam propagation in linear and nonlinear medium 
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In the nonlinear medium (n2=0.01), the beam focuses faster and has higher intensity in the 

center because of the self-focusing. The beam waist profiles are shown in the right plot. 

Apparently, in the nonlinear medium the waist is smaller. 

Because the waist profile typically has side lobes, we redefine the effective waist of 

the profile as 

weff = 2 
J(x - xc)2I(x)dx 

JI(x)dx 
(3-48) 

Ifthe beam is Gaussian, the above definition gives wefFwo. We calculate the dependence 

of the effective waist on the propagation distance (from the entrance to the focal plane in 

the nonlinear buffer layer) in the nonlinear medium and it is shown in Figure 3-24. If the 
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Fig. 3-24. Optimal propagation distance 

propagation distance is too long the beam can develop large side lobes and this leads to a 



Chapter 3 - Diffraction from subwavelength structures 3-33 

wider effective waist. In the simulation, n2=0.01 and wOL=1.67", are used. The optimal 

thickness is about 50", and the effective waist of the beam is reduced to about 1.25",. 

The nonlinear coefficient n2 of most materials is very small and typically high 

intensity laser beam is required. Recently, it is found that liquid crystals have a large non-

linear coefficient [3-11]. In the isotropic phase n2 is about 10-1 °cm2/W with a response time 

of about lOOns and in the nematic phase n2 is about 1O-3cm2/W with a response time of 

about 1 s. However, the change of refractive index is in general rather small comparing with 

the nonlinear absorption change. The nonlinear absorption effect [3-12] can be very large 

because we can work in the resonant condition. Consider a material whose nonlinear 

absorption coefficient is given by 

a 
1 + I1Isat 

(3-49) 

The center of the beam has higher intensity and can bleach the material. After propagating 

some distance only the center part of the beam is not attenuated and therefore the beam is 

sharpened. Figure 3-25 shows the dependence of the effective width (normalized to "') on 
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Fig. 3-25. Nonlinear absorption 
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the intensity at the beam center. If the intensity is too low, the center part of the beam is 

also attenuated. On the other hand, if the intensity is too high, the peripheral part also 

bleaches the material. In our simulation, the thickness ofthe material is chosen to be 3.75", 

and the refractive index is 1.5. The incident Gaussian beam has a waist of 0.833",. Even in 

such thin layer, the effective waist can be reduced to as small as 0.3", (ao=lO). 

3.6 Conclusion 
In this chapter, we developed a simulation tool using the FDTD algorithm to calcu-

late the far field scattering of 2D subwavelength structures. We used this tool to analyze the 

scattering from subwavelength trenches and the simulation results agree with the experi-

mental data very well. The general feature of the far field scattering from a sub wavelength 

trench consists of a peak on top of a broad floor. The peak is due to the wafer surface reflec-

tion while the floor is caused by the reflected waveguide mode (light coupled into the 

trench). We can encode information by width, depth and angle multiplexing. An eigen-

function approach is used to analyze the near field to far field transform which is related to 

the trade-off between the storage density and SIN. Finally, we studied the effect of a non-

linear buffer layer. Self-focusing or self-sharpening in the nonlinear buffer layer can 

achieve a smaller effective beam waist and increase the storage density. 

3.7 Appendix: Introduction to the finite difference time 
domain method (FDTD) 

In this section we review the FDTD algorithm which is used to solve the Maxwell's 

equations. The basic idea is very simple. Given the field distribution E(r,t) and H(r,t) 

everywhere at time t, the Maxwell's equations tell us about the time derivatives of the fields 
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:tE(r, t) and gtH(r, t). We can then advance the fields to the next instant HI11. Because 

the Maxwell's equations are directly solved and the boundary conditions are implicitly sat-

isfied, it is very easy to deal with complicated structures. The response in a wide frequency 

domain can be calculated in one impulse response simulation if the system is linear. The 

method is also easy to be extended to the nonlinear case by modeling the material parame-

ters field dependent. FDTD can be implemented very efficiently for small structures (in the 

order of wavelength) , for example photonic crystals. However, it takes a lot of memory and 

CPU time if it is applied to large structures. In the following review we follow [3-13] and 

[3-14] very closely. 

3.7.1 Central difference and Vee cell 
Maxwell's equations are differential equations. The first step is to transform them 

into difference equations. We first consider a scalar function f(t). Its derivative can be 

approximated using the Taylor expansion as shown in the following. 

f(t + I1t) = f(t) + dfi I1t + 0(l1t2) => dfi = f(t + I1t) - f(t) + <\l1t) 
dt t dt t I1t 

(3-50) 

In this method, the error in approximating the derivative with the difference is linear with 

the step ~t. A better way is to use the central difference. 

(3-51) 

(3-52) 

Subtract Equation 3-51 from Equation 3-52 and we get 
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(3-53) 

The error is now quadratic with the step dt. More generally, consider the following 

2 In 

f(t + xidt) = f(t) + ddfxidt + 1-d f2 (X.dt)2 + ... + _I d f (Xidt)m + o(dtm + I) (3-54) 
t 2!dt I m!dtm 

where i=I, ... , m. We multiply Equation 3-54 with Yi and sum up the m equations. 

m m m m 
df 1 d f 

" YI·[f(t + X1·dt) - f(t)] = -dt" x-yo + ... + ---dtm " x!lIy- + O(dtm + 1) (3-55) 
L...J dt L...J I 1 m!dtm L...J I I 

i = I i = 1 i = I 

We require xi and Yi satisfy the following condition 

m m 

L xSi 

i = I 

1 and L XfYi = 0 for k=2, ... , m 

i = I 

The relation can also be written in matrix form 

XI x2 ... xm YI 

xf xi '" x~ Y2 

Equation 3-55 is simplified to 

m 

L Yi[f(t + xiM) - f(t)] 

1 

o 

df _ 1_-=--.;;...1 ________ + «dtm) 
dt dt 

(3-56) 

(3-57) 

(3-58) 

The error of the approximation is the mth order of the step dt. It is easy to find a solution 

of Equation 3-57 which can be rewritten as 
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1 1 y1xl 1 
xI x2 xm Y2 x2 0 (3-59) 

m-l x m- 1 xm- 1 0 xl 2 m Ymxm 

The first matrix is the Vandermonde matrix. It has nonzero determinant if xi ::j:. Xj for any 

i ::j:. j and hence can be inverted. In the following, the central difference is used due to its 

simplicity. 

Consider the Maxwell's equations 

V' x E = _(OB + J ) ot m 

oD 
V'xH=-+J ot e 

V'·D=p 

V'·B=O 

(3-60) 

where Jm=amH is the magnetic current used to model magnetic loss and Je=aeE is the 

electrical current. am and a e are the magnetic and electric conductivity respectively. We 

assume p=O. We can rewrite Equation 3-60 as 

aB - = -(V' x E + J ) at m 
(3-61) 

aD 
- = V'xH-J at e 

Consider a typical equation: 

(3-62) 
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In order to transform it to a difference equation, the space is divided into many cells. The 

size of a cell is L1x x L1y x L1z and typically we choose L1x = L1y= L1z. The time step is L11. 

Following [3-13], we define ExlniJ,k as a shorthand notation of Ex(iL1x, jL1Y, kL1Z, nL1t). 

Using central difference, the corresponding derivatives can be written as 

aE n 
x 

I I 
n+- n--

Exl· . k2 
- Exl· . k

2 
1, J, I,J, 

at i,j, k 

aH n 
z 

H In -H In 
z .. I Z .. I 

I, J + 2' k I, J - 2' k 

8y i,j,k L1y 

n H In -H In 
Y iJ· k +! Y iJ· k -! 
"2 "2 

i,j, k 
L1z 

Plug Equation 3-63 into Equation 3-62 and use the following approximation 

2 
n+! 

2 
We can solve for Ex I.. . 

I,J, k 

n+! 

Exl .. k
2 

= 
I, J, 

(Jel!1· kL1t 1 _ I,J, I 

__ 2_E_I....:..~=j,_k_ E In -2 

I
n At x .. k (Je .. kLl I,J, 

I + I,J, 

2EI~· k I,J, 

H In - H In 
z .. I z .. I 

IJ+-k IJ--k , 2' , 2' 
+ 

EI~· k I, J, -----------
Y .. k I Y .. k I 

I,J, +2 I,J, -2 L1t ] H In -H In 1 
L1y L1z 

(3-63) 

(3-64) 

(3-65) 
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Similar equations of Ey, Ez, Hx, Hy, and Hz can be obtained. Notice that we calculate E at 

time step n+ 112 and H at time step n. They are interleaved temporally. Ex is calculated in 

the lattice points (i,j,k). Hy is calculated in the lattice points (i,j,k+ 112). Hz is calculated in 

the lattice points (i,j+ 1I2,k). They are also interleaved spatially. 

A nice way to visualize the arrangement of the field vectors in space is the Yee cell 

as shown in Figure 3-26 introduced in 1966 by Vee [3-15], who formulated the original 

Hz ~ 

Fig. 3-26. Vee cell. Re-drawn after Fig. 3.1 of [3-13] (Allen Taflove, Computational 
Electrodynamics, Artech House, Boston, 1995) 

FDTD algorithm. In this elegant arrangement, each magnetic field component is sur-

rounded by four electric field components and vice versa which makes the contour integral 

interpretation of the algorithm very appealing. It is easy to verify that the divergences oID 

and B are automatically time independent in a Vee cell. Given the initial fields are diver-

gence free, they remain divergence free all the time [3-13]. 
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In the simulation, we interleave the field components spatially and arrange them in 

Yee cells. The initial condition must include the magnetic field at time zero H(r,O) and the 

electric field at time t=1/2~t E(r,1/2~t) . We first advance the magnetic field to time ~t 

using the initial conditions, and then advance the electric field to time 3/Mt using the just 

calculated electrical field H(r,~t) and the initial electric field E(r, 1/2~t) . This process 

repeats itself. 

3.7.2 Perfectly matched layer 

In computer simulations, we can only simulate field evolution in a finite volume 

and it results in an artificial boundary which may not exist in reality. In principle, we can 

make the volume big enough and finish the simulation before any reflection from the arti-

ficial boundary contaminates the simulation. However, this is a waist of the computing 

resources. The solution to this problem is to put some sort of absorbing layer around the 

structure we are interested in as shown in Figure 3-27. The function of the absorbing layer 

Fig. 3-27. Absorbing boundary 
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is to absorb any light incident on the layer while not having any reflection. Basically it is a 

layer with matched impedance. There are many kinds of absorbing boundary conditions 

(ABC), for example, Mur's ABC [3-16]. In the following we will discuss the perfectly 

matched layer introduced first by Berenger [3-17] which is the most efficient way to imple-

ment the ABC. The original Berenger's splitting field formalism is purely mathematical. 

We follow a more physical approach given in [3-14] to discuss the PML with uniaxial 

medium. 

First we consider the ID case, i.e., normal incidence. The material parameters 

belonging to the structure under study are {J.ll, 81} and those of the surrounding absorbing 

layer are {J.l2, 820 crm, cre}. If the impedance is matched at the boundary, the normal incident 

plane wave enters the absorbing layer without any reflection. This leads to the following 

condition. 

(3-66) 

More generally, we require the incident plane wave not get reflected at any incident 

angle. As shown in Figure 3-28, we assume a uniaxial perfectly matched layer (UPML) and 

the material parameters are given by 

(3-67) 

From the apparent requirement of rotation symmetry about the x axis, we have s2 

s; = s;. Consider two special cases: 
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UPML 

J.l2'~ 

L 
z X 

x=O 
Fig. 3-28. Uniaxial perfectly matched layer 

1) normal incidence 

It reduces to the 1 D case discussed above and therefore 

(3-68) 

It is natural to require that s2 = s;, Il = Il\, and 8 = 8\ . 

2) Incidence angle close to 90 degrees 

It again reduces to the 1 D case and leads to s \ = s; . 

Equation 3-67 becomes 

(3-69) 
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Consider an s polarized plane wave incident from the material (left side of the interface) to 

the UPML. In the material, we have 

(3-70) 

-I VxE 
H = 1-11 jO} (3-71) 

= ex~[ e-i(kxx + kyY) + re-i(-kxx + kyY)] _ e ~[e-i(kxx + kYY)-re-i( -kxx + kyY)] 
0} 1-1 1 yO} 1-11 

In the UPML, we have 

(3-72) 

H -I VxE = te-i(k~x + kyY) [e (ky) _ e (k~)J 
1-12 J' 0) 0} II X S Y S 

rl 1 2 
(3-73) 

where rand t are the reflection and transmission coefficients respectively. From the conti-

nuity of the tangential fields, we get 

1 + r = t (3-74) 

tk~ 
1 -r -- -

s2kx 

Solve for r. 

(3-75) 

We need to know the dispersion relation in the UPML to find out k~ . From Maxwell's two 

curl equations, wave in the UPML satisfies the following equation. 

(3-76) 

Plugging in Equation 3-72, we get the following dispersion relation in the UPML. 
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(3-77) 

If s 1 s2= 1, Equation 3-77 leads to 

(3-78) 

where the dispersion relation in the material k~ + k~ = 0) 
2 /-l\ S I is used. 

From Equation 3-75, we get r=0 (no reflection) and this is true for any incident 

angle. In order to attenuate the wave in the UPML along the x direction, we can simply 

choose a complex s2' The parameters of the UPML are now given by 

J.. 0 0 

/-l\Sx,82 8\ Sx' andSx 
Sx 

(3-79) /-l2 = = 
0 Sx 0 

0 o Sx 

To be consistent with the lD case where the PML is some sort of special conductor, Sx is 

typically chosen as 

(3-80) 

Notice that the PML is matched to the material with any sx, and this means that UPML's 

with different sx's are also matched with each other. UPML's matched along y and z axes 

are given by 

(3-81) 
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Sz 0 0 

o Sz 0 with s = K - ~ and s = 
Y Y jCJ)8\ z 

00
1 

(3-82) 

Same results can be derived for the p polarized incident plane wave. In the UPML corner 

as shown in Figure 3-29, it can be shown that ifthe parameters are given by ~ = ~\ SxSy 

Fig. 3-29. PML comer 

and 8 = 8\ SxSy the UPML corner is matched with both neighboring UPML's whose 

parameters are given by ~\ Sx' 8\ Sx and ~\ Sy' 8\ Sy respectively. More generally, the 

UPML parameters are given by 

~ = ~\SxSySz 
8 = 8\SxSySz 

(3-83) 

In the following we discuss how to implement FDTD in UPML. Consider the curl of E. 
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SySz 
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Sx 
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xs 
x 

s 
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z 

o 0 SX 

Consider a typical equation of the intermediate variables, 

3-46 

r:~ (3-84) 

H' x 

H' 
Y 

H' z 

(3-85) 
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(3-86) 

We can then use the same methods discussed in Section 3.7.1 to transform Equation 3-84 

and Equation 3-86 into difference equations. 

3.7.3 Incident source implementation 

In this section, we discuss the scattering/total field formalism [3-18] to introduce 

the incident wave source. The basic idea is illustrated in Figure 3-30. We create an artificial 

Incident plane wave 

Fig. 3-30. Introducing an incident wave 

plane called the incident plane. On the left side of the incident plane it is purely scattering 

field while on the right side (including the incident plane) it is the total field. This config-

uration is natural and is a close analog to the experimental setup where we introduce the 

incident wave and collect the scattering field using a beam splitter. Because in the structure 
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under study we use the total field, nonlinearity can be introduced without much difficulty. 

By applying the continuity condition at the incident plane (total field = scattering field + 

incident field), we can implement any incident wave. In the following, we give an example 

in 2D. 

incident on a trench as shown in Figure 3-31.The incident plane is chosen at the plane i=io. 

Scattering field Total field 

z 

i=io(incident plane) 

Fig. 3-31. Incident Gaussian beam 

We start from the integral form of the Maxwell's equations. 

(3-87) 

Apply it to a Yee cell bisected by the incident plane, and we get 
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(3-88) 

Notice that by our convention all the terms except Hy I ~ I . in Equation 3-88 represent the 
10- 2,J 

total fields. We need to replace it with the total field. 

(3-89) 

After some simplification, we get the following. 

(3-90) 

H In H I n [H In - (H In + H . In J] x. . I - x. . I Y . + I . y. I. y, Inc. I. 
10,]-- 10,]+- 102,J 10- 2,J 10-2,J 

2 2 + _______________ --+ 

dy dX 

where Hy, inc I ~ I . is the y component of the incident magnetic field at the plane i=io-ll2. 
10- 2,J 

Consider the other integral equation. 

fE . dl = - f fa~ . dS (3-91) 
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Apply it to a Yee cell bisected by the plane i=io-1 /2. 

(3-92) 

n+~ 
Notice all terms except Ezi. . 2 represent the scattering fields. We need to replace it with 

10,J 

the scattering field. 

(3-93) 

We get the following. 

( E I ~ ~ ~ - E . I ~ ~~) - E I ~ + ~ . 
~t z 10,J z, Inc 10,J z 10- I,J 

HYI~+~ . = HYI~ I. +---------------
10 - 2' J 10 - 2' J ~ ~x 

(3-94) 

n+~ 
where Ez inc I· . 2 is the incident electrical field at the plane i=io' In the above discussion 

, 1o, J 

we assume that the scattering fields also satisfy the Maxwell's equations which is always 

true in linear medium (e.g., air). In summary, in order to implement an incident wave, we 

need to provide information ofEz incl· . and Hy incl I or Hz incl· . and Ey incl I 
, 10, J , .. ,1o, J ,.. 

10- 2, J 10-2,J 

for the s or p polarized beam. These fields need to be known for all the time, and typically 

close form expressions are required. Before closing this section, we show an example of p 

polarized (the magnetic field is along the z direction) 2D Gaussian beam. Figure 3-32 

shows the cross-section of the magnetic field at the beam center (Hzlj=jo) along the propa-

gation direction at some instant t=to. The incident plane is at i=25. The beam focuses at 

i=350 as we can tell from the increasing amplitude ofHzo After the beam waist, the beam 
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Fig. 3-32. Propagation of a 2D Gaussian beam 

3-51 

600 

diverges and meets the PML. The reflection coefficient of the PML is about 10-6 and we do 

not get any scattering field at the left side of the incident plane. 

3.7.4 Material modeling 

In this section, we discuss how to implement various material in FDTD algorithm, 

particularly plasma and nonlinear material. 

1. Perfect electrical conductor (PEe) 

We only need to set the tangential electric field at the surface and fields inside to be 

zero. 

2. Dielectric material 

We just need to specify the parameters (8p IIp O"e) at each lattice point. 

3. Plasma 
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The real metal cannot be modeled as PEC or dielectric material (sr is negative). We 

model it as plasma [3-19] whose permittivity is given by [3-4] 

Consider the curl of H. 

2 aD . sorop 
V'xH = - + J = - jrosE + crE = - JrosoE + crE - -.-E at Jro 

aE 
8 0- + crE + F at 

2 
8 0 ro p . 2 aF 2 

F = --.-E => -JroF = 8 0ro E => - = soro E Jro p at p 

(3-95) 

(3-96) 

(3-97) 

Now we can use FDTD to solve the new set of Maxwell's equations with an auxiliary vari-

able F. 

(3-98) 

Shown in Figure 3-33 are the reflected plane waves from PEC and NiP (n=1.98+j3.74) mir-

rors. We monitor the reflected electric field evolution with time at an observing point in the 

scattering field region (on the left of the incident plane). The incident plane wave is normal 

to the mirrors. The reflection from PEC is about 100% as expected. The reflection from NiP 

is about 81 % and there is also a phase shift of 8<1> = 0.42 relative to the PEC reflected 

wave. We can also directly calculate the reflection coefficient. 
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Fig. 3-33. Reflection from PEe and NiP 

r = l-n
l 

= -(0.7394+ jO.327l) = _0.8085ej0
.4165 . Notice that the PEC reflected wave 

n+ 

has a 7t phase shift. The results obtained from the FDTD simulation agree very well with it. 

4. Kerr nonlinearity 

In general, the third order nonlinear polarizability can be written as 

(3-99) 

It is very difficult to implement a convolution with three variables. We only discuss a 

simple case here, the Kerr nonlinearity (chapter 9 of [3-13]) (instantaneous nonlinear 

response). 

(3-100) 

(3-101) 
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We only need to replace 8r with 8 r + X(t) where X(t) Xk~?rE2(t) . In Figure 3-34, a 2D 
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Fig. 3-34. Kerr nonlinearity 

1800 

p polarized Gaussian beam is propagating in a Kerr medium. We monitor the time evolu-

tion ofthe magnetic field (HJ at a lattice point. From the Fourier transform of the time evo-

lution, we can see the wave mixing effects. New frequencies are generated in the Kerr 

medium. 

5. Debye model 
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We can use Kerr medium to model intensity dependent refractive index. However, 

as a side effect new wavelengths are generated. The Debye model (chapter 4 of [3-9], [3-

20], [3-21]) basically eliminates the problem by introducing a proper response time. 

(3-102) 

If 'tR =0, i.e., instantaneous response, then the Debye model is the same as Kerr. However, 

by introducing a slow enough response time, the medium cannot respond to the fast optical 

oscillation and instead only respond to the slowly varying amplitude. 

Figure 3-35 shows the time evolution of Hz at a lattice point and its Fourier trans-

form. There is no new frequency generated by wave mixings. 
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3.7.5 Near field to far field transformation 

-2 0 2 4 6 
frequency 

The near field can be calculated by the FDTD algorithm. But sometimes we are 

more interested in the far field scattering pattern because it is easy to measure experimen-
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tal1y. In this section we discuss how to calculate the far field from the near field information 

[3-13][3-22]. 

We consider a 2D s polarized case as shown in Figure 3-36. The scattering field 

x 

Fig. 3-36. Near field to far field transfonnation 

along Cn (x=O) is already calculated from FDTD. The scattered electrical field satisfies the 

wave equation in free space. 

(3-103) 

The corresponding Green' s function G(r,ro) satisfies the following equation. 

(3-104) 

We integrate (Equation 3-104 x Ez - Equation 3-103 x G) in the area surrounded by the 

contour and use the Green's theorem. 
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1 [ 8 8Ez] Ez(ro) = 'j Ez(r)8nG-Gan dl 
(C", + Cn) 

(3-105) 

= f[ Ez(r)~~ + jrof.loHyCr)G JdY 
Cn 

In the above derivation, we assume the integration along Coo (the half circle with radius 

approaching to infinity) is zero for any physical field. n is the outward normal of the con-

tour. Notice that 

(3-106) 

In most cases, the near field is significant only in a small region because a focused incident 

beam is typically used to probe the structure. In the far field r 0 ~ 00 , 

. I 12 Ok ° ( ) 

( ) 
J J fa -Jk f ° fa If a 

G r,rO ~ ~e e 
A.j 8nkrO 

(3-107) 

(3-108) 

where 8 is the angle between ro and -x axis. In order to get the far field we only need to 

calculate the tangential near fields (surface currents). Typically we use the real fields 

instead of their complex representations in the FDTD algorithm. We can implement an on-

the-fly digital Fourier transform to calculate the complex field amplitudes. 

E (0 m~ ) = "E I (n + I 12)L'1te
jco (n + 1/2)L'1t 

z' Y L.... z 0, mL'1y 
(3-109) 

n 

where we use the neighboring values to approximate the magnetic field at the plane x=O. 
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For the p polarized case. 

(3-110) 

Actually, in the 2D case, we can simplify the results by choosing another Green's 

function (see chapter 3 of [3-22] ). 

where r 0 is the mirror image of r 0 about the plane x=o. It is easy to check that 

Then we get the following . 

G'lx = 0 = ° 
~G' = 2aG 
ax ax 

(3-111) 

(3-112) 

. 3/2 jkro~ f+OO -jkysinfl .. ( ) Ez(rO) = 2J e --COSe Ez(O, y)e dy for the s polanzatlOn 3-113 
8nro -00 

() 
.3/2 jkro~ f+OO -jkysinfl.c 1·· (114) Hz ro = 2J e --cose HiO, y)e dy lor the p po anzatlOn 3-

8nro -00 

These are just the Fourier transforms of the near field multiplied by a Lambertian factor. In 

the 3D case, we can repeat the same analysis for each component. Please refer to [3-3] and 

[3-13] for more detailed discussion. 

References 

[3-1] Xu Wang et al. "Measuring and modeling optical diffraction from subwavelength 
features." J. OPT. SOc. AM. A 18,565-572 (2001) 

[3-2] Xu Wang. Caltech Ph.D. thesis (2000) 



Chapter 3 - Diffraction from subwavelength structures 3-59 

[3-3J David S. Marx. Caltech Ph.D. thesis (1996) 

[3-4] Course notes of EE 152 (Engineering Electromagnetics) taught by Dr. William B. 
Bridges. See also other e1ectromagnetics references, for example, J.D. Jackson. 
Classical Electrodynamics, 2nd Edition. (John Wiley, New York 1975) 

[3-5] T.W. Ebbesen, H.J. Lezec, H.F. Ghaemi, T. Thio, and P.A. Wolff. "Extraordinary 
optical transmission through sub-wavelength hole arrays." Nature 391, 667-669 
(1998) 

[3-6] C.W. Barnes. "Object restoration in a diffraction limited imaging system." J. Opt. 
Soc. Am., 56:575 (1966) 

[3-7] Amnon Yariv. Quantum Electronics, Third Edition (John Wiley & Sons, New 
York, 1989) 

[3-8] Y. R. Shen. The Principles of Nonlinear Optics, 303-333 (John Wiley & Sons, 
1984) 

[3-9] Alan C. Newell and Jerome V. Moloney. Nonlinear Optics (Addison-Wesley, 
Redwood City 1992) 

[3-10] Govind P. Agrawal. Nonlinear Fiber Optics, 2nd edition. 50-54 (Academic Press, 
San Diego 1995) 

[3-11] I.C. Khoo. Liquid Crystals (John Wiley & Sons, New York 1995) 

[3-12] Tsuyoshi Tsujioka and Masahiro Irie. "Spot shape on super-resolution optical 
disks with a photon-mode mask layer." Optical Review 5, 158-162 (1998) 

[3-13] Allen Taflove. Computational Electrodynamics (Artech House, Boston, 1995) 

[3-14] Allen Taflove (editor). Advances in Computational Electrodynamics, Chapter 5 
(Artech House, Boston, 1998) 

[3-15] K.S. Yee. "Numerical solution of initial boundary value problems involving Max­
well's equations in isotropic media." IEEE Transactions on Antennas and Propa­
gation 14,302-307 (1966) 



Chapter 3 - Diffraction from sub wavelength structures 3-60 

[3-16] G. Mur. "Absorbing boundary conditions for the finite-difference approximation 
of the time domain electromagnetic field equations." IEEE Transactions on Elec­
tromagnetic Compatibility 23,377-382 (1981) 

[3-17] J.P. Berenger. "A perfectly matched layer for the absorption of electromagnetic 
waves." J. Computational Physics 114, 185-200 (1994) 

[3-18) Korada Umashankar and Allen Taflove. "A novel method to analyze electromag­
netic scattering of complex objects." IEEE Transactions on Electromagnetic Com­
patibility, EMC-24, 397-405 (1982) 

[3-19] Steven A. Cummer. "An analysis of new and existing FDTD methods for isotropic 
cold plasma and a method for improving their accuracy." IEEE Transactions on 
Antennas and Propagation 45,392-400 (1997) 

[3-20] Richard W. Ziolkowski and Justin B. Judkins. "Applications of the nonlinear finite 
difference time domain (NL-FDTD) method to pulse propagation in nonlinear 
media: Self-focusing and linear-nonlinear interfaces." Radio Science 28,901-911 
(1993) 

[3-21] Rose M. Joseph and Allen Taflove. "FDTD Maxwell's equations models for non­
linear electrodynamics and optics." IEEE Transactions on Antennas and Propaga­
tion 45,364-374 (1997) 

[3-22] J. Goodman. Introduction to Fourier Optics (second edition) (McGraw-Hill, New 
York, 1996) 



4 Defocused Holographic Correlator 

In the previous chapters we investigated some topics in optical information storage. 

From now on, we will discuss optical information processing, or more specifically, holo­

graphic correlators and their applications. In this chapter, the defocused holographic corr­

elator is investigated both experimentally and theoretically. An approximate formula of the 

shift selectivity is derived. The cross talk in correlator arrays is analyzed. A real time corr­

elator system with 480 templates is demonstrated using 100 !lm thick Dupont photo-poly-

mer. 

4.1 Introduction 
Holographic correlator arrays are powerful tools for the pattern recognition prob-

lems where correlation is an efficient algorithm because of their massive parallelism and 

high speed [4-1 ]-[4-4]. A typical correlator system is shown in Figure 4-1. The input image 

is first edge-enhanced by filtering its DC component in the Fourier plane. All higher orders 

[4-5] except the zeroth order diffraction of the spatial light modulator (SLM) are also fil­

tered. The enhanced edge profile of the SLM is then filtered in the image plane using a rect­

angular filter. These filtering steps are necessary in order to remove the common features 

of the inputs and improve the contrast of correlation outputs. The filtered image is Fourier 

transformed by another lens and the recording material is put either in the focal plane of the 

lens (normal correlator) or slightly defocused (defocused correlator [4-6]). During record­

ing, the direction of the signal beam remains the same while the reference beam angle 
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Fig. 4-1. Holographic correlator array (courtesy of Dr. Gregory J. Steckman) 

4-2 

changes to record an array of templates using angular multiplexing [ 4-7] . Upon readout, an 

image is displayed on the SLM and it correlates with all the templates simultaneously at the 

speed of light. If the input is one of the template images, the corresponding reference is 

reconstructed and focused on the correlation output plane producing a bright correlation 

peak. A normal correlator is shift invariant if the recording material is thin. A shift of the 

input image simply results in a corresponding shift of the correlation peak and this makes 

the system more robust in recognizing the input pattern. 

The correlation plane is divided into domains as shown in Figure 4-2.The ith refer-

ence beam used to record the ith template focuses at the center of the ith domain and the 

size of the domain depends on the amount of shift invariance of the system and is chosen 

such that a correlation peak inside the domain can be attributed to the correlation with the 
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Fig. 4-2. Correlation domains 

corresponding template without any ambiguity. Several correlation peaks may appear on 

the correlation plane. The brightness tells us about the similarity between the input image 

and the corresponding template. The input is classified to the ith class if the brightest cor­

relation peak lies in the ith domain. There is a trade-off between the number of templates 

packed and the amount of shift invariance allowed in the system design, because an ambi­

guity arises when a correlation peak shifts into neighboring domains when the input is 

shifted. Shift invariance can be reduced by the angular selectivity of volume holograms, but 

a relatively thick recording medium is required. A technique is proposed in [4-6] to control 

the shift invariance simply by defocusing the recording material. In this chapter we study 

the properties of the defocused correlator. In Section 4.3, we simplify the theory and derive 

an approximate formula of the shift selectivity. In Section 4.4 we investigate the cross talk 

in correlator arrays. In Section 4.5, we demonstrate a real time correlator system with 480 

templates. In Section 4.6, we discuss some interesting properties of the defocused correla­

tor. 
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4.2 Defocused holographic correlator array 
A defocused correlator is shown in Figure 4-3. The recording material is moved 

f(x,y) 
x 

Signal beam ~ ____ c_o_r_r_e_la_tion PlaneJ--.z 

F y 

Reference beam Z=O 

Fig. 4-3. Defocused holographic correlator 

away from the focal plane of the Fourier lens and the defocusing distance is zr;; The distur­

bance at the focal plane of the lens(z=O) is proportional to GC,x
F

, !F) , where G(u,v) is the 

Fourier transform of the input image f(x,y) and is gIven by 

G(u, v) = f ff(x, y)e-j27t(ux + vY)dxdy . The disturbance g(x,y,z) after the focal plane can 

be obtained from scalar diffraction theory and is given by. 

(4-1) 

where ® is the convolution operator. By taking the Fourier transform to convert the con-

volution to a product, we can rewrite g(x,y,z) as 

g(x, y, z) ex f ff( -AFu, -AFv)exp [-j7tAZ(U2 + v2 ) ]~kz~27t(ux + vY)dudv (4-2) 
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A hologram is recorded using a plane wave reference ei kr . r , and the index grating is given 

by L1s oc lei kr · r + g(x, y, z)12 . The component that is of interest for correlators is 

g*(x, y, z)ei kr · r. During readout, an image f (x, y) is displayed to read out the hologram. 

The scattering amplitude in the kd direction is given by the Born approximation [4-8]. 

Aikd) oc (kdlL\slg'(x, y, z» oc J J Jg*g'ei[(kr-kd)· r]dxdydz 

oc Jdz J If*( -AFu, -AFv)exp[j7tAZ(U2 + v2)]dudv x 

f ff(-AFu', -AFv')exp[-j7tAZ(u,2 + v,2)]du'dv' x 

I Ie-j27t (UX + vy)~27t(u'x + v'y)ei[(kr - kd) . r]dxdy 

(4-3) 

where g'(x, y, z) is the disturbance in the holographic medium generated by f(x, y) . 

We assume that the recording material extends to the infinity in the x and y directions. Inte-

grating x and y first, we get the following. 

(4-4) 

h . (). d fi d sm7tX were smc x IS e me as--
7tX 

(4-5) 

k -kd L\x = AF rx x 
27t 

k -k 
L\y = AF ry dy 

27t 

a = - A;2[(L\x)2 + (L\y)2 + 2xL\x + 2yL\y] + (krz - kdz) 

L is the thickness of the material, A is the wavelength of the laser beam, and C is a constant 

factor taking care of all the proportional constants. In the following C is omitted. 

Ifkd=kr' we have L\x=L\y=O and this defines the center of a correlation domain. L\x 

and L\y can be viewed as the position relative to the domain center. In the above derivation 

we ignored the reflection and refraction at the surface of the material. A more rigorous der-
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ivation considering the refraction is given in [4-6]. The Fourier plane appears shifted and 

Zc needs to be replaced by an effective defocusing distance. The scattering amplitude is 

given in [4-6] 

ja[zc + (zc- ~)(n-l)J (La) 
JJf*(x,y)f'(x+~x,y+~y)e 2 sinc 2n dxdy (4-6) 

(4-7) 

n is the refractive index of the recording material. A, kd and kr are values in the air. 

If the recording material is thin (L::::; 0) and put in the focal plane (Zc=O), 

Equation 4-6 is simplified to Ad(kd) = J Jf*(x, y)f' (x + ~x, y + ~y)dxdy, which is a 

cross correlation and is fully shift invariant. The selectivity of volume holograms (the sinc 

term in Equation 4-6) and the phase term induced by the defocusing reduce the shift invari-

ance. It is interesting to point out that the selectivity of volume holograms can also be 

viewed as a special defocusing effect. The volume hologram can be divided into many thin 

slices and from Equation 4-4 we have 

Ad(kd, zc) = J Jf*(x, y)f'(x + ~x, y + ~y)~azcdxdy for the slice at zc. Summing up all 

the contributions we get the following. 

L L jazc 
ActCkd) = fLAd(kd,zc)dzc = fff*(x,Y)f'(x+~X,y+~Y)fLe dzcdxdy (4-8) 

-2 -2 

= L JJf*(x, y)f'(x + ~x, y+ ~y)sinc(~~)dxdY 
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where in order to prevent any artificial air/material interface, we use Equation 4-4 instead 

of Equation 4-6. 

4.3 Shift selectivity 
Assume that a template image f1(x,y) has been stored holographically in a defo-

cused correlator and it is read out with a new input image f2(x,y). If the recording material 

is thin, e.g., a 38/-Lm-thick layer of Dupont polymer, its thickness can be ignored and as 

derived in Section 4.2 the diffraction intensity distribution in the correlator output plane is 

given by 

(4-9) 

In the particular case where f2(x,y) is a shifted version off1 (x,y), i.e., f2(x,y)=f1 (x-8x,y-8y), 

we can define a selectivity function. 

S(8x,8y) = max{Id(~x, ~y)} (4-10) 

-j-(~xx + ~yy) {I kzc 12} 
= max f f~(x, y)f\ (x-8x + ~x, y - 8y + ~y)e F2 dxdy 

The selectivity function measures the dependence of the correlation peak intensity on the 

image shift. Figure 4-4 shows a typical measured selectivity function of a random binary 

pattern. Selectivity is defined either as the FWHM (full width half maximum) or as the first 

null of the selectivity function. In the following analysis we assume the size of the image 

is W x x Wyand the pixel size is dx x dy. 
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Equation 4-9 can be rewritten as 

10 

f* (x + X Y + Y\ f (x + X + Ll Y + Y + Ll ) f (X - x Y - Y) 
j 2' 2 -) 2 2 x, 2 Y 1 2' 2 

15 20 

f (x + X + Ll Y + Y + Ll ) f (X - x Y - Y) f* (X - x + Ll Y - Y + Ll ) 
2 2 x, 2 Y 1 2' 2 2 2 x, 2 Y 

4-8 

(4-11) 

We assume that fj(xbYl) and f2(xbYl) are ergodic stationary joint Gaussian processes. 



Chapter 4 - Defocused holographic correlator 4-9 

(4-12) 

where E[ ] is the ensemble average. For Gaussian processes, all statistical properties are 

completely determined by the first and second order momentum [4-9]. We assume real and 

edge enhanced images (zero mean). 

E[ ... ] = (4-13) 

E[fT(x l, YI)f2(x l + ~x, YI + ~y)]E[fl (xI + X, y I + y)f;(x i + ~x + X, YI + ~y + y)] 

+ E[fT(x l, Yt)fl(x i + x, YI + y)]E[fixl + ~x, YI + ~y)f;(xi + ~x + x, YI + ~Y + y)] 

+E[fT(xl'YI)f;(x l +~x+x'YI +~y+y)]E[fl(xl +x'YI +y)f2(x l +~x'YI +~y)] 
= [Cff (~x, ~y)]2 + Cf f (x, y)C f f (x, y) + Cf f (x + ~x, y + ~y)Cf f (x-~x, y-~y) 

12 I I 22 12 1 2 

where CfgCx,y) is the cross correlation off(x,y) and g(x,y). 

(4-14) 

[C f f (x, y)Cf f (x, y) + Cf f (x + ~x, y + ~y)Cf f (x-~x, y-~y)] 
I I 2 2 I 2 I 2 

Ifwe consider a special case in which f2(x,y)=f1(x-ox, y-oy), and we assume that the auto-

correlation function off1(x,y) is a Gaussian, 

(4-15) 

then we have the following. 
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In the above derivation we assume a sharp autocorrelation peak, i.e. , a x « W x and 

a y « W y' Since the significant contribution of the integral is from the region Ixl ~ ax and 

Iyl ~ cry, the integration limit is extended to infinity and the approximation 

(W x -Ixl):::::; W x and (W y -Iyl):::::; W yare made. For small zC' 8x, 8y the first term in 

Equation 4-16 dominates. 

In general if the auto-correlation peak is sharp, we have the following. 

This shows that the correlation peak is shifted to (~x=8x, ~y=8y) and the peak 

. . d Th I . . . AF2 d AF2 Th . . I mtenslty rops. e se ectlvlty IS Sx :::::; -- an Sy:::::; -- . e system IS approxImate y 
zcWx ZcWy 

shift invariant if 18xl<sx and 18yl<sy' 
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4.3.2 Random binary pattern 

Intuitively, for small perturbations (zo 8x, 8y small) the system is in general 

approximately shift invariant (images not necessarily Gaussian processes) and Ii~x,~y) 

peaks at ~x=8x and ~y=8y. Equation 4-10 becomes 

(4-19) 

We now consider two special cases: 

1. Random binary phase modulation or DC fdtered random amplitude modulation 

In this case, f1(x,y) = 1 or -1, i.e., Ifl (x,y)12= 1 , we get 

C(x,y) = ~(~)~(L) where~(x) = { I-Ixl -Isxsi 
x Wy 0 else 

(4-20) 

The shift selectivity along the x-direction is Sx "" Ap2 and that along the y-direc­
zcWx 

2. Random amplitude modulation 

In this case, fl (x,y) = 0 or 1, Ifl (x,y)12=f1 (x,y) 
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S(ox, oy) ~ ~[W;W~Sinc2(WxU)SinC2(Wyv) + d;d~sinc2(dxu)sinc2(dyv)] (4-21) 

zcox zcoy 
where u = --2 and v = --. Because the area of a pixel is much smaller than the area 

AF AF2 

of the image, i.e., dxdy « W x W Y' we get 

(4-22) 

Again, the shift selectivity along the x-direction is Sx ~ AF2 and that along the y-direction 
zcWx 

. AF2 
IS sY~-W . 

Zc y 

In the above discussion, we get the same selectivity with different models. The 

selectivity is inversely proportional to the defocusing distance and the size of the image. An 

intuitive way to understand it is that Id(i1x,i1y) tends to be zero when the phase term 
k~ k k -j2(~XX + ~yy) Zc Zc 

e F oscillates fast enough. If F2 i1xWx = 2n and F2 i1yWy = 2n, the 

phase term changes from 0 to 2n when we perform the integration across the image and this 

AF2 AF2 
smooths out the correlation peak, leading to ox ~ i1x ~ -- and oy ~ i1y - --w-. 

zcWx Zc y 

4.3.3 Experiment 

In order to verify our analysis, we compare the experimental shift selectivity data 

in [4-6] with our approximate theory. Figure 4-5 and Figure 4-6 show the dependence of 

the shift selectivity (normalized to the focal length) on the defocusing distance ze- In the 

out-of-plane direction (image shift perpendicular to the incident plane formed by the signal 

and reference axes), our approximate result matches very well with the experimental data 

and the rigorous theory (direct numerical integration of Equation 4-6) while in the in-plane 

direction (image shift in the incident plane) the measured shift selectivity is a little bit 

smaller. The recording material used in the experiment is a 250J..tm-thick LiNb03 crystal. 
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Fig. 4-5. In-plane shift selectivity (experimental and numerical integration data from [4-6]) 
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Fig. 4-6. Out-of-plane shift selectivity (experimental and numerical integration data from [4-6]) 
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However, in our analysis the volume hologram selectivity is ignored, which leads to the dis-

crepancy. Since the out-of-plane direction is the Bragg degenerate direction, the volume 

selectivity effect is weaker and we have better agreement between our approximate theory 

and the experimental data. The result verifies that the shift selectivity is inversely propor-

tional to the defocusing distance zc' 

We also studied the effect of the image size and pixel size. Our experiment setup is 

shown in Figure 4-7. The wavelength of the laser is 488nm. The signal travels along the z 

Signal beam 

Fl=30cm, F2=10cm, F3=lOcm 

Fourier plane 

Fl 
Image plane 

Fl I 
.... - ..... I--~ F2 F2 F3 F3 

SLM I 

Reference beam 

DC filter Rectangular 
filter 

Fig. 4-7. Shift selectivity experiment setup 

~ ...... 
c;;. 
~~. 

()~ 
.o.t. 
~~ 

t:I 

x (in-plane) 

J--.z 
y (out-of-plane) 

axis and the reference is in the x-z plane. Both a Koppin SLM (640 x 480, pixel pitch 

24~m) and a TVT6000 SLM (480 x 440, pixel pitch 50~m) are used in the experiments. 

The test image used is a random binary pattern, which takes a value of either 0 or 1 at each 

super-pixel of n x n SLM pixels. The recording material is 38 ~m-thick Dupont polymer. 

From previous discussion, the shift selectivity on the image plane is 
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(4-23) 

We want to calculate the corresponding selectivity at the SLM and compare it with exper-

iment. From the imaging condition of a 4-F system, we have 

(4-24) 

where s~, s~, W~, W~ are the corresponding selectivities and image size at the SLM. Since 

F 2 is equal to F 3 in our setup, we obtain 

(4-25) 

This shows that the recording material can be thought of as being imaged to the back of the 

Fourier plane and the defocusing distance of the recording material image is still Zc since 

Figure 4-8 shows two selectivity curves with different image sizes. The TVT6000 

SLM is used in this experiment. The defocusing distance Zc is O.4cm. As shown in the fig-

ure, the larger the image, the smaller the shift selectivity. Figure 4-9 and Figure 4-10 show 

the selectivity curves with different super-pixel sizes in the in-plane and out-of-plane direc-

tions. The Koppin SLM is used in these experiments. The defocusing distance Zc is 1 cm. 

Equation 4-20 is plotted (the theoretical curve) and compared with the experimental data. 

As can be observed, the selectivity is only weakly dependent on the super-pixel size. The 

experimental results agree very well with the close form approximate results. 
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4.4 Cross talk 

4-17 

In normal correlators, correlations may have side lobes which can extend to neigh-

boring domains and cause cross talk. In a defocused correlator, the side lobes can be sup­
kzc 

-j-r(Lhx + ~yy) 
pressed by the defocusing phase term e F [4-6], which results in a better SIN. 

Following [4-10], to illustrate the idea we calculate the correlation of a test image 

which consists of four 2mm by 2mm squares as shown in Figure 4-11. The wavelength of 

the laser is taken as 488nm and the focal length of the Fourier lens is assumed to be 30cm. 

The autocorrelations with zc=O (normal correlator) and Zc=lcm (defocused correlator) are 

shown in Figure 4-12. Clearly, the side lobes are suppressed in the defocused correlator. 

Now suppose we have an array ofM correlators, and the templates are f{x,y) where 

i= 1 , ... ,M. Ifthe input is f1 (x,y), then there is an autocorrelation peak in the center ofthe first 
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2mm 
i -·-····-----·-·----... ·-·--·--.. 

~-------------------------------~ 
5mm 

Fig. 4-11. Test image used in cross talk simulations 

Zc=o Zc= 1cm 
Fig. 4-12. Side lobe suppression in defocused correlators 

domain, but there is also cross talk due to the cross correlation between fi (x,y) and ~(x,y) 

where i=2, ... ,M. 

From previous sections, 
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M 2 
(i) L Ad (-~xi' -~Yi) (4-26) 

i =] 

where ~xi and ~Yi are the displacements of the ith domain center from the first domain 

center and A~i\~x, ~y) is given by 

kzc 
(i) '.1. ff * -j-Z(dXX + dyy) Ad (~x, ~y) = el'l'i fi (x, y)f] (x + ~x, y + ~y)e F dxdy 

. . 2 1tZe(~xr + ~yr) 
<Pi = (k;z - k~z)n Ze - 2 

AF 

We can calculate the SIN ratio as 

SIN 
M 2 

(4-27) 

(i) L Ad (-~xi' -~Yi) 

i = 2 

We assume 121(11 by 11) template images are recorded. The SIN in the origin of 

the center domain is calculated for different values of z(; The correlation domain size is 

3.9mm x 3.9mm. Figure 4-13 shows the dependence of the SIN on the defocusing distance 
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Fig. 4-13. Cross talk in correlators 
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zc. As we increase zC' SIN increases as well. The fluctuation observed in the figure is due 

to the speckle effect caused by the pseudorandom phase factor<\>i. 

4.5 Real time correlator system 
In this section we describe the real time defocused correlator system [4-11] built in 

our lab. We recorded 480 templates in IOOl-tm thick DuPont HRF -150 photo-polymer. The 

number of stored templates is mainly limited by the shrinkage effect [4-12] of the Dupont 

polymer, not the material dynamic range. One of the stored templates and its correlation 

output are shown in Figure 4-14. 

Fig. 4-14. Stored edge-enhanced template and its correlation output 

Figure 4-15 shows the measured autocorrelation peak intensity of the 480 stored 

templates. The correlation peak strength is equalized using the exposure schedule described 

in [4-13]. The correlation plane is divided into 24 x 20 domains. A raster scan of the max-

imum correlation is obtained when we sequence through the templates as shown in 

Figure 4-16. Only 10 out of 480 templates are miscIassified. This error rate can be mini­

mized by normalizing the autocorrelation of each template. The template angular selectiv-

ity (image shift selectivity normalized to the focal length of the lens) is approximately 0.1 

degree and the angular distance between neighboring domains is 0.4 degree. The Bragg 
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Fig. 4-16. Correlation peak position 

selectivity in the in-plane direction is approximately 0.5 degree. Clearly, the defocused cor-

relator system can store more templates than a normal correlator. To implement distortion 

invariance, synthesized templates may be used. If each template is synthesized with 10 tar-

gets, the system then has about 500 x 10 filters which would be very useful in a content 

searchable database. 
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Our system has been used for real time fingerprint and face recognitions. Finger-

print recognition is particularly interesting because it requires a small degree of shift invari-

ance hence many templates can be stored. We will discuss fingerprint identification in more 

detail in the next chapter. Figure 4-17 and Figure 4-18 show the cross-sections of typical 

fingerprint and face correlations. 

Autocorrelation of original fingerprint template Real time fingerprint correlation 
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4.6 Discussion 

4.6.1 Incoherent correlator 
In defocused correlators, the shift invariance is reduced by the fast oscillating phase 
kzc 

+p-(dXX + dyy) 
term e in Equation 4-9. If the laser beam is modulated by a moving diffuser 

during readout, the input image can be represented by f2(x, y)ei\JI(x, y, t) where f2(x, y) is 

the image displayed on the SLM and \jJ(x, y, t) is the pseudo-random phase modulation 

induced by the moving diffuser. If a thin recording material is used, the diffraction intensity 

is given by 

(4-28) 

where < ... > is the average over time. The averaging is necessary because of the 

slower response of the detector (CCD camera). The system becomes an incoherent corre-

lator which is shift invariant again. 

4.6.2 Information security 

Usually, the difference between holographic correlator and memory is whether the 

signal is used to reconstruct reference (correlator) or the reference is used to reconstruct the 

signal (memory). However, the defocused holographic correlator is not a good memory 

device because holograms are not recorded with enough angular separation between the 

reference beams. Multiple reconstructed images would appear on the detector and there 
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would be severe cross talk if it is used as a memory device trying to steal the template infor-

mation. 

As shown in Figure 4-19, even if the correlation peak disappears the total diffracted 
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Fig. 4-19. Total power and correlation peak power 

power is still significant which is randomly distributed in the correlation plane and builds 

up a noise floor. Since the reconstructed reference is focused, correlators are more noise 

tolerant than memory devices. 

4.6.3 Spatial frequency domain representation 

Id(~x, ~y) can also be written in the spatial frequency domain. 
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-j21t-(~xx + ~yy) 

1 

Zc 12 
Ii~x, ~y) = f ffT(x, y)f2(x + ~x, Y + ~y)e H2 dxdy 

IFT[fT(x, y)fix + ~x, y + ~y)] lu=~u, v=~vI2 

IFT[fT(x, y)] ® FT[f2(x + ~x, Y + ~Y)]12 

If SFT( -u, -v)F2(~U - u, ~v - v)~21t[~x(~u -u) + ~y(~v- V)]dudvI2 

If fFT(u, v)F 2(~U + u, ~v + v)~21t[~x(~u + u) + ~y(~v + V)]dudvI2 

1 

j21tAf2(~uu+~vv) 12 
f fFT(u, v)F2(u + ~u, v + ~v)e Zc dudv 

4-25 

(4-29) 

where 
Zc~x Zc~y 

~u = -- ~v = --2 ' FT[ ... ] is the Fourier transform operation and 
AF2 AF 

F 1 (u,v), F2(u,v) are the Fourier transform of f1 (x,y) and f2(x,y) respectively. 

The formula of Id(~x, ~y) is highly symmetric in the spatial and the spatial fre-

quency domains. If Zc « F , from the representation in the spatial domain we get the follow-

ing. 

-j21t-(~xx + ~yy) 

1 

Zc 12 
Id(~x, ~y) = f ffT(x, y)f2(x + ~x, Y + ~y)e AF2 dxdy (4-30) 

== If ffT(x, y)f2(X + ~x, Y + ~y)dxdYI2 

which is a spatial domain correlation. If Zc » F , using the representation in the spatial fre-

quency domain we get the following. 

1 

j21tAf2 (~uu + ~vv) 12 
Id(~x, ~y) = f fFT(u, v)Fiu + ~u, v + ~v)e Zc dudv (4-31) 

== If fFT(u, v)F2(U + ~u, v + ~v)dudvI2 

which is a spatial frequency domain correlation. This means that the defocused correlator 

is a mixture of spatial and frequency domain correlators. Intuitively, if we put the recording 
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material too far away from the focal plane, then due to Fraunhofer diffraction the template 

image, rather than its Fourier transform, is recorded in the hologram. The defocused corr-

elator continuously transforms itself from a spatial domain correlator to a frequency 

domain correlator as we increase :le. The spatial correlator is shift invariant while the fre-

quency domain correlator is not. The shift invariance is controlled by the amount of "dop-

ing" of the frequency domain correlator. 

We can also use the formula to analyze the position of the correlation peak. Assume 

f2(x,y)=f1 (x-ox,y-oy). First we consider the case Zc « F 

Id(.~x,fly) = IJJF~(u,V)Fl[U+flU'V+flV] (4-32) 

j27tAF2[(~u-8u)u+(~v-8v)v] 12 
x e Zc dudv 

zcflx zcox zcfly 
fl u = ou = -- fl v = -- and 

AF2 AF2 AF2 
where 

If flu=ou and flv=ov, or flx=ox and fly=oy, the rapid oscillating phase vanishes and 

Id(flx, fly) has its maximal value. This verifies the shift invariance assumption we made in 

Section 4.3.2. 

We consider the other case Zc » F . Using the spatial domain representation we get 

-j27t-(~xx + ~yy) 

1 

Zc 12 
Id(flx, fly) = JJf~(x,y)fl(X+flx-ox,y+fly-oy)e Af2 dxdy (4-33) 

The phase term is fast oscillating unless flx=fly=O. This means the peak locates at the center 

of the correlation output domain. 

Sometimes, due to this mixture of the spatial and frequency domain correlator we 

can see twin peaks with one always at the center (frequency domain correlation peak) and 
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the other moving when the input is shifted (spatial correlation peak). Figure 4-20 shows the 

measured twin correlation peaks. 
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Fig. 4-20. Twin peaks 

0.6 

We now apply the frequency domain formalism to a variation of the defocused cor-

relator, in which we consider that the SLM is not in the front focal plane of the Fourier lens 

as shown in Figure 4-21. We can assume an effective image rex, y) in the focal plane 

which produces the same field in the recording material as the image f(x,y) displayed on 

the SLM with a distance of L from the focal plane . 

. n ( 2 + 2) 

f(x, y) = f'(x, y) ® eJAL x Y (4-34) 

or in the frequency domain, 
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f(x,y) f(x,y) 

Signal beam 1 L 

x 

_____ c_o_r_r_e_la_tion plane J-z 
F y 

Reference beam z=o 

Fig. 4-21. Effect of SLM displacement 

F(u, v) = F'(u, v)e-jrcAL(u2+v2) (4-35) 

where F(u,v) and F' (u, v) are Fourier transform of f(x,y) and [' (x, y) . 

Id(~x, ~y) = 1 f fFT(u, v)~rcAL(u2 + v2)F 2(u + ~u, v + ~ v) 

Ap2 12 j2rc-(~uu + ~vv) 
X e-jrcAL[(U + ~U)2 + (v + ~v)2]e Zc dudv 

(4-36) 

Af2( LZ) 2 j2rc- I - _c (~uu + ~vv) 
ffFT(u,v)F2(U+~U,v+~v)e Zc f2 dudv 

Ifwe choose L=F (SLM placed directly in front of the lens) and Zc«F, 

(4-37) 

which is the same as if the SLM was in the front focal plane. 

4.7 Conclusion 
In this chapter, we investigate the properties of the defocused holographic correla-

tor which can conveniently control the shift invariance by tuning the defocusing distance. 
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A simple expression of the shift selectivity is derived (sx ~ "'W
F2 

and Sy ~ "'W
F2 

), which 
Zc x Zc y 

agrees very well with the experimental results. The cross talk in the correlator array is ana-

lyzed and we show that the defocused correlator can improve the SIN. We also demonstrate 

a real time correlator system with 480 templates. 
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5 Correlation Based Fingerprint Identification 

In the previous chapter we investigated the defocused holographic corre1ators 

which can pack many templates with controlled shift invariance. In this chapter we focus 

more on the correlation algorithm itself instead of the holographic system design. In Sec­

tion 5.2 we discuss the performance of the optical correlation of fingerprints. In Section 5.3 

we introduce the windowed correlation to improve the distortion tolerance. In Section 5.4, 

we give detailed simulation results and discuss the performance of various strategies. 

5.1 Introduction 
Fingerprint recognition has been studied extensively for many years. Minutia based 

algorithms [5-1] are very efficient and robust and they are now widely used in fingerprint 

verification and identification [5-2]. False acceptance rates (FAR) as small as 0.01 % can 

be obtained with false rejection rate (FRR) of 1.4% [5-3]. However, if the database com­

prises millions of fingerprints the inherent serial algorithm nature may limit the speed in 

identification applications. The huge amount of memory needed also increases the cost. 

The advantage of the correlation method [5-4] [5-5] is that it can be optically imple­

mented. Holographic correlator arrays have massive parallelism, high speed and huge stor­

age capacity. In the previous chapter we demonstrate that at each location of a 100 Jlm thick 

Dupont polymer about 500 templates can be stored. Thus one holographic disk of a CD size 

can store approximately a million templates. 
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The major problem with the correlation method is that it is too sensitive to distortion 

and rotation. In the following sections, we will investigate the correlation method in detail 

and try to improve its performance. 

5.2 Optical correlation 
The Fourier transform of the correlation of two fingerprints is a product of their 

spectrum. Before discussing the optical correlation, we first take a look at the spectrum of 

fingerprint. The DC filtered optical and digital Fourier transforms of a fingerprint are 

shown in Figure 5-1. The spectrum looks like a ring due to the circular shape of ridges and 

OpticalSpectrurn Digital Spectrum 

Fig. 5-1 . Spectrum of fingerprints 

valleys. This is a typical spectrum of fingerprint. Because the spectral information concen­

trates around the carrier frequency (uo) [5-5], the fingerprint correlation are sensitive to 

rotation (spectrum rotates Suo with a rotation angle S) and distortion (different local rota­

tions). 

The real time holographic correlator discussed in the previous chapter was used to 

optically compute the correlation functions of fingerprints. We collected 50 samples of one 
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fingerprint and one of the sample images was recorded as the template. After the recording, 

all 50 samples were displayed on the SLM sequentially and the corresponding correlation 

output was captured by a CCD camera. The value of each correlation peak was then found. 

The optically computed correlation peak intensity is shown in Figure 5-2. The correlation 
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Fig. 5-2. Correlations using normal and defocused correlators 

functions are computed using both the normal and the defocused correlators. The perf or-

mance of both correlators is very close although the shift invariance is reduced in the defo-

cused correlator. 

In order to estimate the performance that we can get on a database with multiple 

classes, we collected a database of 1000 samples from 20 different fingerprints (classes). 

Each class has 50 samples. Five samples of each class were recorded as templates, and the 

rest of the 45 samples were used as the test set. After the recording, samples in the test set 
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were displayed sequentially on the SLM and correlated with all the recorded templates. 

First the correlation peak in each template was found, and then the peak values of the cor-

relations with the five templates of each class were summed up. The input was classified to 

the class with the maximal sum if it was above the threshold. Otherwise, the input is 

rejected. Figure 5-3 shows the performance of our optical fingerprint identification system. 
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Fig. 5-3. Optical fingerprint identification 

90 100 

If a sample belonging to one of the 20 classes is rejected because its correlation peaks are 

below the threshold, a false rejection error occurs. On the other hand, if a sample belonging 

to class A is classified to class B, a false classification error occurs. At the optimal thresh-

old, our system yields an error rate of 4.6% (false classification rate = false rejection rate). 
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The perfonnance we obtained with our small database is inferior to that obtained 

with minutia based algorithms. In order to isolate the reasons for this we digitally imple-

mented the correlation algorithm to eliminate possible errors due to the optical realization. 

Figure 5-4 shows the comparison between the digital and optical correlations. A sample is 
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Fig. 5-4. Digital and optical correlations of fingerprints 

50 

optically and digitally correlated with all the 50 samples ofthe same class (within the class) 

and is digitally correlated with samples from other classes (between classes). The digital 

correlation is squared to be consistent with the optical correlation (CCD camera detects 

intensity of light). The optical and digital correlation in general agree with each other 

except for samples whose optical correlation is close to the noise level and it can lead to a 

false classification or rejection. The digital correlation has better performance for these 
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samples. From now on we focus on the digital simulations to investigate the correlation 

algorithm itself independent of the holographic correlator system implementation. 

5.3 Windowed correlation 
Distortion and rotation can be thought of as non-uniform shifts of different parts of 

an image. The basic idea of the windowed correlation [5-6] is to break the image into pieces 

or small windows and to correlate each piece sequentially with the template. Each piece of 

the image may produce a correlation peak at different locations in the correlation plane. The 

windowed correlation response is the sum of all the correlation peaks. We expect improved 

performance since if the whole image is used instead as in normal correlation, the peaks 

due to different windows (pieces) may not add up constructively. 

We first compared the ability of normal versus windowed correlation to deal with 

rotation using 24 fingerprint samples (each of a different class). We computed the correla­

tion of each sample and its rotated version. In windowed correlation we divided the rotated 

image uniformly into nine windows with the width and height of each window being one 

third of the original size. We correlated the partial image within each window with the 

entire unrotated image to get the corresponding partial correlation peak value. All nine par­

tial correlation peak values were then detected, squared and summed up. The average 

dependence on the rotation angle is shown in Figure 5-5. for both normal and windowed 

correlations. The error bars are the standard deviations of the normalized correlation 

response. The windowed correlation improves the rotation invariance by a factor of two at 

the 50% correlation level. In Figure 5-6 we show that the windowed correlation (9 uniform 

windows) also improves the discrimination for the more practical case of correlating mul-
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tiple instances of fingerprints that belong to the same class or the templates of other classes. 

We calculated the Mahalanobis distance between the within-class and between-class cor-

relation, defined as 

M 
1~1-~21 

Jcr~ + cr; 

(5-1) 

where ~l and crl (~2 and cr2) are the mean and standard deviation of within-class (between-

class) correlation. The Mahalanobis distance of normal correlation is 1.28 while that of the 

windowed correlation is 2.81. In this special case, no error would be made using either 

method. However, we expect that the increased margin provided by the windowed correla-

tion is crucial for improved performance in a large database. 
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5.4 Digital correlation 
In this section, we study the performance of correlation algorithm with various 

strategies. We collected a new fingerprint database that consists of 24 classes with 50 sam-

pIes per class, i.e. 1200 fingerprints total. 

First, we investigate the normal correlations with 1, 2, 3, 4 and 5 templates per class 

(denoted as Nl, N2, N3, N4 and N5). The templates are normalized so that the autocorre-

lation of any template is 1. The input fingerprint is classified according to the peak values 

of its correlations with all the templates. In the case of multiple templates per class, the 

response is the sum of the peak values of its correlations with all templates of the class. The 

input fingerprint is classified to the class which has maximal correlation response. 

We then broke the input fingerprint into four (W 4) or nine (W9) windows uniformly 

to perform the windowed correlation as shown in Figure 5-7 a & b. We also adapted our 

--.-- -_ .. -.-. . 

( a) Four windows (b) Nine windows ( c) Overlapped windows 

Fig. 5-7. Window sizes and positions. (The gray region represents a typical window) 

algorithm and used nine overlapped windows (OW) whose width and height are half of the 

original size. In this scenario the window was centered at the nine dots shown in 
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Figure 5-7c and the partial fingerprint image within the window was correlated with the 

templates at each time. As in the earlier discussion the peaks of the correlations between 

windows of the input and a template are detected and their values were squared and 

summed up. In windowed correlation there are cross correlations between different parts 

(subfields) of the fingerprint. To reduce this noise we use the normal correlation peak posi-

tion as a reference point. We only search around that reference point when computing the 

correlation of a window of the input and the templates since the cross correlation between 

different subfields is further away from the reference point. We used this subfield cross cor-

relation suppression (SCCS) strategy in the windowed correlation (nine uniform windows). 

The correlation-peak-searching-window in the correlation plane has the same size as that 

of the input window. 

Finally, synthetic filters [5-7]-[5-10] or composite templates are studied. A simple 

filter is the direct sum of the available templates. Because 4 templates per class (see 

Table 5-1) can result into very low FCR (false classification rate), we sum up the 4 tem-

plates to make a composite image (C4). But these 4 templates may have displacements rel-

ative to each other. We align these templates according to their cross correlation peak 

position and normalize their auto-correlation to 1 before the summation (NC4). We also 

apply the overlapped windowed correlation using the normalized composite template 

(NC40W). The simulation results are shown in Table 5-1. In our simulation we always 

Table 5-1. FCR of correlation based fingerprint identification 

Single template Multiple templates Composite template 

Nl W4 W9 OW SCCS N2 N3 N4 N5 C4 NC4 NC40W 

4.7% 3.7% 2.7% 1.3% 1.0% 0.67% 0.17% 0% 0.083% 5.9% 1.2% 1.1% 
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classify the input fingerprint to some class and thus FRR is O. We use the FCR as the metric 

of performance. 

5.5 Conclusion 
The performance of the correlation based fingerprint identification is summarized 

in Figure 5-S.The correlation algorithm and its variations can be very efficient (FCR ~ 0 
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Fig. 5-8. Performance summary 

using four templates per class and FCR ~ 1 % using windowed correlation). In the case of 

searching a large database where the cost of memory and the speed are very important, we 

can tum to optics for help and combine the minutia based algorithm with the optical corr-

elator to take advantage of the low cost of holographic memory and massive parallelism 

and high speed of optics. 
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