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Abstract

Which one comes first: segmentation or recognition? We propose a unified framework for

carrying out the two simultaneously and without supervision. The framework combines

a flexible probabilistic model for representing the shape and appearance of each segment,

with the popular “bag of visual words” model for recognition. If applied to a collection

of images, our framework can simultaneously discover the segments of each image, and

the correspondence between such segments, without supervision. Such recurring segments

may be thought of as the “parts” of corresponding objects that appear multiple times in

the image collection. Thus, the model may be used for learning new categories, detect-

ing/classifying objects, and segmenting images, without using expensive human annota-

tion.
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Chapter 1

Introduction

Given an image, like the one presented in Fig. 1.1a, a possible computer vision task is to

recognize the content of the image: for example the image in Fig. 1.1a contains a cow in

the foreground and grass and sea in the background (bottom and top part, respectively). At

a finer scale we may want to label each pixel in the image with the name of the object in the

real world that generated the pixel in image. The resulting partition, shown in Fig. 1.1b,

of the image is called segmentation and the set of pixels withthe same label are called

segments.

Image segmentation and recognition have long been associated in the vision litera-

ture. Three views have been entertained on their relationship: (a) segmentation is a pre-

processing step for recognition: first you divide up the image into homogeneous regions,

then recognition proceeds by classifying and combining these regions [Mar82, MBLS01,

RES+06, CFF07]; (b) segmentation is a by-product of recognition: once we know that

there is an object in a given position, we may posit the components of the object and this

may help segmentation [LLS04, BU02]; (c) segmentation and recognition may be per-

formed independently: in particular, recognition does notrequire segmentation nor group-

ing [WWP00, VJ04, Low04, FPZ03, FFP05]. These views are not mutually exclusive,
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(a) (b)

Figure 1.1: Segmentation and recognition task. (a) An inputimage for a generic Computer
Vision algorithm. (b) The segmented image with different segments labeled with different
category: cow (orange), grass (green), and sea (light blue).

while segmentation and recognition are not necessary for each other; both benefit from

each other. It is therefore intuitive that recognition and segmentation might have to be car-

ried out together, rather than in sequence, in order to obtain the best results. We explore

here the idea of carrying out category learning for recognition and segmentation jointly –

we propose and study a simple probabilistic model that allows a unified view of both tasks.

Our model represents each image as a composition of segments, where a segment could

correspond to a whole object (e.g., a cow) or to a part of an object (e.g., a leg), to a patch

of a distinctive texture, or to a “nonsense” homogeneous region in the background. The in-

ference process divides each image into segments, and discovers segments that are similar

across multiple images, thus discovering new visual categories.

We build upon recent work on recognition and segmentation. First, we choose to repre-

sent image segments using simple statistics of “visual words” as features. Using “bags of

visual words” to characterize the appearance of an image segment combines an idea coming

from the literature on texture, where Leung and Malik [LM01]proposed vector-quantizing
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image patches to produce a small dictionary of “textons”, and an idea from the literature on

document retrieval, where statistics of words are used to classify documents [BNJ03]. Early

visual recognition papers using “bags of visual words” considered the image as a single

bag [VNU03, DS03, FFP05], while recently we have seen efforts either to classify indepen-

dently multiple regions per image, after image segmentation [RES+06, CFF07, RVG+07],

or to force nearby visual words to have the same statistics [WG07]. Recent literature on

image segmentation successfully combines the notion that images are “piecewise smooth”

with the notion that segments shapes are more often than not “simple”. These insights have

been pursued with parametric probabilistic models [TZ02, OB07], with non-parametric de-

terministic models [SM00], and with nonparametric probabilistic models [AZMP07]. The

latter is a very simple probabilistic formulation which, aswe shall see, combines gracefully

with the popular LDA model for visual recognition.

Our work most closely builds upon two papers. Russell et al. [RES+06] first proposed

to model image segments, rather than the whole image, with “bag of visual words” point

of view to image segments, rather than to the entire image, inthe hope of discovering mul-

tiple objects in each image. Our work combines segmentationand category model learning

in one step, rather than first carrying out segmentation and then categorizing the segments.

Furthermore, while Russell et al.’s segmentation is independent for each image, in our work

segmentation is carried out simultaneously and each segment’s definition benefits from re-

lated segments being simultaneously discovered in other images. Conversely, Andreetto et

al. [AZMP07] segment an entire collection of images simultaneously, while discovering the

correspondence between homologous segments. However, thefeatures that pair segments
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are restricted to size, shape, and average color of the segments. Associating bags of visual

words to each segment allows us to discover more interestingvisual connections between

corresponding segments, and thus discover visual categories.

We develop the simultaneous segmentation/recognition scheme step by step. We start

(Chapter 3) by proposing a probabilistic model for segmenting individual images. We

then generalize the model so that information is shared across images, and entire image

collections may be segmented simultaneously (Chapter 5). Finally we further extend the

model to incorporate a richer set of visual features (Chapter 6). This provides a model for

automatic inference of categorical segments.
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Chapter 2

Previous Work

Image segmentation has long been studied in Computer Visionand a large number of so-

lutions have been proposed. Rather than an extensive review, we concentrate on the two

classes of solutions that are most relevant to the problem weare addressing. For a more

complete review please refer to [AMFM10, UPH07]. The two classes aretop-down seg-

mentationand thebottom-up segmentation. In more recent years, many new methods that

try to combine both the top-down and the bottom-up have been proposed. These joint

segmentation methods are the ones closer to the algorithms proposed in this thesis.

2.1 Top-down segmentation

In top-down approaches an object from a specific category is identified in an image and

the segment containing that object is extracted. An early example of these approaches is

given by Borestein and Ullman [BU04]. In this class of algorithms the segmentation is a

consequence of the recognition task.

To identify the objects the segmentation algorithm needs a model that represents the

visual properties of the category we want to recognize. Thismodel can describe the ap-
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Figure 2.1: In top-down segmentation, a model for a particular category, in the example
a cow, is constructed using a human-annotated training set.This model can represent the
appearance of the elements of the category as well as the shape of the segment. Given a test
image containing an object from the category, the segmentation algorithm uses the model
to identify the object and collect the segment.

pearance of the objects in the category and the shape of the segments as depicted in Fig. 2.1.

In these algorithms, low-level segmentation cues such as texture and contours are used to

obtain uniformly labeled regions by means of Markov random fields [VT07], conditional

random fields [SWRC09], or indirectly by training a classifier that consider the segmenta-

tion cues over a large region of the image [SJC08]. Alternatively a superpixel representa-

tion of the image can be first obtained, with the superpixels classified using the category

model [FVS09].

Top-down segmentation algorithms give good segmentation and recognition results,

but require an elevated level of human annotation which can be quite expensive to obtain
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Figure 2.2: Bottom-up segmentation. Given an input image different local are extracted for
each pixel. These cues are based on properties of the patch centered in each pixel or the
contours between a pair of pixels. Using the cues dissimilarity measures are computed and
used as input of a clustering algorithm that returns the finalsegmentation.

[MFTM01, WBBP10]. Also, these algorithms can detect only the objects specified during

the training phase, when the category models are constructed. Therefore new objects can’t

be detected if they start appearing in the testing set, even if there is sufficient evidence to

separate them from the “background clutter”.

2.2 Bottom-up segmentation

Bottom-up segmentation algorithms are agnostic about the content of the image. Rather

than segmenting a specific category or a set of categories of objects they try to group pixels

in the image according to the similarity (or the dissimilarity) of the properties of the single

pixels.

Fig. 2.2 shows the conceptual structure of a bottom-up segmentation algorithm. Given

an input image, several cues are computed for each pixels. These cues may describe the
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color of the pixel, its texture (as histogram of textons), and the response of a contour op-

erator, such as canny [Can86] or Pb [FMM03]. Using these cuesit is possible to compute

the dissimilarity between pairs (or its “inverse” what we call the affinity). For example,

the dissimilarityDij between pixelsi andj highlighted in Fig. 2.2 should be very small

given the similar color and texture of the patches centered on those two pixels and the

lack of contours between them. On the other hand, the dissimilarity between pixelsi andk

should be larger because of the contour between the two pixels and the different texture and

color statistics of the two corresponding patches. Given the dissimilarity measures, or the

affinities, between all pairs of pixels, the final segmentation is obtained using a clustering

algorithm. This clustering algorithm can be a generic one, such as spectral clustering and

Gaussian mixture model, or a specific one like the gPb-ucm-owt.

While the bottom-up approach can be used for segmenting any natural image1, the end

result is in general different from the desired segmentation presented in Fig. 1.1a. This can

be seen considering the segmentation results by four popular bottom-up algorithms for the

same input image presented in Fig. 2.3a. We can see that the foreground object, the cow,

is divided into three different segments corresponding to regions of the object with differ-

ent colors. Also the background elements, the grass and the sky, are also subdivided into

smaller segments, instead of a single segment as desired. These artifacts are a consequence

of the implicit bias of normalized cut toward equal size segments. Given this segmentation

it is necessary to perform some additional process to merge segments from the same object.

Fig. 2.3b shows the segmentation results for another popular algorithm based on graph par-

1Other types of images, such as tissue samples from microscopy, can require a different set of local cues
and dissimilarity measure, because of their different visual properties.
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(a) (b)

(c) (d)

Figure 2.3: Segmentation results from different segmentation algorithms. (a) Normalized
cut [SM00]. (b) Felzenszwalb and Huttenlocher segmentation algorithm [FH04]. (c) The
gPb-ucm-owt algorithm [AMFM09]. (d) Meanshift clusteringalgorithm [CM02].

tition by Felzenszwalb and Huttenlocher [FH04]. This algorithm is very fast to run, but

also in this case several artifacts are present and an additional step is necessary to merge

redundant segments. Fig. 2.3c presents the current state ofthe art for bottom-up segmen-

tation methods: the gPb-ucm-owt algorithm [AMFM09]. Although the best-performing

algorithm compared against human annotators, even this method is not capable alone of

returning the desired segmentation. Finally, Fig. 2.3d shows the results from the popular

Meanshift clustering algorithm [CM02]. In this case the image is over segmented in a

large number of regions with the property that pixels in the same segment (superpixel) are
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extremely likely to belong to the same object. The main purpose of this last algorithm is to

provide a more compact representation for an image than the pixel level. A following stage

can then group these more descriptive superpixels as purposed in [FVS09].

The limitation of the bottom-up algorithms are in a way expected, since it is unlikely

that perfectly segmented objects can be obtained using onlylow-level information; even

a simple image like the one presented in Fig. 1.1a. For this reason some higher notion of

object class should be used possibly without the need of training a model with annotated

data.

2.3 Joint segmentation and recognition methods

To overcome the limitations of the bottom-up methods several authors have explored new

segmentation methods that return multiple segmentation hypotheses for a given image. A

subsequent stage can be used to collect the more useful hypothesis for the specific vision

task. Among these methods, the more interesting for this work is the one proposed by Rus-

sel et al [RES+06] that collect a large set of segmentations for the same image by varying

the parameters of the normalized segmentation algorithm. The segments that contain the

objects in the image are then retrieved by means of a topic-based probabilistic model.

A very different approach is the one developed by Todorovic and Ahuja [TA06, AT07],

where a segmentation tree is computed for a given image. Thistree encodes important

properties of containment and sub-parts that can be used to match different segments (sub-

trees) across a collection of images, thus identifying segments containing the same object.
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Chapter 3

A Probabilistic Model for Single-Image
Segmentation

In order to address the main problem of unsupervised recognition and segmentation in

image collection we introduce in this chapter a simple probabilistic generative model for

single-image segmentation. Like other probabilistic algorithms (such as expectation-maximization

on a mixture of Gaussians) the proposed model is principled,provides both hard and prob-

abilistic cluster assignments, as well as the ability to naturally incorporate prior knowl-

edge. While previous probabilistic approaches are restricted to parametric models of clus-

ters (e.g., Gaussians) we eliminate this limitation. The suggested approach does not make

heavy assumptions on the shape of the clusters and can thus handle complex structures.

We developed different inference algorithms for this probabilistic model based on sam-

pling and variational approximation. We also discuss how itis possible to extend this basic

model to address several complex computer vision problems such as video segmentation

and semi-supervised image segmentation Finally we report experimental results that sug-

gest our approach outperforms previous work on a variety of image segmentation tasks.
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Figure 3.1: Left: plate diagram [Jor04] of our generative model for image segmentation.
The gray nodexn represents the observations (pixel features). The nodecn represents the
segment assignment for the observationxn. The nodeθ represents the mixing coefficients
for each segment. The two rounded boxesα and fk represent the hyperparameters for
the Dirichlet distributions overθ and the density function for each segmentk. Finally
N is the total number of pixels in the image andK is the number of segments in the
image. Right: image formation process as described by the graphical model. An image is
composed of two segments: ground (45% of the image) and sky (55% of the image). An
observationxn is obtained by first sampling the assignment variablecn. Assumingcn =
1, the corresponding densityf1 is used to samplexn as member of the ground segment.
Similarly, a second observation,xm, in the sky segment is sampled from the corresponding
densityf2 whencm = 2.

3.1 Basic probabilistic model

Image segmentation techniques may be categorized into three broad classes. The first class

consists of deterministic heuristic methods, such as k-means, mean-shift [CM02], and ag-

glomerative methods [DHS00]. When the heuristic captures the statistics of the data the

segmentation algoriths perform well. For example, k-meansprovides good results when

the data is blob-like and the agglomerative approach succeeds when clusters are dense and

there is little noise. However, these methods often fail with more complex data [NJW01].

The second class consists of probabilistic methods that explicitly estimate parametric

models of the data, such as expectation maximization for fitting Gaussian mixture models



13

(GMM) [CBGM02]. The GMM method is principled and can easily be used as a building

block of a larger model that addresses a more general task. However, when the data is

arranged in complex and unknown shapes, as is the case for images, it tends to fail, as in

GMM each class is represented by a Gaussian (see Fig. 3.7).

Complex data are handled well by the third class of methods, consisting of the many

variants of spectral factorization [KVV04, NJW01, SM00, ZS05, MS00]. These techniques

do not make strong assumptions on the shape of clusters, and thus generally perform well

on images. Unfortunately, spectral factorization lacks a probabilistic interpretation, which

makes its use in more general problems, such as recognition and segmentation or segmen-

tation with prior knowledge, somewhat convoluted [YS04], if not impossible.

We propose a generative probabilistic model that can describe segments of complex

shape and appearance and can easily be used as a building block for a more complex

probabilistic model. Unlike previous probabilistic models, it contains a non-parametric

component allowing complex-shaped groups to be modeled faithfully. Unlike factorization

methods, it is probabilistic in nature, allowing easy extensions to situations where prior

information is available, and integration into larger probabilistic models that address more

complex problems such as recognition and motion segmentation [AZMP07].

Let x1, x2, . . . , xN be a set of observations inRD generated fromK independent pro-

cesses{C1, . . . , CK}. Each processCk is described by a density functionfk(x). These

density functions are not restricted to any specific parametric family, such as Gaussian den-

sities; we only assume that they are smooth functions (see Section 3.2.1). The observations

x1, x2, . . . , xN are generated as follows (see Fig. 3.1):
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1. Select a set ofK mixing coefficientsθ1, θ2, . . . , θK , drawing them from a probability

distributionp(θ) (see Section 2.2). Eachθk will correspond to a processCk.

2. Forn equal 1 toN :

3. Select one of theK processesCk by sampling the hidden variablecn according

to a multinomial distribution with parametersθ1, θ2, . . . , θK .

4. Draw the observationxn according to the process-specific probability density

functionfk(x).

Rather than obtaining samples from the model of Fig. 3.1, we are interested in the inverse

problem: computing the posterior distribution of the hidden variablesc = {c1, c2, ...cN}

given the observed variablesx = {x1, x2, ...xN}. Using Bayes’ theorem we have:

p(c|x) ∝ p(x|c)p(c) (3.1)

where the mixing coefficientsθk have been marginalized out from the joint distribution

p(c, θ) leaving just the prior termp(c). If we assume that thexi are independent given the

ci, then the likelihood term is defined as:

p(x|c) =
N
∏

n=1

p(xn, cn) =
N
∏

n=1

fcn
(xn). (3.2)

So far we have not made any assumptions on the structure of thesegments, i.e., onfk(x).

In the following sections we describe how the segments densitiesfk(x) and the priorp(c)

are modeled.
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3.2 Modeling segment distributions

3.2.1 Non-parametric segment model

If the fk(x) are Gaussians, then the model is a Gaussian mixture model (GMM). To han-

dle segments of complex shapes and irregular appearances itis best to avoid parametric

representations (which may not fit the shape of the segment) and use non-parametric ap-

proximation of the densitiesfk(x).

Given a kernel functionK(xi, xj) [Was06] representing the affinityAij between obser-

vationsxi andxj (i.e., how much we believe the two observations originated from the same

process when all we know is their coordinatesxi andxj), and a set ofNk observations

drawn from the unknown distributionfk(x), a non-parametric density estimator forfk(x)

is defined as:

f̂k(x) =
1

Nk

Nk
∑

n=1

K(x, xn). (3.3)

This is equivalent to placing a little probability “bump”, the kernelK(xi, xj), around each

observationxn sampled from the segment densityfk and approximating the segment dis-

tribution as the normalized “sum” of all the “bumps”. If the density functionfk(x) is

sufficiently smooth, and if a sufficient number of samplesxn are available,̂fk(x) is a good

estimate. A typical choice for the kernel function is the Gaussian:

Kσj
(x, xj) =

1
√

(2π)D|Σj |
exp

(

−
1

2
(x − xj)

T Σ−1
j (x − xj)

)

whereΣj is a local covariance matrix that can be set according to local analysis as suggested
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in [ZMP05, BRCS07]. Other kernel functions may be used as well [CBS05]. For example,

in image segmentation we may wish to set to zero the connectivity between far away pixels

to enforce a locality of the segmentation or to obtain a sparse problem. The kernel in this

case will be a product of a Gaussian kernel and two “box kernels”:

K(x, xj) = KL(r, rj)KL(s, sj)Kσj
(l, lj) (3.4)

whererj , sj are the image coordinates of thej’th pixel andlj is its intensity. The box kernel

is defined as:KL(r, rj) =
I((y−yj)/2L)

2L
andI(a) = 1 for |a| ≤ 1 and0 otherwise.L is the

radius of the box kernel andKσj
is as defined above.

3.2.2 Parametric segment model

When it is known apriori that some segments are distributed according to some paramet-

ric form one should incorporate this information. This is easily done within the proposed

framework by using parametric models for the segment densitiesfk(x). For example, when

it is believed the data generated by one segment is “lumpy”, it may be described by a Gaus-

sian density:fk(x) = G(x; µk, Σk). Uniformly distributed outlier points can be represented

as a segment with uniform density:fk(x) = 1
V ol(B)

if x ∈ B and0 otherwise, whereB

is the data bounding box. We assume that the densities of different segments are indepen-

dent, thus different types of models can be used for each one (i.e., we can have a mixture

of non-parametric and parametric clusters and a variety of parametric models).

Fig. 3.2 presents an example where this becomes useful. The data contains three spiral

clusters and random outlier points. Clearly, fitting a mixture of Gaussians will not work on
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(a) (b) (c) (d)

Figure 3.2: Modeling outliers with a uniform distribution (garbage collector cluster). (a)
Input data. (b) Segmentation by spectral clustering using 3clusters: the outliers are arbi-
trarily assigned to the 3 clusters. (c) Segmentation by spectral clustering into 4 clusters:
even with an additional cluster the outliers are assigned tothe main clusters and one of
the three clusters is randomly split. (d) Our segmentation:using a parametric (uniform)
distribution for one cluster results in correctly identifying the three clusters and the outliers
(crosses).

such data. Spectral clustering into three clusters discovers the dense spiral clusters but the

outliers are arbitrarily assigned to the closest spiral. Spectral factorization into 4 clusters

splits one of the spirals. Applying the suggested probabilistic approach with three non-

parametric clusters and one parametric with a uniform distribution results in discovering

the three spirals and collecting all the outliers into the uniform distribution cluster.

3.2.3 Semi-parametric segment model

While parametric models provide a good representation in many cases, when dealing with

image segments their modeling assumptions on the structureof the data are too often strong.

This explains why spectral clustering (which does not assume any structure) outperforms

the parametric methods in most image segmentation tasks. However, in many cases assum-

ing a specific parametric model is too restrictive. For example, the overall distribution of

a segment can be well represented by a Gaussian distribution(global behavior of the seg-

ment); yet, this description could be too crude and inaccurate when considering the finer

details of the distribution (local behavior of the segment), e.g., if it has a jagged boundary.
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It is interesting to consider a hybrid representation combining a parametric and a non-

parametric component. Intuitively the parametric component captures a coarse blob-like

description of the global structure, while the non-parametric component captures the local

deviation from it. The simplest such representation is a convex combination:

f̂k(x) = (1 − λ)
1

Nk

Nk
∑

j=1

K(x, xj) + λgk(x) (3.5)

wheregk(x) is a parametric density, e.g., a Gaussian or a uniform density, andλ ∈ [0, 1]

represents the relative influence between the two terms (recall that both terms are normal-

ized and sum to 1). We experimented with this representationof the segment distribution

and found that it does indeed present numerous advantages with respect to the simpler

parametric and non-parametric models (see Section 3.5 and Section 5). In all of our exper-

iments we usedλ = 0.1. An interesting question, which we do not address in this paper,

is whetherλ could be estimated automatically for each segment. When a semi-parametric

representation is used forfk in the graphical model of Fig. 3.1 we call the overall model a

semi-parametric mixture model (SPMM).

3.3 Modeling the mixing coefficients

We assume the mixing coefficientsθ1, θ2, . . . , θk are distributed as a Dirichlet random vari-

able [BNJ03]:

(θ1, θ2, . . . , θk) ∼ Dir(α1, α2, . . . , αK). (3.6)
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Figure 3.3: Effect of Prior. (a) Cluster size probability with Dirichlet priorα = [100, 100].
(b) Clustering result withK = 2 and the prior in (a) preferring clusters of equal size. (c)
Cluster size probability with Dirichlet priorα = [200, 25]. (d) Clustering result withK = 2
and the prior in (c) preferring one large cluster and one small cluster.

Under this assumption the ratioαk/
∑

k αk represents the a priori knowledge of the mixing

coefficientθk, while
∑

k αk represents the level of confidence in this a priori knowledge.

The larger
∑

k αk is, the stronger is the belief in the mixing coefficients and the correspond-

ing segment sizes. Setting allαk to the same value suggests that all segments, a priori, have

equal size, while if prior knowledge suggests that some segments are larger, e.g., following

a power law, this may be incorporated in the model by settingαk accordingly.

A simple synthetic example showing the effect of the prior ispresented in Figure 3.3.

By changing the Dirichlet prior parameterα we can “choose” between a segmentation into

two similar size segments and a segmentation into one large and one small segment. This

can become useful in image segmentation. The highly popularnormalized-cut approach

to image segmentation [SM00, NJW01] implicitly assumes clusters of equal size. This

frequently results in erroneous segmentations. To examinethe correctness of the equal seg-

ment size assumption we collected statistics of cluster sizes from the manually segmented

images in the Berkeley Image Segmentation Dataset [MFTM01]. Fig. 3.3a) shows that a

typical distribution of image segment sizes is not uniform but rather similar to Zipf’s law

[Zip49]. Fig. 3.3 shows that using a Dirichlet prior withαk set according to Zipf’s law can
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Figure 3.4: Zipf’s law for relative segment size in images (a) The blue line is Zipf’s
law with the powers = 1.2 (in loglog representation). Each of the other curves rep-
resents the segment sizes in a human segmentation of an imagein the Berkeley dataset
[MFTM01]. (b) The blue curve represents the constantsαk used as prior for the segmenta-
tion in Figs. 3.3.c,f. The red curve represents the obtainedsegment sizes.

improve image segmentation results.

The choice of a Dirichlet distribution for the hidden variable θ is a convenient one, since

it allows closed-form derivation of many useful quantitiesduring inference. For example,

it is possible to derive the expression for the conditional prior term (see Appendix 3.4.1):

p(ci = k|c−i) = Nk+αk

N−1+
P

k αk
, whereNk is the size of segmentsk excluding observationi,

N is the total number of observations, and theαk’s are the hyperparameters of the Dirichlet

distribution forθ.

Other choices for the distribution of the random variableθ are possible. Of particu-

lar interest are non-parametric priors such as the Dirichlet Process [TJBB03], in which

the number of segments is automatically discovered during inference, and priors that cap-

ture the empirical distribution of segments in natural images [LMH01], such as the one in

[SJ08].
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Input GMM GMM (prob.) Ncut SPMM SPMM (prob.)

Figure 3.5: Unsupervised image segmentation. Example results from the two data sets we
experimented on. Columns 2, 4, and 5 show segmentations of three images (column 1)
using a Gaussian mixture model (GMM), normalized cuts (Ncut) and our semi-parametric
mixture model (SPMM), respectively. The images shown in rows 1 and 2 come from a
collection of 16 general pictures; the bottom image was selected from the 100 Egret images
(the same experiment was carried out on all images in both collections, see supplemental
material). The number of segments was set to 8 for general images, and to 4 for the Egrets.
Columns 3 and 6 show assignment probabilities, where the color of a pixel is a convex
combination of the segment markers according to segment assignment probabilities.

100 Egret images

 

 

GMM
Ncut
SPMM Good

OK
Bad

16 general images

 

 

GMM
Ncut
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Bad

Figure 3.6: Human Ratings. Six people rated the unsupervised segmentation results of all
the images in our data sets (Section 3.5) as good, OK, or bad. The plots show the rating
statistics for each experiment and each method. Each bar is split into three parts whose
sizes correspond to the fraction of images assigned to the corresponding rating. Better
overall performance corresponds to less red and more blue. Our method outperforms other
methods in both experiments.
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3.4 Inference

Since it is not computationally feasible to perform exact inference for the model of Fig. 3.1,

we have to use approximate inference. In particular, we developed two inference algo-

rithms: one based on a Markov chain Monte Carlo (MCMC) method[Cas99] and one

based variational approximation [Bis06].

3.4.1 MCMC inference algorithm

We first present the inference algorithm for segmenting a single image (model in Fig. 3.1).

Letp(cn|c−n,x) be the posterior distribution of the segment labelcn for then’th pixel given

the segment labelsc−n of all the other pixels in the image and all the feature vectorsx of

all the pixels in the image. Using Bayes’ rule we obtain:

p(cn = k|c−n,x) ∝ p(xn|cn = k,x−n, c−n)p(cn|c−n). (3.7)

The first term of of Eq. 3.7 is the likelihood of the feature vector xn to be in thek-th

segment. The expression for this term depends on the model used to represent the segment.

For example using the non-parametric approximation of Eq. 3.3 we have:

p(xn|cn = k,x−n, cn) = f̂k(xn) =
1

Nk

∑

j∈Sk

K(xn, xj) (3.8)
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where the kernel valuesK(xn, xj) = Anj represent the affinity betweenxn, andxj
1, Sk is

the set of observations in segmentk, excluding the observationn, andNk is the cardinality

of segmentSk. Similarly if we are using the semi-parametric model of Section 3.2.3 the

likelihood terms become:

p(xn|cn = k,x−n, cn) = (1 − λ)
1

Nk

Nk
∑

j=1

K(xn, xj) + λGk(x;µk, Σk), (3.9)

whereGk(xn; µk, Σk) is a multivariate Gaussian distribution andµk andΣk are the mean

and covariance matrix of segmentk. These two quantities could be modeled as additional

random variables with suitable prior distribution, for example a normal inverse-Wishart

distribution. These random variables could also be sampledfrom their posterior distribution

given the observationsx and the segment labelingc. However, in our experiments we

treated them as parameters and computed their value as sample mean and covariance of

the observations in each segment (which corresponds to a maximum likelihood estimator

for them). This algorithm can be seen as a version of Monte Carlo EM [WT90] with the

E-step implemented using the a single Gibbs sampling round for the segment labelsc and

the M-step implemented by the maximization of likelihood ofthe observation and labels

over the parameterµk andΣk of each semi-parametric distribution.

The second term of Eq. 3.7 is the a priori probability for observationn to be in segment

k, given the segment labels of all the other observations. Since we are assuming a Dirichlet

distribution for the mixing coefficientsθ we can marginalize this hidden random and obtain

1TheAnj are the entries of the affinity matrix used by the normalized cut segmentation algorithm. They
can be precomputed before the inference step.
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the closed form expression:

p(cn = k|c−n) =
Nk + αk

(N − 1) +
∑

k αk

, (3.10)

whereNk is the cardinality of segmentSk, andαk are the hyperparameters of the Dirichlet

distribution ofθ.

Using Eq. 3.8, or Eq. 3.9 for the semi-parametric model, and Eq. 3.10 we can compute

the posterior distribution in Eq. 3.7. We can therefore run aGibbs sampling algorithm to

obtain samples ofc from p(c|x). All the quantities used to compute the posterior can either

be precomputed, like the affinitiesK(xi, xj) = Aij , or updated efficiently like the counts

Nk.

Given the samples fromp(c|x) obtained by Gibbs sampling, it is possible to estimate

at each pixel the segment assignment probabilities. To obtain a segmentation of the image

the MAP estimator at each pixel can be used.

3.4.2 Variational inference

In order to formulate the variational inference on the modelof Fig. 3.1 we write down the

joint distribution of all the random variables:

p(x, c, θ) = p(x|c)p(c|θ)p(θ), (3.11)
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where, given our assumptions on the distributions of the model, the expressions for each of

the three factors are given by:

p(x|c) =
∏N

n=1

∏K
k=1 [fk(xn)]cn(k)

p(c|θ) =
∏N

n=1

∏K
k=1 θcn(k)

p(θ) = C(α)
∏K

k=1 θ(αk−1)

(3.12)

with C(α) the normalization constant of a Dirichlet distribution of parameterα (see [Bis06],

p. 687).

We then consider a variational distributionq(c, θ) for the hidden variablesc andθ that

factorizes, i.e., assumes independence, as:

q(c, θ) = q(c)q(θ). (3.13)

Following [Bis06], we derive the update equation forq(c):

log q∗(c) = Eq(θ)[log p(x, c, θ)] + const

= Eq(θ)[log p(x|c)] + Eq(θ)[log p(c|θ)] + Eq(θ)[log p(θ)] + const

=
∑N

n=1

∑K
k=1 cn(k) log

(

fk(xn) exp(Eq(θ)[log θk])
)

+ const,

(3.14)
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with Eq[x] the expectation of random variablex under the probability distributionq(x). In

Eq. 3.14 we have absorbed theEq(θ)[log p(θ)] into the constant since it is independent ofc.

Taking the exponent of both sides of Eq. 3.14 and normalizingprovides:

q(c) =

N
∏

n=1

K
∏

k=1

r
cn(k)
nk , (3.15)

where we defined the responsibilities:

rnk =
fk(xn) exp(Eq(θ)[log θk])

∑

k fk(xn) exp(Eq(θ)[log θk])
. (3.16)

Eq. 3.15 shows that the variational density factorizes intoN independent multinomial dis-

tributions, one for each termcn. The parameters of each multinomialq(cn) are the respon-

sibilities (rn1, rn2, . . . , rnK) in Eq. 3.16.

Similarly, for the variational distributionq(θ), we have the update equation:

log q∗(θ) = Eq(c)[log p(x|c)] + Eq(c)[log p(c|θ)] + Eq(c)[log p(θ)] + const

=
∑N

n=1

∑K
k=1 Eq(c)[cn(k)] log θk + log p(θ) + const

=
∑K

k=1

(

αk +
∑N

n=1 rnk − 1
)

log θk + const,

(3.17)

taking the exponent and normalizing yields:

q(θ) = C(γ)

K
∏

k=1

θ(γk−1) (3.18)
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which implies thatq(θ) is a Dirichlet distribution with parameters

γk = αk +
∑

n

rnk = αk + Rk, (3.19)

whereRk represents the total responsibility for clusterk.

Note that we did not assume any particular functional form for q(c) andq(θ). Instead,

Eq. 3.15 and Eq. 3.18 follow from the graphical structure andthe distributions used in the

model, as well as from the factorized formq(θ, c) = q(θ)q(c). Finally, sinceq(θ) is a

Dirichlet distribution, we can derive a closed-form solution forEq(θ)[log p(θk)] = Ψ(γk)−

Ψ(
∑

k γk) , whereΨ(a) is the first derivative oflog Γ(a) (see [BNJ03] for the details of the

derivation). This expression is then used to compute the responsibilities in Eq. 3.16.

3.4.3 Kernel density estimation offk

The above derivation requires knowing the density functionsfk(x), however this informa-

tion is not actually available when performing clustering.Following the previous approach

we can use Kernel Density Estimation (KDE) to obtain an approximation f̂k(x) of each

unknownfk(x) if they are sufficiently smooth [Was06].

Given a kernel functionKσ(xi, xj) which measures the affinityAij between a pair of

points (i.e., how much we believe the two points originated from the same process when

all we know is their coordinatesxi andxj) and a set ofNk points drawn from the unknown



28

distributionfk(x), the kernel density estimator offk(x) is defined as:

f̂k(x) =
1

Nk

Nk
∑

j=1

Kσj
(x, xj) =

1

Nk

Nk
∑

j=1

1

(2πσ2
j )

D/2
e
−

||x−xj||
2

2σ2

j (3.20)

where for the sake of concreteness the kernel functionKσ is defined here as the exponent

with local scaleσj set according to analysis of local statistics as suggested in [ZMP05].

Since we have the variational distributionq(c) =
∏

n q(cn), rather than an assignment

c of observations to clusters, we can redefine the kernel density estimator as the expected

value with respectq(c):

f̂k(x) = Eq(c)

[

1

Nk

N
∑

n=1

cn(k)Kσn
(x, xn)

]

=
1

Rk

N
∑

n=1

rnkKσj
(x, xn), (3.21)

where we used the expected value of a multinomial densityEq(cn)[cn(k)] = rnk.

Alternatively, we can obtain an assignmentcMAP by imposingcn(k) = argmaxkq(cn),

and compute the usual kernel density estimator of Eq. 3.20. In Sections 3.4.3.1 and 3.4.3.2

we show how these two different approximations offk(x) relate to spectral clustering

[SM00, NJW01] and kernel k-means [SSM98, DGK04], respectively.

Using Eq. 3.21 together with Eq. 3.15 and Eq. 3.18 we obtain a system of coupled

equations that can be iteratively solved as described in thealgorithm of Fig. 3.4.3.

Note that using a kernel density approximation is not coherent with the Bayesian frame-

work used in deriving the variational distributionsq(c) andq(θ). Additionally, while the

updates of Eq. 3.16 and Eq. 3.18 converge due to convexity of the variational problem (see

[Bis06]), changing the approximated densitiesf̂k(x) at each step might result in a non-
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Algorithm

1. Randomly initialize the responsibilitiesrnk

2. Fori = 1, . . . , N :

a. For eachk, computef̂k using Eq. 3.21

b. For eachk, computernk using Eq. 3.16

c. Compute the parametersγ of Eq. 3.18

3. Repeat Step 2 until convergence or until some stopping criteria has been reached.

4. For each observation assign the cluster labelcn using the MAP ofq(c).

convex problem. Nevertheless, we observed that this did notseem to affect the results

much, and convergence of the inference algorithm has been empirically verified. It would

be interesting to study a theoretical analysis of its convergence, and possibly a Bayesian

derivation of the approximation̂fk(x).

3.4.3.1 Connection to spectral clustering

Let A be anN × N affinity matrix such thatAij = Kσ(xi, xj), andR be aN × K matrix

such that its elements are the responsibilitiesRnk = rnk defined in Eq. 3.16. Finally, letB

be a diagonal matrix of dimensionK with Bkk = exp(Ψ(γk))/
∑

n Rnk.

Plugging the approximated densitiesf̂k(x) of Eq. 3.21 into Eq. 3.16 provides:

Rnk =
fk(n) exp(Ψ(γk))

∑

k fk(n) exp(Ψ(γk))
=

(
∑

j AnjRjk)Bkk

dn
(3.22)

wheredn =
∑

k Rnk. If we imposeαk = 0 ∀k, we getBkk = exp(Ψ(
∑

n Rnk)/
∑

n Rnk,

which for large values of N is almost one2 and can be removed from Eq. 3.22. In this

2This is a good approximation forN > 100.
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case we have thatdn =
∑

j Anj , and we can write a recursive matrix equation for the the

responsibilities:Rt+1 = D−1ARt, with D a diagonal matrix of dimensionN and diagonal

elementsDnn = dn.

This recursive equation is similar to the power method for computing the eigenvectors

of the matrixA [GL91] with the difference that in the case of the power method thecolumns

of R are forced to be orthonormal, while in our case we force therowsof R to be normalized

to 1.

3.4.3.2 Connection to kernel k-means

The variational inference method is also similar to kernel k-means where, instead of the

expected KDE of Eq. 3.21, we consider the MAP assignmentcMAP and compute the usual

kernel density estimator. Following [DGK04], letφ(x) be a function that maps observations

in a feature spaceF , such that inner product inF is defined asφ(xi)
T φ(xj) = K(xi, xj).

In feature spaceF each iteration of the k-means algorithm consists of two steps:

1 For each pointφ(xn) select a new cluster labelcn = argmink||φ(xn) − µk||
2.

2 Compute the new cluster centerµk = 1
Nk

∑

n∈Ck
φ(xn), whereNk is the number of

points in clusterCk.

Substituting the inner product inF with kernel operations we get:

||φ(xn) − µk||
2 = φ(xn)T φ(xn) − 2

Nk

∑

m∈Ck
φ(xn)T φ(xm) + 1

N2

k

∑

m,l∈Ck
φ(xm)T φ(xl)

= K(xn, xn) − 2
Nk

∑

m∈Ck
K(xn, xm) + 1

N2

k

∑

m,l∈Ck
K(xl, xm).
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The first termK(xn, xn) can be omitted from the computation because it does not depend

onk. The second term equals minus the approximated densitiesf̂k(xn), and the third term

is a cluster-specific quantity (independent ofk). We have observed experimentally that

this cluster-specific term was irrelevant when computingcn = argmink||φ(xn) − µk||
2.

Therefore, we can omit it as well. This implies that step 1 of the k-means algorithm above

can be written as:

cn = argmink||φ(xn) − µk||
2 = argmaxk

1

Nk

∑

m∈Ck

K(xn, xm). (3.23)

Whenever the number of observations is roughly the same in each cluster, then the term

Eq(θ)[log p(θk)] = Ψ(γk) − Ψ(
∑

k γk) is independent ofk and the responsibilitiesrnk in

Eq. 3.16 are just proportional tôfk(xn). We conclude that selecting the MAP assignment of

q(c), as explained in 3.4.3, is equivalent to computing the first step of the kernel k-means3.

3.5 Experiments

Experiments for the image segmentation model of Fig. 3.1 were performed on two image

datasets. The first is a set of 100 images of Egrets [LSP05] where only gray level values and

pixel coordinates were used to compute affinitiesAij = K(xi, xj) (see Section 3.2.1). The

second is a set of 16 general color images, where the RGB values and the pixel coordinates

were used to compute affinities. Fig. 3.5 shows a few representative image segmentation

results. Unless otherwise stated, in all the following experiments the sampling algorithm

3The second step of the algorithm is redundant since the term1

N2

k

∑

m,l:cm,l=k K(xl, xm) is not important

in deciding the cluster assignment.



32

Input GMM SPMM

Figure 3.7: Comparison between the Gaussian mixture model (GMM) and the semi-
parametric mixture model (SPMM) of Section 3.2.3. The colors of the sky segment are
not well modeled by a unimodal distribution: the left part has a more uniform color than
the right part, where some clouds are present. The GMM segmentation (center) splits the
sky into two components, while the semi-parametric segmentation (right) correctly assigns
the sky to a single segment. Fig. 3.8 shows the observations in each segment projected on
different coordinate planes of the xy-RGB feature space. The bottom row shows a sam-
ple image from the estimated segmentations from the GMM model (center) and from the
semi-parametric model (right).

has been used to perform inference.

Fig. 3.6 compares the quality of our results with the state-of-the-art on both datasets.

The performance of fitting a Gaussian mixture model (GMM) is of the lowest quality, be-

cause Gaussian “blobs” poorly approximate the image segments in xy-RGB space. The

results for normalized cut and our semi-parametric mixturemodel (SPMM) are compara-

ble, with slight preference to our method. The SPMM, as well as GMM, naturally provides

soft assignment of pixels to segments (see Fig. 3.5 columns 3and 6). Such soft assignments

often make more sense, e.g., in ambiguous cases where the transition between segments is

gradual. Furthermore, they provide more information than hard decisions do. An attempt at
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Figure 3.8: Comparison between the different segmentations in Fig. 3.7. Each plot shows
different coordinate planes of the xy-RGB feature space. The left column refers to the
GMM segmentation the right column to the SPMM one. The pointscorrespond to the
projections of the image pixels. The ellipses represent Gaussian distributions (the paramet-
ric term for the SPMM). The colors of points and ellipses correspond to the segments in
Fig. 3.7.
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obtaining soft assignments from normalized cuts was proposed in [JDK05]. This approach

however, lacks a complete probabilistic interpretation.

Fig. 3.7 and Fig. 3.8 show an experimental comparison between the two probabilistic

models we are considering. To better understand the properties of the semi-parametric mix-

ture model (SPMM) presented in Section 3.2.3, as well as its potential advantages over the

Gaussian mixture model (GMM), we analyze a specific example in detail. The image we

chose, on the left of Fig. 3.7, presents a number of challenges for any segmentation algo-

rithm: it has an object of complex shape (the stone arch), a sky partially covered with clouds

with color changing quickly from deep blue (left part of the image) to veiled whitish blue

(right part of the image), and complex texture regions (the mountains in the background).

Examining the segmentation results, we see that the GMM model (center) failed to

identify the sky as a single segment, but rather divided it intwo parts. The left part without

clouds is assigned to the red segment, while the right part where clouds are present is

assigned to the blue segment. In the left column of Fig. 3.8 wecan see the projections on

different coordinate planes of the observations in each segment of the GMM segmentation.

We see that pixels in the red segment (in red) and pixels in theblue segment (in blue) fall

in two different but contiguous elliptic clusters (see RED/BLUE and X/BLUE projections

on the second and third rows). This is a consequence of the multimodal shape of the

distribution of the sky segment in the xy-RGB space. Finally, since only four segments

are used, the mountains on the background and the stone arch are grouped into a single

segment (cyan).

On the other hand, considering the segmentation results of the semi-parametric mixture
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model (SPMM) (Fig. 3.7 right), we see that it identifies the sky region as a single segment

(green). This is due to the non-parametric term in Eq. 3.5 which allows the model to take

advantage of the local proximity of the two modes of the sky distribution (see right column

of Fig. 3.8). It is also interesting to observe how the parametric term captured the global

color of the sky resulting in assigning the sky label (green)also to the portion of sky under

the stone arch. The SPMM method also correctly segments the arch as a single object

(cyan).

Finally, Fig. 3.9 shows a qualitative comparison between the sampling inference al-

gorithms and the variational approximation method on images from the bird dataset. We

observe that both algorithms are capable of extracting the bird in the images, with the vari-

ational approximation faster by a factor 5 than the Gibbs sampler.

3.6 Partial labeling

While our general framework is unsupervised, some partial information on the assignment

of points to clusters is often available. Such information can be provided in one of three

forms: partial labeling, “must-link” constraints, and “cannot-link” constraints. We next

explore all three.

Partial assignment of points to clusters is equivalent to having observed the labels of

some of the (usually hidden) random variablesci of the model. Such type of constraints

are thus incorporated by fixing the corresponding observed labelsci during the inference

process on the model (described in Section 3.4). This leads to a more stable solution and

faster convergence. Figure 3.10 shows how minimal partial labeling can significantly im-
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Figure 3.9: Comparison of the Gibbs-sampler and variational inference methods for the
image segmentation problem. The first column shows the original images, the second one
shows the segmentation results of the Gibbs sampler used in [AZMP07], and the third one
shows the segmentation results of our variational method.
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(a) (b) (c) (d)

Figure 3.10: Partial labeling. A typical result of intensity-based image segmentation into 2
clusters (out of 100 images in the Egret set of [LSP05]). (a) Original image, (b) GMM-EM
clustering, (c) normalized cuts, (d) our result with partial labeling. Boundary pixels were
constrained to the background cluster.

prove image segmentation results. The segmentations obtained by our method are of higher

quality than those of GMM-EM (using the same constraints). Comparison to spectral fac-

torization is impossible since labels cannot be fixed. We thus compare our results to those

of graph-cuts methods. Graph-cuts [RKB04] are somewhat similar in spirit to spectral fac-

torization but require significant user interaction and arethus generally of less interest to

us. Fig. 3.11 shows our approach provides comparable results to those of Rother et al.

[RKB04] when the same amount of user intervention is utilized.

Constraints which force points to reside in the same cluster(“must-link”) can be incor-

porated by estimating the labels of those points jointly. This corresponds to a modification

of the model of Fig. 3.1 where an edge (conditional dependence) is added between the con-

strained points. The “cannot-link” constraints can (in theory) be incorporated, in a similar
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Figure 3.11: Partial labeling, comparison with GrabCut. Left: input image. Right: our
segmentation result, obtained by manually labeling part ofthe image as background. Refer
to [RKB04] for the corresponding GrabCut segmentation.

manner, by estimating the labels for these points jointly while enforcing exclusion. While in

our inference method this is easily achievable if the “cannot-link” constraints involve only

pairs of separated points, it is difficult to consider exclusion dependencies over a larger

number of points, since the number of possible assignments would grow exponentially.

Incorporating labeling constraints (of any type) is not trivial in non-probabilistic meth-

ods such as spectral clustering. Yu and Shi [YS04] showed how“must-link” constraints on

pairs of points can be incorporated, albeit with some additional computational cost. It has

not been shown how to incorporate “cannot-link” constraints or partial labeling in spectral

clustering.
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Chapter 4

Video Segmentation

4.1 Temporal coherence in videos

In the previous sections we evaluated performance in the unsupervised and partially su-

pervised cases. But other types of prior information are often available. In this section

we examine segmentation of video frames. Adjacent video frames are known to be highly

correlated regardless of their content. In this section we show how this can be incorporated

into our segmentation framework and improve segmentation quality. A related idea was

proposed by Jojic and Frey [JF01] who separated video framesinto layered sprites. Their

underlying assumption was that all layers are shared among the video frames and each layer

can undergo only limited transformations such as translation and occlusion. This does not

apply to general videos where the camera moves significantly, resulting in large changes

in background, as well as complex motion of articulated objects, such as human bodies,

which imply large changes in appearance and shape across video frames. We thus propose

an approach that assumes coherence only across consecutiveframes and not throughout the

sequence.

Pixel-level segmentation of video sequences is a high-dimensional problem, since the
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data-set size equals the overall number of pixels. Therefore, one has to resort to segmenting

separately small portions of the video. We will assume here the video portions are indi-

vidual frames. This can result in a set of independent segmentations even for consecutive

frames which are highly correlated. To obtain a globally consistent segmentation one needs

to enforce spatiotemporal coherence across frames. This can be done by first segmenting

each frame independently and afterwards matching segmentsacross frames. Alternatively,

coherence could be enforced directly during the segmentation task. The latter is impossible

for methods like spectral clustering, which do not allow incorporating prior information.

On the contrary, our framework is particularly suitable forthis purpose. We segment

videos frame-by-frame while propagating information fromone frame to the next. We

initialize the segmentation of each frame with the segmentation result of the previous frame.

Since consecutive frames are highly correlated, this on itsown speeds up the computation

(by reducing the number of iterations of the sampler) and promotes more consistent results.

Furthermore, since our clustering provides cluster assignment probabilities for each pixel,

we detect high confidence pixels and fix their labels for some iterations. This constrains the

segmentation of each frame to be highly similar to that of itspredecessor. We then release

the labels of all pixels and collect samples. This procedurelocalizes slowly changing parts

of the video, such as the background, and reduces the computational cost by speeding up

convergence.

4.2 Video segmentation algorithm

Following is a short summary of the proposed video segmentation approach:
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1. Segment the first frame of the sequence and obtain cluster assignment probabilities

for each pixel.

2. For all the remaining framesf = 2, . . . , F :

a. For framef−1, compute the confidenceRi of segment assignment of theith pixel

as: Ri = (p(ci = kv|x) − p(ci = kw|x)/p(ci = kv|x), wherep(ci = kv|x)

andp(ci = kw|x) are the highest and the second-highest cluster assignment

probabilities for pixeli.

b. Initialize the sampler for framef with cluster assignment and confidence weights

of framef − 1.

c. Run the sampler forN1 iterations while fixing the labels of the high confidence

pixels,Ri > 0.9.

d. Run the sampler for furtherN1 iterations with all labels free to change, and collect

samples.

e. Set cluster assignment of framef as MAP estimator and keep cluster assignment

probabilities.

Even though this is a very simple way to impose temporal coherence, the previous

algorithm still shows that higher-level information can significantly improve the quality of

segmentation. Using more complex (possibly probabilistic) models for the motion of the

object in the video is likely to further improve the segmentation results.
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Figure 4.1: Video sequence segmentation. Left column: Frames 218, 280, 282, 284, 286,
and 329 out of a 343-frame-long video. Middle column: normalized cut segmentation
results. Right column: SPMM result while enforcing spatiotemporal coherence across
frames is significantly better. See Fig. 4.3 for human ratingof the segmentation results.
The complete video as well as results on a different video areprovided in the supplemental
material.
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Figure 4.2: Another video sequence segmentation. First column: Frames 61, 136, and
154 out of a 193-frame-long video. Second column: GMM segmentation results. Third
column: normalized cut segmentation results. Right column: SPMM result while enforcing
spatiotemporal coherence across frames is significantly better. The complete video as well
as results on a different video are provided in the supplemental material.

4.3 Experimental results

Fig. 4.1 and Fig. 4.2 compare the results of the proposed approach with those of normalized

cuts with post-segmentation segment matching. The segmentation obtained by normalized

cuts is inconsistent across frames. Our method significantly outperforms both normalized

cuts and GMM-EM1 and returns video segmentations that are both of high quality and

1The GMM-EM model we use for comparison in our experiment is closely related to the model of Khan
and Shah [KS01], with the main difference that no information of local velocity is used in the clustering. The
segmentation obtained by GMM-EM in our comparisons is consistent across frames but is of poor quality
due to the complex shapes of the segments.
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Ballet video sequence

 

 

Ncut

Our Good
OK
Bad

Figure 4.3: Human Ratings. Six people rated the video segmentation results of a subset of
all the frames in the “ballet” sequence. As for the results inSection 3.5) the possible rates
were: good, OK, or bad. The plots show the rating statistics for the SPMM with video
coherence (top bar) and for the normalized cut (bottom bar).Each bar is split into three
parts whose sizes correspond to the fraction of images assigned to the corresponding rating.
Better overall performance corresponds to less red and moreblue. Our method outperforms
clearly outperforms normalized cut.

consistent across frames (i.e. the same object is consistently assigned to the same clus-

ter, denoted by same color, throughout the whole video sequences). Fig. 4.3 shows the

human ratings for the ballet sequence (see Fig. 4.1). For this quantitative assessment of

segmentation quality, the SPMM greatly outperform the normalized cut method2.

For sanity check, we also compared segmentation results of our method with and with-

out temporal coherence. Using temporal coherence significantly improved the segmenta-

tion quality. Please refer to supplemental material of [AZMP07] for the complete video

sequence as well as other videos.

2For the video sequence of Fig. 4.1 the GMM-EM method fails to converge. Therefore, no human ratings
is available
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Chapter 5

Segmenting Image Collections

We can extend the probabilistic model of Chapter 3 for the simultaneous segmentation of

an image collection. When all the images in the collection share objects that have similar

characteristics (see Fig. 5.2, top row) we can improve the segmentation by sharing infor-

mation across images. For example, in Fig. 5.2, since all thepictures show a person’s head

(and shoulders), it is possible to use the consistency of these elements’ appearance (color,

shape, position) across images to improve segmentation quality, as well as provide coherent

segment labels across images.

5.1 Semi-parametric LDA model (SP-LDA)

Hence, we propose the new probabilistic model of Fig. 5.1, whereK segments are shared

across a collection ofM images. These shared segments are described by the distributions

f s
k , with k the segment label and the superscripts indicating the distribution is “shared”.

We also assume that each image hasH additional segments that are not shared across the

collection. These image-specific segments are described bythe distributionsfns
h,m where

h indicates the segment label in its image andm is the image identifier in the collection.
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Figure 5.1: Semi-parametric Latent Dirichlet Allocation model (SP-LDA) for joint segmen-
tation of image collections (see Section 5.1). As in Fig. 3.1, the gray nodexmn represents
the observed quantities (features vectorn for imagem in the collection). The nodecmn

represents the segment assignment for the observationxmn. The nodeθm represents the
mixing coefficients for each segment in imagem. The rounded boxα is the hyperparam-
eter of the Dirichlet distribution ofθm. The inner plate represents theNm pixels in image
m, while the outer plate represents all theM images in the collection. TheK distributions
f s

k model the recurring objects in the collection and are sharedacross all the images. The
H distributionsfns

h,m are local to each image, i.e., independent of the rest of the collection,
and represent the image-specific segments.

Since these distributions are not shared across images we use the the superscriptns for

them. GivenK andH the total number of segment in each image isK + H. If we set the

number of shared segmentsK to zero we obtain the single image case, while ifH is set to

zero then we are enforcing all the segments in an image to be shared in the collection; in

Section 5.2 we will explore the effect of different choices.

We represent both the shared distributionsf s
k and the image-specific onesfns

l,m using

the semi-parametric representation described in Section 3.2.3. We call the probabilistic

model of Fig. 5.1 with the semi-parametric representationsemi-parametric latent Dirich-

let allocation (SP-LDA). For the shared distributionsf s
k , the parametric term captures the
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information that is consistent across the image collection, such as the shape and position

of the recurring object and its color. The non-parametric term of the the distributionsf s
k

is still image-specific. As discussed in Section 3.2.3 we canthink of the parametric term

as providing a prior or bias toward a particular region of thefeature space (the position

and color of pixels segments). This bias represents appearance and shape properties of the

common objects in all the images.

To perform inference, we use the sampling method developed for the single-image case

(see Section 3.4.1), with the exception that the parametersof the Gaussian terms of shared

segments are computed using observations from all the images. The non-parametric terms

of the shared segments are computed independently for each image as for the single-image

algorithm.

5.2 Experiments

To study the performance of the SP-LDA model of Fig. 5.1 we consider a collection of

30 images, all showing the face (and the shoulders) of different people in different indoor

scenes (varying background). To determine which parts of the image are assigned to a

shared segment and which parts to a not-shared segment, we test different values ofK

(number of shared segments) andH (number of image-specific segments).

Fig. 5.2 shows six images from the collection (first row), their ground truth segmen-

tation (second row)1 of the face (blue segment), and several segmentation results for dif-

ferent values ofH andK. When no information is shared among the images (third and

1The ground truth considers only the face and disregards other parts of the person like the neck and the
shoulders.



48

In
pu

tI
m

ag
e

G
ro

un
d

tr
ut

h
S

eg
m

en
ta

tio
n

N
o

S
ha

rin
g

(K
=

0,
H

=
2)

S
ha

rin
g

(K
=

1,
H

=
1)

S
ha

rin
g

(K
=

2,
H

=
0)

N
o

S
ha

rin
g

(K
=

0,
H

=
3)

S
ha

rin
g

(K
=

2,
H

=
1)

S
ha

rin
g

(K
=

3,
H

=
0)

Figure 5.2: Segmenting an image collection. First row: six examples out of a collection
of 30 images of faces on different backgrounds. Second row: corresponding ground truth
segmentation of the face. Rows three to five: binary segmentations with different numbers
of shared segments. Rows six to eight: segmentation in threesegments with different
number of shared segments.K is the number of shared segments andH is the number of
image-specific ones.

sixth rows) the resulting segmentation is not precise in selecting the face. Often it merges

the face with part of the scene background, particularly when only 2 segments are used

(third row). Moreover, the segment containing the face is not consistently labeled across

the image (see sixth row). When one or more segments are shared across the images, they

are assigned to the recurring elements of the collection: the face and the shoulders. This

results in both an improvement in the segmentation of the face and a consistent labeling of
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Figure 5.3: Precision/recall for the face collection. Different markers correspond to the per-
formance of the SP-LDA model (Fig. 5.1) for different settings of the parametersK (num-
ber of shared segments) andH (number of image-specific segments). The green curves
correspond to precision/recall values with the same harmonic mean (F measure [Rij79]).

the segment of a recurring object across different images. In particular, when one segment

is shared and one is image-specific (K = 1, H = 1) the face and the shoulders are almost

always assigned to the shared segment (yellow), while the remaining part of the scene is

assigned to the image-specific segment (red) as shown in the fourth row. When there are

two shared segments and an image-specific one (K = 2, H = 1) the segmentation of the

face improves further. One of the shared segments captures the faces (red) and the other

the shoulders (yellow), which are no longer grouped together with the face (seventh row).

Again the rest of the scene is assigned to the image-specific segment (green). Finally, we

observe that forcing all the segments to be shared (fifth and eighth rows) results in worse

segmentation than the case with image-specific segments. This is most likely a result of the

mismatch between the model, which assumes all segments are recurring, and the dataset

which shows faces (a recurring object) on varying backgrounds.

The qualitative observations for Fig. 5.2 are confirmed by the precision/recall results

presented in Fig. 5.3. Without sharing (i.e., settingK = 0) we have the lowest perfor-
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mance2 (black and magenta circles). These results are almost equivalent to a random guess,

since the face will have random labels across the images. Performance improves when we

share information for some segments, and one segment is image-specific. In particular the

K = 2, H = 1 case gives the best results (red triangle). Finally, for a fixed number of total

segments, sharing all the segments (green and cyan crosses), i.e., settingH = 0, always

results in worse performance than keeping one segment image-specific, i.e.,H = 1. This

can be seen by comparing the positions of crosses and triangles.

The computational cost of performing inference on the modelof Fig. 5.1 is linear in

the number of images and in the total number of segmentsK + H in each image. Using

our C++ implementation of the sampler it takes about 185 sec.per image per segment on a

2.50GHz Intel Xeon machine.

The SP-LDA model can to handle images like the ones in Fig. 5.2. For more complex

situations, with many more recurring objects that might notappear in all the images of the

collection, the inference algorithm for the SP-LDA fails toconverge. For this more general

problem we present a new model in Section 6, that can handle variable content in images

and is capable of modeling the appearance of more general categories.

2To decide which segment label corresponds to the face segment, we select the segment with the largest
overlap with the ground truth. However, when a single segment is shared we assume that segment to corre-
spond to the face segment.
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Chapter 6

Learning Categorical Segments in Image
Collections

In the SP-LDA model of Section 5 we used mean and covariance ofthe semi-parametric

distributions as shared statistics for the position/RGB value across images. For the collec-

tion of faces we considered in our experiments this is a good modeling choice since the

recurring object (the face) has similar shape and color in all the images. However, for re-

curring objects with textured appearance and varying position and shape, a more complex

representation is required.

6.1 Modeling recurring segments

Inspired by the “bag-of-words” approach [FFP05, SRE+05] we extend the model in Fig. 3.1

by adding new observed variableswmn that represent the visual words associated with an

observation. These new discrete random variables are sampled fromK different multino-

mial distributionsφk (topic distributions) which model the visual words’ statistics for each

of the K segments. Fig. 6.1 shows the graphical representation of the extended model.

The model represents a collection ofM images. An image is represented byNm regularly
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Figure 6.1: The affinity-based LDA model (A-LDA) for learning categorical segments (see
Section 6). The two gray nodesxmn andwmn represent the observed quantities in the
model: the feature vector (position and color) and the visual word associated with each
pixel, respectively. The nodescmn, fk,m, φk, andθm are hidden quantities that represent
the segment assignment forxmn andwmn, the probability density of the feature vectors
in segmentk of imageIm, the visual words distribution for segmentk, and the sizes of
the segments in imagem, respectively. The two squares with rounded cornersα andε
represent the hyperparameters of the Dirichlet distributions overθm andφk, respectively.
Finally, K is the number of segments,Nm is the number of pixels in imagem, andM is
the number of images in the collection.

spaced observations (e.g., one sample per pixel). At then-th observation of imagem we

measure a feature vectorxmn, e.g., the pixel’s position and RGB values. We further extract

a fixed size image patch centered at then-th pixel and assign to it a “visual word”wmn.

In our implementation, the dictionary of visual words is obtained by vector-quantizing a

subset of all the descriptors of the patches extracted from all the images. Thewmn variable

of an observation is the label of the dictionary entry closest to the descriptor associated to

the observation.

Each image is formed byK regions (segments) whose visual words statistics are shared

across images. Segmentk in imagem has a probability distributionfk,m of feature vector
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valuesxmn, and a probability distributionφk of the visual wordswmn. Note, that the dis-

tributionsfk,m of feature vectors are not shared between images, while the distributions of

visual wordsφk are shared across images. This is because we assume that the appearance

of an object, which is captured by theφk distributions, is similar in all images. On the

other hand the position of an object in a particular image canbe assumed independent of

the position in other images. For example, a car can appear invarious image locations.

However, its overall appearance, as described by the visualwords, is the same in all im-

ages. We model the segment distributionsfk,m using the nonparametric model proposed

in Chapter 3, while forφk we use an LDA model, as proposed in [FFP05] and [SRE+05].

Thus if we remove thexmn node from the graphical model we obtain the LDA model. Re-

moving thewmn node from the model yields a collection ofM independent models, like

the ones described in Chapter 3. We call this new modelaffinity-based latent Dirichlet al-

location (A-LDA)since we are using the affinities between pixels (see Eq. 3.3)to describe

the segment distributionsfk,m.

In the A-LDA model, visual words are grouped by segments. This enables learning top-

ics that are related to object parts rather than to whole scenes, as is done with the “bag of

words” representation of whole images [FFP05]. A key aspectof the proposed model is that

the densitiesfk,m allow grouping of all the visual words generated from the corresponding

topic distributionφk into a single image segment. Moreover, it is possible to enforce dif-

ferent grouping properties by choosing different forms forthe densitiesfk,m. Assuming a

Gaussian distribution over the pixel positions in the image, as in Sudderth et al. [STFW05],

results in a spatially elliptical cluster of visual words generated from the topicφk. Assum-
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ing a non-parametric distribution (see 3.2.1), results in amore complex grouping based on

color information as well as position in the image.

An important remark is that the A-LDA model assumes that the feature vectorsxmn

and the visual wordswmn of a given pixel are independent given the topic assignment for

the pixelcmn. It also assumes that visual words are independent given their hidden labels.

These two assumptions are theoretically incorrect. The tworandom variableswmn andxmn

are correlated, since both depend on the image patch centered on pixeln. The same is true

for the visual words of close (overlapping) patches. However, ignoring these dependencies

results in a simpler probabilistic model.

The densitiesfk,m and the distributionsφk have complementary roles in the model. The

densityfk,m models segmentk in a specific imagem, and it forces pixels with high affinity

to be grouped together. The multinomialsφk couple together segments in different images

of the collection, i.e., they force segments in different images to have the same visual

words statistics. All the multinomial coefficients of theφk are sampled from the same prior

distribution — a symmetric Dirichlet distribution [BNJ03]with (scalar) parameterε:

φk ∼ Dir(ε)

wmn|φk ∼ Multinomial(φk). (6.1)

TheK topic/segment distributions are not image-specific like the densitiesfk,m, but rather

are shared within the entire collection. This allows coupling segment appearance statistics

across multiple images based on the distribution of visual words they contain. However, in

a particular image of a collection there may be objects that do not appear in other images.
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To model these non-recurring elements, one can extend the model of Fig. 6.1 by forcing

some of theφk to be image specific, like thefk,m, rather than common to all the collection.

This extension gives a model similar to the one of Fig. 5.1. Inour experiments this extended

model gives similar results to the one of Fig. 6.1.

6.2 Inference algorithms

Exact inference is impossible for the A-LDA model. Therefore we developed two types

of algorithms for approximate inference. The first type is based on MCMC techniques for

sampling from the posteriorp(c|x,w). The second type is based on variational approxi-

mation of the intractable posterior.

6.2.1 Sampling-based inference

For the sampling method we propose two different type of procedures: the first one is a

Gibbs sampler [GG84], while the second one is based on the more general Metropolis-

Hasting [MRR+53, Has70] method (the Gibbs sampler is a special case of Metropolis-

Hasting). We need two different sampling strategies to overcome the limitation of the

Gibbs sampler.

6.2.1.1 Gibbs sampling

To estimate the posterior distributionp(c|x,w) we can extend the Gibbs sampling algo-

rithm previously presented. Letp(cmn|c−mn,x,w) be the posterior distribution of the hid-

den segment labelcmn of then’th pixel in imagem, given the class labelsc−mn of all the
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other pixels in all the other images, all the feature vectorsx, and all the visual wordsw.

This yields:

p(cmn = k|c−mn,x,w) ∝ p(xmn, wmn|cmn = k,x−mn,w−mn, c−mn)p(cmn|c−mn). (6.2)

In our model the feature vectorxmn and visual wordwmn are assumed to be independent

given the segment labelcmn. We can, therefore, decompose the likelihood term as the

product:

p(xmn, wmn|cmn = k,x−mn,w−mn, c−mn) (6.3)

= p(xmn|cmn = k,x−mn, c−mn)p(wmn|cmn = k,w−mn, c−mn).

The first term of Eq. 6.4 is the likelihood of the feature vector xmn to be in thek-th segment

of imagem. Using the non-parametric approximation of Eq. 3.3, this term can be expressed

as:

p(xmn|cmn = k,x−mn, cmn) = f̂k,m(x) =
1

Nk,m

∑

j∈Sk,m

K(xmn, xmj) (6.4)

where the kernel valuesK(xmn, xmj) = Am
nj represent the affinity betweenxmn, andxmj ,

Sk,m is the set of feature vectors in segmentk in imagem, excluding the vectorn, andNk,m

is the cardinality of segmentSk,m.

The second term of Eq. 6.4 is the likelihood of the visual wordwmn to belong to the topic

distributionφk. Given the conjugate prior overφk (see Eq. 6.1) we obtain:

p(wmn, |cmn = k,w−mn, c−mn) =
Nwmn,k + ε

Nk + εV
, (6.5)
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whereNwmn,k is the number of pixels with visual wordwmn assigned to segmentk in all

the images of the collection,Nk is the total number of observations assigned to segmentk,

andε is the hyperparameter of the Dirichlet prior over the topic distributionsφk’s.

As in Chapter 3.4.1, the prior term of Eq. 6.2 can be written as:

p(cmn = k|c−mn) =
Nk,m + αk

(Nm − 1) +
∑

k αk
, (6.6)

whereNk,m is the cardinality of segmentSk in imagem, Nm is the number of pixels in

imagem, andαk are the hyperparameters of the Dirichlet prior overθm.

Combining Eq. 6.4, Eq. 6.5, and Eq. 6.6, we obtain the following expression for the condi-

tional probabilities used in the Gibbs sampling:

p(cmn = k|x,w, c−mn) ∝ (6.7)




1

Nk,m

∑

j∈Sk,m

K(xmn, xmj)





(

Nwmn,k + ε

Nk + εV

)(

Nk,m + αk

(Nm − 1) +
∑

k αk

)

.

All the quantities in Eq. 6.8 can either be precomputed, likethe affinitiesK(xi, xj) =

Aij , or updated very efficiently. Given the samples fromp(c|x,w) by Gibbs sampling,

it is possible to assign each pixel to a segment using the MAP estimator. The segment

distributionsfk,m and the topic distributionsφk can be estimated given the assignment.

6.2.1.2 Block sampler

The Gibbs sampler is easy to derive and implement. It is computational efficient to obtain

new samples since by construction the algorithm accepts allthe samples it generates (as
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opposed to other Metropolis-Hastings algorithms). Unfortunately, the Gibbs sampler can

be trapped in local minima, with the practical effect of not converging to the desired pos-

terior distribution (convergence is only asymptotic). Thereason why the Gibbs sampler is

trapped in local minima is because the algorithm changes at most the state on one random

variable each time a new sample is computed. Therefore, locally stable configurations are

never updated (see [BZ05]). A solution for this problem would be to select a set of pixels

(block) that are likely to be in the same segment and change their labels in a single step to

a new value. As an illustration we consider the steps presented in Fig. 6.2: the current seg-

mentation (a) has grouped the legs of the cows with the grass segment. The block sampler

algorithm should select a set of pixels that are likely to be grouped together, such as the red

region in (b). All the pixels in the red region have very high affinity between each other so

their selection is desired. Finally a new label is sampled and the region updated (c).

To implement the concept of block sampling, we consider the Metropolis-Hasting algo-

rithm [MRR+53, Has70] presented in [BZ05], which is a generalization ofthe well known

Swendsen-Wang sampling algorithm from statistical physics [SW87]. Given a proposal

distribution q(c′; c) that from the current labelingc returns a new labelingc′, the new

labeling is kept with probability

a = min

(

1,
p(c′|x, w)

p(c|x, w)

q(c; c′)

q(c′; c)

)

. (6.8)

To generate the new configuration we proceed as follows: given an imagem in the collec-

tion create an undirected graphG = (V, E) such that:

• For each observationxmn (pixels in the image) we create a nodevn ∈ V .
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(a) (b)

(c)

Figure 6.2: Block sampler. (a) A starting segmentation which assigns part of one object
(the legs of the cow) to the wrong segment (grass). (b) The block sampler selects a set of
pixels that are likely to have the same label (red region). (c) The sampler reassigns all the
pixels in the proposed region to a new segment (the same the cow).

• For each pair of vertexesvi andvj we assign an edgeeij ∈ E if Am
ij > T , i.e., the

affinity between the two observationsxmi andxmj is sufficiently strong to suggest

they are in the same segment.

• For each edgeeij we define an binary random variablebij which is set to 1 with

probabilitypij = f(Am
ij ).

Using the graphG, which is independent on the specific state of segmentationc, we can
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obtain a new graphG′ = (V, E ′) by removing all the edges between vertexes with different

segment labels and by removing an edgeeij with probability1 − pij . A block is selected

by choosing at random a connected componentSh of the new graphG′. Finally, a new

label is sampled forSj based on the visual words in it. This will give a new segmentation

c
′ that differs fromc for the observation inSh. Samplingc′ from the proposal distribution

q(c′; c) can be done efficiently, since it requires computing the connected components of

the a sparse graphG′ = (V, E ′). Directly computing the proposal distributionq(c′; c) is

infeasible, because it requires summing the probability ofall the possible ways of creating

the connected componentSj . However, only the ratio between the two proposal distribu-

tionsq(c; c′) andq(c′; c) is required to run the Metropolis-Hasting algorithm. This ratio

can be computed easily because of cancellation of identicalfactors, and it involves only

the edges between the vertexes inSj and the vertexes with the old and new segment label.

See [BZ05] for further details. Using the block sampler and the Gibbs sampler we can cre-

ate a sampling procedure alternates between the two, with the block sampler responsible

for “jumps” between locally optimal segmentation and the Gibbs sampler responsible for

the diffusion of labels in “salt and pepper” segmentation that can be created by the block

sampler.
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6.2.2 Variational inference

To formulate the variational inference on the model of Figure 6.1 we write down the joint

distribution of all the random variables

p(x, w, c, θ, β) = p(x|c)p(w|c, β)p(c|θ)p(θ)p(β), (6.9)

where, given our assumptions on the distributions of the model, the expressions for each of

the three factors are given by:

p(x|c) =
∏M

m=1

∏N
n=1

∏K
k=1 [fk(xmn)]cmn(k)

p(w|c, β) =
∏M

m=1

∏N
n=1

∏K
k=1[βk,wmn

]cmn(k)

p(c|θ) =
∏M

m=1

∏N
n=1

∏K
k=1(θ

m
k )cmn(k)

p(θ) =
∏M

m=1 C(α)
∏K

k=1(θ
m
k )(αk−1)

p(β) =
∏K

k=1 C(η)
∏V

h=1 β
(η−1)
k,h

(6.10)

with C(α) andC(η) the normalization constant of the two Dirichlet distributions of param-

eterα andη (see [Bis06], p. 687). We then consider a variational distributionq(c, θ, β) for
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the hidden variablesc, θ, andβ that factorizes, i.e., assumes independence, as:

q(c, θ, β) = q(c)q(θ, β). (6.11)

Following [Bis06], we derive the update equation forq(c):

log q∗(c) = Eq(θ,β)[log p(x, w, c, θ, β)] + const

= Eq(θ,β)[log p(x|c)] + Eq(θ,β)[log p(w|c, β)] + Eq(θ,β)[log p(c|θ)] + const

=
∑M

m=1

∑N
n=1

∑K
k=1 cmn(k)

(

log fk,m(xmn) + Eq(β)[log βk,wmn
] + Eq(θ)[log θk])

)

+ const,

(6.12)

with Eq(x)[z] the expectation of random variablez under the probability distributionq(x).

In Eq 6.12 we have absorbed the termsEq(θ,β)[log p(θ)] andEq(θ,β)[log p(β)] into the con-

stant, since they are independent ofc. Taking the exponent of both sides of Eq. 6.12 and

normalizing provides:

q(c) =
M
∏

m=1

N
∏

n=1

K
∏

k=1

rmn(k)cmn(k), (6.13)

where we defined the responsibilities:

rmn(k) =
fm,k(xmn) exp(Eq(θ)[log θk] + Eq(β)[log βk,wmn

])
∑

k fm,k(xmn) exp(Eq(θ)[log θk] + Eq(β)[log βk,wmn
])

. (6.14)
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Eq. 6.13 shows that the variational density factorizes intoN independent multinomial dis-

tributions, one for each termcn. The parameters of each multinomialq(cn) are the respon-

sibilities (rmn(1), rmn(2), . . . , rmn(K)) in Eq. 6.14. Similarly, for the variational distribu-

tion q(θ, β), we have the update equation:

log q∗(θ, β) = Eq(c)[log p(x, w, c, θ, β)] + const

=
∑M

m=1

∑N
n=1

∑K
k=1 Eq(c)[cmn(k)] log θm

k + log p(θ)+

∑M
m=1

∑N
n=1

∑K
k=1 Eq(c)[cmn(k)] log βk,wmn

+ log p(β)

+const.

(6.15)

The first term of Eq. 6.15 is:

M
∑

m=1

K
∑

k=1

(

αk +
N

∑

n=1

rmn(k) − 1
)

log θm
k , (6.16)

while the second term of Eq. 3.17 is:

K
∑

k=1

V
∑

v=1

(

η + nk,h − 1
)

log βk,h, (6.17)

with nk,h the sum of all the responsibilitiesrmn(k) for which wmn = h. Taking the expo-

nential of Eq. 3.17 we show that the variational distribution factorizes as:

q(θ, β) = q(θ)q(β), (6.18)
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where the first variational distribution has the functionalform of a product of Dirichlet

distributions:
M
∏

m=1

C(γ)

K
∏

k=1

θ(γm
k
−1), (6.19)

with parameters:

γm
k = αk +

∑

n

rmn(k) = αk + Rmk, (6.20)

whereRmk represents the total responsibility for segmentk in documentm.

The second factor of the variational distributionq(θ, β) has the functional form:

K
∏

k=1

C(φ)
V

∏

h=1

β(φk,h−1), (6.21)

with parameters:

φk,m = η + nk,h (6.22)

with nk,h defined as before.

Note that we did not assume any particular functional form for q(c) andq(θ, β). Instead,

Eq. 6.13 and Eq. 6.18 follow from the graphical structure andthe distributions used in

the model, as well as from the factorized formq(θ, β, c) = q(β, θ)q(c). Finally, since

q(θ) is a Dirichlet distribution, we can derive a closed-form solution forEq(θ)[log p(θk)] =

Ψ(γk) − Ψ(
∑

k γk), whereΨ(a) is the first derivative oflog Γ(a) (see [BNJ03] for the

details of the derivation). This expression is then used to compute the responsibilities in

Eq. 3.16.

Using Eq. 3.21 together with Eq. 3.15 and Eq. 3.18, we obtain asystem of coupled



65

equations that can be iteratively solved in similar way as described in the algorithm of

Fig. 3.4.3. Also in this case we can use the KDE approximationto compute the quantities

fk,m(xmn) as proposed in Chapter 3.

The variational approximation scheme is particularly suitable for implementation on

a parallel system. The computation of the responsibilitiesrmn(k) and of the parameters

γm can be done independently for each imagem. Once these quantities are available the

parametersφ can be computed as well by collecting from each image the sum of the re-

sponsabilities for each visual word in the dictionary.
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Chapter 7

Experimental Results

Following Fei-Fei et al. [FFP05] we extract patches by densely sampling each image with a

grid of 4 pixels. For each patch a local descriptor is computed. We experimented with three

possible descriptors: the RGB value of the central pixel of the patch, filter bank outputs

[WCM05] (see Fig. 7.1), and the well known SIFT descriptor [Low04]. The dimensionality

of the descriptor vectors are 3, 17, and 128, respectively. In all three cases a subset of the

extracted descriptors is used to construct a visual dictionary via K-means clustering (see

Sivic et al. [SRE+05]). We experimented with three different dictionary sizes: 256, 512,

and 1024. Finally, the visual word assigned to the patch is the label of the most similar

dictionary element. The multinomial distribution of visual words φk are shared across

images since they model the appearance of recurring elements in the collection.

In all our experiments the densitiesfk,m are non-parametric (see Section 3.2.1) and

are assumed independent between images (see Section 6). We use the intervening con-

tour method [CBS05] to compute the affinities used for the non-parametric approximation

of fk,m. We also experimented with the semi-parametric model (see Section 3.2.3) which

achieved comparable performance but required more computational resources for estimat-

ing the mean and the covariance of the parametric term.
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Figure 7.1: Filter banks visual words. The schema shows how visual words are computed
using a filter bank. The different color channels in the images are filtered with different
Gaussian (low-pass filters for capturing color information) and gradient (high pass filter for
capturing edges and texture information) filters. After thefiltering each pixel is represented
by an 18 dimensional vector. The visual words are obtained byrunning kmeans over all the
pixels, and assigning the discrete label of the cluster to which a pixel is assigned.

The computational cost of the inference algorithm for the model of Fig. 6.1 is linear in

the number of images and in the number of topics/segmentsK (see Appendix 6.2.1.1 for

the implementation details). The algorithm is implementedin C++ and it has a running time

of about 20 sec. per image (withK = 20) on a 2.50GHz Intel Xeon machine. This running

time is much smaller that the one reported in Section 5.2 for two reasons. First we are

sampling the image on a4 × 4 regular grid, hence reducing the number of observations in

the collection. Second we are using the non-parametric representation of Section 3.2.1 for

the segment densitiesfk,m rather than the semi-parametric representation used in Section 5.

We tested our system on four databases: the Microsoft Research Cambridge dataset

version one (MSRCv1) and version 2 (MSRCv2) [Cri04], a subset of the LabelMe dataset

[RES+06], and the scene database of Oliva and Torralba [OT01]. Note that our experiments

are completely unsupervised: we do not use any labeling information during inference.
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Figure 7.2: Error measures. For each image used in the experiments the ground truth
segmentation(GT ) is available (orange region). The result segment for the cowcategory
obtained from the A-LDA is displayed in dark green. The intersection of the two regions is
the set of correctly identified pixels in the image (magenta).

The “ground truth” segmentation is used only to evaluate thesegmentation results. The

results of our unsupervised recognition/segmentation system are illustrated by showing the

segmentation masks and by reporting numerical evaluation of the segmentation accuracy of

the model. Finally, we provide a comparison with three otherrelated probabilistic models:

the Gaussian mixture model (GMM), the latent Dirichlet allocation (LDA), and the spatial

latent Dirichlet allocation (S-LDA) [WG07].

7.1 Evaluation metrics

To obtain a numerical evaluation of the performance of the A-LDA model we introduce the

two error measures of precision and recall. Considering Fig. 7.2, the ground truthGT for

the segment containing the cow is represented by the orange region, the segmentation result

for the category cow obtained from the A-LDA is represented by the dark green region, and

the intersection of the two regions is represented by the magenta region. The precision and
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recall values are then defined as:

prec =
|GT ∩ SEG|

|SEG|
rec =

|GT ∩ SEG|

|GT |
. (7.1)

Following [EVGW+], we also define the segmentation accuracy for a category as the num-

ber of correctly labeled pixels in that category, divided bythe number of pixels labeled

in that category in either the ground truth or the segmentation results (intersection/union

metric).

acc =
|GT ∩ SEG|

|GT ∪ SEG|
. (7.2)

This pixel-based measure has several limitation: it does not take into account multiple

instances of the same object category in a single image and itdoes not consider the quality

of the segment contours. Nonetheless we decided to use this particular definition because

it is a de facto standard for the computer vision community and it has been used to evaluate

other (supervised) segmentation/recognition systems [VT07][SWRC09].

A final caveat for the evaluation of the segmentation performance is the labeling of the

topics obtained from the A-LDA model. Since our model is fully unsupervised there is

no possibility of understanding which topic corresponds towhich category. To be able to

use the precision/recall and the accuracy metrics we need toassociate topics to categories.

We obtain this association by dividing the dataset into two parts of equal size: a probe set

and a test set. We use the probe set to compute the matching between the topics and the

categories. The precision/recall values and the segmentation accuracy is evaluated on the

test set. It is important to emphasize that the segmentationof the dataset is obtained using
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Figure 7.3: Visual words dictionaries. Left: 256 visual words when the pixel color is used
as descriptor. Right: average of the patches associated to 256 visual words when the filter
bank is used as descriptor.

no human labeling. In principle it would be possible to have ahuman operator to inspect, at

a single glance, all the segments in the same topic and give a category label for that topic,

propagating the label to all the pixels in the image collection.

7.2 Comparing different types of visual words

The first descriptor we tested is the RGB value at the center ofa patch. The left panel of

Fig. 7.3 shows the RGB colors associated with the centroid ofthe dictionary words (256

visual words). We used the MSRCv1 dataset to obtain these centroids. We observe that a

lot of the visual words in the dictionary correspond to greentexture. This is a consequence

of the large quantity of grass and foliage present in the MSRCdataset1.

Fig. 7.4 shows unsupervised segmentation results of several images of the MSRCv1

dataset. Each categorical segment is marked with the same color in all the images (arbi-

1These two classes account for almost 30% of the pixels in the dataset.
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Figure 7.4: Unsupervised segmentation and recognition results when only RGB informa-
tion is used to construct the visual words. Three panels are presented. In each of the three
panels we present the original image, the segmentation using the A-LDA model, and the
segmentation using the LDA model. The three panels show the different types of images:
cows, trees, and faces. For a specific model the same color in different images identifies
the same topic segment.
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trarily chosen to highlight individual segments). Notice that corresponding regions tend

to have the same color across all images indicating that the unsupervised algorithm has

“discovered” the corresponding categories: e.g., the sky segment is always assigned to the

green label. To obtain a quantitative evaluation of our system we consider the segmenta-

tion error with respect to the ground truth. We consider onlya subset of the 13 categories

present in the dataset since some categories are very rare, i.e., they occupy less then 1%

of the total number of pixels in the collection. In particular we do not consider: sheep

(0.45%), horse (0.18%), and mountains (0.25%). Fig. 7.5 shows the precision/recall plots

for each category when using a dictionary of 1024 visual words and 20 segments (K = 20).

We also experimented with other sizes of the dictionary (256and 512). The overall per-

formance of the system did not change significantly with the dictionary size, with a minor

advantage being gained by using a larger dictionary.

The second descriptor we tested is the output of a filter bank [WCM05] at each pixel

location. Fig. 7.3 shows the means of all11× 11 patches assigned to each dictionary word

when the filter-bank responses are used as basic patch descriptors. We observe that with

this descriptor we have two types of visual words: color visual words and texture visual

words. The first type describes uniform patches based on their color, while the second type

characterizes image patches by the specific gradient pattern they describe (a centered dot

or a slanted edge) and usually have a gray color (from averaging patches of different color

but similar gradient pattern).

Fig. 7.6 shows unsupervised segmentation results of several images of the MSRCv1

dataset. Each categorical segment is marked by the same color across all images. Fig. 7.7
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Figure 7.5: Precision/recall plots for the MSRC dataset when using visual word based on
RGB color. The dictionary size is of 1024 visual words. The number of topicsK is set to
20. The F-measure isolines are defined as in Fig. 5.3.

shows the precision/recall plots for all the considered categories. We can see that our model

performs extremely well on the grass category which is the single most popular category

in the dataset (20% of the pixels are labeled grass). Other categories like faces, sky, and

foliage(tree), have medium performance. The most challenging categories are airplanes,

cars, and sea. In particular the airplanes category is almost never recovered. The problem

with the airplanes and cars categories is that they have a wide range of appearances and

points of view which makes it difficult for the A-LDA model to spot their recurrence across

images without supervision. The sea category is relativelyrare compared to the others, less

than 1% of the dataset.

For each category we compute the segmentation accuracy as a measure of the system

performance. Fig. 7.8a shows the scatter plot of the accuracies for each category when
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Figure 7.6: Unsupervised segmentation and recognition when filter responses are used to
construct the visual words. Similarly to Fig. 7.4, we present three panels.. In each of the
three panels we present the original image, the segmentation using the A-LDA models and
the segmentation using the LDA model. The three panels show different types of images:
cows, trees, and faces. For a specific model the same color in different images identifies
the same topic segment.
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Figure 7.7: Precision/recall results for the MSRC dataset when using visual words based on
filter bank responses (red crosses). The dictionary size is 1024 visual words. The number
of topicsK is set to 20. The precision/recall results for the spatial latent Dirichlet allocation
(S-LDA) [WG07] are also reported (black diamonds).

using color visual words and when using vector-quantized filter-bank responses. We see

that in general the filter banks perform better, although forthe cows and sea categories the

color visual words perform better. We also tested a third type of visual words based on

the SIFT descriptor. Since the SIFT descriptor is based on the intensity gradient, it does

not capture color information. In order to also consider color information, we modified the

model of Fig. 6.1 to have two different visual words per observation: one derived from color

(see previous discussion) and one derived from SIFT2. For a given segmentk, visual words

of different types are sampled from two independent multinomial distributionsφc
k (color)

andφs
k (SIFT). Fig. 7.8b shows the scatter plot of the accuracies when using color/SIFT

visual words and when using filter-bank visual words. We observe that the filter-bank visual

2Using only visual words based on SIFT merges categories withsimilar texture, but different color like
grass and sea.
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Figure 7.8: Comparison of the segmentation accuracy of the A-LDA model for different
types of visual words: color (RGB) visual words (horizontalaxis) and the filter bank visual
words (vertical axis).

words and the joint color/SIFT ones have similar accuracy results (close to the diagonal)

with the filter-bank visual words performing better for the categories grass, sky, faces, and

foliage, and the color/SIFT visual words giving greater accuracy for building, bikes, and

cows. As previously observed, filter bank visual words can bedivided in two groups: color

and texture. Since color/SIFT visual words also capture these two patch properties (in a

different way), the similarity of segmentation accuracy isnot surprising. In all the following

experiments we will always use filter-bank visual words. We also experimented with other

collections of images such as the Boston urban area subset ofLabelMe [RES+06] and the

scene dataset used by Oliva and Torralba [OT01]. Fig. 7.9 andFig. 7.10 show several

examples of categorical segments learned from these datasets.

All the experiments considered so far are completely unsupervised, i.e., neither regions

of an image nor whole images have any label. If we allow for a certain amount of super-

vision we can improve the performance over the unsupervisedcase. For example, we can



78

Figure 7.9: Four topics/segments learned from the LabelMe database. Each panel contains
8 segments from the same topic. The four topics represent four different elements of a
possible street scene: “tree/foliage”, “buildings”, “street pavement”, and “sky”. These
topic panels show the consistency we obtain across the images of the collection.

consider the case when we know a priori which objects are present in each image of the

collection. In this case we share statistics only between images that contain the same ob-

ject, as in the experiment of Section 5.2. Fig. 7.14 comparesthe precision/recall values for

the unsupervised case (red crosses) and the semi-supervised case (blue circles). In the first

case all the images in the collection are segmented togetherand the model has to determine

which object is present in each image. In the second case, we segment together only im-

ages that contain objects from the same category3. Using this limited information we can

achieve much higher precision/recall values on all the categories we have labeled.

7.3 Comparing different inference algorithms

In Chapter 6, we developed two inference algorithms for the model of Fig. 6.1: one based

on sampling, specifically Gibbs sampling and a variation of the Swendsen-Wang sampling

3We only consider one category for each image. For example if an image has both cows and grass we
only consider cows.
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Figure 7.10: Six topics/segments learned from the Scene database. Each panel contains 8
segments from the same topic. Our visual words representation incorporates color infor-
mation, therefore skies were assigned to two topics, light blue and dark blue.

(block sampler), and one based on variational approximation. In this section we review

their performance in term of accuracy and computational cost. We also discuss other as-

pects such as the suitability for a parallel implementation.

The first inference method is based on two sampling algorithms: the Gibbs sampling

and the Swendsen. We first compare the advantage of using bothalgorithms in alternate

steps to using only the Gibbs sampler. Fig. 7.15 shows the precision/recall plot and the

scatter plot for the accuracies of the categories in the MSRCv1 for the two sampling al-

gorithms. We can see that performance is fairly similar, with an improvement for the cow

and grass categories. Although the block sampler does not improve the accuracy perfor-
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Figure 7.11: Categorical segments from MSRCv1. The top panel shows 12 segments from
the category “cows”. The bottom panel shows 12 segments fromthe category “faces”.
These two categories are often confused by the A-LDA model because of the color simi-
larity.
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Figure 7.12: Categorical segments from MSRCv1. The top panel shows 12 segments from
the category “tree”. The bottom panel shows 12 segments fromthe category “grass”.
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Figure 7.13: Categorical segments from MSRCv1. The top panel shows 12 segments from
the category “bicycles”. The bottom panel shows 12 segmentsfrom the category “sky”.
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Figure 7.14: Precision/recall plots showing the segmentation/recognition performance of
the A-LDA on seven categories: airplanes, bikes, buildings, cars, cows, faces, and trees
(foliage). The red crosses refer to the unsupervised case (see Fig. 7.7). The blue circles
refer to the weakly-supervised case, where the category label of the objects in an image is
known. Even this limited amount of supervision, a single label for the whole image, greatly
improves performance of the segmentation.

mance of the model, it is capable of reducing the computational cost of the inference step

by reducing the sampling time from 18.75 seconds per image to3.89 seconds per image.

The second inference algorithm we developed is based on variational approximation of

the posterior distributionp(c|x,w) (see Section 6.2.2). Fig. 7.16 shows the precision/recall

plot and the scatter plot comparing the variational inference and the Gibbs sampling. We

can see that the variational algorithm is under-performingfor most categories, particularly

for those where the Gibbs sampling gives good results. Although less precise in terms

of segmentation/recognition accuracy the variational algorithm is one order of magnitude

faster than the Gibbs sampler: 1.35 seconds per image as opposed to 18.75 seconds per im-

age. The variational algorithm can also easily be parallelized as observed in Section 6.2.2.
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Figure 7.15: Comparison of sampling algorithms. (a) Precision/recall results showing the
segmentation/recognition performance of the Gibbs sampler inference algorithm (blue cir-
cle), and the Block sampler together with the Gibbs sampler (red crosses). (b) Scatter plot
of the accuracy for the two sampling algorithms.

These two properties make it suitable for large scale problems.

7.4 Comparison with other probabilistic models

We compare the A-LDA model with three alternative models. The first model is a simple

Gaussian mixture model (GMM) with the same number of components as topics/segments

in the A-LDA model. To obtain the model we collect all the descriptors of all the images

and estimate the model parameters and the observation assignment using EM. We observe

that when estimating the model we use neither any affinity information (segmentation cues)

nor image membership.

Another possible probabilistic model is the LDA model. As observed in Section 6,

this model can be seen as a simplification of the A-LDA model inwhich thexmn variable

is removed. Therefore, the LDA model does not consider the relationship between the
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Figure 7.16: Comparison of sampling and variational algorithms. (a) Precision/recall plots
showing the segmentation/recognition performance of the Gibbs sampler inference algo-
rithm (blue circle) and the variational inference (red crosses). (b) Scatter plot of the accu-
racy for the Gibbs sampler and variational approximation.

visual words of an image (affinities information), but does consider image membership,

i.e., the same visual word may have different meanings in different images. The number

of segments is 20 in all the experiments and a dictionary of 1024 visual words is used for

both the LDA model and A-LDA model. We use filter bank responses as the descriptor

for image patches. Fig. 7.17 shows scatter plots comparing the A-LDA model with GMM

(left) and LDA (right). We see that the A-LDA outperforms GMMon all the categories

in the dataset. The A-LDA outperforms the LDA in all the categories but two: cars and

cows. It is also interesting to study the results from the LDAshown in Fig. 7.18: we can

see that the LDA model returns whole images without any meaningful segmentation of the

elements in them, i.e., the LDA can characterize an image based on his content, but it can

not segment it. On the other hand the A-LDA, which uses affinities information, returns

regions that correspond to a single object in the images (seeFig. 7.11).
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Figure 7.17: Left: scatter plot comparing the A-LDA model with a Gaussian mixture model
(GMM)). We can see that the A-LDA model always outperforms the GMM. Right: scatter
plot comparing the A-LDA model with an LDA model. In this casethe A-LDA model has
better accuracy for almost all categories. All of the three models use 20 segments and are
unsupervised.

We compare our model (A-LDA) with the spatial latent Dirichlet allocation (S-LDA)

model proposed by Wang and Grimson [WG07]. This model extends LDA by considering

the proximity of visual words in an image, but without using information based on the

local similarity of the image patches. Table 7.1 reports thedetection/false alarm rates and

the accuracy4 of the two systems. In three out of the four categories reported in [WG07] we

obtain higher accuracy and lower false alarm rates. For two categories: bikes and faces, we

also have a higher detection rate. Furthermore, we report results on six categories ignored

by [WG07].

Finally, we tested the A-LDA system on the more challenging MSRCv2 dataset. This

dataset contains a total of 591 images and 23 categories5. Since this dataset is a super-

4The accuracy values for S-LDA were not reported in [WG07]. Weestimated them from the detection
and false alarm rates reported in [WG07] and ground truth by calculating for each category the number of
true positive, false positive, false negative, and true negative.

5Two categories, horse and mountains. were not considered inthe experiments because of the limited
number of pixels with those labeled.
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Figure 7.18: LDA results from MSRCv1. The top panel shows 12 segments from the
category “faces”. The bottom pannel shows 12 segments from the category “cow”. See
Fig. 7.11 for the corresponding results from the A-LDA model.
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Class S-LDA (Wang et al.) A-LDA
Detection False Al. Accuracy* Detection False Al. Accuracy

cows 0.5662 0.0334 0.3513 0.3796 0.1191 0.1193
grass N/A N/A N/A 0.6910 0.0434 0.5904
cars 0.6838 0.2437 0.1381 0.2888 0.0331 0.1878
sea N/A N/A N/A 0.3735 0.0087 0.1688

buildings N/A N/A N/A 0.2884 0.1004 0.1552
foliage N/A N/A N/A 0.5403 0.0852 0.2892

sky N/A N/A N/A 0.5729 0.0271 0.4524
airplanes N/A N/A N/A 0.2108 0.0539 0.0688

bikes 0.5661 0.3714 0.0672 0.6789 0.1072 0.2161
faces 0.6973 0.4217 0.0481 0.7038 0.0349 0.3323

Table 7.1: Comparison of our model (A-LDA) with the probabilistic model of Wang and
Grimson (S-LDA) [WG07].

Model Buil. Grass Tree Cow Sheep Sky Airpl. Water Face Car Bic.
A-LDA (v1) 16 60 29 12 X 45 7 17 33 19 22

A-LDA 11 61 32 10 4 39 3 20 22 6 32
LDA 4 47 8 6 5 22 7 16 24 6 0

[VT07] 52 87 68 73 84 94 88 73 70 68 74
[SWRC09] 62 98 86 58 50 83 60 53 74 63 75

[SJC08] 49 88 79 97 97 78 82 54 87 74 72

Model Flower Sign Bird Book Chair Road Cat Dog Body Boat
A-LDA (v1) X X X X X X X X X X

A-LDA 16 8 1 9 4 16 5 3 3 4
LDA 29 2 0 24 3 14 0 1 5 0

[VT07] 89 33 19 78 34 89 46 49 54 31
[SWRC09] 63 35 19 92 15 86 54 19 62 7

[SJC08] 74 36 24 93 51 78 75 35 66 18

Table 7.2: Segmentation accuracy (in percent) for the MSRCv2 dataset. The results are
divided in two tables. The first row of each table reports the accuracy for the MSRCv1
dataset, a subset of the MSRCv2 dataset

set of the MSRCv1, we can also observe if and how much the segmentation accuracy of

the A-LDA decreases when more categories need to be identified. Besides the usual com-

parison with the LDA model, we also consider the three supervised segmentation systems

described in [VT07], [SWRC09], and [SJC08]; this comparison provides an upper bound

on the performance of the system. The accuracy results are reported in Table 7.2. For both



89

the A-LDA model and the basic LDA we use a dictionary of 1024 visual words obtained

from filter-bank descriptors andK = 60 topics in the model6. We ran the two inference

algorithms (Gibbs sampling) for approximately the same amount of time. We observed that

A-LDA outperformed the standard LDA for most categories, with the major exceptions of

the categories flower and book (see second and third row of Table 7.2). Both unsupervised

methods had considerable difficulties in recognizing and segmenting object categories like

cat, boat and body. These categories have a wide range of variability and represent only a

small fraction of the pixels in the collection so it is challenging to spot the statistical regu-

larity of their appearance. The same categories are better handled when a certain amount

of supervision is provided, as shown by the bottom three rowsof Table 7.2. For all three

methods both the visual words and the category model are built in a discriminative way. It

is also interesting to compare results for the A-LDA model when applied to the MSRCv1

subset of images. We see that accuracy is lower for the more challenging MSRCv2. This

is a consequence of the larger number of categories the system is trying to identify. For

categories with a large number of observations, like grass,trees, bicycle, sky, and water

the segmentation accuracy is comparable if not larger. For these categories, the dataset

provides enough evidence for building a good statistical model. This observation is further

analyzed in Section 7.5.

Of course, even for the grass category, (which is the largestin both the MSRCv1 and

MSRCv2), the performance of the A-LDA is lower than the corresponding one for the

supervised methods. These methods use a large amount of supervision, as seen [SJC08].

6We used a larger number of topics (K = 60) than we did for the MSRCv1 (K = 20) because of the
larger number of categories in the dataset.
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Those results were obtained using 276 training images with pixel level labeling. More

complex datasets like the Pascal VOC were not considered forexperimental evaluation.

These datasets were designed to be challenging for supervised systems, and will be almost

impossible for the unsupervised case7. Even a relatively “easy” dataset for supervised

recognition, such as the MSRCv2, can be quite challenging for the unsupervised methods

like A-LDA.

7.5 Accuracy vs. category sample size

Since our model (Fig. 6.1) is completely unsupervised, it has to rely on the co-occurrences

of visual wordswmn to identify different categories. Therefore, we expect that the larger

the number of pixels in a category, the higher the accuracy will be for that category, since

there is more evidence to identify co-occurring visual words in that category. To verify this

intuition we consider the MSRC dataset, remove all the images of faces, and progressively

add new images from the faces category in the Caltech101 dataset8. In each iteration, we

add a new batch of 10 images to the collection, then run our inference algorithm to obtain

the categorical segments and compute the accuracies for thefaces, as well as for all the

other categories in the datasets.

Fig. 7.19 shows the mean accuracies of each category in the dataset for different num-

bers of pixels in the faces category9. As expected, the accuracy for the faces category,

7If the recognition accuracy is very low for all the unsupervised methods tested, it would be difficult to
draw any conclusion.

8The 30 images in the MSRC dataset with face labels are a subsetof the faces category of the Caltech101.
9We repeat this experiment 20 times. Each time we randomly select the batch of 10 images to add from

the list of unused images.
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Figure 7.19: Accuracies of different classes as the size of the faces category in the collection
increases. The accuracy for the faces category (solid orange) keeps improving as the size of
this class increases. The accuracies of other categories like grass, foliage, and buildings are
fairly constant. The accuracy for the cow category decreases as the number of pixels in the
faces category increases, suggesting that it is more difficult to discriminate between these
two categories given our visual words. We confirmed this effect by exploring segmentation
results for individual images: the reddish cows are sometimes confused with pink-brown
faces.

depicted with thick solid orange, increases as its size increases. In particular, the accuracy

increases faster at the beginning, when the number of pixelsis relatively small and slows

down when the number of pixels is greater than40000. The accuracies of the other cate-

gories are fairly stable, with the exception of a few categories which decrease as the face

category becomes large. Among these exceptions the category which decreases the most is

cows, with a drop of0.16 in accuracy. This is due to the similarity between the visualwords
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distribution of the faces and cows categories. As the size ofthe faces category increases,

the prior probability for a pixel to be a face also increases,leading our inference algorithm

to label ambiguous pixels as faces instead of cows.
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Chapter 8

Conclusions

We proposed a probabilistic model for simultaneously segmenting and recognizing consis-

tent objects or object parts without the use of human supervision. Our system differs from

previous work, which either cascaded or interleaved segmentation and recognition instead

of integrating them into a single process. We first introduced a simple semi-parametric

mixture model (SPMM) that can be used for single-image segmentation. With respect to

other probabilistic models, such as GMM, this image-segmentation model has the advan-

tage of allowing a more flexible representation of the segments composing an image. Our

experiments on single-image segmentation show that in thiscontext our model is superior

to GMM. The same experiments show performance that, in this experimental scenarion, is

comparable with normalized cuts. The advantage of our modelis in providing a consis-

tent probabilistic framework that can be easily extended toaddress more complex vision

problems.

We extended the single-image model to approach the more challenging problems of

simultaneous segmentation and recognition of an entire image collection, with limited or

no supervision. We found that sharing information about theshape and appearance of

a segment across a collection of images of objects belongingto the same category can
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improve performance. To address the more general case of thesimultaneous unsupervised

segmentation and recognition of multiple categories in a collection of images, we further

extended our model by also using visual words to describe recurring categorical segments

in different images. The statistics of the visual words in each segment are shared across

images, helping the segmentation process and automatically discovering recurring elements

in the image collection. Our experiments show that our model(A-LDA model) outperforms

other probabilistic models such as GMM, LDA, and S-LDA. We also show how a limited

amount of supervision, namely the label of the object present in an image, can greatly

improve the segmentation results. Finally, we studied the relation between the performance

and the number of observations in a given category, and foundthat the accuracy increases

with the number of observations.

In our experiments we considered observations sampled froma regular grid in the im-

age. An alternative approach that can be pursued is the use ofsuperpixels [RM03] as

observations. This would result in a reduction of the numberof observations and a corre-

sponding speed up of the system. Three types of descriptors were used in our experiments:

RGB color and filter bank responces, and SIFT [Low04]. Other types based on decision

trees may be used to replace or supplement the ones used here.
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