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ABSTRACT 

The construction and utilization of the fourth-generation ultrafast electron 

diffraction apparatus, UED4, is the subject of this thesis.  With UED4 and its novel and 

universal sample delivery method based on laser desorption, we were able to vaporize 

thermally labile molecular samples and determine their ground-state structures and the 

structures of their photochemical and photophysical reaction products.  Each component 

part of the new UED4 apparatus is described, and the experimental and computational 

procedures used to extract structural information from the time-resolved diffraction 

patterns are presented.  

Several molecules were studied in their ground states and photoinduced excited 

states or product states on the time scale of picoseconds and nanoseconds.  With UED3, 

nitrobenzene was shown to undergo intramolecular rearrangement prior to NO loss in an 

ultrafast fragmentation reaction.  In indole, the chromophore of the amino acid 

tryptophan, the involvement of a dark structure, formed on the picosecond time scale, 

was revealed in the nonradiative decay pathway of the initially excited state.  By 

determining the ground state structures of the thermally labile nucleobases uracil and 

guanine, the first use of surface-assisted laser desorption in a pulsed electron diffraction 

experiment was reported using the newly developed UED4 apparatus.  The determined 

structures of the photochemically generated species of the photochromic molecule  

6-nitro-BIPS further demonstrated the capability of laser desorption electron diffraction 

to function as a time-resolved experiment.  Finally, the fragmentation reaction of the 

amino acid tryptophan upon UV laser irradiation was studied with UED4.  The ability to 

deliver increasingly large and conformationally heterogeneous molecules into the gas 

phase now provides new challenges and opportunities of both experimental and 

theoretical nature for the field of ultrafast electron diffraction.   
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Time-resolved gas-phase electron diffraction and ultrafast (gas-phase) electron 

diffraction (UED), as it has been implemented in the Zewail laboratories at Caltech, 

permits the direct determination of time-dependent structural transitions in isolated 

molecules.  Internuclear distances in a molecular structure can be solved with very high 

spatial resolution by analyzing the interferences of the scattered electron waves that are 

recorded on a detector.  By interfacing a gas-phase electron diffraction instrument with an 

ultrafast pulsed laser system for electron pulse generation and sample excitation  

(pump-probe scheme), current state of the art experiments can achieve picosecond time 

resolution and a spatial resolution of 0.01 Å, simultaneously.1,2  Thus, in addition to 

determining molecular structures in three spatial dimensions, UED is able to follow the 

structural dynamics at the relevant time scale of the reaction.3-5  A particular advantage of 

time-resolved diffraction is its ability to detect, in an unbiased manner, all structures that 

are formed after photoexcitation.  Examples from this laboratory include, for example, 

photoinduced fragmentations,6 reaction path bifurcations,2 and even radiationless 

processes involving “dark structures”7 that can be revealed with UED and their time-

dependent mole fractions can be determined.  The extension of the UED methodology 

toward the structural investigations of thermally labile compounds, in particular 

biologically relevant chromophores, is the main focus of this work.  

 

1.1 Historical Perspective 

For an in-depth discussion of the evolution of conventional gas-phase electron 

diffraction (GED) into time-resolved electron diffraction and UED, the interested reader 

in referred to previous theses and reviews from this laboratory.8-10  The time-resolved 
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implementation of electron diffraction, achieved through the combination of GED and 

pump-probe spectroscopy, has been a focus of research in the Zewail labs for two 

decades.  A major development in the field occurred in 1984 with the incorporation of 

digital detection systems (instead of photographic plates) into electron diffractometers.  

This method of detection made it possible to collect multiple time-resolved diffraction 

patterns during the same experiment by adjusting the delay time between an excitation 

laser pulse (reaction initiation) and an electron probe pulse (probing of resulting 

structures).11 The time resolution of the experiment, therefore, became limited only by 

the duration of the laser and electron pulses that would be used to pump and interrogate 

the gaseous sample.12-14   

Using state of the art femtosecond laser systems, the Zewail labs pioneered the 

use of picosecond electron pulses to achieve ultrafast time-resolved electron diffraction 

(UED).1,15-17  Starting from the early 1990s, the UED experiments were continuously 

improved at Caltech by building subsequent generations of UED instruments  

(UED1–UED3).1,9,16,18  These experimental improvements brought the resolution 

capabilities of the third generation UED apparatus (UED3) to 0.01 Ångstroms and a few 

picoseconds and the detection limit for structural changes to 1% among all molecules in 

the gaseous ensemble, which is a record achievement to date still.   

Concurrently, analysis of electron diffraction data advanced significantly for the 

entire field, as high-level quantum chemical calculations became feasible at manageable 

computational costs.19-22  Of particular benefit for UED was the possibility to calculate 

the molecular properties of excited state species and incorporate those results into the 

diffraction data analysis.2  These advances permitted (i) accurate high-resolution structure 
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determination of both reactant and product species, even at significantly elevated 

temperatures and (ii) quantitative study of the time-dependent population dynamics on 

complex potential energy surfaces leading to the observed reaction products.2,18   

The delivery of intact sample molecules into the gas phase as a dense molecular 

beam remained as a major challenge for UED experiments.  Time-resolved structural 

investigation is particularly valuable for chromophores of biological relevance  

(e.g., nucleic acid bases or the amino acid tryptophan), because the activity of these 

species is, in many cases, dependent on their dynamic structural transitions on either the 

ground- or excited-state potential energy surfaces.23  However, the conventional approach 

of thermally heating the sample, until sufficient vapor pressure was achieved for the 

formation of an effusive molecular beam, is not suitable for thermally labile molecular 

systems, as, for example, the aforementioned biological chromophores.  These samples 

thermally decompose before the needed experimental condition can be reached, which is 

reflected in the extreme sparseness of reported structures of biological organic molecules 

in the entire field of gas-phase electron diffraction.  Thus, a new sample delivery method 

was urgently needed to deliver these molecules into the gas phase without thermal 

decomposition and in a sufficiently high number density, such that a (time-resolved) 

electron diffraction signal can be obtained from them.   

The construction of the fourth-generation diffraction instrument (UED4) follows 

the tradition of continued instrument development, described above, and is intended to 

address the problem of intact gas-phase sample delivery of thermally labile compounds.  

The unique advance of this instrument is therefore the implementation of a novel sample 

delivery method based on surface-assisted laserdesorption.  This new molecular source 
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allows for the study of larger and more intricate molecules than encountered previously 

by this field and pushes the electron diffraction technique to new limits.   

 

1.2 This Thesis 

The UED4 instrument design and the accompanying advances in diffraction data 

analysis to handle the increasingly complex diffraction data are the subject of this thesis.  

The UED4 apparatus and its unique sample delivery method is a particular focus.  A 

thorough account of the theoretical and experimental methodology is given and the 

application of the UED3 and UED4 instruments to study fundamental photophysical and 

photochemical processes for several molecular chromophores is presented. 

 Chapter 2 gives an overview of the physics of gas-phase electron diffraction, 

which builds the foundation for the understanding of subsequent chapters.  Particular 

emphasis is placed on the assumptions made for the derivation of the analytical scattering 

equations that are used to model the experimental data.  Chapter 3 describes the UED4 

experimental apparatus and all of its components in detail. (Some new additions to the 

UED3 instrument are also included.)  This chapter also contains a published theoretical 

account of the spatial and temporal resolutions achievable in UED experiments.4  Chapter 

4 details the postprocessing steps, by which structural information is extracted from the 

two-dimensional diffraction intensities, i.e., processing of the diffraction images and 

subsequent data analysis procedures.  The utilized computational algorithms that are 

implemented for this purpose are described.  Chapter 5 summarizes the published and 

unpublished results that were obtained in the UED lab since 2006.  The ground-state and 

product-state diffraction data for a number of molecules are reported, and the steps taken 
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during structural refinement are outlined.  The initial implementation of the laser 

desorption delivery method for electron diffraction was demonstrated through the study 

of the intact gas-phase nucleobases, uracil and guanine.24  Subsequent, time-resolved 

studies with UED4 include the much larger molecular structure of the photoswitchable 

spiropyran molecule, 6-nitro-BIPS,25 and also the amino acid tryptophan.  Additionally, 

during the construction of UED4, the molecular structural dynamics of nitrobenzene3 and 

indole5 were investigated with UED3.  Chapter 6 contains the concluding remarks and 

outlines the future challenges for UED that emerge from the results obtained during this 

thesis research.   
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 This chapter describes the theoretical basis for gas-phase electron diffraction and 

derives the analytical scattering function (the model function), which is used to analyze 

the experimental diffraction data and extract structural parameters.  The model function 

will be developed starting from basic principles and additional layers of complexity will 

be subsequently added.  A particular emphasis will be placed on the important 

assumptions, which are made in the derivations.  For a more in-depth treatment, the 

reader is referred to the treatments of scattering theory given in many quantum mechanics 

textbooks,26,27 diffraction textbooks,28,29 and in a previous thesis from this laboratory.8 

 

2.1 Atomic Scattering 

Electron scattering involves an electron traveling along the z-axis and 

encountering an electrostatic potential of an atom located at the origin.  Upon interaction 

with the atomic potential, a portion of the electron wave scatters in all directions, while 

the remainder continues unaltered.  Thus, in the asymptotic limit of distances larger than 

the range of the potential ( 0)( →rrV  as ∞→r ), the electron wave, after the scattering 

event, can be expressed as a superposition of the original plane wave and an outgoing 

spherical wave.27  

 
.),( 








+ →Ψ

⋅
⋅∞→

r
kk

rk

0
zk0

i
ir efeA  (2.1) 

where A  is a normalization factor, and the wavevectors 0k  and k  of the plane and the 

spherical wave, respectively, point in the direction of propagation, as depticted in  

Figure 2.1.  The quantity ),( kk0f  is called the scattering amplitude.  We speak of elastic 
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scattering, if, through the scattering process, the momentum of the electron was changed 

only in its direction and not its magnitude ( 0kk = ), and inelastic scattering otherwise,  

( 0kk ≠ ).   

 Because the unscattered wave did not interact with and does not carry any 

information about the scattering potential, we will not consider it further.  Furthermore, 

the unscattered wave amplitude can be assumed to be zero everywhere except very close 

to the z-axis,27 so that the unscattered and scattered amplitudes do not interfere (cross 

terms are negligible) and we can safely approximate the intensity measured at point Rr =  

as 

 
.),( 2

2

2
2 kk

R 0fAI ≈Ψ=  (2.2) 

Thus, ),( kk0f  is the quantity that contains the information about the scattering potential.  

To be able to interpret the measured intensity, we are required to define a model, 

whose functional form and parameters relate to quantities of interest and whose value 

reproduces the experimental data.  To arrive at the model commonly used in the field of 

electron diffraction, we now have to make two simplifying assumptions.  First, we 

assume the scattering potentials of atoms to have spherical symmetry.  We know this 

assumption to be incorrect, given the shape of atomic p and d orbitals as well as 

molecular orbitals, but this assumption, nonetheless, holds remarkably well due to the 

dominant influence of the nuclear point charge on the overall potential at large enough 

scattering angles (see Section 2.2).  For a spherically symmetric potential, ),( kk0f  

becomes )( kk0 −f  and, consequently, the scattering amplitude has no dependence on 
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the azimuthal angle around the z-axis.26,27  Second, we assume that the scattering process 

is elastic, i.e., 0kk =  (inelastic processes are mentioned later in this chapter).  

Considering only elastic processes, we can find a geometric relationship between the 

scattering angle, θ , and the magnitude of the momentum transfer vector, s , as shown in 

Figure 2.1. 

 






=






=−≡=

2
sin4

2
sin2

0

θ
λ
πθ

00 kkkss  (2.3) 

Given these assumptions, we can write the quantity ),( kk0f  either as )(θf  or )(sf , the 

latter being more common, because s  is generally used as a radial coordinate in the 

diffraction plane.   

The elastic scattering amplitude )(sf  can be calculated either by solving the 

Schrödinger equation using a Green’s function and then making the Born approximation 

to the desired order or through a partial wave expansion.26,27  The first-order Born 

approximation gives only real values for )(sf and is only valid for weakly scattering 

atoms of low atomic number.  Summation over partial waves using potentials obtained 

from the relativistic Hartree Fock wavefunctions (which were made centrosymmetric via 

Poisson’s equation) is presently the standard of the discipline and gives scattering 

amplitudes that include an additional phase shift )(sη ; these scattering amplitudes are 

available in tabulated form for most elements.30  Thus, the elastic scattering amplitude 

)()()( siesfsf η=  is a complex quantity and determines the element specific amplitudes 

and the phase shifts of the spherical wave upon scattering from a given atom.   
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2.2 Electron Scattering from Nuclei and Electrons 

To illustrate the contribution of the nuclear potential and the electron density to 

the atomic scattering amplitudes, the following calculation can provide illuminating 

insight.  Using the first-order Born approximation, the elastic scattering factor is given as 

the Fourier transform of the three-dimensional scattering potential, 

 ( ) ( ) ( ) .
2

', '3
2 ∫ −−= xVexdmkkf xkkie 





π
 (2.4) 

Since the scattering process is mediated through the Coulombic interaction, the scattering 

potential can be written as 

 
( ) ( ) ,

'
''

4
'

4
3

0

2

0

2

xx
xxdeZ

x
ZexV 







−
+−= ∫

ρ
πεπε

 (2.5) 

where the first term represents the attractive potential of a point charge (pc) with atomic 

number Z , while the second term represents the repulsive interaction with the extended 

charge distribution of the 'Z  electrons in the atom.  Substituting Equation 2.5 into 

Equation 2.4 and changing the integration variables in the second term

( ) ( )','', xxxyxx  −≡→ , we obtain 
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(2.6) 

Here, we see that the scattering amplitude due to the extended charge distribution (second 

term) can be expressed as the scattering amplitude due to a point charge multiplied by a 

form factor F. 
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The scattering potential due to a point charge is spherically symmetric and so the 

angular integrations can be performed explicitly.  We recognize that for a spherical 

potential (such as Equation 2.5) ( )',kkf  is a function of ( )2sin2' θkkks =−=


 and 

Equation 2.4 becomes 
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To find an analytical solution for the scattering amplitude due to a point charge, we 

employ the Yukawa potential,  
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=  (2.8) 

which, provided that 0
4 0

2
0 →→ µ

πεµ
asZeV , reduces to the coulomb potential of a 

point charge.  With the help of the Yukawa potential, Equation 2.7 can be solved to give 

 ( ) ,12
22

0
2 µµ +

=
s

Vmsf e
Yukawa


 (2.9) 

and  

 
( ) ( ) .1

4
2

2
0

2

2
0

s
Zemsfsf e

pcYukawa πε
µ


= → →  (2.10) 



Chapter 2.  Electron Diffraction Theory  13 
 

 

Here, we see that the scattering amplitude due to a point charge depends linearly on the 

atomic number Z  and decays as 2

1
s

.   

It only remains to evaluate the integral for the form factor F , 

 ( ) ( ) .'' '3 xexdF xkki  

ρ−∫=  (2.11) 

Using low-order atomic orbitals, this integral can be evaluated analytically, e.g., for a 

hydrogen 1s orbital, 
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Substituting the absolute square of Equation 2.12 into Equation 2.11 gives 
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 (2.13) 

Using these results good agreement with the tabulated amplitudes can be achieved, as 

shown for the hydrogen atom in Figure 2.2.  Also it is evident that the relative 

contributions of the electron distribution and the nuclear potential vary as a function of 

the momentum transfer s. 

 

2.3 Molecular Scattering 

To set up the discussion for molecular scattering, we need to slightly displace the 

atomic potential from the origin by the vector 0r .  The scattered wave at point Rr =  then 

becomes8   
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where we can see that the displacement from the origin merely causes an additional phase 

shift 0rs⋅ie  to the scattered spherical wave.  Next, we consider a situation, in which we 

have two or more spherically symmetric scattering potentials, from which the incident 

electron wave can scatter.  The incident electron wave has finite spatial extent, usually 

termed the coherence length, and all atomic scattering centers within that extent are 

illuminated coherently and will therefore emit scattered spherical waves with a well-

defined phase relationship.  (The concept of coherence and how it relates to the spatial 

resolution attainable in a UED experiment will be treated in detail in Section 3.2)  

Assuming perfectly coherent illumination, we can write Equation 2.14 to include a sum 

over all the scattering centers with respective position vectors ir    
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Here, we keep only terms up to first order in the scattering amplitude )(sfi , and discard 

the small higher-order terms.  This means that once atom i  has emitted a spherical wave, 

it is assumed that this spherical wave does not scatter anymore from any additional atom 

j  in its path, as shown in Figure 2.3.  We have thus restricted ourselves to single 

scattering events only.31,32  The measured intensity of the scattered electrons then 

becomes 
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Before we only consider the real part of the quantity in square brackets, we need to carry 

out the average over the distribution of spatial orientation of the internuclear separation 

vector, ji rr − .  It can be shown that the spatial average over an isotropic orientation 

distribution transforms the exponential term into a sinc function, which is entirely real.8 
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where ji rr −=ijr .  Thus, the intensity can now be written as 
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where we have separated the atomic scattering intensity, )(sI A , from the molecular 

intensity, )(sI M , which contains the interference terms.  It is important to note that the 

internuclear separation ijr  includes all atom pairs in the molecule, whether they are 

bonded or nonbonded. 

In arriving at Equation 2.18, we have made two important assumptions.  The first 

assumption, known as the independent atom model (IAM), states that molecules are made 

up of spherical atoms, i.e., we neglect the aspherical shape of atomic and molecular 

orbitals.  This assumption can hold, because the electrons are scattered into high angles 
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dominantly by the nuclear point charges rather than the electron charge density 

surrounding them (see Section 2.2).  The weaker field due to the electron charge density 

becomes comparable to the nuclear field, only if the electron’s impact parameter is large 

(i.e., the corpuscular high-energy electrons pass far from the nucleus).8  The consequent 

momentum transfer is then small, such that the IAM suffers some inadequacy only at 

small scattering angles (s < 5 Å-1), as shown in Figure 2.2.28,33  The second assumption, 

made in Equation 2.15, excluded multiple scattering processes and, as such, we obtain 

only two-atom interferences.  If we had included higher-order terms in Equation 2.15, 

then we would have obtained additional three-atom, and four-atom cross terms in 

Equation 2.16 and 2.18.  The assumption is satisfactory, when using high-energy 

electrons (30 – 60 keV) in combination with molecules made up of weakly scattering 

elements ( 14≤Z ), because under such conditions, the multiple scattering contribution to 

the molecular intensity, )(sI M , is predicted to be less than one percent.34-36  When using 

slow electrons (<1-10 keV) and/or strongly scattering elements, multiple scattering 

effects have to be included.31,32,37,38  The inclusion of multiple scattering effects greatly 

increases the complexity of the model with the drawback that the resulting equations 

have to be solved numerically and the computational efforts increase substantially.  

 The inelastic scattering processes, which we have ignored thus far, are appended 

to the atomic scattering intensity in the form of 
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where )(sSi  are the tabulated inelastic scattering factors30 and 0a  is the Bohr radius.  By 

appending inelastic scattering intensity to the atomic scattering intensity we have 
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assumed that the amplitudes of the inelastically scattered waves are incoherent, do not 

contribute to any measureable structural information to the diffraction pattern, and can be 

modeled as a smooth background.28 

 

2.4 Molecular Vibrations 

The internuclear distance, ijr , which appears as the argument of the sinc function 

in Equation 2.18, is distributed in space due to vibrational oscillations.  As a first 

approximation, we can assume that the atoms behave like a harmonic oscillator, such that 

the distance between them is given by the probability distribution  

 

( )
( )

( )
,

2
exp

2

1),( 2

2

2 






 −
−=

Tl
rr

Tl
TrP

h

e

hπ
 (2.20) 

where er  is the equilibrium distance and ( )Tlh  is the root-mean-squared (rms) amplitude 

of vibration at temperature T .  Using this probability function, the molecular ensemble 

can be averaged over all sampled vibrational geometries to obtain (after dropping higher-

order terms of a binomial expansion and simplifying the algebra)8 

 ( )

( ) ( ) ,
)sin(

exp)()(cos)()(

),(
)sin(

)()(cos)()(),(

,

,22
,2

1
2

2

02

2

∑∑

∑∑ ∫

≠

≠

∞

−−=

−=

i ij ije

ija
ijhjiji

i ij
ij

ij

ij
jijiM

sr
sr

slsssfsfA

drTrP
sr

sr
sssfsfATsI

ηη

ηη

R

R
 (2.21) 

where ijar ,  is the temperature dependent effective internuclear distances between ith and 

jth nuclei given by 
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where the temperature dependence of hl  and ar  has been suppressed.  The exponential 

damping term attenuates the ),( TsIM  signal, because the diffraction information is 

washed out, especially at higher scattering angles, if molecular vibrations are intense.  To 

compare the quantity ar  (the electron diffraction operational internuclear distance) to 

reported internuclear distances obtained through other methods, it must first converted to 

er  using Equation 2.22 (distances reported in subsequent chapters of this thesis are 

er  values).   

To highlight the oscillatory diffraction features, the molecular scattering intensity 

(Equation 2.21) is transformed to the modified molecular scattering function according to 
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ji
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where )()( sfsf ji  are usually chosen to represent the tabulated30 elastic atomic scattering 

amplitudes of carbon, )()( sfsf CC , which is the most abundant element in the sample.  

The process of defining TheoryTssM ),(  by fitting it to experimental diffraction data using 

an initial guess molecular structure is described in Section 4.3.   

 

2.5 Modified Radial Distribution Function 

The modified molecular scattering function, which is given in reciprocal space 

coordinates s , can be Fourier transformed into the modified radial distribution function 

having real space coordinates, according to  

 ( ) ( ) ,expsin),(),( 2
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max dskssrTssMTrf
s

−= ∫  (2.24) 
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where the damping envelope function, ( )2exp ks− , has been used to eliminate the 

spurious ringing that the finite available s -range of the diffraction data (indicated by the 

limits of integration) introduces.  A value of k  = 0.02 Å2 is typically used for this 

purpose.  If experimental data is to be transformed, a part of TheoryTssM ),(  has to be 

inserted to cover the s -range from 0 to mins , where experimental data is not available due 

to the presence of a physical beam block of finite size. 

By performing the integration of Equation 2.24 explicitly, it can be shown that18  
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where we can see that the radial distribution function consists of a series of Gaussian 

peaks, centered at ijar , , that are broadened both by the damping term k  and the mean-

squared amplitudes of vibration 2
ijl .  For very small molecules and molecules of high 

symmetry, the modified radial distribution function provides a very intuitive picture of 

the molecule, because the Gaussian peaks are well separated.  For larger, more complex 

molecules, however, only the peaks for the first- and second-order nearest-neighbor bond 

distances are usually identifiable, while at larger distances, the peaks are strongly 

overlapping.  Due to the dependence of the radial distribution function on the arbitrarily 

selected damping parameter k , fitting of diffraction data is performed exclusively in 

reciprocal space, in which experimental data was collected in the first place. 
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Figure 2.1.  An atomic scattering center scatters a portion of the incoming electron plane 
wave with wavevector 0k  (shown in green) as an outgoing spherical wave with 
wavevector k  (concentric spheres).  The amplitude of the scattered wave decreases 
rapidly with increasing scattering angle θ , as shown on the schematic intensity 
distribution recorded on the detector.  The difference of the wavevectors defines the 
scattering vector s , which is used as the coordinate to describe the intensity distribution 
in the diffraction/detection plane.  
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Figure 2.2.  a) The total scattering amplitude of the hydrogen atom can be expressed as 
the sum of contributions originating from the nuclear point charge and from the 
delocalized charge density in the hydrogen 1s orbital.  b) The orbital vs. nuclear 
contribution to the total scattering cross section is equal to square of Equation 2.13 and 
shows that incoming electrons are dominantly scattered by the nuclear potential at 
s > 5 Å-1, while at s < 5 Å-1 the valence electrons contributions becomes more 
pronounced until the asymptotic value of one is reached at zero momentum transfer.   
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Figure 2.3.  Interference of scattered wave amplitudes.  a) Two atomic scattering centers 
scatter a portion of the incoming electron plane wave (grey) as outgoing spherical waves 
(red, blue), which interfere with each other on the detector. Only portions of the wave 
fronts are shown for clarity.  b)  In the diffraction theory used in this thesis, the scattered 
waves (red, blue) are assumed not to scatter again by additional atoms in its path.  Thus, 
the multiple scattering amplitudes (green) are assumed to be zero.  The nonzero first-
order spherical wave amplitude originating from the green atomic scattering center due to 
scattering of the incoming plane wave (grey) is omitted for clarity. 
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 This chapter describes the instrumentation used for a gas-phase UED experiment.  

It will give a detailed description of the entire UED4 apparatus and its individual 

components, which was built as part of this thesis research and used to obtain the results 

presented in Chapter 5.  Also, the novel additions made to the UED3 apparatus will be 

covered.  For a detailed account of the UED3 apparatus, the reader is referred to previous 

theses from this lab.9,18  Section 3.1 will cover the experimental components of UED4 

(and some of UED3) and Section 3.2 will address the temporal and spatial resolution of 

an electron diffraction experiment through an in-depth look at the electron pulse 

propagation dynamics.4 

 

3.1 UED Instrumental Components 

3.1.1 Vacuum Chambers 

The UED3 and UED4 diffraction instruments consist of two differentially 

pumped vacuum chambers, an electron gun chamber and a scattering chamber, as shown 

in Figure 3.1.  The electron gun chamber consists of an upright cylinder with an entrance 

port on top for the high-voltage feedthrough (60 kV; Ceramaseal), lateral entrance and 

exit ports for the ultraviolet (UV) laser beams and for the electron pulses, and a port for 

pumping at the bottom.  A vacuum of 1·10-8 torr is maintained in this chamber by a 

turbo-molecular pump (BOC Edwards) backed by a mechanical rotary vane pump 

(BOC Edwards). The electron gun assembly, including the photocathode and the anode 

(see Section 3.1.2), is mounted on a 8” conflat flange (CF) and fastened onto the chamber 

from the backside.  The scattering chamber, also an upright cylinder, is pumped by a 

diffusion pump (Varian) to a vacuum of 1·10-7 torr.  As shown in Figure 3.1, the chamber 
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has a port on top for a desorption laser inlet window and several lateral ports for laser 

inlet and outlet windows, a viewport, electrical feedthroughs, vacuum gauges, and a port 

for mounting a UED3-style molecular beam nozzle on a translation stage (see 

Section 3.1.5.1), as well as a port for a rotational feedthrough (MDC Vacuum Products) 

that transmits the rotational motion that drives the desorption source (see Section 3.1.5.2).  

An extension nipple provides the attachment to the mounting flange of the detector 

assembly (see Section 3.1.4).  This nipple also contains an electrical feedthrough port for 

the Faraday cup (see Section 3.1.4.6.2),  

The electron gun chamber and the scattering chamber are connected through 

several extension nipples that together form the electron optical column.  A gate valve 

makes it possible to seal off the two chambers, such that vacuum can be maintained in 

one chamber, while the other chamber is vented.  The electron optical components (see 

Section 3.1.3) are mounted onto the optical column to provide the electrical and magnetic 

fields needed to steer and shape the electron pulses. 

 

3.1.2 Electron Gun 

The UED4 electron gun differs from the UED3 electron gun in that the 

photocathode is illuminated from the front rather than from the back.  UV laser pulses, 

either from ns-Nd:YAG laser (A-Optowave, 100 μJ/pulse at 266 nm, 8 ns full width at 

half maximum (FWHM)) or from a fs-Ti:Sapphire laser (Spectra Physics, Tsunami/Super 

Spitfire 300 μJ/pulse at 266 nm, ~130 fs FWHM),18 generate free electrons at the 

photocathode by the photoelectric effect.  These free electrons are then accelerated across 

the potential difference between the cathode and anode and finally extracted through a 
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small extraction pinhole into the drift region of the electron optical column, as shown in 

Figure 3.2.  The back-illumination design, used for the UED3 electron gun, demands that 

the cathode material (silver) is deposited onto a sapphire window as a thin film of  

20-25 nm thickness.  Any dust particles covered by the silver coat will lead to surface 

irregularities and consequently to electrical arcing across the applied potential difference 

of 30 kV.  The finite lifetime of the UED3 photocathode and its frailty (only about 50% 

of all newly coated cathodes can hold the 30 kV for the duration of the experiment) often 

lead to aborted experiments, as well as long start-up times.  In contrast, the front-

illumination design permits the cathode to be machined out of a solid piece of metal (Ta, 

Cu, or Mg), which, after polishing can readily hold voltages of 60 kV over a 2-3 mm gap.  

The robustness of solid metal substrate toward the UV laser beam ensures a lifetime of 

several years for these cathodes.14,39   

The UED4 gun can produce 2.0∙105 or 5.0∙107 electron per pulse, when using UV 

light pulses of either femtosecond (fs) or nanosecond (ns) duration, respectively.  

Producing higher electron currents than these by increasing the laser intensity lead to 

degradation of the beam profile due to space-charge effects among the electrons or 

destroyed the polished photocathode surface through laser ablation and subsequent 

electrical arcing.  Characterization of the transverse electron beam size is discussed in the 

following section and the temporal pulse length is treated in Section 3.2.    

 

3.1.3 Electron Optics 

The electrons emerging from the extraction pinhole in the anode are steered and 

focused by a variety of electron optical components, as summarized in Figure 3.3.  
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Alignment of the electron beam involves careful adjustment of each of these components 

and typically produces an electron probe size of ~750 µm FWHM at the interaction 

region. 

A magnetostatic deflector, consisting of four opposing solenoid coils around an 

iron core, is located immediately at the exit of the electron gun chamber to steer the 

electrons through a second pinhole placed further down the optical axis.  By adjusting the 

currents in the coils located opposite of each other, magnetic fields are produced as 

shown in Figure 3.3a, and the electron beam can be deflected in two orthogonal 

directions.   

A magnetic lens focuses the diverging electron beam, such that its footprint on the 

detector is smallest.  The solenoid holder can be adjusted at six points, as shown in  

Figure 3.3b, to make the magnetic lens axis coincident with the optic axis in order to 

achieve optimal focusing behavior.  Even though great care was taken to uniformly wind 

the solenoid coil, the magnetic lens suffers from considerable astigmatism.  This 

astigmatism is corrected by the addition of a magnetic quadrupole field (stigmator), 

which shapes the electron packet, as shown in Figure 3.3c, into a round footprint at the 

detector and the interaction region.  The coils of the stigmator assembly are freely 

adjustable on the mounting ring, such that the resulting field can be fine-tuned manually 

to achieve optimal focusing behavior. 

At the entrance of the scattering chamber, the electron beam can be steered 

toward the interaction region by two mutually perpendicular pairs of electrostatic 

deflector plates.  The aluminum plates are mounted on nonconducting plastic rods inside 

the vacuum, as shown in Figure 3.3d, and wired to an electrical feedthrough.  By 



Chapter 3.  Instrumentation  28 
 

 

adjusting the independent voltages across the two pairs of deflection plates, two 

orthogonal electric fields are produced to steer the electrons toward the center of the 

detection screen.   

 

3.1.4 Detector 

3.1.4.1 Detector Assembly 

Due to the inherently low electron flux of a UED experiment, the detector has to 

be able to detect every scattered electron to accumulate enough signal intensity in a 

reasonable amount of time.  To maximize the quantum efficiency of electron detection, a 

scintillator/image intensifier/CCD detection system was chosen, as shown in Figure 3.4, 

based on the detailed rationale considering the imaging characteristics of all detector 

components, which were previously evaluated in detail.8  The principles of the electron 

detection process employed here are as follows:  High-energy electrons (30-60 keV) 

bombard the phosphor screen and generate photons in the process.  These photons are 

collected by a fiber-optic faceplate (Incom, refractive index = 1.87) and directed onto an 

image intensifier (Photek), which amplifies the photon signal by several orders of 

magnitude.  The amplified two-dimensional photon signal (image) is then de-magnified 

by a fiber-optic taper (Incom) and ultimately recorded by a CCD camera (Princeton 

Instruments).  Figure 3.5 shows the detector assembly of UED4, insides its custom built 

housing.  The respective detector components are coupled together using a refractive 

index matching fluid (Saint Gobain BC-630, refractive index = 1.465) to eliminate 

reflections at the fiber-optic interfaces, which could result in experimental artifacts, such 

as Newton fringes, in the acquired images.40  Stepwise assembly of the detection system 
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was performed by stacking the fiber-optic components on top of each other, starting with 

the CCD camera, as shown in Figure 3.6.   

 

3.1.4.2 Phosphor Screen 

The phosphor scintillator screen is manufactured by sedimentation of 

P47 (Y2SiO5:Ce,Tb) phosphor grains on a fiber-optic faceplate.  After evaporation of the 

solvent, a powder coating remains on top of the substrate.  Grain sizes are typically 1 µm 

or larger, resulting in a visibly rough, but mechanically very fragile coating.  The 

phosphor layer and the fiber-optic faceplate have limited electrical conductivity, and to 

avoid charging effects due to electron bombardment during the experiment, an optically 

transparent, electrically conducting layer of indium tin oxide (ITO) is applied to the fiber-

optic prior to depositing the phosphor layer.  This ITO layer is then grounded to the metal 

housing through a chrome ring sputtered on the outer area of the faceplate.  In addition, 

the powder scintillator screen is sealed by sputtering an aluminum overcoat on top of it.  

The pupose of this aluminum overcoat is twofold: (i) It can increase the scintillator 

conversion efficiency by reflecting photons, which were isotropically emitted from the 

phosphor grains, back toward the fiber-optic substrate.  (ii) It can block stray light from 

the scattering chamber and prevent it from triggering the phosphor and/or the 

photocathode of the image intensifier.  Figure 3.7a and Figure 3.7b show the applied 

layers that make up a phosphor scintillator screen on a glass substrate. 

Upon electron impact photons are emitted from phosphor grains in the near 

vicinity of the impact site.  The emission intensity of the phosphor layer decays to 1% 

within 3 µs, as shown in Figure 3.7c.  Thus, there is no detectable afterglow from this 
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phosphor layer in subsequent images collected at a repetition rate of 1 kHz.  Figure 3.7d 

shows the wavelength dependent emission intensity of the P47 phosphor.  This emission 

spectrum is well matched to the excitation spectrum of the S20 photocathode of the 

image intensifier, which peaks at ~440 nm, resulting in efficient signal transfer.  The final 

conversion efficiency of the phosphor scintillator screen is difficult to estimate, as it 

depends on the grain size, the phosphor layer thickness, as well as the aluminum overcoat 

thickness.  These parameters are only approximately known and can vary over the area of 

the detection screen.  Conversion efficiency data from Proxitronic for a sample 

scintillator are shown in Table 3.1 for electron energies up to 15 keV and can serve a 

rough guideline. 

The ability of the aluminum overcoat to block stray light in the scattering 

chamber is very important to the success of a time-resolved UED4 experiment, in which 

the presence of a very powerful UV pump laser pulse (λ = 266nm) and an IR desorption 

pulse (λ = 1064 nm) can potentially produce a large and undesired background signal.  

We found that the light transmission through a commonly utilitzed 50-80 nm aluminum 

layer was much too permissive under our experimental conditions, resulting in 

unacceptably high background levels.  To determine the thickness needed, we sputtered 

aluminum films of various thicknesses on a smooth glass substrate and measured the 

optical density.  The results show that an aluminum film of 700 nm thickness results in an 

optical density of 15, as shown in Figure 3.7e, should prevent all the photons present in 

the scattering chamber, from entering the detector.  Based on the published41 electron 

stopping power of aluminum, a film of such a thickness reduces the kinetic energy of the 

electrons only minimally (<1.5% for 60 keV electrons) as shown in Figure 3.7f.  
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Unfortunately, due to the aforementioned surface roughness of the powder phosphor 

layer, the aluminum deposition layer on top of it does not result in a highly reflective, 

mirror like appearance, but rather it retains a grayish grainy structure.  This layer still 

retains microscopic apertures, through which light can penetrate.  As a consequence, it is 

not possible to easily model the light transmission through this aluminum layer or to 

extrapolate from the optical densities of mirror like aluminum films. 

To make the scintillator layer smoother, we experimented with embedding the 

phosphor grains in a formvar/nitrocellulose matrix.  After sputtering a 1400 nm layer of 

aluminum on top of the scintillator, we still did not obtain a mirror like finish, but the 

resulting light transmission under our experimental conditions was reduced to acceptable 

levels.  Given the rough surface, it might be beneficial to coat the aluminum layer from 

different angles, by mounting the fiber-optic on a swiveling mount during the sputtering 

process. 

 

3.1.4.3 Image Intensifier 

The gated, single stage, multi-channel-plate (MCP), proximity fused image 

intensifier with an active area of 75 mm in diameter and spatial resolution of 16 lp/mm 

(MTF = 5%) was purchased from Photek (Model MCP175).  The input and output 

windows were made of fused fiber-optics (refractive index = 1.9).  The unit was 

purchased with a S20 photocathode having a peak spectral sensitivity at ~440 nm, as 

shown in Figure 3.8a, which is well matched to the spectral output of the P47 phosphor 

scintillator, discussed above. 
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P43 phosphor was chosen as the output scintillator of the image intensifier to 

achieve optimum spectral overlap with the wavelength dependent detective quantum 

efficiency of the CCD camera.  The drawback of this choice is the relatively long 

emission lifetime of P43, as was shown in Figure 3.7c.  Calibration experiments 

established that, when scanning a high-intensity electron beam across the detector, a 

small afterglow is visible at repetition rates higher than 100 Hz.  The UED experiment 

operates at a repetition rate of 1 kHz, such that this afterglow will contaminate each 

successive image to a small extent.  Thus, the experimenter needs to make sure that the 

experimental conditions do not change during exposure times that involve more than one 

electron pulse.  If the experimental conditions are changed, the image intensifier needs to 

be gated off for a time period long enough to ensure the luminescence of the P43 

phosphor drops to negligible levels. 

The image intensifier was delivered with its own power supply and gate module 

(Photek, PSU/GM10-50 Gate Module).  This unit had a 9-pin D-Sub input and a 6-pin 

output connector; the wiring is shown in Table 3.2.  To supply the correct voltage to 

power supply and to synchronize the gate unit with the master clock of the experiment, an 

additional control box was assembled as shown in Figure 3.8b.  This control box allows 

the experimenter to adjust the image intensifier gain voltage at any time and combines 

(logical AND) the TTL gate pulses, supplied at 1 kHz by an external delay pulse 

generator (Berkeley Nucleonics, Model BNC575), with the electronic gate signal of the 

CCD camera, as shown in Figure 3.8c.  The gate unit turns the image intensifier on and 

off by switching the photocathode potential between –200 and +50 V relative to the 

grounded MCP input.  The rise and fall times of the gate are estimated to be close to 
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100 ns due to the large capacitance (~400 pF) of the 75 mm diameter photocathode.  The 

gate delay from the delay generator was set relative to the electron generating laser pulse 

trigger to ensure that the “opening of the detector window” is always synchronized to the 

electrons arriving at the detector.  The gate width needed to be chosen to be as large as 

700 ns to include all scattered background photons of the time-delayed excitation laser, 

such that the background levels are the same for each time point. 

 

3.1.4.4 Gradient Filter 

A radially symmetric neutral density filter (Reynard Corporation) was coated on 

the fiber-optic faceplate immediately following the image intensifier.  As described in 

Chapter 2, the scattering signal decreases rapidly, but predictably with increasing 

scattering angle.  A radial filter function, ( )rRFF , in units of optical density, was 

therefore specified as 

 ( )
,0

,48.2025.1122.05.2
otherwise

rforrrRFF
=

<<−=
 (3.1) 

to increase the dynamic range of the detection system.  Figure 3.9 shows the functional 

form and a schematic of the radially symmetric gradient filter, as well as its ability to 

reduce the intensity range of the scattering signal from 4 to 2 orders of magnitude.  A 

small hole in the center of the detector was left uncoated to allow the direct beam to pass 

through unattenuated.  The direct beam is used for beam alignment and calibration 

purposes prior to each experiment and is captured by a physical beam block (Faraday 

cup) in front of the detector during an experiment to prevent saturation (see 

Section 3.1.4.6).  A fiber-optic taper was then coupled to the faceplate containing the 
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filter to reduce the size of the image emanating from the 75 mm diameter active area of 

the image intensifier to the 40 mm active area of the CCD camera.   

 

3.1.4.5 CCD Camera 

The scientific-grade, front-illuminated CCD camera with a 1340×1300 pixel array 

was purchased from Princeton Instruments (Model PI-SCX:1300W).  Each pixel is 

20 µm on the side and the array is coupled to the input window (refractive index = 1.9) 

with a 1:1 fiber-optic taper, giving the camera a resolution of 25 lp/mm.  The CCD was 

cooled by a thermoelectric cooler to -35°C with the aid of a 25°C water circulation 

system.  The quantum efficiency of the CCD chip over visible wavelengths is shown in 

Figure 3.10a and is well matched to the P43 phosphor emission from the image 

intensifier (see Figure 3.7d).  Additionally the camera is outfitted with a custom designed 

flange to facilitate high-precision mechanical coupling to the fiber-optic components and 

to the image intensifier housing, as shown in Figure 3.10b. 

The ST-133 camera controller, also provided by Princeton Instruments, contains 

the power supply, the analog and digital electronics, scan control and exposure timing 

hardware, and all necessary input and output connectors.  Through the software interface 

the digitization rate of the analog-to-digital conversion can be specified (1 MHz is used 

for UED4) as well as an analog gain setting for the preamplifier (1x is used for UED4).  

The ST-133 also features a shutter output that delivers a TTL high signal for the duration 

of the exposure time and a TTL low signal otherwise.  The signal from this shutter output 

and the 1kHz signal from the delay generator, which controls the gate width and its delay 

relative to the electron pulse, is combined through an AND gate inside the image 
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intensifier control box to give the final image intensifier gating signal, as described 

previously.  In addition, the shutter output signal can be used to trigger external 

mechanical shutters that block the pump and probe laser beams. 

 

3.1.4.6 Detector Calibration 

3.1.4.6.1 Single Electron Counts 

As a single electron hits the primary phosphor screen, it generates a signal 

cascade of photons and electrons that ultimately results in a certain number of analog-to-

digital units (ADU) or counts being read out from the CCD array.  To calibrate the 

electron-to-ADU conversion efficiency at different image intensifier gain voltage 

settings, we performed single-electron count measurements.  First, a background image 

over the entire CCD area was collected with the electron beam blocked to measure the 

detector dark count distribution, as shown in Figure 3.11a.  Then, to measure the signal 

corresponding to a single electron, the probe laser beam was attenuated to the extent that 

only a few electrons would hit an unfiltered area of the detector.  Usually an 80×80 pixel 

region of interest (ROI) at the center spot was used for this measurement.  The electron 

events need to be well separated spatially on the detector, such that signals corresponding 

to two or more electrons are not recorded.  To achieve a statistically reliable 

measurement, 3000 individual images were collected with 1 ms exposure times 

(i.e., single pulses) each, as shown in Figure 3.11b.  These images were then analyzed by 

two separate macros (available in the online supporting material42) written for the open 

source software tool ImageJ.43  The macro “CustomHistogram.txt” creates an intensity 

histogram (in ADU) of all the pixels in the background image, as shown in Figure 3.11c.  
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The macro “IJBatchAnalyzeParticles.txt” analyzes the signal corresponding to every 

electron detection event in the stack of all signal images.  Impact sites are characterized 

by having signal intensity above the detector background level determined in the previous 

step.  The program identifies these impact sites and reports their area, mean ADU count, 

the standard deviation of the ADU count, minimum and maximum ADU count, their 

spatial coordinates in the image, and their total ADU count.  After subtracting the 

background intensity, obtained in the previous step, from the total ADU count, an 

intensity histogram is generated, as shown in Figure 3.11d.   

The probability that a single electron produces an ADU value in the interval [ ]ba,  

is given by the difference of the cumulative distribution function evaluated at the interval 

limits, ( ) ( ) ( )aFbFbxaP xx −=≤≤ .  The pulse height distribution for a single-stage MCP 

system is characterized by an exponential distribution function, which produces the 

following expression: 

 ( ) ( ) ( )
( ) ( )

.
11
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ee
ee
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 (3.2) 

The pulse height distribution histogram, when plotted in a log-linear plot becomes 

a straight line, which is superposed on top of the (very large) wings of Gaussian 

background response.  Therefore, the result of Equation 3.2 is only fit to the straight 

section of the experimentally obtained frequency histogram by changing the parameter λ  

and a global scale factor, as shown in Figure 3.11e and Figure 3.11f.  The expectation 
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value for the electron conversion efficiency at a given image intensifier gain voltage, 

Gainelectron
ADU

, for this exponential distribution is then simply equal to 
λ
1 .   

 

3.1.4.6.2 Faraday Cup 

A second way to calibrate the detector gain is to record the electron current 

directly by capturing the electrons pulses in a Faraday cup that is mounted in front of the 

phosphor screen in the scattering chamber.  The resulting voltage spike integrated over 

time is read out on a digital oscilloscope as 
G
Vt , where G  is the gain factor of the current 

amplifier.  The number of electrons can then be computed by 

 
,/ GZe

VtN pulseelectrons =  (3.3) 

where Z  is the impedance of the oscilloscope and e  is the electron charge.  Once the 

total number of electron per pulse is known, it can be compared to the mean ADU count 

of the electron pulse signal on the detector at a given image intensifier gain setting and 

the expectation value for the electron conversion efficiency, 
Gainelectron

ADU
, can be 

determined.  In addition to the calibration measurements described here, the Faraday cup 

is also used to block the direct unscattered beam during an experiment and to monitor the 

pointing stability of the electron beam and the shot-to-shot stability of the electron count.   
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3.1.5 Molecular Sample Delivery 

3.1.5.1 High-Temperature Nozzle for UED3 

The previously described gaseous sample delivery system for UED3 consisted of 

a resistively heated nozzle mounted on the top of the vacuum chamber.9,18  The needle 

was assembled using stainless steel tubing culminating in a sharpened tip of 

chromatography tubing with a 180 µm aperture.  Outside the chamber, a cylindrical 

stainless steel sample reservoir was connected to the nozzle with tubing and fittings.  The 

entire gaseous sample delivery line from the reservoir to the needle tip was electrically 

heated with thermocouple wire inside the vacuum and with fiberglass heating tape on the 

outside.  The temperature of the line was continuously increased starting from the 

reservoir and ending at the needle tip to avoid any sample condensation and subsequent 

clogging of the tip opening.  This setup was capable of producing tip temperatures of up 

to 600 K, which were sufficient to vaporize organic molecules with a low boiling point 

(e.g., nitrobenzene described in Section 5.3), but higher boiling point compounds were 

out of reach for UED analysis.   

To improve the performance of the sample inlet system, we implemented a nozzle 

capable of reaching temperatures of up to 850 K, using an air heated jacket, as shown in 

Figure 3.12.  The sample inlet tube is analogous to the old design, but is itself enclosed 

inside a bigger tube.  Hot air from a heat gun is delivered through a third tube ending 

right above the needle, which ensures a continuous and uniform temperature gradient 

with the tip being the point of highest temperature.  This nonresistive heating technique 

also eliminates any possible interference between an electric field and the electron beam.  

The gas line outside the vacuum was left unaltered, since the fiberglass heating tapes 
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employed there are capable of achieving temperatures that were sufficient for the purpose 

of current experiments.   

The overall length of the sample delivery line is rather long (~40 cm) and, 

consequently, the chance sample decomposition increases.  Given the high temperatures 

and long data acquisition time of ~7 days, during which the sample has to be 

continuously boiled, high demands are imposed on the surface properties of the delivery 

line.  To minimize any unwanted sample-surface reactions, the entire inner surfaces of 

the tubing and the fittings, including the micron-sized needle orifice, were chemically 

passivated with a general-purpose inert layer (Silcosteel, Restek Performance Coating).  

This modification made it possible to study indole (see Section 5.4), which, previously, 

had polymerized in an uncoated sample vessel and clogged the needle tip. 

After delivering the high boiling point sample into the gas phase, the vapor needs 

to be kept from expanding to the walls of the UED3 scattering chamber for several 

reasons.  First, the sample vapor will coat the UV laser inlet window, get burnt on it, and 

lower the overall transmission of the laser light, which in turn reduces the time-resolved 

signal intensity.  Second, the sample will enter the diffusion pump, which, operating at 

~250○C, is not hot enough to vaporize the sample.  Consequently the diffusion pump 

would have to be disassembled and cleaned after every experiment.  Third, the phosphor 

screen of the detector would be damaged by the continued deposition of a chemical that 

has a very low vapor pressure at room temperature and cannot easily be pumped out of 

the chamber.  To capture the sample, a cryo-trap was designed and mounted inside the 

vacuum directly below the needle orifice, as shown in Figure 3.13a.  The whole cryo-trap 

assembly is held in place by its own liquid nitrogen delivery lines to ensure that nothing 
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else inside the chamber is in thermal contact with the cryo-trap.  The base unit consists of 

a ring shaped liquid nitrogen reservoir.  The actual trap is a thick-walled aluminum cup 

that is screwed into the top of the reservoir base unit.  Liquid nitrogen is continuously 

delivered into the reservoir unit to ensure uniform temperatures of -196○C.  This 

assembly is capable of trapping about 85% of the total sample delivered.  The cryo-trap is 

covered with a cone-shaped wire mesh (not shown) to avoid charging of the 

accumulating sample on the cup by stray electron bombardment, which, in turn, will alter 

the trajectory of the electron beam.  Because the mesh is not in thermal contact with the 

cryo-trap, it does not accumulate much sample itself.   

An additional aluminum shield was mounted directly onto the stem of the nozzle. 

This shield consists of a front shield and a bottom shield, as shown in Figure 3.13b, and 

satisfies several purposes:  (i) The bottom shield covers the cryo-trap from the top and 

prevents stray electrons from charging the sample.  Conversely, it also prevents the 

electric field of the charged sample to influence the electron beam.  (ii) The bottom shield 

helps to reduce the residual gas pressure above the shield, because the sample vapor 

escapes through a small central hole and is immediately trapped by the cryo-trap.   

(iii) The front shield has a pinhole for the electron beam only.  Therefore, any stray 

electrons scattered by residual gas before the interaction region are intercepted/filtered by 

this grounded shield and never reach the detector.  We found that the addition of this 

shield assembly decreased the contribution of background scattering in our data (see 

Section 4.1.2) from ~25% to about 10%. 
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3.1.5.2 IR Laser Desorption 

The new sample delivery method implemented in UED4 has many advantages 

over the effusive molecular beam in UED3, described in the previous section.  The 

process of pulsed laser desorption has proved very useful in the field of mass 

spectrometry and optical spectroscopy as a means to deliver intact molecules into the gas 

phase.44,45  The continuous molecular beam employed in UED3 necessarily consumes a 

large amount of sample over the duration of the experiment and increases the background 

pressure in the scattering chamber considerably, which has detrimental effects on the 

signal quality, as already mentioned above.  In UED4, surface-assisted laser desorption is 

implemented for the first time to deliver molecules into the gas phase in a pulsed 

molecular plume.  This addition of laser desorption to electron diffraction was the major 

goal behind the construction of UED4 and has opened the door to gas-phase electron 

diffraction experiments on fragile and large molecules (see Chapter 5).   

 

3.1.5.2.1 Desorption Mechanism 

Laser desorption can be accomplished at many different wavelengths from the 

UV to the infrared and from many different substrates.  Consequently, several 

mechanisms have been proposed in the literature, depending on the specific experimental 

setup.  The sample can be desorbed either directly by resonance excitation of the sample 

molecules or indirectly by heating the substrate surface.  Due to vast variety of 

wavelength, energy and temporal width of pulsed laser sources, no single microscopic 

description of the mechanism of desorption has emerged as being consistent with all of 

the experimental observations.   
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In IR-laser desorption as employed in UED4, the sample is mostly transparent to 

the laser light, whereas the substrate material absorbs strongly at the given wavelength.  

Immediately after the arrival of the laser pulse, only the properties of the substrate are 

changed, manifested by a fast increase in its local surface temperature.  Rapid localized 

surface heating upon pulsed laser irradiation has been measured to be ~108–1013 K/s for 

nanosecond and picosecond pulses, respectively.46  The very localized thermal energy 

after laser light absorption can either diffuse into the substrate bulk or be transferred to 

the sample molecules that are adsorbed to the substrate surface.   

Zare and Levine have proposed a “thermal bottleneck” desorption mechanism 

based on experimental evidence showing that desorption of intact molecules dominates 

over fragmentation at fast substrate heating rates.47,48  The energy transfer to the 

molecules is proposed to occur through surface-adsorbate bonds, which are generally 

weak van der Waals-type bonds and have a very low frequency of vibration.  The 

frequency of the vibrational modes of these adsorbate bonds is of the same order as the 

frequency of the substrate surface phonons.  In contrast, there exists a substantial 

frequency mismatch between the adsorbate modes and the high-frequency internal 

vibrational modes of the sample molecule.  Therefore, energy flow between these modes 

is inefficient and an energy flow bottleneck develops between the adsorbate bond and the 

bonds inside the molecule.  Because a large amount of energy is dumped into the 

adsorbate mode in a short period of time, the adsorbate bond breaks before significant 

energy is transferred to the internal modes of the sample, as shown in Figure 3.14.  On 

the other hand, at slow heating rates, only a small amount of energy is supplied to the 

adsorbate bond and the molecule’s internal modes have enough time to equilibrate with 
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the surface temperature.  At the rapid, but still finite heating rates obtained through laser 

pulses, Zare and Levine concluded that the molecules desorb internally not completely 

cold, but rather “lukewarm”.  The onset of this bottleneck mechanism has been observed 

experimentally at heating rates in excess of 1010 K/s.46,49 

Measurements of plume properties, such as translational, vibrational, and 

rotational energies of desorbed molecules are restricted to several hundreds of 

micrometers away from the surface and, therefore, are often subject to in-plume 

processes, such as gas-phase collisions at high number densities.  Desorption anywhere 

from <0.5 to 40 monolayers/pulse have been achieved in various experimental setups,50-52 

but exact amounts of desorbed gaseous material are difficult to measure and have not 

been reported in the literature.  Fortunately, gas dynamic analyses of in-plume processes 

can give some insight into the density and about the amount of material desorbed.  Once 

the sample molecules are desorbed, gas-phase collisions occur independently of the 

experimental conditions and the corresponding desorption mechanism.  It was shown 

computationally that the removal of 0.8 monolayers/pulse, on average, led to 

~3 collisions per desorbed particle.53   

Gas-phase near-surface collisions enhance the velocity component normal to the 

substrate surface relative to all other velocity components.54-56  After several collisions, 

some molecule’s trajectories will be directed back to the substrate surface and, assuming 

a high sticking probability, the remaining gas cloud will acquire a center-of-mass 

velocity, which was found to be comparable to the speed of sound, directed away from 

the surface.51  Also, after a collision, the direction of the faster particle was found, on 

average, to be closer to the direction of the center-of-mass velocity.  Therefore, slow 
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particle are found more likely at larger angles with respect to the surface normal, whereas 

faster particles are focused toward smaller angles, and the plume shape becomes 

increasingly forward peaked with higher collision frequencies.57  Since initially energy is 

mainly stored into the vibrational and rotational degrees of freedom, there might also be 

an overall cooling effect, when energy is transferred to translational degrees of freedom 

through gas-phase collisions.57   

 

3.1.5.2.2 UED4 Desorption Source 

The desorption source of UED4, shown in Figure 3.15, consists of an intricate 

assembly of moving and rotating parts that function inside the vacuum of the scattering 

chamber.  These parts function in precise coordination and are synchronized to the master 

clock of the UED experiment, i.e., the arrival of the electron pulses at the interaction 

region.  For the desorption laser, we use a ns-pulsed Nd:YAG laser (Bright Solutions, 

Model: Wedge, 1 mJ/pulse at 1064 nm and 1kHz, <2 ns FWHM).  The laser pulses are 

attenuated to 50-200 µJ/pulse and cylindrically focused onto the substrate surface, as 

shown in Figure 5.2, and introduced through a window in the top flange of the scattering 

chamber.24   

A rotating substrate wheel design is employed, because the sample yield has to be 

stable over several hours in order to complete a full time-resolved experiment.  The 

substrate wheel continuously provides a fresh sample-covered surface to the pulsed 

desorption laser by rotating at 60-120 revolutions per minute (rpm) depending on the 

desorption laser repetition rate and the size of its footprint on the substrate wheel.  Glassy 

carbon (Tokai Carbon) was chosen as the substrate material due to its optical, 
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mechanical, electrical, and thermal properties.58,59  Most importantly, glassy carbon 

absorbed the laser light very strongly, but was still able to withstand the applied laser 

fluences without any observable damage due to ablation.  (Other tested materials were 

graphite and crystalline silicon, but these proved inadequate for our purposes.) 

Powdered organic sample is continuously applied to the substrate wheel by a felt 

brush wheel that in turn picks up sample from a scoop reservoir that is loaded prior to 

each experiment.  The motion of the two wheels is coupled through a rubber belt pulley 

with a gear ratio of 2:3.  A slight pressure between the two wheels additionally ensures 

that a thin and even coat of sample powder is applied on the substrate wheel.  To keep the 

felt brush wheel saturated with sample during the entire UED experiment, the scoop is 

linearly translated during the course of an experiment through a worm gear assembly 

powered by an electrical motor that is entirely contained inside the vacuum chamber.  

Finally, we found that polishing the surface of the substrate wheel to a mirror like finish 

substantially increases its affinity toward powdered organic samples.   

Rotational motion for all the rotational components of the desorption source is 

provided by an electrical motor located outside the vacuum chamber, as shown in  

Figure 3.1.  Mechanical coupling and full height adjustability of the entire desorption 

source even during operation is made possible by a gear assembly consisting of three spur 

gears mounted on swiveling arms and by a home-built elevator unit below the desorption 

source platform.  This elevator is driven by its own electrical motor that is also mounted 

inside the vacuum chamber. 

Surface-assisted laser desorption is able to deliver a large number of molecules 

into the gas phase in a spatially and temporally well-defined molecular plume, where the 



Chapter 3.  Instrumentation  46 
 

 

monomeric sample molecules can be easily isolated (see below).  A single laser pulse 

desorbs all sample material within its footprint, as shown in Figure 3.16a, and new 

sample is efficiently and continuously applied by the felt brush wheel through a single 

contact.24  This enables the UED4 desorption source to operate at very stable desorption 

yields for extended periods of hours and possibly days, as shown in Figure 3.16b.  The 

operation time of the desorption source is limited only by the length of the scoop.  The 

current scattering chamber allows for the full translation of a sample length of 3 inches 

inside the scoop, which allows for ~60 h of continuous operation.  A slightly enlarged 

scattering chamber could be installed to accommodate a longer scoop, if longer operation 

times should become necessary (see also Section 6.3).  

 

3.1.5.2.2.1 Temporal Extent of Molecular Plume 

Measurement of the desorption yield in UED can be done in two distinct ways in 

UED4:  The electron scattering signal can be integrated over the entire detector or a 

portion thereof or the diffraction signal can be compared to the expected diffraction 

pattern corresponding to monomeric molecules of the desorbate.  The first way provides 

information about the total amount of desorbed material, while the second method 

provides additional information on the chemical identity of the desorbate.  By scanning 

the time delay between the IR desorption laser and the arrival of the electron pulses, the 

temporal profile of the molecular plume can be mapped out, as shown in Figure 3.17a.  

The profiles based on integrated electron scattering intensity display a long tail (which 

lasts longer than 100 µs) after the initial signal decay, which indicates that additional 

material is ejected from the surface for an extended period of time.  In contrast, the 
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profile of the monomeric sample of interest, determined through diffraction pattern 

similarity, shows a complete decay of the signal within just 15 microseconds.  If the 

velocity of these monomeric molecules in the plume is distributed as  
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then their spatial distribution is given by 
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where m  is the mass of the desorbed molecules, k  is the Boltzmann constant, T  is the 

translational temperature, 0v  is the center of mass velocity of the gas cloud, and t  is the 

flight time.  The electron beam that is used to probe this molecular plume has a finite size 

described by the spatially offset normalized Gaussian distribution, 
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such that the convoluted plume signal as a function of delay time can be obtained as  
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where an additional fitting parameters has been introduced to account for the signal 

amplitude A .  Given the experimentally determined parameters =d 850 µm and 

=eσ  378 µm, Equation 3.7 satisfactorily reproduces the temporal data obtained by 
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measuring the quality of the diffraction pattern fit (tryptophan in this case), as shown in 

Figure 3.17b, when using  =T 1523 K and =0v 735 µm/µs.   

The above analysis leads to the conclusion that, during the desorption process, 

individual molecules as well as larger clusters are desorbed from the substrate.  The 

individual molecules are ejected with higher velocities, such that they are spatially 

separated from the larger clusters by the time they are probed by the electron pulses at 

=d 850 µm away from the substrate surface.  Thus, by timing the arrival of the electron 

pulses to the rising edge of the desorption plume ( ≤t 1 µs), it can be ensured that only 

monomeric species are probed.  Indeed analysis of the ground state diffraction pattern of 

uracil in a separate experiment, where the time delay was set to =t 1 µs, revealed that the 

plume composition is chemically pure, without detectable background from ions, 

fragmentation products, or molecular aggregates.4 

 

3.1.5.2.2.2 Spatial Extent of Molecular Plume 

Measurements of the spatial extent of the molecular plume where performed by 

transversely scanning the desorption laser through the probing electron pulses, which 

were fixed in space and set to arrive at a time delay of =t 1 µs, when the scattering signal 

reaches its maximum.  The integrated scattering/diffraction intensity were measured for 

radii ranging from 150 to 250 pixels at different desorption pulse energies to obtain the 

signals shown in Figure 3.18a.  Because the desorption laser was desorbing molecules 

from different positions of the wheel, the direction of the surface normal and, thus, the 

direction of the desorption plume changed during the scan, as shown in Figure 3.18b.  

The tilt angle α  of the surface normal is obtained by solving  
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where [ ]2000,2000 +−∈x  µm is the desorption laser position, =WheelR  31.75 mm is the 

radius of the desorption wheel, and the approximation holds for small α .  

The plume intensity is modeled by a cosine distribution raised to a power n .51,57  

Assuming the velocity distribution of the desorbed molecules to be directed along the 

surface normal at each point, we obtain  
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where )(yA  is a numerically determined polynomial of second order, used to guarantee 

the conservation of molecular number density at each distance y .  The plume signal as a 

function of desorption laser position is obtained by explicitly computing the  

one-dimensional convolution 

 ( ) ( ) ( ) ,,,
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∞ ∞

∞−
−= dadbbaPbaxPCxS Plumeelectron  (3.10) 

where Equation 3.6 and Equation 3.9 have been written using the dummy variables a  

and b , and C  is an arbitrary scale factor.  Since the electron beam parameters are all 

known  

( =d 850 µm and =eσ  200 µm), the exponent of the cosine distribution of Equation 3.9 

can be used as a variational parameter to fit Equation 3.10 to the measured 

scattering/diffraction intensity.  The fitted result using 25=n  is shown in Figure 3.18c 

and the corresponding plume profiles are displayed in various forms in Figure 3.18d-f.  It 
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is evident that the plume profile is extremely forward-peaked: a fact that helps to keep the 

number density high enough for a UED experiment even at considerable distances away 

from the desorption wheel. 

In Figure 3.18c it is evident the measured data shows significant asymmetry 

resulting in a pronounced tail to the right side.  From measurements of the plume 

temporal profile, it was also found that particulate matter was ejected from the surface 

even for very long time delays ( >t 100 µs).  Since the wheel is rotating in the negative 

direction relative to the desorption laser scan direction, x-axis in Figure 3.18b, the 

persistence of long term desorption from the desorption laser spot gives rise to a residual 

scattering signal on the positive side of the scan range, whereas on the negative side such 

a signal is absent. 

 

3.1.5.2.2.3 Experimental Considerations for Nanosecond Time-Resolved Laser 

Desorption–Electron Diffraction 

The time resolution, totalt∆ , of electron diffraction is primarily determined by the 

excitation laser pulse length, the electron pulse length, and the relative timing jitter 

between the two pulses. 

 222
jitterelectronlasertotal tttt ∆+∆+∆≈∆  (3.11) 

For the desorption experiments reported in this thesis, we used a ns-Nd:YAG laser  

(A-Optowave, 100 μJ/pulse at 266 nm, 8 ns FWHM) to generate the electrons and a  

fs-Ti:Sapphire laser (Spectra Physics, 300 μJ/pulse at 266 nm, ~130 fs FWHM) for 

sample excitation.  The pulse length of the electron packet is expected to be comparable 
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to the 8 ns FWHM pulse length of the ns-laser due to the absence of significant space-

charge effects.4  The excitation laser pulses are therefore orders of magnitude shorter than 

the other two contributing factors in Equation 3.11 and they do not affect the total 

instrumental time resolution.  The relative timing jitter has been measured to be 18 ns 

FWHM, giving a final estimate of ( ) ( ) ( ) nsnsnsfsttotal 20188130 222 =++≈∆  for the 

total instrumental time resolution.  A delay time should be chosen to eliminate any 

temporal overlap between the optical pump pulse and the electron probe pulse.   

The probed sample molecules traveling at a velocity of 1 mm/μs are not stationary 

on a nanosecond time scale.  Therefore, if a series of time points is to be collected, then 

the spatial overlap between the laser and electron pulses has to be adjusted to account for 

this motion.  Given the spatial constraints due to the proximity of the desorption wheel, 

the maximal time delay is practically limited to ~500 ns.  If instead the fs-Ti:Sapphire 

output is split into an excitations beam and an electron-generating probe beam, then the 

time resolution of the instrument can be brought into the picosecond regime, as 

previously reported.2  However, the number of electrons per pulse in such a setup is two 

orders of magnitude lower and the corresponding reduction in the diffraction signal 

makes experiments of this kind challenging.  However, using an electron optical column 

with RF compression has the potential to make ultrafast laser desorption–electron 

diffraction experiments possible in the near future (see Section 6.3). 

 

3.1.5.3 Molecular Beam Nozzle for UED4 

The UED4 instrument also requires a gaseous sample inlet nozzle, because 

reference gas diffraction/scattering data needs to be collected for each experiment to 
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determine the atomic scattering contribution (see Section 4.1.2) and the camera length.18  

These reference gases however can be introduced at room temperature and, therefore, the 

UED4 nozzle does not require any of the heating capabilities described for the UED3 

nozzle (see Section 3.1.5.1).  As shown in Figure 3.19, this nozzle features a shield with a 

1.5 mm pinhole to pass the electron beam and block any stray electrons.  The needle tip 

of this molecular beam nozzle is also used for the mutual spatial alignment of the IR 

desorption laser beam, the electron beam and the UV pump laser beam.   
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3.2 Temporal and Spatial Resolution – Ultrashort Electron Pulses for 

Diffraction, Crystallography and Microscopy: Theoretical and 

Experimental Resolutions* 

3.2.1 Abstract 

Pulsed electron beams allow for the direct atomic-scale observation of structures 

with femtosecond to picosecond temporal resolution in a variety of fields ranging from 

materials science to chemistry and biology, and from the condensed phase to the gas 

phase. Motivated by recent developments in ultrafast electron diffraction and imaging 

techniques, we present here a comprehensive account of the fundamental processes 

involved in electron pulse propagation and make comparisons with experimental results. 

The electron pulse, as an ensemble of charged particles, travels under the influence of the 

space-charge effect and the spread of the momenta among its electrons. The shape and 

size, as well as the trajectories of the individual electrons, may be altered. The resulting 

implications on the spatiotemporal resolution capabilities are discussed both for the  

N-electron pulse and for single-electron coherent packets introduced for microscopy 

without space-charge. 

 

3.2.2 Introduction 

In the investigation of complex systems ranging from biology to chemistry to 

materials science, it is beneficial to obtain structural information as a function of time. To 

achieve this goal, our laboratory has developed10 the ultrafast techniques of electron 

                                                 
*  Reproduced with permission from Gahlmann, A., Park, S. T. & Zewail, A. H. Ultrashort electron pulses 
for diffraction, crystallography and microscopy: Theoretical and experimental resolutions. Phys. Chem. 
Chem. Phys. 10, 2894-2909 (2008).  Copyright 2008 Royal Society of Chemistry. 
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diffraction (UED),17,60 electron crystallography (UEC),61,62 and electron microscopy 

(UEM);63 for more details of the historical development see Ref. 10 and references 

therein. In striving to identify the relevant degrees of freedom of the structural dynamics, 

the experimental tools for investigating fundamental physical, chemical, and biological 

processes need to feature ever improving spatiotemporal resolution. Using electrons as a 

probe, the resulting high sensitivity allows for the use of ultrashort pulsed beams with 

unprecedented time resolution, ranging from femtoseconds to picoseconds.  

The temporal resolution is mainly determined by the longitudinal extent of the 

electron pulse, while the spatial resolution limits for both diffraction and imaging are 

determined by the same requirements that apply to continuous-wave beams. To establish 

and possibly improve upon the resolution limits of ultrafast electron diffraction and 

electron imaging instruments, detailed knowledge of the temporal evolution of electron 

pulses becomes crucial. Here, we present a comprehensive theoretical study of the 

relevant pulse broadening mechanisms and investigate their effect on the spatiotemporal 

resolution in electron diffraction, crystallography, and imaging. The geometrical factors 

caused by the velocity mismatch between the optical and electron pulses in a crossed 

beam arrangement are treated elsewhere64,65 and are not considered here.  

The electron pulse trajectories are conceptually similar in all of the above-

mentioned instruments. The ultrashort electron pulse is formed by illuminating a 

photocathode material with a pulsed laser beam, thereby generating free electrons by the 

photoelectric effect. The free electron packet is then accelerated through an electric field 

and subsequently shaped using an instrument specific combination of pinholes, 

electrostatic, and magnetostatic lenses, as shown schematically in Figure 3.20. However, 
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the number of electrons per pulse varies considerably across our instruments: In gas-

phase electron diffraction (UED), where the specimen’s molecular density is low, the 

electron pulse contains up to 106 electrons in order to maximize the signal intensity, 

while in electron crystallography (UEC), ~103 electrons per pulse results in sufficient 

scattering events (see Section 3.2.6.1). Finally, in electron microscopy (UEM),  

single-electron pulses are employed at an increased repetition rate to build up an image or 

diffraction pattern in time.  

Several factors come into play during the electron pulse trajectory and these 

factors determine the bunch shape at the specimen in the interaction region. First, the 

electrons are generated by a laser pulse, which itself has a temporal and spatial extent; the 

extent defines the initial shape of the electron packet. Second, the electrons are ejected 

from the photocathode with a range of momenta defined by the distribution in magnitude 

and direction. Third, at sufficiently high charge densities, pair-wise Coulomb repulsions 

between electrons become significant and such repulsions may alter the velocities of 

individual electrons. The latter effect is not operational in the single-electron mode. 

Simulating electron packets realistically along the entire path is complicated due 

to the presence of instrument specific electron optical arrangements. While the electron 

microscope features a myriad of magnetostatic lenses, electrostatic lenses, deflection 

coils, stigmator coils and pinholes, the column of our UED or UEC instruments, 

containing just a single magnetostatic lens, seems fairly simple by comparison. 

Theoretical studies to date66-70 have treated electron pulses for diffraction and imaging 

primarily in the absence of focusing fields, thereby relying on several assumptions to 

match experimental data, which could be violated in reality.  
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This section is organized as follows: First, we will consider the propagation of 

electron pulses in the absence of Coulomb repulsions to determine the magnitude of pulse 

broadening mechanisms, other than the space-charge effect. Second, the electron pulses 

in the presence of space-charge will be modeled with typical UED or UEC parameters 

using two approaches: A mean field model66,67,69 and an N-body Monte Carlo 

simulation.71,72 The mean field model will be expanded to allow for the incorporation of 

pulse shaping fields. It is shown that the Monte Carlo simulations give more accurate 

pulse shapes and, perhaps more importantly, deliver the complete phase space 

information of the ensemble of electrons. Together these two approaches provide a 

valuable illustration of the physical processes of electron-electron interactions within the 

pulse and their subsequent implications for electron-specimen interactions in diffraction 

and imaging. We will conclude with a discussion about the beam coherence properties 

and apply these concepts to maximize the spatiotemporal capabilities of our newly 

developed diffraction instrument, UED4. Comparisons with the experimental resolutions 

achieved are also made (see Figure 3.21). 

 

3.2.3 Theory 

3.2.3.1 Definition of Width and Length of Electron Packet 

Macroscopically, the electron packet is defined by its longitudinal and lateral 

spatial profiles and their evolution in time, as it travels from the photocathode to the 

interaction region and, finally, to the detector. Typically, these distributions can be 

assumed to be cylindrically uniform, ellipsoidal, Gaussian, or their combinations.66 When 

comparing different shapes and distributions of electron packets, a natural measure for 
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the spatial extent has to be defined. While the “maximum extent” would be an obvious 

choice for a uniform distribution, the full-width-half-maximum (FWHM) is often used 

for a Gaussian distribution and for experimental measurements; in few cases, the width at 

10% height and/or the standard deviation, σ , is also used. For the uniform cylindrical 

and/or ellipsoidal distribution, the measurement of the diameter often implies a projection 

of the two-dimensional/three-dimensional density onto the respective axis, resulting 

usually in a Gaussian-type function. Furthermore, real electron packets do not necessarily 

maintain their initial shapes, during expansion, with the noted exception of ellipsoidal 

packets.73 

For quantitative comparison of the results obtained from the mean field theory, 

the numerical simulation, and experiment, we choose the standard deviation as the 

universal metric of size. Two packets are deemed “equivalent” when they have the same 

standard deviations regardless of the shape of the distribution. Only if the actual 

distribution shape is known or assumed, the standard deviation can be related to more 

common measures of the spatial extent of the pulse, such as the FWHM (see 

Section 3.2.6.2). In the mean field theory, for example, in order to simulate a 110 fs 

FWHM Gaussian pulse (σ =47 fs), we would choose a uniform length of 162 fs  

(= 4712 × fs). Alternatively, Miller and co-workers,70 instead of converting the measure 

of size, scaled the number of electrons in the packets to match the results of the mean 

field theory and their N-Body simulation, since the FWHM of a Gaussian distribution 

contains only 76% of the total electrons.  
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3.2.3.2 Initial Energy Spread 

In the photoelectric process, free electrons are generated with a distribution of 

kinetic energies. In order to evaluate the magnitude of the pulse broadening it is 

instructive to treat the space-charge effect separately from the broadening due to the 

initial energy spread. To this end, the relativistic equation of motion has been solved for a 

single electron having an uncertainty in its momentum. Longitudinal broadening, KEt∆ , 

will result from an initial spread in the electron kinetic energy, iE∆ , or the corresponding 

momentum spread, iE
m

i Ep
i
∆=∆ 2

0 , which occurs during the electron photoemission event 

(see Section 3.2.6.3): 
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where e  is the electron charge, 0m  is the electron rest mass, d  is the acceleration gap 

between cathode and anode, l  is the distance of field-free propagation, V  is the 

acceleration voltage, iv  and fv  are the mean initial and final electron velocities, fγ  is 

the relativistic Lorentz factor (see Section 3.2.6.3) at the velocity fv . 

The first term represents the broadening of the electron pulse in the acceleration 

gap, the dominant contribution, while the second term represents broadening in the field-

free drift region. We note that the second term corresponds to a packet simply spreading 

by ( )ff vv ∆±l  in the drift region.  Since fi vv << , the expression can be approximated 

to yield 
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giving a result equivalent to that of Equation 4 in Ref. 74.  It should be noted that, under 

this approximation, the temporal spread is solely determined by the energy spread, iE∆ , 

relative to the square root of the mean energy, iE , and the potential V  across the 

distance d . 

 

3.2.3.3 Charge Density Effect 

3.2.3.3.1 Mean Field Theory (MF) 

In the mean field theory, which has been widely used in the literature,66-70 the 

electron pulse is most commonly approximated as a cylindrical slab of radius R  and 

length L . Due to the space-charge effect, this slab of continuous charge density extends 

both in the longitudinal and transverse direction, while always maintaining the shape of a 

cylinder. The evolution of the spatial pulse length, L , due to space-charge repulsion is 

given by (see Section 3.2.6.4 for derivation): 
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where Xa  is the axial acceleration, N  is the number of electrons in the pulse, and 0ε  is 

the vacuum permittivity. The time evolution of the radius, R , of a freely expanding, thin 

disk ( LR >> ) is approximated by67  
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where Ra  is the radial acceleration. The temporal spread, SCt∆ , is then evaluated from 

the length of packet and its axial velocity, 

 
.

v f
SC

Lt =∆  (3.16) 

Here, the capital letters, ∆  and L , are used to emphasize that the pulse duration 

corresponds to the maximum extent of the uniform distribution. The initial condition for 

L  is chosen to match the excitation laser duration, as previously described. 

The one-dimensional mean field model (MF1D) utilizes Equation 3.14 only with 

a constant radius, while the coupled Equations 3.14 and 3.15 are solved simultaneously to 

give a two-dimensional result (MF2D). The advantage of the mean field model is that the 

equations of motion for the pulse can be rapidly integrated for a variety of initial 

conditions and give a readily estimate of the pulse size as a function of time. To date, the 

mean field model has been used primarily to model freely drifting electron bunches. 

While several additions to the theory have been made, e.g., to model the electron bunch 

inside an electrostatic acceleration field,68,75 no attempts have been made to model the 

effect of a magnetic lens on the electron pulse shape. Since these fields are present in all 

electron diffraction and imaging instruments, this extension to the mean field theory has 

to be made to validate its predictive power.  

 

3.2.3.3.2 Mean Field Theory Including Lens System 

To implement the acceleration field inside the electron gun, the mean field theory 

can be extended by treating the positions at the front and the rear end of electron packet 

separately and explicitly, as )(tF  and )(tB .68,75 The maximum longitudinal extent is 
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then given by )()()( tBtFtL −= . Approximating the focusing lens as a radial 

deceleration element, the equation of motion becomes  
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where iγ  is the relativistic Lorentz factor for front, rear, and center, respectively, Xa  and 

Ra  are the axial and the radial accelerations as in Equations 3.14 and 3.15, Aa  is the 

electrostatic acceleration in the electron source, and Ma  is the deceleration term due to 

the focusing lens, expressed as a Gaussian function to simulate the finite thickness of a 

magnetic lens. It should be mentioned that the axial forces are present only after the 

births of the front and the rear and that the number of electron is now a function of time, 

which is zero before the birth of the front, N after the birth of the rear, and linearly 

increasing in between to mimic the generation of the photoelectrons.  

 

3.2.3.3.3 Monte Carlo Simulation (MC) 

In contrast to the mean field model, which treats the electron pulse as a 

continuous charge distribution, a N-Body Monte Carlo simulation treats the electron 

pulse as an ensemble of N randomly generated, discrete particles.71,72 To this end, we 

have developed our own electron bunch propagation code, in which each particle in the 

bunch moves under the influence of three distinct forces: (i) The electrostatic force of 

acceleration, (ii) the magnetostatic force of the focusing lens, and (iii) the Coulomb force 
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for each of the )1(2
1 −NN  pair-wise interactions within the bunch. The magnetic lens can 

be simulated by either (i) a sum of current loops, (ii) the finite-sized coil approximation, 

or (iii) by importing an externally simulated field. Further elements such as the 

ponderomotive force, gravitation, the earth magnetic field, stigmators coils, and time-

dependent streak plates can be straightforwardly implemented, if desired.  

Using this physically more realistic model, it is possible to propagate the electron 

pulse over its entire lifetime, i.e., from the birth of the individual photoelectrons at the 

photocathode surface to their arrival at the detector. The nascent photoelectrons are 

randomly generated at the photocathode with a Gaussian temporal and uniform spatial 

distributions to account for the fact that the extraction pinhole in the anode acts as a 

spatial filter producing an initially well-defined lateral profile. The direction of the initial 

electron momentum vectors are given by a θ2cos  distribution and the initial momentum 

distribution is chosen to be uniform from zero to a high-energy cutoff corresponding to 

Wh −ν , where W is the effective material-specific work function in the presence of a DC 

electric field.76 The treatment of the individual electron trajectories is entirely relativistic 

and should reproduce the true pulse trajectory, provided that the initial conditions are 

chosen accurately and the Monte Carlo sampling is fine-grained enough that the results 

converge. The drawback of this method is its high demand of computational time, which 

increases in proportion to the number of pair-wise interactions calculated at each time 

step. To ease computational demand, we treated the pulse as an ensemble of 

representative particles of appropriately scaled charge and mass in order to model pulses 

containing more than 1000 electrons in a reasonable amount of time. We found that this 

level of Monte Carlo sampling was sufficient to achieve convergence to within 10%. 
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3.2.4 Results and Discussion 

3.2.4.1 Temporal Resolution 

3.2.4.1.1 Initial Energy Spread 

In order to avoid pulse broadening due to Coulomb repulsion and achieve ultrafast 

temporal resolution, the ultrafast electron microscope has been designed to operate in the 

zero-current limit, meaning that the column contains one or a few electrons at a time. For 

an instrument of this type, the ultimate resolution is mainly determined by the excitation 

laser pulse length and by the initial kinetic energy spread of the photoelectrons. The pulse 

broadening in the absence of space-charge is calculated from 22
KEh ttt ∆+∆=∆ ν  with 

KEt∆  given by Equation 3.12 or Equation 3.13. Using instrumental parameters, the 

results are shown in Figure 3.22 for FWHMt∆ vs. iE∆ . We invoke, for simplicity, a uniform 

photoelectron distribution (see Ref. 77) centered at iE  and the width increase given by 

ii EE 2=∆ . The exact solution (solid lines, Equation 3.12) represents the broadening of 

the pulses during their flight to the interaction region, while the approximate solution 

(dashed lines, Equation 3.13) represents the broadening in the acceleration region. Since 

Equations 3.12 and 3.13 give very similar results, the broadening in the field-free drift 

region is relatively insignificant.  

As evident from Equation 3.13, it would be desirable to produce photoelectrons 

with a narrow energy distribution, but a large mean kinetic energy to reduce magnitude of 

the factor ii EE∆ .  Experimentally, however, the distribution of photoelectrons always 

extends to the limit of zero kinetic energy, because electrons below the Fermi level may 

be photoemitted as well.77  To achieve the narrowest possible energy distribution, the 
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photocathode needs to be operated at a low temperature and the photon energy needs to 

be matched to the work function of the metal.78  This approach is taken in our instruments 

of UED and UEC, resulting in an estimated kinetic energy spread of  <0.3 eV; in Ref. 78, 

the experimental iE∆  under similar conditions (for a gold photocathode) was measured to 

be 0.1 eV. 

We consider the electrons pulses produced in UED4 and UEC first. The 

acceleration gap in these guns is kept as small as possible to maximize the extraction 

field. Under the influence of a field strength of 20 and 10 MV/m for UED4 and UEC, 

respectively, the electron pulses are barely elongated by the presence of an initial kinetic 

energy spread. In contrast, the broadening is more pronounced in UEM1 due to the 

smaller acceleration field strength of 4.8 MV/m.  The UEM1 column, originally designed 

to operate in continuous-wave mode, features an acceleration gap one order of magnitude 

larger than the gap found in the home-built guns of UEC and UED. Nonetheless, even at 

iE∆  = 0.3 eV, the pulse length is only 300 fs.  

Since UEM operates in the absence of space-charge, the photoelectric energy 

spread presents the main contribution to the electron pulse broadening. If necessary, the 

electron pulse duration could be reduced to the excitation laser pulse length by an 

appropriately designed extraction module. The consequence of the energy distribution,

iE∆ , is in another aspect of diffraction and imaging, namely the longitudinal coherence, 

which will be discussed below. 
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3.2.4.1.2 Space-Charge Effect 

Before we evaluate by how much the pulse durations shown in Figure 3.22 will be 

altered by the space-charge effect, we need to validate the different methods of 

simulating the electron packet. Figure 3.23 shows the size (standard deviation) evolution 

of an electron bunch under the exclusive influence of Coulomb repulsions ( 0=∆ iE ), 

calculated using the mean field theory (i) in the longitudinal direction only (MF1D), 

(ii) in two dimensions with the implementation of a focusing element (MF2D),  

(iii) in two dimensions with the implementation of a focusing element and the 

acceleration field (MF2DA), and, ultimately, the Monte Carlo (MC) simulation. We note 

that temporalσ  in millimeter (mm) is the longitudinal extent of the space-charge limited 

electron packet and, knowing the speed (post acceleration), can be expressed in the time 

domain using Equation 3.16. The initial conditions were chosen as follows: 

10,000 electrons per pulse, 30 kV acceleration voltage, Gaussian FWHM (110 fs) or the 

equivalent uniform profiles in time, uniform profile in the lateral direction (r = 100 µm). 

In each case, the current of the magnetic lens was optimized, such that the electron beam 

would have the smallest beam waist as it hits the detector.  

Not surprisingly, the MF1D approximation with a fixed radius clearly 

overestimates the longitudinal spreading of the pulse, while the other methods give a 

good agreement. The radial acceleration used in the mean field models (Equation 3.15) is 

only valid for infinitely thin disks and, therefore, overestimates the spreading in the 

lateral direction as the pulse elongates, such that even after optimizing the magnetic lens, 

the radius remains too large. In spite of this large error, the longitudinal spread is only 

affected slightly, at least at this particular charge density. We can conclude that the mean 
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field model may give a reasonable estimate of the pulse duration for a space-charge 

limited beam for a choice of arbitrary initial conditions. However, the radial expansion is 

not accurately reproduced by the current model and would require modification of 

Equation 3.15.  

The extent of the space-charge induced broadening is mainly determined by the 

magnitude of the Coulomb repulsions as well as the time scale of this interaction. By 

employing higher acceleration voltages, the effective propagation time of the electron 

pulse can be reduced, since the electrons arrive at the interaction region in a shorter time 

and the space-charge induced broadening has less time to act. We used the mean field 

model to estimate the pulse length in our instruments as a function of propagation 

distance. The extraction voltages are 30, 60, and 120 kV for UEC, UED4, and UEM1, 

respectively. The effect of the acceleration voltage on the temporal duration (Gaussian 

FWHM) of the pulses as a function of the propagation distance is shown in Figure 3.24. It 

is clear that UEM1 in single-electron pulsed mode is not limited by the space-charge 

effect, while the pulses in UED4 and UEC are broadened to several picoseconds once 

they arrive at the interaction region. Alternatively, the time of the space-charge induced 

broadening could also be reduced by placing the interaction region very close to the 

electron source.79 

To isolate the role of the initial charge density, we calculated the temporal extent 

of the electron pulses under identical acceleration conditions. The initial conditions were 

kept identical to the conditions used for the comparisons of the models in Figure 3.23, 

while the number of electrons was increased by an order of magnitude at a time.  

Figure 3.25 shows the theoretical (MF2DA and MC) pulse duration after 2 ns of 
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propagations time together with the experimental measurement for validation.1 Both 

models reproduce the pulse broadening reasonably well in the region where experimental 

data is available. Using the MC simulation, two curves were calculated for different 

initial kinetic energy spreads corresponding to 0.1 and 0.3 eV. There is a slight difference 

between these two calculations in the low electron density regime, where the space-

charge effect does not play a dominant role. However, the curves quickly begin to 

overlap each other as the electron density grows and for a pulse containing as few as 

1000 electrons, the space-charge induced broadening already masks any contribution of 

the initial kinetic energy spread after 2 ns of propagation. The mean field model can 

reproduce the results from the MC simulation quite accurately, but a more pronounced 

deviation occurs at higher charge densities, since the error in Equation 3.15 is 

exacerbated in this regime. Again, the temporal resolution capability of the pulsed 

electron probe can be successfully estimated with the mean field model; however, the 

spatial resolution capability remains uncertain.  

 

3.2.4.2 Spatial Resolution 

3.2.4.2.1 Coherence 

The evaluation of the spatial resolution of the pulsed electron probe requires a 

detailed discussion of the coherence of the electron packet. Coherence is the degree of a 

phase relationship, which can give rise to interferences. In light optics, an aperture is 

often employed to generate a pseudo point source. For a single illuminated object, the 

analogue of the double-slit experiment, the coherence length is defined as the maximum 

length, beyond which the interference fringe is attenuated. Below, we will consider the 
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effect of many, spatially separated objects (interaction region). If the aperture is small 

and the distance to the object is far, then the coherence length is defined as ( )παλ 2=cr , 

where α  is the half-angle subtended by the aperture. In such a case, the object is 

illuminated by spherical waves emanating from every point of the aperture. It should be 

mentioned that the criterion ( )παλ 2=cr  corresponds to only a 12% reduction of the 

perfectly coherent visibility.80 This definition holds true, only as long as α  is smaller 

than the photon’s intrinsic divergence, δα , which can be estimated using the uncertainty 

principle: 
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where rp  and zp  are the photon momenta in the radial and longitudinal direction, 

respectively, and x∆  is the aperture dimension. However, when α  is bigger than δα , 

then the object is illuminated only by an area within the angle δα  and the contribution 

from the rest of the source can be neglected. In such a case, the coherence length should 

be defined as ( )πδαλ 2=cr .  

In contrast to photons, free electrons are generated with an initial momentum 

spread, which determines the intrinsic divergence δα  for each electron, since the 

contribution originating from the uncertainty principle term is negligible due to the small 

de Broglie wavelength. Using an acceleration voltage of 60 kV and assuming 
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becomes 1.6 mrad, which is an upper limit value. (The presence of a δα  ultimately gives 

rise to a nonzero transverse beam emmittance.81)  

The coherence length defined above only applies for a single scattering object. 

Blurring of the interference fringes needs to be taken into account in the case of 

scattering from objects with spatial extent as in molecules or in the condensed phase. In 

this context, it is more appropriate to derive the coherence length in terms of interference 

fringe blurring. During the elastic scattering process, the magnitude of the momentum 

transfer is given by  
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where 0k


 and k


 are incident and scattered wave vectors of the electron, λ  is the 

electron’s de Broglie wavelength, and θ  is the scattering angle. When the ensemble of 

electrons and the interaction volume have a finite size, each electron has an uncertainty in 

its position, when it scatters. The error in the observable momentum transfer at a given 

radial position s  on the observation plane can be evaluated by  
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The δθ  term represents the uncertainty in the scattering angle, originating from the 

incident angular spread at each position in the interaction volume (lateral coherence 

length), the δλ  term represents the longitudinal energy spread (longitudinal coherence 

length) and the xδ , yδ  and zδ  terms are reflective of the three-dimensional size of the 

interaction region and the electron bunch. The bδ  term is an uncertainty in measuring the 

momentum transfer due to the electron detection process, e.g., through blurring and 
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binning the image (signal converter, amplifier, and digitizer). In case of gas-phase 

electron diffraction, each distinct internuclear distance produces sinusoidal interference 

fringes,2 while in crystallography, repeated long-range order of scattering centers 

produces a series of Bragg spots with a corresponding frequency in spacing.82 The 

uncertainty in s  will reduce the visibility of the interference fringes or the Bragg spots, 

such that they become unobservable and indistinguishable (see Section 3.2.6.5). The 

instrumental coherence length can then be defined as  
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We note that this definition reduces to ( )πδαλ 2=cr , the lateral coherence length, only 

in the single scattering center limit and assuming the detection process is perfect and δλ  

is negligible. Additionally, from discrete Fourier transformation theory, it is known that 

the maximum resolvable distance after collecting discrete data in the frequency domain, 

is given by  
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Therefore, these values give an estimate of the maximum distance that can be decisively 

resolved in an electron diffraction experiment.  

In the high-resolution imaging mode of the transmission electron microscope, the 

coherence of the electron ensemble is exploited to form contrast in the image. 

Conceptually, the same limitations as stated above apply for the instrument’s spatial 

resolution. Since each electron interferes only with itself, the image is composed of the 
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independent superposition of single electron interferences and image blurring occurs in 

the presence of an uncertainty in the electrons’ trajectory and their wavelength.  

However, in the more complicated microscope column additional resolution 

limiting factors have to be considered. In the wave-optical theory of imaging,83 contrast 

in the image is formed as dictated by the phase contrast transfer function (CTF), which is 

a function not only of the properties of the electron beam (incidence angle spread and 

wavelength spread) but also of instrumental parameters such as the spherical and 

chromatic lens aberrations, as well as aperture sizes and the particular defocus setting. 

Most commonly used is the Scherzer defocus, which, in combination with an appropriate 

aperture size, maximizes the contrast and allows for easily interpretable images. The 

Scherzer resolution can be improved upon by exit wave reconstruction techniques using 

images collected at different defocus settings, but the ultimate information limit of the 

instrument remains limited by the beam properties and the quality of the electron optics. 

Since UEM in single-electron mode operates outside of the space-charge limit, the spatial 

resolution achievable is the same as is obtained in continuous-wave mode and we will not 

comment on it further.  

 

3.2.4.2.2 Optimal Diffraction Geometry 

In conventional diffraction physics,28,29 it has been established that sδ  is 

minimized, when, for each electron, the incident wave vector, 0k


, is coincident with a 

line from the electron’s position in interaction volume to the center of detector. As is 

shown schematically in Figure 3.26, the most extensive blurring occurs, if the beam 

arrives at the interaction region on a diverging trajectory, i.e., the particles’ radial 
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divergence angle, ( ) 0tan 1 >= −
zr ppκ . On the other hand, if the electrons are perfectly 

collimated ( 0=κ ), then the blurring on the detector is identical to the size of the electron 

beam waist. The optimal resolution is achieved, if the electrons are focused to a point on 

the center of the detector and impinge on the interaction region on an ideally focused 

converging ( 0<κ ) trajectory. It follows that for a given camera length, the ideal radial 

convergence angle, κ , in the interaction region is given by an approximately linear 

function of the off-axis distance. Using an interaction volume with dimensions  

xδ = yδ = zδ =300 µm, an intrinsic electron divergence δθ = 0.5 mrad, a wavelength 

spread δλ  corresponding to a kinetic energy spread of 0.3 eV, and a detector blurring  

bδ =100 µm, a coherence length of ~12 Å is achieved in the converging beam 

configuration, while the collimated beam and the diverging beam only give ~4 and ~3 Å, 

respectively. The δλ  term in Equation 3.21 is much smaller compared to the remaining 

terms, such that the blurring of the interference fringes is not affected by longitudinal 

coherence. 

 

3.2.4.2.3 Focusing Behavior 

In the absence of Coulomb repulsion, δθ , which originated from the intrinsic 

divergence, δα , will lead to a finite spot size on the detector. Therefore, the ability to 

focus the beam to a small point on the detector can be a direct measure of the 

instrumental coherence length, because sδ  is dominated by δθ  after all other terms have 

been minimized.  

For high-energy electrons, the de Broglie wavelength is much smaller than the 

source dimension and we can rather treat each electron in the bunch as a classical particle 
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and its trajectory as a ray, which is influenced by external forces, if any. However, due to 

the presence of δα , the focusing behavior of the electron beam becomes less than ideal, 

as shown schematically in Figure 3.27. Assuming that the electrons are generated in a 

source of radius 0R , having an overall beam divergence 0Ω , if any, and further assuming 

that each emitting point in the source inherently diverges with an angle δα  after 

acceleration, then these two components are focused at different positions. The focal 

distances, B and b, produced a lens of a focal length, f , for the 0Ω  and δα  components, 

respectively, are given by the lens equation: 
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The δα  components are perfectly focused at the imaging plane b, where a magnified 

image of the source can be formed, while the smallest overall beam waist is obtained near 

the focal plane B. If the radius due to each component (δα  and 0Ω ) can be determined 

independently from the two different focal distances, then the resulting beam size along 

the beam path may be computed by convoluting the radii of these two components, i.e.,  
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and 
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and 

 
.

2
cot 0

0 





 Ω+= RaA  (3.28) 

The optimal focal length of the lens can then be determined by minimizing R  with 

respect to f . Figure 3.28a shows a result of Equations 3.25, 3.26, and 3.27 using typical 

UED parameters. It can be readily seen that, even though the 0Ω  component is focused, 

the minimized spot size is finite and effectively determined by the diverging δα  

component. Sufficiently small radii can be obtained either by (i) making 0R  very small 

(point source), or (ii) by making 0Ω  large. Both approaches essentially bring the virtual 

source position, A, closer to the actual source plane, a. Figure 3.28b shows how the final 

focus size depends on the initial source dimension. Additionally, a smaller focal size can 

be obtained by reducing the intrinsic divergence δα  by using higher acceleration 

potentials. In conventional electron beam sources, a small probe size can be readily 

obtained by using a nanometer scale field emission tip in combination with high 

acceleration voltages.83,84 In the high-current limit of pulsed electron guns, however, 

where bunches contain thousands or possibly millions of electrons, a finite-sized source 

becomes a necessity due to extraction quantum efficiency of the cathode material. 

Therefore, the electron beam has to be given a macroscopic divergence, 0Ω , if a small 

focus size is desired. Experimentally, this can be accomplished by utilizing the negative 

lensing effect of Coulomb repulsions (which depends on the initial charge density) and/or 
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by inserting a diffusive lens immediately after the source to controllably induce this 

divergence.  

For pulsed electron guns in the space-charge limit, any effort to minimize the 

photoelectric momentum spread is inconsequential, since generation of a sufficiently cold 

beam does not totally eliminate the δα  component. The random and discrete nature of 

the electron’s position within the pulse and the corresponding irregular Coulomb 

repulsions can also produce an intrinsic divergence for each electron. An estimation of its 

magnitude can be made as follows: When the probability of electron to be at position r  

is given by )(rP  , the mean Coulomb potential energy becomes  
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and its deviation is given by 
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which can be approximated to give 
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Thus, )( irV δ  becomes ~0.7 eV for 1=r mm and 610=N . MC simulations confirm that, 

when 106 electrons are generated within a sphere of 1 mm radius, an angular deviation of 
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δα  = 0.5 mrad develops after a few nanoseconds, which is equivalent to an initial 

photoelectric kinetic energy spread of ~0.2 eV.  

 

3.2.4.2.4 Spatial Resolution for Space-Charge Limited Pulses 

Unlike in continuous beam diffraction, a well-focused converging beam of small 

size is hard to achieve when using space-charge limited electron pulses as a probe. In the 

high charge density regime, the smallest probe size achievable is limited by the 

magnitude of the Coulomb repulsion among electrons. Consequently, it becomes 

impossible to focus the beam to a small point on the detector. However, the actual spot 

size of the unscattered beam is not important, as long as the Coulomb repulsions do not 

alter the converging electron trajectories before the pulse has passed the interaction 

region. Once the pulse has passed the interaction region, the scattered electrons separate 

from the main beam and carry the information about the specimen (encoded in the 

scattering angle) to the detector. Coulomb repulsions do not affect these trajectories, 

since the fraction of scattered electrons is small and the scattering angles are large 

compared to the divergence angle of the unscattered beam. This is in contrast to the 

imaging mode in the electron microscope, where the signal carrying electrons are focused 

again after the specimen. At the high peak currents in single-pulse operation, these 

focusing processes can lead to trajectory displacements through random scattering of the 

imaging electrons and, subsequently, to a stochastic reduction of the image resolution.85,86  

To investigate a pulsed beam’s spatial resolution capability, it is necessary to 

obtain more detailed insights into the electron bunch properties than can be obtained from 

the mean field model. The N-body Monte Carlo simulation delivers the three-dimensional 
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position and the three-dimensional momentum vectors for each of the particles in the 

bunch and is an ideal tool to study the coherence of the pulsed electron probe. We 

simulated electron pulses containing 106 electrons using an arbitrary gun design for a 

typical UED experiment. Figure 3.29a and Figure 3.29b show the evolution of the pulse 

radius and duration, respectively, with four different initial conditions, which determine 

the extent of the initial electron packet. It is evident that a spatially and temporally 

confined pulse goes through an initial Coulomb explosion and expands vigorously in both 

the lateral and the longitudinal direction.  

The lateral expansion can be compensated for by the magnetic lens, but the 

longitudinal expansion is unaffected by the focusing field resulting in a larger temporal 

extent of the pulse at later times. After the initial Coulomb explosion, the pulse expansion 

is approximately linear, indicating that the space-charge effect has ceased to alter the 

pulse expansion in the drift region. The same cannot be said for the other pulses, where 

the stress of high initial potential energy had been alleviated by initially stretching or 

expanding the excitation laser pulse in either the lateral or the longitudinal direction or 

both. For these pulses, the evolution of the radius and the length remains upward curved 

(with the exception of the lateral expansion in the region of magnetic lens focusing) for 

the entire drift region. All but one of the electron pulses collide with the sample as a 

diverging bunch, which, as was shown above, is detrimental to the spatial resolution 

attainable in the instrument.  

Figure 3.30 shows the lateral phase space projection of the four pulses at 

longitudinal positions of a) z = 100 mm, b) z = 300 mm, c) z = 500 mm, and  

d) z = 645 mm (interaction region): the particles’ radial divergence angle, 
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( )zr pp1tan−=κ , defined as the angle directing the electron toward ( 0<κ ) or away 

from ( 0>κ ) the optical axis as a function of its radial distance from the optical axis. The 

initially positive, i.e., radially diverging chirp is reversed in direction by the magnetic 

lens. After passing the magnetic lens, the electrons once again come in close proximity 

further downstream in the region of the smallest beam waist. In this region of high charge 

density, Coulomb repulsions gradually reverse the sign of the linear correlation between 

radial positions and the convergence angles, until a new diverging chirp has developed. 

The ideal convergence angle, shown as the black line in Figure 3.30d, is only reproduced 

by the initially well confined pulse, since this pulse was able to expand initially and 

escape the sphere of influence of detrimental space-charge effects. For this pulse,  

δθ = 1 mrad and the resulting coherence length is 7 Å, using the previously stated 

uncertainties for the other terms in Equation 3.21 and Equation 3.22. This particular 

pulse, although capable of producing high-resolution information, will result in a reduced 

signal (for gas-phase scattering), since the probability of the scattering events is directly 

proportional to the integrated areal density of the scattering centers, as well as the number 

of electrons passing through the interaction region. The signal intensity is increased, if 

the cross-sectional area of both the electron beam and the interaction region is reduced in 

size (assuming the sample delivery rate is constant).  

The results in Figure 3.29 and Figure 3.30 suggest that in order to obtain a small 

probe size and the corresponding convergence angles at the interaction region, the 

electron pulse has to avoid excessive Coulomb repulsion until the electrons have 

scattered from the specimen in the interaction region. Consequently, for a beam of free 

electrons, the high charge density has to be relieved by stretching the pulse in the 
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longitudinal direction, such that the trajectories of the electrons are not altered by 

Coulomb repulsion before the interaction region and the pulse remains ideally focused. In 

other words, if the molecular density is low (e.g., in gas-phase diffraction) or the signal 

averaging time is limited such that the diffraction image has to be acquired in a single 

shot, then good spatial resolution and good signal intensity can only come at the expense 

of temporal resolution. On the other hand, if the experiment can afford an intermediate 

number of electrons (103–105), then the trade-off between temporal and spatial resolution 

becomes less demanding.  

To quantify these statements, we optimized instrumental parameters to obtain a 

smaller beam waist at the interaction region. To produce the required convergence angle, 

the electron beam must have expanded laterally by the time it is being focused by the 

magnetic lens. If, however, the pulse is initially stretched in time to say ~100 ps, then, for 

this prolate pulse, the intrinsic rate of the lateral expansion is too small to produce a beam 

wide enough. Experimentally, a larger beam size at the magnetic lens position can be 

realized in three ways: (i) by using a diverging lens in the source region, (ii) by 

increasing the acceleration gap, or (iii) by placing the magnetic lens farther away from 

the photocathode. In the last two instances, which depend on the initial charge density, 

the pulse is given more time to expand before it is being focused toward the interaction 

region, i.e., the space-charge effect is used as a diverging lens. Interestingly, a longer 

acceleration region must not necessarily have a detrimental effect on the temporal 

expansion of the electron pulse, as was previously postulated.87 Since the early events in 

the lifetime of the electron pulse determine its future behavior, this measure can, under 
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certain conditions, bring about a reduction in the longitudinal momentum spread (see 

Section 3.2.6.6). 

Using the second approach to expand the beam, a pulse containing 106 electrons 

giving improved spatial resolution compared to the previous pulses is shown in Figure 

3.31. The experimental conditions in this case are the following: A uniform lateral profile 

with a small initial radius ( r =100 µm), a broad Gaussian profile in time ( t∆ =100 ps), a 

large acceleration gap ( d =25 mm), a magnetic lens located at z =180 mm, and a shorter 

drift space to the interaction region at z =300 mm. For this pulse, δθ = 0.5 mrad and the 

resulting coherence length is 12 Å, using the previously stated uncertainties for the other 

terms in Equation 3.21 and Equation 3.22. Alternatively, a small probe size could also be 

realized, if the pulse started out with a big initial diameter. However, we found that due 

to spherical aberration of the magnetic lens, this approach was less successful. It should 

be noted that the optimized pulse shown in Figure 3.31, although being better than the 

pulse under the original design, might not be the best pulse given the multitude of 

experimental parameters. The search for the optimal configuration would involve 

minimizing the pulse waist and the convergence angles to acceptable values by 

simultaneously changing several experimental parameters, including the electron pulses 

initial length and width, the length of the acceleration gap, the position of the magnetic 

lens, and the drift length to the interaction region.  

 

3.2.5 Summary and Conclusion 

The electron propagation dynamics determine the spatiotemporal resolution of 

diffraction of imaging. In this section, we addressed the fundamental issues involved in 
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capturing ultrafast dynamics on the atomic scale using pulsed electrons in diffraction and 

microscopy. The approach involves analytical expressions and MC simulations, together 

with comparisons with the experimental results.  

The key findings of the present study are the following. First, as the number of 

electrons is increased within a pulse, the space-charge effect overpowers the contribution 

of the initial kinetic energy distribution. The dependence on electron density, acceleration 

voltage, lens geometry, dispersion in electron momentum, and the propagation time, are 

factors that were considered here. In the absence of space-charge, the temporal extent can 

be obtained from Equation 3.12 or Equation 3.13, while in the presence of space-charge, 

Equation 3.14 must be invoked with appropriate initial conditions. Both the MC 

simulations and the mean field theory give similar results only for longitudinal extent of 

pulses, as shown in Figure 3.23 and Figure 3.25. 

Second, for space-charge limited electron bunches, the mean field theory gives a 

good estimation of the longitudinal spreading of the pulses, but the evolution of the pulse 

radius is not well predicted using this approach. The mean field theory, therefore, can 

give an estimate of the temporal resolution (as determined by the longitudinal extent).  

However, for a converging geometry (see Figure 3.20 and Figure 3.26), the observed at-

the-detector coherence length, which is given by sδ1  of Equation 3.21, is very large 

when considering the mean field theory, since it relies on the assumption that 0=δθ  

(i.e., all electrons fall perfectly on the black line in the electron phase space diagrams of 

Figure 3.30d and Figure 3.31), and coherence is only limited by the smaller terms of 

Equation 3.21. In reality, coherence is mainly limited by the distribution of scattering 

angles resulting from the individual electron trajectories and its value is clear from the 
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results of our MC simulations in Figure 3.31. If the beam geometry is not converging 

ideally, the lateral size of the interaction region needs to be considered in Equation 3.21. 

Thus, the use of πδαλ 2=cr  by many as a measure of coherence is incomplete. We also 

note that, because the fraction of scattered electrons is very small, the space-charge effect 

can be considered absent after the interaction region. 

Finally, for an electron (imaging) microscope operating in the single-electron 

pulsed mode or continuous-wave mode, the spatial resolution limits are the same, i.e., 

mainly determined by the electron source brightness and the quality of lenses. The 

temporal resolution is determined by the spread in the initial kinetic energy of the 

photoelectrons and the strength of the acceleration field. If such instruments are operated 

at high charge densities (single-shot mode), the evaluation of the spatial and temporal 

resolution has to account for the space-charge effect each time the electrons come in 

close proximity to each other both prior and after scattering by the specimen.85,86  

From these studies, we now address the experimental regimes of this laboratory. 

For single-electron UEM, it is clear that two effects have been suppressed by this 

development, namely the severe influence of space-charge not only on the temporal 

(longitudinal) broadening, but also on the spatial (lateral) dispersion, which introduces 

divergence and, hence, a loss in image resolution. The kinetic energy distribution, when 

using a cold photocathode, is limited by the excess photon energy available above the 

work function, which can be tuned to be less than 0.1 eV,78 resulting in a femtosecond 

pulse duration. The spatial resolution achieved in single-electron pulsed mode has 

reached the atomic scale in UEM2 with features resolved below 3 Å,88 which is 

comparable to the resolution capabilities of conventional electron microscopes.  
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In the high charge density regime, the situation is very different. In UED4, the 

pulse length ranges from 1 to 30 ps (when using 120 fs laser excitation) depending on the 

number of electrons in the pulse (104-106). Using a convergent beam geometry, it is 

possible to determine internuclear distances up to 12 Å (possibly more) with a resolution 

of 0.01 Å in diffraction. In UEC, the temporal resolution can be increased to the 

femtosecond regime, when using a very low electron density per pulse and a newly 

implemented tilted wave-front excitation scheme.89,90 

All of the above treatments are for acceleration voltages of ≤ 200 kV. At higher 

kinetic energies, where the electrons approach the speed of light, the space-charge effect 

becomes less of an issue due to relativistic effects (the effective force is attenuated by a 

factor of 3−γ ). Recent results suggest that single-shot electron diffraction patterns can be 

obtained using pulses containing 107 electrons, which were accelerated to 5.4 MeV.91 It 

was suggested that this technique could reach sub-picosecond time resolution by utilizing 

the longitudinal pulse compression induced through time-dependent rf-acceleration.92 

Theoretically, longitudinal focusing at lower kinetic energies (≤ 200 kV) can also be 

realized, either by acceleration through a static voltage gradient90 or by rf-

acceleration.93,94 However, care should be taken in evaluating the spatial resolution 

capabilities of such self-compressing electron pulses, since the space-charge effect will, 

at high enough charge densities, adversely affect the electron trajectories in the 

interaction region, thereby possibly obscuring any spatial information about the 

specimen. 
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3.2.6 Appendix 

3.2.6.1 Scattering Signal Intensity 

The probability that an incident electron is scattered by an atom is given by that 

atom’s scattering cross section eσ . The scattered signal is proportional to the overlap of 

the electron beam with the scattering centers.  Considering a pulse containing 

eN  electrons within an area eA  (perpendicular to the propagation direction) incident on 

aN  scattering centers in a volume aV , the scattering signal intensity is given by  

 ( ) ( ) ,,,,∫∫ == dVzyxyxNNdV
V
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A
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e

e ρρσσ  (3.32) 

where eρ  and aρ  are the spatial distributions of the electrons and the scattering centers, 

respectively. The value of eN  is assumed to remain constant throughout the interaction 

volume, because only a small fraction of electrons are scattered without depletion of the 

original density.  If the distributions are assumed to be uniform, then the expression 

further simplifies to  
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where aρ  is now the volume density of scattering centers.   

The electron scattering cross section for carbon is 18
60, 1021.1 −⋅=keVcarbonσ cm2,95 

which results in a total scattering probability per electron of ~ 310−  for a gas density 

16103×=ρ cm-3 (=1 torr) and 300=l µm. (For comparison, the scattering cross section 

of X-rays, 23
8, 1017.9 −⋅=keVcarbonσ cm2 and 24

60, 1019.3 −⋅=keVcarbonσ cm2.96) For a 

diffraction pattern using pulses of 104 electrons, ten electrons are scattered per pulse and, 
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with a repetition rate of 1 kHz, 104 electrons are collected in one second and acquisition 

times of 240 seconds are common in UED3. In UEC, the density of the specimen is much 

higher, such that almost all the electrons are scattered, which allows for 1-5 second 

exposures to collect 106 electrons using 103 electrons per pulse at 1 kHz. Furthermore, 

Bragg spots are much more localized in −s space, which results in an improved signal 

quality. In single-electron UEM, an image can be obtained, when the electron pulse train 

contains a total of ~107 electrons, i.e., the image is formed in ~1 second, when using a 

repetition rate of 80 MHz.  

 

3.2.6.2 Bunch Dimensions and Standard Deviations 

For a Gaussian distribution, the full-width-half-maximum (FWHM) is given as 

σ2ln8  by solving 
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For a one-dimensional uniform distribution, the standard deviation is given as 
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For a two-dimensional radial uniform distribution, the standard deviation is given as 
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The conversion relations for the length and radius of cylindrical, ellipsoidal and Gaussian 

pulse shapes are given in Table 3.3. 
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3.2.6.3 Initial Kinetic Energy 

The temporal length of the laser pulse and its photon energy directly affect the 

temporal length of the electron packet. A free electron is generated with an initial 

momentum of magnitude ip  at 0=t  and then accelerated between the cathode and the 

anode, which are separated by a distance d  and held at a potential difference V.  The 

electron gains momentum under the influence of the constant electric field: 

 ( ) .t
d

qVptp i +=  (3.37) 

The time the electron spends in the acceleration region is thus ( )ifqV
d

a ppt −= , 

where fp  is the electron momentum after exiting the acceleration gap. In the field-free 

region, the electron travels at a constant velocity fv  for a drift time fd lt v= . The total 

flight time is then simply da ttt += . 

The time spread of an ensemble of electrons with an initial momentum spread 

ip∆  will be 
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To evaluate the coefficient idiai ptptpt ∂∂+∂∂=∂∂  relating the momentum spread to 

time spread, we need equations for the relativistic kinetic energy, E , and the relativistic 

momentum, p : 
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and their derivatives 
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Such that 
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upon using Equation 3.41 and 1=∂∂ if EE .  Also 
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Substituting the combined Equation 3.43 and Equation 3.44 into Equation 3.38 and 

taking the square root leads to 
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3.2.6.4 Axial Acceleration in Uniform Disk Charge Distribution 

For thin disk of uniform charge distribution, the Coulomb force at an axial 

position, z , can be evaluated as 
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where R  is the radius , L  is the thickness of disk, and LRNe 2πρ =  is the uniform 

charge density. The integration yields 
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The force at the axial position 2/Lz =  becomes 
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And the axial acceleration becomes 
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which is Equation 3.14. The result is in agreement with that of Ref. 69, in which the 

authors integrate Poisson’s equation for a charge distribution to get the axial potential.  

Differentiation of the potential with respect to the longitudinal coordinate gives the 

electric field and ultimately the acceleration in that direction.   

 

3.2.6.5 Attenuation of Interference Intensity Due to Incoherence 

In UED, the sinusoidal intensity is attenuated by blurring through a normally 

distributed s  as 
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The conventional definition of coherence length corresponds to where the intensity is 

attenuated down to 88%. 

In UEC, the Bragg spot is blurred and the signal contrast is attenuated as 
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(3.51) 

 

3.2.6.6 Suppression of Coulomb Repulsion during Acceleration 

Commonly efforts have been made to shorten the acceleration gap in order to 

accelerate the electron packet as quickly as possible to shorten their propagation time 

and, thereby, minimize the effects of the initial Coulomb explosion. This school of 

thought was mostly based on the concern that at the moment of generation of the 

photoelectrons, the charge density is unfavorably high. From Equation 3.12 and 

Equation 3.13 it is evident that the temporal spread due to initial kinetic energy spread is 

directly proportional to the acceleration gap, though this contribution is in the 

femtosecond regime. Interestingly, from Equation 3.14 it can be deduced that in the case 

of a very thin disk, the initial thickness does not alter the magnitude of Coulomb 
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repulsion, since the aspect ratio,  RL , is vanishingly small and remains small for early 

times. Therefore, the Coulomb repulsion can be treated as an approximately constant 

acceleration in the beginning. It can be shown using the mean field theory that the space-

charge induced momentum spreads of both freely drifting electrons and accelerating 

electrons are the same after traveling the same distance. To illustrate this point, we 

separately consider the mechanical work done on the front and the rear end of the pulse, 

by the acceleration field and Coulomb repulsion. In the thin-disk limit we have 
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This work results in changes of the kinetic energies according to  
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For acceleration, 0=iE  and qVdmaA = , while for a free drifting, qVEi =  and 0=Aa . 

Either way, the final kinetic energies are 
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Therefore, they both result in an energy spread of dmaX2 , or a momentum spread 
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We note that it takes accelerating electrons twice as long to travel the same distance. Also 

it can be shown that the spatial expansion of the accelerating electrons is four times larger 

than of free flying electrons after traveling the same distance, resulting in a four times 

larger increase in the temporal spread.  
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However, in reality, the expanding diameter will reduce the Coulomb repulsions and 

therefore the momentum spread can be smaller, at the cost of a larger beam size.  
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Table 3.1.  Electron to photon conversion efficiency of a phosphor screen (thickness ca. 
4-5 μm, grain size ca. 1 μm, aluminium reflection layer) 

Phosphor Type Efficiency (photons per electron at given electron kinetic energy) 
 6 keV 10 keV 12 keV 15 keV 

P 43 185 330 420 550 
P 46 90 160 200 265 
P 47 212 380 480 630 
P 20 240 430 115 715 
P 11 200 360 455 600 
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Table 3.2.  Image intensifier power supply wiring diagram 

Pin Input Type[a] Input Wire Color Output Type Output Wire Color 

1 Not connected - Cathode  
(+50 - –200V) Blue 

2 Gate Trigger 
(TTL) White MCP in  

(0V) Green & Red 

3 Gain  
(0-1000V) Orange MCP out  

(600-900V) Black 

4  WAPSU 
(+5V) Red 

Not connected 
 - 

5  GM10-50 
(+5V) 

Screen  
(6.1-6.4kV) Yellow 

6 Not connected - Not connected - 

7  Trigger 
(0V) 

Black 

N/A N/A 

8  WAPSU 
(0V) N/A N/A 

9  GM10-50 
(0V) N/A N/A 

 

[a] Input voltages are supplied by the home built power supply control box, shown in  

    Figure 3.8b 
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Table 3.3.  Relations between standard deviation ( )σ  and other measured widths 

 maximum-extent full-width-half-maximum 
 length diameter longitudinal lateral 
cylindrical 12σ  σ4   12σ  
ellipsoidal 20σ  20σ  10σ  10σ  
Gaussian   2ln8σ  2ln8σ  
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Figure 3.1.  The a) front and b) back of the UED apparatus with the relevant ports 
indicated.  A high vacuum is maintained in both chambers by pumping through the ports 
at the bottom.  
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Figure 3.2.  The UED4 electron gun.  a) Free electrons, generated by front illumination 
of a solid metal photocathode with a femtosecond or nanosecond laser pulse, are 
accelerated trough a potential difference of 60 kV.  b) Cutaway view of the electron gun 
showing the internal geometry of the extraction pinhole and an electron pulse in the drift 
region of the electron optical column.  
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Figure 3.3.  a) The electron bunches emerging from the pinhole in the anode are steered 
and shaped by a variety of electron optical components, as indicated by the red arrows in 
the panels.  a) By adjusting the separate currents through two pairs of coils (A and B) two 
orthogonal magnetic fields are produced to steer the electrons in the x- and y-direction.  
b) A magnetic lens (solenoid) focuses the electron onto the detector.  c) A magnetic 
quadrupole field corrects the astigmatism of the magnetic lens by exerting differential 
radial forces on the electrons.  d) By adjusting the separate voltages across two pairs of 
deflection plates (A and B) two orthogonal electric fields are produced to steer the 
electrons in the x- and y-direction.    
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Figure 3.4.  UED4 detection system.  The 60 keV electrons generate a photon signal after 
hitting the phosphor scintillator screen.  The photon signal is subsequently amplified 
using a multi-channel-plate (MCP) image intensifier, attenuated by a gradient apodizing 
filter, demagnified through a fiber-optic taper, and finally recorded on a CCD chip.  
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Figure 3.5.  The detector assembly of UED4 inside its custom-built housing.  Several 
cylindrical housing parts hold the coupled fiber-optic components in place and ensure the 
correct spacing and parallelism between them.  A vacuum seal is accomplished through a 
series of o-rings (black circles).  
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Figure 3.6.  Assembly of the detection system.  a) The fiber-optic input window to the 
CCD chip.  b) The fiber-optic taper and faceplate showing the aluminum gradient 
apodizing filter.  c) The image intensifier tube and the fiber-optic faceplate with the 
applied phosphor screen.  d) A two-part aluminum sleeve holds the image intensifier tube 
in place.  e) The aluminum ring holds the phosphor screen in place.  f) The final 
aluminum cap applies slight pressure to the entire stack of fiber-optic components.  
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Figure 3.7.  Phosphor scintillator screen.  a) and b) Applied layers that make up the 
phosphor scintillator screen on a glass substrate (taken from Proxitronic manufacturing 
brochure).  c) and d) The emission characteristics of different phosphor materials 
(according to Hamamatsu manufacturing brochure).  P47 is used for the UED4 detector.  
e) Transmission measurements show that an aluminum film of 700 nm thickness results 
in an optical density of 15, which should prevent all the photons possibly present in the 
scattering chamber from entering the detector.  f) Given the published41 electron stopping 
power of aluminum, a film of 700 nm thickness should reduce the kinetic energy of the 
electrons only minimally (<1.5% for 60 keV electrons).    
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Figure 3.8.  a) Image intensifier spectral response (from the provided test report).  b) and 
c) Image intensifier control box, which combines (logical AND) the trigger signal from 
the experiment master clock and the CCD exposure time setting to supply the effective 
trigger signal to the image intensifier.   
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Figure 3.9.  Gradient apodizing filter.  a) A plot of the specified and measure optical 
density according to Equation 3.1.  b) Schematic showing the dimensions of the 
aluminum coat on the fiber-optic faceplate.  c) The dynamic range of the detector for 
scattered electrons is improved by roughly two orders of magnitude by the addition of the 
filter.   
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Figure 3.10.  a) The quantum efficiency of the CCD chip over visible wavelengths (taken 
from Princeton Instruments manufacturing brochure).  b) The CCD camera is outfitted 
with a custom-designed flange to facilitate high-precision mechanical coupling to the 
image intensifier housing.    



Chapter 3.  Instrumentation  106 
 

 

 
Figure 3.11.  Single electron detection calibrations.  a) Background response over the 
entire detection screen.  b) Single electron detection events in an unfiltered ROI.   
c) Intensity histogram of the image shown in a).  d) Intensity histogram of single electron 
detection events.  e) and f) Equation 3.2 is fit to the recorded intensity distribution to 
extract the expectation value for the detective quantum efficiency.  
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Figure 3.12.  a) Design of the air-heated sample delivery system for UED3.  Hot air flow 
is indicated with red arrows and sample vapor flow in blue arrows.  
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Figure 3.13.  a) Sample trapping inside the UED3 scattering chamber.  The sample vapor 
(red) is trapped immediately after the interaction region by liquid nitrogen cooled  
cryo-trap.  b) Close-up view of the interaction region in UED3  
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Figure 3.14.  Proposed mechanism for surface-assisted IR laser desorption.  a) Sample 
molecules interact with the substrate surface through weak adsorbate bonds.  b) After 
absorption of a nanosecond IR laser pulse, the substrates surface is heated up locally on 
the nanosecond time scale.  c) Thermal energy is efficiently transferred to the adsorbate 
bonds.  d) The adsorbate bonds break and the molecules desorb, before a significant 
amount of energy is transferred to their internal vibrational modes.  



Chapter 3.  Instrumentation  110 
 

 

 
 
Figure 3.15.  UED4 laser desorption source.  A ns-pulsed IR laser desorbs molecules 
from a glassy carbon substrate wheel.  The gasesous molecules are then excited (pumped) 
and probed by a fs-pulsed UV laser beam and a ns-pulsed electron beam, respectively.  
Rotational motion for wheel rotation is transferred from outside the vacuum through a 
series of spur gears and pulleys.  A translatable sample holder, driven by the worm gear 
assembly, continually delivers sample to the felt brush wheel, which delivers the sample 
to the substrate wheel.  The entire assembly is height adjustable through a home-built 
elevator unit.  
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Figure 3.16.  Surface-assisted laser desorption  a) Light microscopy and scanning 
electron microscopy images of the desorption laser footprint show that the 
nanocrystalline sample is desorbed from the undamaged glassy carbon substrate in a 
single shot at low pulse energies.  At pulse higher energies, the substrate can be ablated.  
b) The yield of gas-phase molecules obtained by laser desorption is stable over the 
extended period of many hours.   



Chapter 3.  Instrumentation  112 
 

 

 
Figure 3.17.  a) The desorption plume’s temporal profile is mapped out by scanning the 
time delay between the IR desorption laser and the arrival of the electron pulses.  The 
delay time dependence of three different quantities is shown (see text for details).   
b) Equation 3.7 is fit to the temporal profile of monomeric tryptophan.   
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Figure 3.18.  a) and b) The plume spatial profile is determined by scanning the IR laser 
beam transversely (x-direction) through the electron beam and recording the scattered 
intensity.  Depending on the laser position, the direction of the surface normal is inclined 
by an angle α.  c) Fit of Equation 3.10 to the measured scattering intensity using 25=n .  
d)-f) Corresponding representations of the real space plume profiles according to 
Equation 3.9.    
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Figure 3.19.  UED4 molecular beam nozzle and shield.  Reference gases can be 
introduced at room temperature through a small orifice at the tip of the nozzle.  The 
mounted shield blocks any stray electrons, but passes the electron beam through a 
1.5 mm pinhole.  The needle tip of the molecular beam nozzle is also used for the mutual 
spatial alignment of the IR desorption laser beam, the electron beam and the UV pump 
laser beam prior to each experiment.   
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Figure 3.20.  Schematic of the optical column in UED / UEC and UEM. Electrons are 
generated by the photoelectric effect at the cathode (C) with the given profile, accelerated 
between a single electrode pair, radially focused by a solenoid coil (M). The electron 
pulse evolution is monitored, from the source until they reach the detector (D). In UEM, 
the pulses are shaped using lens systems (L1, L2, and L3), rather than simple solenoid 
coils.   
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Figure 3.21.  Measured resolutions for UEC and UED and experimental transients 
obtained by UEC and UEM1. (a) Streaked electron pulses on the CCD (charge-coupled 
device) detector together with the calculated pulse lengths. (b) Measured electron pulse 
widths as a function of the number of electrons. The blue curve (UED3) shows more than 
an order-of-magnitude improvement in the electron gun performance in comparison to 
the red curve (UED2). (c) Ultrafast dynamics of structural phase transition in vanadium 
dioxide. Intensity change of the (606) Bragg spot with time. A decay with a time constant 
τ1 of 307 fs was reported in Ref. 89. Here the data was deconvoluted (electron pulse 
width of 344 fs) and we obtained τ1 = 0.3 ± 0.1 ps. (d) Temporal evolution of the 
structural order parameter. The order parameter is defined as the integrated intensity of 
the diffraction peak for different temporal frames. Adopted from Refs. 61, 1, 89, and 97.   
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Figure 3.22.  Temporal broadening of the electron pulse due excess energy of the 
electrons above the photocathode work function for the UED4 (blue), UEC (green) and 
UEM1 (red) instruments. The pulse length at the specimen interaction region is computed 
in the absence of space-charge using the instruments specific parameters.   



Chapter 3.  Instrumentation  118 
 

 

 
 
Figure 3.23.  Comparison of the length (a) and the radius (b) of the electron pulse 
predicted by the mean field theories and the N-Body Monte Carlo simulation in the 
absence of an initial kinetic energy spread.  
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Figure 3.24.  Comparison of temporal broadening due to the space-charge effect 
( 0=∆ iE ) as a function of the propagation distance in UEC (green line), UED4 (blue 
line), and UEM1 (red line) using MF2DA.   
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Figure 3.25.  Comparison of total temporal broadening due to the space-charge effect 
after 2 ns of propagation using MF2DA (blue line), MC 0.1eV (red line), and MC 0.3eV 
(green line). Available experimental data are given for UEC (blue dots), and UED3 (red 
dots); see Figure 3.21 (UEC and UED3, 30kV). Given that the theory, both MC and mean 
field, agrees with the UEC streaking data, it may be that the number of electrons was 
overestimated in UED.  
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Figure 3.26.  Effect of the beam geometry on interference blurring for a finite-sized 
beam using diverging (a), collimated (b), or converging (c) electron trajectories.   
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Figure 3.27.  Radial focusing behavior of a finite-sized beam in the absence of space-
charge.  
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Figure 3.28.  Evolution of the beam waist calculated using the two-component 
convolution model of Equation 3.25 (a), and dependence of the focal spot size on the 
initial source dimensions (b).   
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Figure 3.29.  Monte Carlo simulations of the radius (a) and the pulse length (b) of a 
bunch containing 106 electrons using UED4 instrumental parameters.   
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Figure 3.30.  Radial divergence angles of individual electrons. The results are for the 
pulses shown in Figure 3.29 at axial distances of z = 100 mm (a), z = 300 mm  
(b), z = 500 mm (c), and z = 645 mm (d). All pulses develop a diverging chirp  
( ( ) 0tan 1 >= −

zr ppκ ) due to space-charge. This linear correlation is reversed in sign 
( 0<κ ) by the magnetic lens, a condition necessary for converging beam diffraction. 
However, the space-charge effect alters the converging electron trajectories for three of 
the four pulses in the figure by the time they arrive at the interaction region.  Only the 
initially confined pulse (shown in blue), which undergoes a Coulomb explosion at early 
times, is able to escape the sphere of influence of the space-charge effect and reproduce 
the ideal convergence angle (black line) in the interaction region.   



Chapter 3.  Instrumentation  126 
 

 

 
 

Figure 3.31.  Radial divergence angles of individual electrons using original (blue colors) 
and optimized (red colors) geometries. The uncertainty in scattering angle directly results 
from the deviation of incident angle from the ideal convergence angle. The red and blue 
shaded areas cover particles falling within an angular spread of σ± . The mean field 
theory assumes a perfect correlation between electron momenta and position, such that 
δθ  = 0. It is evident that, in reality, electron trajectories are not perfectly correlated 
( )0>δθ . The optimized instrumental geometry improves the coherence of the beam by 
reducing δθ  and, additionally, gives a smaller probe size (see text).  
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Chapter 4. 
Data Processing and Analysis 

4 Data Processing and Analysis 
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 The time-resolved electron diffraction patterns, as they are recorded on the 

detector, contain contributions from several instrumental factors in addition to the 

interference signal, which provides the structural information.  To isolate this interference 

signal, it is necessary to collect additional images to quantify and subsequently remove 

contributions arising from sources other than diffractive scattering.  The removal of these 

instrumental factors by image processing routines will be addressed in Section 4.1.  The 

resulting one-dimensional diffraction signal is then fitted by the theoretical model, which 

was developed in Chapter 2.  The nonlinear least-squares fitting routine, which is used to 

optimize this fit, is the subject of Section 4.2.  Software modules for these computations 

were developed in-house and are available in the online supporting material.42  In Section 

4.3, the quantum chemical calculations and the methods to estimate the initial parameter 

values that are used to define the theoretical model are described.  In Section 4.4, a 

general step-by-step fitting procedure is described that leads to the determined structures 

for reactant and time-dependent product species.   

 

4.1 Image Processing 

4.1.1 Frame Averaging 

 Due to the signal conversion process in the CCD detector, namely the 

accumulation of stored charges, there is a maximum amount of signal that can be 

accumulated in a given pixel, before the pixel saturates and charges start to overflow into 

the neighboring pixels.  Therefore, the exposure time for a frame has to be limited to 

4 min (UED3)18 and to 20-60 sec (UED4), which results in noisy individual diffraction 

images, especially at high scattering angles where the electron flux is very low.  The 
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digital nature of image acquisition allows for computational frame averaging multiple 

diffraction images, which improves the signal-to-noise ratio (SNR) at each pixel and 

smoothes the average image across the entire detection screen, as shown in Figure 4.1.   

 Frame averaging is accomplished by treating each pixel, designated by the 

coordinate pair ),( yx , as a separate and independent experimental observable.  The 

average image is then obtained according to the following formula: 
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where the index i numbers the N individually collected frames, iF , and iM  designates the 

corresponding binary mask image with all pixels set to 1 in the beginning.  Similarly, the 

standard deviation image and the standard error image are obtained according to 
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and 
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 The averaging procedure additionally provides a method to remove pixels from 

individual frames, whose values are statistically outside an acceptable range.  If any pixel 

in any frame iF  has a value outside the range given by ),(),( yxStddevyxF ⋅± µ , its 

value is rejected, i.e., that pixel value is set to zero in both iF  and iM .  The parameter µ  
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is chosen to satisfy Chauvenet’s condition98,99 and a value of 3.5 is typically used.  After 

the outlier pixels have been removed from the stack of images, the average, standard 

deviation and standard error images are recalculated with the updated mask images and a 

second round of pixel rejection is performed.  The resulting diffraction image and the 

corresponding standard error image after two rounds of pixel rejections serve as the input 

data for the next step.   

 

4.1.2 Ratio Images 

 The averaged intensity, ),( yxF , contains the effect of the aluminum gradient 

filter that is built into the detector assembly, as well as any imperfections in the detector’s 

components (such as heterogeneities in the phosphor screen thickness, etc.), which 

together modulate the overall detective quantum efficiency over the entire active area 

(see Chapter 3).  We can therefore express the recorded intensity in the average frame as 

the true intensity, ),( yxI , multiplied by the unknown quantum efficiency, ),( yxφ : 

 .),(),(),( yxyxIyxF φ⋅=  (4.4) 

 Although great efforts have been taken during the assembly of the detector 

components to make the detector assembly sensitive to electrons only, there is always 

undesired background intensity, BI , which in turn can be decomposed into its 

contributing terms (the pixel coordinates have been omitted for clarity): 

 .),( dlanDiffractioBnDiffractio IIIIIIyxI +++=+=  (4.5) 

Here aI  is the electron scattering contribution from ambient gas in the scattering 

chamber, lI  is the contribution of scattered light from either the UV pump laser or the IR 
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desorption laser or both, and dI  is the detector’s dark response.  If the scattering signal is 

collected by utilizing a continuous molecular source (as in UED3), the aI  term is 

relatively large (typically ~ I3
1 , depending on the pumping speed of the vacuum system).  

The desorption source of UED4, in contrast, is pulsed and uses nonvolatile samples, such 

that the aI  term becomes negligibly small.  Similarly, when not using a pump laser or a 

desorption laser, the respective terms become zero.  The detector background is always 

present in every frame, but it may not be linearly dependent on the exposure time.  Thus, 

it is good practice to collect all frames using the same exposure time. 

 To eliminate the detector quantum efficiency modulation and the background 

contributions, we define the following ratio images, using xenon as a reference gas to 

quantify the atomic scattering background,18 for effusive beam/diffraction (EB) and 

desorption/diffraction (DD), respectively.  In the following formulae, the superscripts list 

the type of contribution and the subscripts indicate the source of these contributions.   
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and 
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 (4.6b) 

The intensity in the resulting ratio images have been decomposed into two terms in the 

final forms of Equations 4.6: The first and dominant term is the background-free 

diffraction signal of interest containing the structural information, while the second term 

is a background contribution originating from nonzero ambient gas scattering from either 

a sample or a reference gas (xenon), which cannot be eliminated or subtracted using the 

current experimental methodology.  This background could potentially be reduced by 

some extent through the use of a pulsed nozzle instead of the effusive molecular beam 

that is currently employed.  However, since the isolation of the purified diffraction signal 

is never 100% perfect and completely background-free ratio images are therefore 

unattainable in practice, the ambient gas background contribution is left in the ratio 

images and taken into account later as a polynomial background in the χ2-fitting routine 

(see Section 4.2).  

 In theory, the ratio image will show a diffraction ring pattern with smoothly 

varying contrast.  In reality, however, instrumental artifacts, which results in abrupt 

contrast variations, are often present.  These variations are easily distinguishable at this 

stage of image processing as they include, e.g., the shadow of the Faraday cup or the 

beam block, but they may also manifest themselves as bubbles that might have formed in 
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the optical coupling fluid, which was used to fuse together the fiber-optic components of 

the detector assembly.  Since the sources of these artifacts are known and individual 

pixels are treated independent of each other, it is justifiable to manually remove these 

erroneous pixels.  Binary mask images are again used to filter out these incorrect pixels 

from the ratio images, as is illustrated in Figure 4.2.   

 Once the ratio image has been reduced to its viable data only, it is normalized to 

the number of active pixels according to  
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This normalization, empirical in nature, is used to ensure that the temporally referenced 

(i.e., time-resolved) signal is free from systematic variations as a function of temporal 

delay.9   

 In addition, the standard error associated with each pixel in the ratio image is 

calculated by propagating the standard errors of the input images to obtain a 

corresponding standard error ratio image, ),(ˆ yxRStdErr .   

 

4.1.3 Radial Average 

The model derived in Chapter 2 describes a scattering process that produces a 

diffraction pattern with no dependence on the azimuthal angle.  Thus, the diffraction 

pattern should be radially symmetric about the diffraction pattern center and a radial 

average can be employed to reduce the two-dimensional image to a one-dimensional 

diffraction intensity curve, which only depends on the radial distance, s.  The model, of 
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course, does not take into account instrumental considerations, such as the distortion of 

the ring pattern that occurs, if the optical axis and the detection plane normal originating 

from the detector center are not parallel.  A situation like this can arise due to the curved 

flight path of the electrons from the gun to the detector.  The Lorentz force originating 

from the Earth’s magnetic field B


 acts on the electrons traveling at velocity v  according 

to ( )BveF


×= , such that the beam has to be steered/corrected by the electron optics.  As 

a result, the interaction region may not lie on the geometrical axis of the instrument 

(straight line from photocathode to detector center), but may be offset from it.  This 

misalignment results in the detection plane intersecting the scattering cone at a tilt angle, 

α .  Figure 4.3a shows that such a detection geometry yields an elliptically distorted 

scattering pattern, as opposed to perfect circles.  In addition, the center of the indicated 

ellipse does not coincide with the axis of the scattering cone.  In fact, the center shift 

becomes a function of the electron scattering angle θ  and the camera distance L  given 

by 
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and we can define the ellipticity ε  in terms of the major and minor semi-axis a  and b  of 

the ellipse as  
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It should be noted here that the minor semi-axis b  does not change with the tilt angle and 

is in fact equal to the radius of the circle that would have been obtained in the ideal 

scattering geometry.  The major semi-axis a  in contrast, grows as a function of the 

scattering angle, resulting in larger and larger elliptical distortions of the outer diffraction 

rings. 

To determine the orientation angle β  of the elliptical distortion, the center 

position of each diffraction ring, indexed in Figure 4.3b, is found separately.  Center 

determination is accomplished by comparing the circularly averaged, one-dimensional 

data from the left and right sides or the top and bottom halves of the detector and 

eliminating any oscillatory feature in the difference intensity for the given diffraction 

ring.  This method has been employed and described previously and can reveal the ring 

centers to an accuracy of 0.2 pixels.18  Figure 4.3c plots the coordinates of the center 

positions, which all fall on a straight line.  Because the images are treated as NN ×  

matrices (positive y-axis points downward), the orientation angle β  is given by  
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such that β  represents the angle of the major semi-axis of the ellipse with the positive  

x-axis of the image.  Figure 4.3d shows the agreement between the experimental center 

shift, obtained by evaluating the linear distance between the center positions, and the 

calculated results based on the tilted detector model.  Figure 4.3e highlights the skewed 

results that are obtained, when using a plain circular average with a single center 

position:  The intensities measured in two separate halves (top vs. bottom, left vs. right) 

of the detector are shifted relative to each other, especially at high scattering angles.  In 
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contrast, the elliptical average in Figure 4.3f eliminates these discrepancies, as evidenced 

by the flat difference intensities.  A radial average of a pattern using an incorrect center 

or ignoring elliptical distortions is known to produce data that may, upon analysis, lead to 

the wrong conclusions.100  This is particularly important for time-resolved data, which is 

richer in oscillatory features, but much lower in intensity due to the subtraction by 

temporal frame referencing (see Section  4.1.4). 

 Once the center coordinates, the ellipticity, and the ellipse orientation angle is 

known, elliptical mask images can be formed by parameterizing the ellipses as 
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where a  and b  are expressed in units of pixel, b  is an integer in the interval [ ]600,0 , and 

the results obtained for ( )tx  and ( )ty  are rounded to next nearest integer.  A weighted 

average using the standard errors at each pixel is then performed using the individual 

mask images for each b  according to 
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where the sum is over all nonzero pixels in the resulting images.  Since b  is equivalent 

(up to a conversion factor) to the momentum transfer s , we have thus obtained the 

distortion-free one-dimensional diffraction intensity. 

 The corresponding weighted standard deviation is calculated using 
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(4.13) 

As before, the calculation of )(bRMean  and )(bRStdDev  are repeated three times to filter out 

statistically rejectable data points, which fall outside the interval )()( bRbR StdDevMean ⋅± µ .  

To satisfy Chauvenet’s condition,98,99 the parameter µ  is here set to a value of 4, because 

there are about 500 – 3000 nonzero pixels in a given mask image, ),( yxM b .  

 After all outlier pixels have been rejected, the final standard error in the 

determination of the weighed mean is obtained by  
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The processed data in its final form, )(bRMean , and the corresponding error estimation, 

)(bRStdErr , shown in Figure 4.4b, are used as input for the data analysis procedures 

described in Section 4.2. 

 

4.1.4 Temporal Referencing of Time-Dependent Data 

For time-dependent diffraction patterns, the above procedures are applied to all 

images acquired at different pump-probe delays.  The resulting ratio intensities 

);( tbRMean  are then temporally referenced by subtracting the data collected before time 

zero (reference data) from the data collected at each time point after time zero.  Using a 

temporal reference highlights the changes in the diffraction pattern with time.  Relative to 

the total intensity, these temporal changes are small; typically on the order of a few 
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percent, due to the large fraction (~90%) of unreacted molecules being probed alongside 

the product structures.  Thus, by subtracting data containing a 100% contribution of 

unreacted molecules, we obtain an equal (but opposite) contribution of reacted species 

and unreacted molecules in the temporal difference data: 
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where the time dependence has been shifted to the fractional population coefficients αg  

and )(bRref  and )(bRα  represent the static ratio intensities, which would obtain for the 

reference structure ref  and any possible product structures α .  The standard errors 

);( tbRStdErr  and );( refStdErr tbR  are propagated accordingly to obtain the standard error for 

the difference data ),;( refStdErr ttbR∆ , shown in Figure 4.4d. 

Thus, if the )(bRref  and )(bRα  are known, measurement of ),;( refMean ttbR∆  

makes it possible to follow the population dynamics of nascent species during the course 

of the reaction.  The challenge is to determine the reference (ground state) structures and 

any possible production structures, which emerge upon photoexcitation.  It should be 

noted that the absolute error bar for fitted fractions is ~0.1.25 Thus, fractions less than 0.1 

are below the detection limit of UED4, which places a limit on how many different 

product species can be observed at once. 
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4.2 Mathematics of Structural Fitting (χ2-Fitting)  

The following discussion outlines the mathematical procedures that are used to 

analyze electron diffraction data.  The algorithms used to solve the stated equations are 

discussed in detail in Ref. 101 and implemented in the program ueda.x (initially written 

by Dr. Sang Tae Park here at Caltech),102 which is available in its most up-to-date version 

in the online supporting material.42 

To enable comparison of the experimentally measured diffraction intensity data to 

the theoretical model, it is necessary to transform the experimental ratio intensity data 

accordingly (cf. Equation 2.23) 
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where C  is an arbitrary scale factor and we have written everything in terms of the 

momentum transfer vector, 


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Xe  is the simulated (according to 

Equation 2.19) atomic scattering of xenon (without any background) and )()( sfsf ji  are 

usually chosen to represent the tabulated30 elastic atomic scattering amplitudes of carbon, 

)()( sfsf CC , which is the most abundant element in the sample.  The unknown 

background contribution, which was left in )(sRMean  (Equation 4.6) is still present in the 

transformed data as the unknown background intensity, )(sI B .  Using Equations 2.19, 

2.21, and 2.23, we can write the atomic scattering and the molecular scattering 

(interference terms) separately as )(sAα  and )(sMα  and write our theoretical scattering 

model in the following way. 
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where the αg  are the fractional population coefficients corresponding to product species 

α  formed during the reaction and the second term is a polynomial function to 

approximate the unknown background in Equation 4.16.  It should be noted that the 

function TheoryssM )(  is only defined, if structural coordinates corresponding to the species 

α  are specified as input parameters (see Section 4.3).   

We assume that our experimental data can be satisfactorily modeled by 

Equation 4.17, which depends on adjustable parameters that directly relate to quantities 

of experimental interest, such as the molecular structure and the fractional coefficients of 

produced species.  To determine these quantities from the experimental data, we define 

the weighted difference function, which we wish to minimize.   
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To find the best-fit parameters that optimally and globally reproduce the experimental 

data, the sum of squares in Equation 4.18 must be minimized (method of least-squares).  

Solving for the linear and the nonlinear parameters that relate to experimental quantities 

of interest is discussed in the following sections.  
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4.2.1 Linear Parameters 

Substituting Equation 4.16 and 4.17 into Equation 4.18 we obtain the explicit 

difference function. 
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For ground state (static) diffraction data, the sum of fractions is one, ∑ =
α

α 1g , while for 

time resolved data, the sum of fractions is constrained at zero, ∑ =
α

α 0g , because every 

product molecule formed must have originated from a reactant molecule 

(cf. Equation 4.15).  However, we cannot fit the arbitrary scale factor, C , if the sum of 

fraction is zero.  Given this constraint and adding another constraint, ba gg = , we employ 

two Lagrangian multipliers to define the Lagrange function 
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In this equation, αg , nb , and C  are linear parameters that can be analytically 

determined101 (or, alternatively, be held fixed at initial values), while { })()( sMsA αα + , 

)(sPn , and 
)()(

)()(
sfsf

sIsRs
ji

Theory
XeMean ⋅

⋅  are the basis functions.   We can rewrite Equation 4.20 

more concisely as  
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where we have grouped together all the linear parameters, ja , and their corresponding 

basis functions, jx .  The parameters that are held at fixed values are incorporated into the 

constants, ky , and the flag parameter, jδ , is equal to one for population fraction 

parameters and equal to zero otherwise. 

To find a stationary point of 2'χ , we use )()( sysy
k

k =∑  and set its derivative 

equal to zero: 
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where kaδ , kbδ  are Kronecker deltas.  Rearranging terms we obtain 
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which we can rewrite in matrix form  

 .21 λλβaα ++=⋅  (4.24) 

Finally, the linear parameters of interest, ja , and the Lagrangian multipliers, 1λ  and 2λ , 

can be analytically found by solving the coupled system of equations consisting of jk =  

linear equations combined with the two equations for the initial constraints: 

 ,,2
1

,1
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k
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kjkja λαλαβα  (4.25) 

 ,0=∑ j
j

ja δ  (4.26) 

 .0=−=− baba aagg  (4.27) 
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4.2.2 Nonlinear Parameters 

The model defined by Equation 4.18 and Equation 2.21 depends nonlinearly on 

the structural coordinates and internuclear root-mean-squared (rms) vibrational 

amplitudes of the incorporated molecular species.  To determine these parameters from 

the experimental data, we proceed the same way as described for the linear parameters, 

with the exception that minimization of 2χ  has to proceed iteratively.  We start from an 

initial set of trial values for the nonlinear parameters { ia } and employ a procedure to find 

a new set, which stepwise minimizes 2χ  and improves our fit to the data, until we have 

found the global minimum on the multi-dimensional 2χ -surface.  (For a discussion of 

the Levenberg–Marquardt algorithm, which is employed here, as well as other algorithms 

that are used to locate the minimum on the 2χ -surface, the reader is referred to Refs. 101 

and 18) 

Given the nonlinear parameters, ia , the 2χ -function can be approximated in the 

vicinity of its minimum by the quadratic expression 

 
,2

0
2 aDa

2
1ad ⋅⋅+⋅+≈ χχ  (4.28) 

where a  is a vector with the nonlinear parameters, ia  as components, d  is the first 

derivative vector (gradient), and D  is the matrix of second derivatives (Hessian matrix).  

This approximation assumes that the 2χ -function is well approximated by a set of 

parabolas and, if the approximation is a good one, we can calculate the parameter change 

needed to reach the minimum in a single step:  By setting the derivative of Equation 4.28 

to zero, it can be shown that the minimum is located at  
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 [ ] .1
min dDaa −⋅+= −

current  (4.29) 

If, however, the approximation is poor, then the best thing to do is take a step in the 

direction of the gradient (method of steepest descent).   

 daa ⋅−= constantcurrentnew  (4.30) 

Because we know the explicit form of the 2χ -function, we can evaluate the 

gradient vector and the Hessian matrix for any given parameters values: 
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and  
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 (4.32) 

where the superscripts designate the theoretical (T) and experimental (E) modified 

molecular scattering functions and the dependence of TssM )|( a  on the structural 

coordinates and the rms vibrational amplitudes of the molecules is written explicitly.  The 

second term in Equation 4.32 is generally small and can be dropped.101   

To find the minimizing change in parameters, currentaaa −=∆ min , Equation 4.29 

can be rewritten using Equation 4.31 and 4.32 as 

 ,βaα =∆⋅  (4.33) 

or explicitly as a set of linear equations 
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 .i
j

jij a βα =∆∑  (4.34) 

Equation 4.30 can be similarly rewritten as 

 .constant jja β⋅=∆  (4.35) 

 

4.2.3 Estimation of Errors in the Fitted Parameters 

For the estimation of both the linear and the nonlinear parameters, we ultimately 

had to solve a set of linear equations, as can be seen by comparing Equation 4.24 and 

Equation 4.33.  Therefore, the method of propagating the uncertainties of the diffraction 

data, obtained in Equation 4.14, into the error in the fitted parameters is the same in both 

cases.  For all UED studies contained in this thesis, the uncertainties are propagated as 

)(3 sRStdErr⋅  ( σ3 ) into the 2χ -function (cf. Equation 4.18).  As such, the published error 

bars for any fitted parameters also represent the standard error multiplied be a factor of 

three. 

After the values of all fitted parameters have been obtained, the variances 

(squared uncertainties) of the estimated parameters ja  can be read off the diagonal 

elements of the covariance matrix 1αC −≡ , where α  is defined as described in the 

previous two sections.101 

 
jjj Ca =)(2σ  (4.36) 

The error ( σ3  in this case) associated with the estimated parameter is then given by 

 ,)(22
, jpj aa σχδ ν∆=  (4.37) 

where the coefficient 2
, pνχ∆  can be calculated for a given confidence level, p , and for the 
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number of simultaneously fitted parameters, ν , by solving 
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Γ νχν  (4.38) 

where ( ) ∫
∞ −−=Γ
x

ts tetxs d, 1  is the upper incomplete gamma function.101 

 

4.2.4 Choice of Structural Coordinates for Fitting  

So far, we have not specified a coordinate basis, in which the molecular structure 

is defined.  An intuitive way to define a molecular structure is to specify the 

N3  Cartesian coordinates of the individual positions of all N  atoms atom in the 

molecule.  However, internal coordinates are a better choice for the fitting parameters, 

because it eliminates 3 translational and 3 rotational degrees of freedom from the 

problem.  The choice of which internal coordinates to use is, however, not unique.  

Previously, structural refinement in the UED lab at Caltech was conducted using a 

minimal set of 63 −N  internal coordinates defined through a z-matrix formalism, using 

1−N  bond lengths, 2−N  bond angles and 3−N  dihedral angles.9,18    A drawback of 

using such a minimal set of internal coordinates is that they are often strongly coupled, 

that is a change in one coordinate produces a change in another coordinate, e.g., changing 

a bond angle in a ring structure necessarily changes other bond lengths as well.  

Mathematically, coupling between structural coordinates manifest itself as large off-

diagonal elements in the Hessian matrix α  defined in Equation 4.32.  Furthermore, the 

simultaneous fitting of two correlated coordinates could lead to a large change in both 

coordinates, but the cumulative effect results only in a negligible reduction in the  
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2χ -value, such that the values of the two coordinates cannot be determined reliably 

based on the diffraction data.  The use of 63 −N  z-matrix coordinates was sufficient for 

studies on very small molecules and molecules of high internal symmetry, where 

correlations between fitting parameters could be easily identified by manually fitting each 

coordinate separately.  For larger molecules, however, and for molecules of low 

symmetry, which are reported in this thesis (see Chapter 5), this was no longer possible, 

such that an automated fitting procedure had to be developed. 

Redundant internal coordinates, which use more than 63 −N  coordinates, are 

advantageous, because they allow for a more complete and physically reasonable 

description of the molecular structure, especially ring structures.103  Additionally, they 

provide significant improvements in efficiency, when used in optimization/minimization 

problems, compared to nonredundant internal coordinates (e.g., z-matrix coordinates) or 

Cartesian coordinates.104  To avoid the problem of coupling between coordinates, we 

have implemented a fitting routine based in singular value decomposition (SVD) in 

ueda.x (see below) that identifies, from an initial set of redundant internal coordinates, a 

new set of fitting coordinates, in the direction of which the 2χ -surface curvature is most 

pronounced.     

The redundant internal coordinate system s  is related to the Cartesian coordinate 

system through   

 ,Bxs =  (4.39) 

where the transformation matrix B  is evaluated at the equilibrium geometry ex  and the 

equality is only valid for infinitesimal Cartesian displacements.  Since x  is a N3 -vector 
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and s  is an M -vector ( NM 3> ), the dimension of B  is NM 3× , i.e., B  is not a square 

matrix and cannot be readily inverted.  A recipe for calculating the matrix B  is given in 

many textbooks.105,106   

 

4.2.4.1 Singular Value Decomposition 

For automated analysis of electron diffraction data, the fitting algorithm has to 

have two important capabilities.  First, the coordinate, which reduces the 2χ -value to the 

largest extent, has to be identified among all specified coordinates.  Second, all the other 

coordinates need to be identified, which have changed simultaneously with the chosen 

coordinate.  By employing new coordinates, which consist of an appropriate linear 

combination of the initially specified internal coordinates, this can be accomplished.  In 

fact, the second issue can be avoided altogether, if the new internal coordinates can be 

defined to be orthogonal to each other.  According to the spectral theorem,107 for any real 

and symmetric matrix (such as α ), there exists a real orthogonal matrix Q , such that 

 ,1T QQΛQQΛα −==  (4.40) 

where Λ  is a diagonal matrix containing the eigenvalues (or in this context the singular 

values) of α  in ascending order and we have used the property 1T QQ −=  for orthogonal 

matrices.  The columns of the matrix Q  consist of the eigenvectors of α   and these 

eigenvectors together form an orthonormal basis, in which this problem can be solved.  

We can see this by substituting Equation 4.40 into Equation 4.33 to obtain 

 .βQaQΛ TT =∆  (4.41) 
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Since the same linear transformation, TQ , is being applied to both a∆  and β , we can 

rewrite this equation as 

 .'' βaΛ =∆  (4.42) 

Thus, the new fitting parameters, 'ja∆ , are composed of a linear combination of the 

originally defined structural coordinates with coefficients given by the columns of Q  (or 

the rows of TQ ). 

 ∑ ∆=∆
i

jjij aQa '  (4.43) 

Since this new basis is orthogonal, the coupling between individual fitting parameters has 

been eliminated.   

The parameters with the lowest associated fitting error (the directions of highest 

2χ -curvature and therefore highest confidence) are automatically identified through 

SVD.  It was already pointed out that the variances of the estimated fitting parameters can 

be read off the covariance matrix 1αC −≡ , which in this new basis can be evaluated 

trivially as the diagonal matrix 1ΛC −≡' .  Thus, when fitting in the direction of parameter 

'ja∆ , a large eigenvalue jλ  corresponds to a small variance 
jλ

1
 and a small eigenvalue 

jλ  corresponds to a large variance 
jλ

1
.  In other words, the 2χ -surface is very shallow 

along the coordinates corresponding to small eigenvalues.  The minimum position 

obtained along these directions is likely to be affected by noise in the experimental data.  

For this reason, it would be prudent not to try to fit these parameters, but rather freeze 
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them at their initial value.  This can be accomplished by setting to zero all values 
jλ

1
, 

where jλ  falls below a certain threshold value.  As a consequence, Equation 4.42 is 

solved using the pseudo-inverse of Λ , namely 1Λ −
Thresh' , with the result that fitting occurs 

only in the (orthogonal) directions, in which the curvature of the 2χ -surface is most 

pronounced, and to which the experimental data is most sensitive.   

 ''' βΛa 1−=∆ Thresh  (4.44) 

In practice, fitting of the diffraction data is best accomplished by the stepwise unfreezing 

of fixed parameters, while monitoring the molecular structure at each point.  Thus, after 

finding the 2χ -minimum in the first direction, the 2χ -minima in the second, third, … 

orthogonal direction are found.  If the quadratic approximation to the 2χ -surface is poor, 

then the method of steepest descent can be employed, as before, in this structural 

parameter basis by transforming Equation 4.35, 

 .'constant' βa ⋅=∆  (4.45) 

The values determined for the fitted parameters and their associated covariance matrix 

can then be projected back onto the initially defined structural coordinates basis using 

'aQa ∆=∆ and 11 QQΛC −−= Thresh' , respectively. 

 

4.3 Defining the Theoretical Model 

As shown in Chapter 2, the construction of a physically meaningful molecular 

scattering model (Equation 2.21) requires a priori knowledge of the molecular structure 

and the rms amplitudes of vibration at the experimental temperature.  For the molecular 
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systems studied in this thesis, these initial parameters are obtained through quantum 

chemical calculations. 

 

4.3.1 Calculating a Starting Molecular Structure 

UED data analysis is performed by comparing a simulated one-dimensional 

diffraction pattern of a theoretical initial-guess structure to the actual experimental data.  

Since the χ2-surface may be fairly shallow and might have many local minima, it is very 

important that the initial guess geometry corresponds to a structure that is already close to 

the “true” structure, i.e., is already located inside the funnel containing the global 

minimum.  Gas-phase electron diffraction groups and the UED lab in particular, routinely 

rely on high-level quantum chemical calculations to provide the starting points, i.e., 

physically reasonable initial guess parameter, from which the molecular structure can be 

determined.   

 Density functional theory (DFT) at the B3LYP level with the 6-311G(d,p) basis 

set has been found to produce very accurate molecular structures, energies, and 

vibrational frequencies for singlet (S0) or triplet (T1) ground state properties.108-110  

Several methods are available to calculate the properties of excited states, which were 

described in detail in a previous thesis from this lab.18  For all the studies contained in 

this thesis, the molecular properties were calculated using either Gaussian98111 or 

GAMESS112 quantum chemical software packages. 

 



Chapter 4.  Data Processing and Analysis  152 
 

 

4.3.2 Calculating the Root-Mean-Squared Amplitudes of Vibration 

There exist several methods to calculate the rms amplitudes of vibration, either 

based on experimental spectroscopic data,113 empirical equations,114,115 or quantum 

chemical force constants.19,22,116,117  The last two methods have been used for the studies 

contained in this thesis and their use will be described in detail here.   

 

4.3.2.1 Empirical Equations  

For UED3 studies, the calculation of the rms amplitudes of vibration has 

traditionally been carried out by using the following empirically determined formulae for 

C–C distances in the range of 1.217 Å ≤ er  ≤ 5.618 Å,114  

 ,000147.0023398.0013837.0 2
eeh rrl −+=  (4.46) 

and for C–H distances in the range of 1.080 Å ≤ er  ≤ 4.677 Å,115  

 .001805.0027368.0050134.0 2
eeh rrl −+=  (4.47) 

These values, which were experimentally determined for molecules at 298 K, are then 

scaled to any arbitrary temperature T  using the relation for normal mode vibrations 

based on a harmonic model.28,106  

 
,

2
coth

8 2
2







=

kT
hhlh
ν

µνπ
 (4.48) 

where h is Planck’s constant, k is the Boltzmann constant, μ is the reduced mass of the 

internuclear pair, ν is the harmonic vibrational frequency.  Equation 4.48 is used to solve 

for ν at 298 K and then the rms vibrational amplitudes lh at the desired T can be obtained 

by assuming that ν is independent of temperature.  These empirically determined rms 
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amplitudes can be used for small molecules, whose size falls within in the ranges stated 

above, e.g., nitrobenzene, described in Section 5.3.  However, it is difficult to justify the 

physical basis of extrapolating these empirical results for the calculation of the rms 

amplitudes of vibration to larger nonbonded internuclear distances of large molecules.  

Therefore, a new method was implemented using the calculation output from the 

quantum chemical software packages mentioned above.   

 

4.3.2.2 Quantum Chemical Force Constants 

Quantum chemical calculations also allow for the calculation of vibrational 

frequencies of a molecular structure and the associated harmonic force constants, which 

in turn can be used to evaluate the harmonic rms amplitudes of vibration.  In the 

following, the steps to obtain these parameters from the calculation output will be 

described.  The described routines have been implemented in the program amplitude.x 

(initially written by Dr. Sang Tae Park here at Caltech), which is available in the online 

supporting material.42  

After running a quantum chemical geometry optimization and frequency 

calculation, the following output is obtained:  The equilibrium geometry in Cartesian 

coordinates, represented by the N3 -vector x  and the NN 33 ×  matrix of second 

derivatives of the potential energy 2

2

x
Hx d

Vd
=  (Cartesian Hessian matrix or force constant 

matrix).  (The Cartesian gradient is equal to zero at the equilibrium geometry, which is 

located at the potential energy minimum.)   
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To describe the distortion of the molecular frame due to molecular vibrations, the 

Cartesian force constants are projected onto the redundant internal coordinate basis 

described in Section 4.2.4.  Using Equation 4.39, the Cartesian Hessian matrix can be 

transformed into the redundant internal coordinate basis by   

 ( ) ,1
x

T1
s BHBH −−=  (4.49) 

where 1B−  is the generalized inverse of the matrix B , defined as106 

 ( ) .1T11T1T11 GBMBBMBMB −−−−−− ==  (4.50) 

The Hessian matrix in redundant internal coordinates is then further transformed into 

mass-weighted redundant internal coordinates according to 

 ,sGms 2
1−=  (4.51) 

and 

 .2
1

s
2

1

ms GHGH =  (4.52) 

Since the Hessian matrix msH  is real and symmetric it can be diagonalized by a 

real orthogonal matrix msL  according to (cf. Equation 4.40) 

 ,FLHL msms
T
ms =  (4.53) 

where F  is a diagonal matrix containing the eigenvalues of msH  in ascending order and 

the columns of the matrix msL  are the corresponding eigenvectors of msH .  Because we 

are using mass-weighted coordinates, the eigenvalue matrix F  contains the mass-

weighted force constants of the normal modes of vibration, such that the frequency of the 

kth normal mode is obtained through 
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.

2
1

kkk F
π

ν =  (4.54) 

Since F  is a matrix of dimension MM × , the first ( )63 −− NM  eigenvalues will be 

(numerically) zero.  It follows from the above discussion that the eigenvector matrix msL  

can be expressed in redundant internal coordinates as 

 ,ms
2

1

s LGL =  (4.55) 

or Cartesian coordinates as 

 .ms
2

11
s

1
x LGBLBL −− ==  (4.56) 

The eigenvectors of the L  matrices allow us to determine the distortion to the molecular 

frame in 63 −N  orthogonal directions, which are the normal coordinates Q , defined as 

 ,xLQ T
xx =  (4.57) 

 ,sLQ T
ss =  (4.58) 

 ,msLQ T
msms =  (4.59) 

and we see that the columns of L  (or the rows of TL ) contain the coefficients of the 

linear combinations of respective coordinates that make up the normal coordinates.   

Under the harmonic approximation, the mean-squared amplitude of vibration 

along the kth normal mode can then be obtained using the equivalent of Equation 4.48 
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 (4.60) 

where the equilibrated internal temperature of the molecule under the experimental 

conditions is used.  Another consequence of the harmonic approximation is that the 

probability density of internuclear distance is given as (cf. Equation 2.20) 



Chapter 4.  Data Processing and Analysis  156 
 

 

 
.

2
exp

2

1)( 2

2

2 






 ∆
−=∆

hh
ll

P
π

 (4.61) 

To determine the molecular structure due vibrational distortion along the normal 

coordinates sQ , the molecular frame is iteratively displaced by an amount 

[ ]khkh ll ,, 4,4−∈∆  along each direction k.  The corresponding changes in the values of the 

individual redundant internal coordinates are then calculated as  

 ,)( ,,, ikseiki Lss ⋅∆+=∆  (4.62) 

where iksL ,  are the coefficients in the matrix sL  that corresponds to the ith redundant 

internal coordinate and the kth normal mode.   

As stated earlier, the transformation matrix B  is only defined in an infinitesimal 

region around the equilibrium geometry, such that the relation between the 

correspondingly displaced Cartesian coordinates )(∆kx  and the displaced redundant 

internal coordinates )(∆ks  is linear only at 0=∆  (equilibrium geometry).19  However, 

because the displacement ∆  can take on finite values, the coordinates )(∆kx  have to be 

found iteratively in a series of n Cartesian displacement steps and through the 

recalculation of an instantaneous matrix nB  obtained from the resulting molecular 

geometry after each step.  Once the Cartesian coordinates )(∆kx  corresponding to )(∆ks  

are determined, the Cartesian distances between internuclear pairs, )(, ∆kijr , are readily 

found. 

The distortion of an internuclear distance between atom i and atom j from the 

equilibrium value, eijr , , due to overall vibrational motion is obtained by  
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where the brackets denote average quantities.  Finally, the overall mean-squared 

amplitude of vibration between atom i and atom j is obtained by8 
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4.4 Fitting Procedure 

The succession of steps that are needed to arrive at the final structures differ 

slightly between molecules, because each molecule poses its own challenges, especially 

for structural fitting.  Even though specific cases will be described in Chapter 5, a general 

“road map” can be laid out that is commonly followed.   

In an initial step the camera distance and the instrumental point-spread-function 

need to be calibrated.  In the steps that follow, the ground state temperature and structure 

is determined.  Once this structure is known, the product structure(s) involved in the 

reaction is (are) determined and then refined using temporal frame-referenced diffraction 

data. 
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4.4.1 Calibration of Instrumental Factors: Camera Length and Point-Spread-

Function     

A diffraction pattern of CO2 reference gas, is collected in each experiment and the 

resulting experimental 2)( COssM  is fit by its theoretical counterpart using its known 

structural parameters of CO2.118  Because CO2 contains only two distinct bond lengths, 

2)( COssM  is defined by a superposition of only two sine waves, as shown in Figure 4.5a.  

The only parameters that are varied during the fitting procedure are the instrumental 

cameral length and point-spread-function, defined in Section 3.2.4  Figure 4.5b shows the 

minimum that is obtained for the point-spread-function and the corresponding camera 

length.   

 

4.4.2 Temperature Fitting of Ground State Molecules 

For electron diffraction experiments on UED3, the temperature of the ground state 

molecules is well-defined, because the molecules are in thermal equilibrium with the gas 

inlet system by the time they enter into the vacuum chamber.  In contrast, for electron 

diffraction experiments using the laser desorption source in UED4, the internal 

temperature of the desorbed molecules has to be estimated from the diffraction data, 

because of the unknown thermal energy transfer during the desorption process (see 

Section 3.1.5.2).   

 The temperature is estimated by explicitly calculating the rms amplitudes of 

vibration ijl  at different temperatures using amplitude.x (see Section 4.3.2.2).  Then, by 

loading the calculated DFT-structure and the rms amplitudes of vibration at different 
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temperatures T , the best fit is determined by only fitting the linear parameters.   

Figure 4.6 shows the behavior of )(2 Tχ  obtained for the ground state of 6-nitro-BIPS.  

A clear minimum is found at =T  510 K. 

 

4.4.3 Determination of Ground State Structure 

 Once the temperature and the linear parameters (see Section 4.2.1) have been 

determined, the molecular structure is refined.  Structural refinement is conducted using 

the method of SVD and by stepwise unfreezing of the most relevant structural parameters 

(see Section 4.2.4.1).  After fitting each parameter, which locates a 2χ -minimum in the 

corresponding direction, the entire molecular structure at that stationary point is assessed 

together with the resulting improvement in the 2χ -value.  If the 2χ -value was reduced 

considerably, but the structure was only changed slightly, then the 2χ -surface in that 

direction had a deep minimum and the value of the structural parameter could be 

determined with high confidence.  In contrast, if the molecular structure had to be 

changed considerably (often to something that is not physically reasonable, e.g., an 

excessively large change in bond lengths of 0.05 Å or more compared to the  

DFT-structure), then the validity of the determined value has to be examined and, if 

needed, the user has to reject the value based on chemical intuition.  It should be noted 

that, when fitting subsequent structural parameters, the previous structural parameters are 

always fit simultaneously.  Therefore, it is possible that fitting structural parameter 3, for 

example, results in a unphysical structure, but subsequent fitting structural parameter 4 

(along with structural parameter 1, 2, and 3) corrects the molecular structure back to 
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physically reasonable values.  This is possible because the structural parameters are 

themselves made up of (overlapping) linear combinations of structural coordinates.  If, 

however, the molecular structure continues to structurally diverge, fitting is stopped and 

the last physical structure is then designated the experimentally determined structure.  

Depending on the quality of the diffraction data and the sensitivity of diffraction to 

changes in molecular structure, up to seven structural parameters can be fit 

simultaneously for ground state diffraction patterns.   

 

4.4.4 Determination of Product Structure(s) 

 The internal temperatures of the product species is determined based on 

conservation of energy.  The vibrational energy of a molecular system is given by the 

vibrational partition function, 
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where h is Planck’s constant, k is the Boltzmann constant, iν  is vibrational frequency of 

the ith normal mode.  The vibrational energy of a product species after the absorption of a 

photon of the pump laser is then given by (neglecting translational and rotational 

energies) 
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and the corresponding internal temperature can then be obtained through substitution of 

Equation 4.65.  
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 To identify the structures present and their abundance, the experimental frame-

referenced ΔsM(s) curve (see Section 4.1.4), is fit with a linear combination of 

theoretically calculated sM(s) curves (Equations 2.23 and 4.17).  The coefficients of this 

linear combination report directly on the fractional abundance of a given species.  While 

the identity of the parent structure is always known, the identity of the structures formed 

is often undetermined.  Relying on previously reported reaction products and the 

available energies, it is often the case that multiple structures can theoretically be formed 

in the gas phase.  Because UED is sensitive to all structures present, even those that are 

spectroscopically undetectable (dark structures),7 all possible reaction channels have to 

be screened.  Screening is performed (using the DFT-determined product structures) by 

including the possible species in their single, double, and triple combinations in 

Equation 4.17.  The most likely reaction channels are then ranked by the quality of the fit, 

which is assessed visually and quantitatively through the 2χ -value.  For the reaction 

channels with the best rank, structural fitting is then performed, as described in the 

previous section, and through the resulting drop in the 2χ -value, the structures are 

reshuffled.  The experimentally determined product structures and their fractional 

abundance is then determined from the best fit resulting from the most reasonable 

structure.    
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Figure 4.1.  The frame averaging procedure.  a) Individual diffraction images, obtained 
in a limited exposure time, are noisy due to the limited number of electron counts that can 
be recorded, before the detector saturates.  b) Through a pixel-by-pixel average a smooth 
diffraction pattern is obtained.  
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Figure 4.2.  A ratio image is masked to remove artificially high- or low-intensity pixels.  
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Figure 4.3.  a) The detection plane intersects the scattering cone at a tilt angle, α , which 
results in  b) an elliptically distorted diffraction pattern.  According to geometrical 
considerations,  c) the center coordinates of the indicated diffraction rings form a straight 
line on the detector and  d) the distance between the center coordinates is given by 
Equation 4.8.  As indicated by the diffraction intensities of parts of the detector and their 
differences, e) the circular average results in artificially broadened diffraction peaks, 
while  f) the elliptically corrected average reproduces the correct diffraction signal.    
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Figure 4.4.  a) A ground state diffraction pattern (ratio image) and  b) its corresponding 
one-dimensional mean intensity distribution with the associated errors at each pixel.   
c) A frame-referenced diffraction pattern and  d) its corresponding one-dimensional mean 
intensity distribution with the associated errors at each pixel.    
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Figure 4.5.  a) The molecular scattering function of CO2 is the superposition of two sine 
waves.  b) Because the structural parameters of CO2 are known, it can be used as a 
reference gas to calibrate the camera length and the point-spread-function of the 
instrument.    



Chapter 4.  Data Processing and Analysis  167 
 

 

 
 
 
Figure 4.6.  The temperature of the ground state molecules after laser desorption is 
obtained from the diffraction data.  Here, )(2 Tχ  obtained for the ground state of  
6-nitro-BIPS shows a clear minimum at =T  510 K.  
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The results that were obtained in the UED lab at Caltech since 2005 are compiled 

in this chapter.  The papers are ordered according to their content, rather than in 

chronological order.  In Section 5.1 the first use of surface-assisted laser desorption in a 

pulsed electron diffraction experiment is reported.24  The ground state structure of the 

thermally labile nucleobases uracil and guanine are determined using the newly 

developed UED4 apparatus.  In Section 5.2, the use of laser desorption in a pump-probe 

electron diffraction experiment on the photochromic molecule 6-nitro-BIPS is 

described.25  The structures of the photochemically generated species are solved using 

UED4.  Section 5.3 contains a UED3 study on the organic molecule nitrobenzene.3  The 

structural dynamics of molecular rearrangement leading to the observed NO release are 

discussed.  Section 5.4 contains a UED3 study on indole, the choromophore of the amino 

acid tryptophan.5  The involvement of a dark structure, formed on the picosecond time 

scale, is revealed in the nonradiative decay pathway of the initially excited state.  In 

Section 5.5, the amino acid tryptophan itself was studied with UED4 in a pump-probe 

experiment.  The rigid structural coordinates were determined for the intact ground state 

molecule, while the overall conformation of the amino acid moiety is too extensive to be 

resolved.  Nonetheless, the sensitivity to structural change remains, as evident from the 

time-resolved diffraction data. 
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5.1 Structure of Isolated Biomolecules by Electron Diffraction–Laser 

Desorption: Uracil and Guanine† 

5.1.1 Abstract 

We report the structure of isolated biomolecules, uracil and guanine, 

demonstrating the capability of a newly developed electron diffraction apparatus 

augmented with surface-assisted IR laser desorption. This UED4 apparatus provides a 

pulsed, dense molecular beam, which is stable for many hours and possibly days. From 

the diffraction patterns, it is evident that the plume composition is chemically pure 

without detectable background from ions, fragmentation products, or molecular 

aggregates. The vibrational temperature deduced is indeed lower than the translational 

temperature of the plume indicating incomplete energy transfer on the time scale of 

desorption. The structures of uracil and guanine were refined at the deduced internal 

temperatures, and we compare the results with those predicted by density functional 

theory. Such experimental capability opens the door for many other studies of structure 

(and dynamics) of biomolecules. 

 

5.1.2 Main Text 

Ultrafast electron diffraction (UED) has been developed to study structural 

dynamics in isolated molecules in the gas phase with combined spatial and temporal 

resolutions.1,2,5 The power of diffraction is in the ability of determining structures, and, 

when time-resolved, providing those of excited states and dark structures.7 However, all 

                                                 
† Reproduced in part with permission from Gahlmann, A., Park, S. T. & Zewail, A. H. Structure of isolated 
biomolecules by electron diffraction-laser desorption: Uracil and guanine. J. Amer. Chem. Soc. 131, 2806-
2808 (2009).  Copyright 2009 American Chemical Society. 
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forms of gas-phase electron diffraction (GED)28 have been limited to molecular 

specimen, which develop an appreciable vapor pressure upon thermal heating. With 

conventional heating, GED studies of uracil119, cytosine,120 and thymine121 have been 

reported and, for all, transitional heating (below the decomposition threshold) had to be 

controlled. In general, large molecules, and in particular those of biological importance, 

tend to undergo thermal reactions and degradation, making them out of reach for 

structural and dynamic studies.  

Given this limitation with respect to large biomolecules, it is of great value to 

develop an alternate methodology to deliver these systems into the gas phase in sufficient 

density, such that their structure as well as their intrinsic structural dynamics can be 

investigated with UED in the absence of a perturbing solvent. However, it is essential to 

achieve high density and sensitivity. In GED experiments, the typical average current is 

microampere (6×1012 e/s), orders of magnitude larger than the current generated in 

UED3, picoampere (2×107 e/s). Thus to perform any successful UED experiment, given 

the difference in electron count, the molecular density has to be significantly higher, by at 

least four orders of magnitude, in the interaction region. With heating, such a density of 

molecules will not be reached without decomposition.  

In this contribution, we report the first successful electron diffraction of 

biomolecules achieved with surface-assisted infrared laser desorption. The capability of 

this method in the newly constructed fourth-generation electron diffraction apparatus 

(UED4) is demonstrated by determining the structures of the RNA nucleobase, uracil, 

and the DNA nucleobase, guanine. The density is estimated to be higher than needed, 
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reaching ~1015 molecules/cm3, and the sensitivity is sufficient to determine the structures. 

The refined structures are compared to those obtained using density functional theory. 

When interfacing the UED apparatus with a laser desorption system, it is critical 

that the vapor plume contains only the species of interest in its monomeric form, because 

the probing electron pulse does not discriminate between the different chemical species it 

interacts with. Any significant fragmentation or cluster formation of the sample would 

make the analysis of the resulting diffraction pattern complex. Surface-assisted laser 

desorption in the absence of matrix molecules or particles, but utilizing a strongly 

absorbing immobilized substrate,58 avoids the presence of a chemical background in the 

vapor plume. Furthermore, because the molecular sample is largely transparent to the 

infrared (IR) light, the energy deposited into the internal degrees of freedom of the 

molecule is limited by the extent of energy transfer between the sample and the 

surface.46,49 In fact, in mass spectrometry, with relatively low molecular densities 

(~106 molecules/shot),44 far below what is needed here, surface-assisted laser desorption 

has been employed to vaporize polypeptides containing as many as 10 amino acids 

without significant degradation,122 but most desorption studies have been made using 

matrices to deliver massive biomolecules into the gas phase in low density.44,45  

The experimental setup of the UED4 apparatus is shown in a schematic 

representation in Figure 5.1, which highlights the newly designed sample-delivery 

assembly and the electron-pulse generation source. Briefly, two wheels in contact with 

each other, a felt brush wheel and a glassy carbon substrate wheel, were positioned inside 

a “scoop” with the brush wheel adjacent to the sample. Fine powder of uracil or guanine 

(Aldrich) was filled into this rectangular scoop and mounted inside the scattering 
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chamber. During the experiment, the scoop and the sample within were slowly translated, 

by a precision mechanical stage, toward the brush wheel, which then transferred small 

amounts of the powder onto the surface of the substrate wheel. The two wheels were 

rotated in the same direction to ensure that, through friction, a thin and uniform film of 

sample was continuously applied onto the substrate surface. A cylindrically focused IR 

laser (1064 nm, <2 ns pulse width, <200 mJ/cm2) was used to desorb the sample from the 

substrate. Because a single pulse of the desorption laser vaporized all the sample within 

its footprint (see Figure 5.2a), the substrate wheel was rotated at 80 rpm to ensure that a 

freshly covered surface was exposed to every laser pulse at a repetition rate of 1 kHz.  

The gas plume was intersected by a pulsed electron beam (700 μm full width at 

half maximum, 200,000 electrons/pulse) at a distance of 750 μm from the substrate 

surface. The electron pulses were generated by front illumination of a magnesium target 

using an attenuated femtosecond ultraviolet (UV) laser (267 nm, 120 fs pulse width), 

accelerated to 60 keV, focused by a magnetic lens, and steered by electrostatic deflection. 

Temporal synchronization between the desorption IR laser pulses and the electron 

generating UV laser pulses was achieved using a digital delay generator. Diffraction 

patterns were recorded on an intensified CCD camera, and analyzed using home-built 

software. The stability of the plume is evident in the current ability to record diffraction 

for 13 hours. However, the machine is designed to operate continuously for several days, 

if needed. For structural refinement, starting geometries and vibrational force constants 

were obtained at the B3LYP/6-311G(d,p) level of theory using the Gaussian 98 software 

package.111 
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From the temporal and the spatial alignment between surface-desorbed molecules 

and the electron pulse, we can obtain the translational profile of the plume.  Figure 5.2b 

gives the recorded scattering as a function of the delay time between the electron and the 

IR pulses. The scattering signal is maximum at a delay time of 0.6 μs and when the 

electron pulse probes the plume 750 μm above the surface. Using a simple model with a 

shifted Gaussian distribution of initial velocity, we obtained a translational temperature of 

~4900 K and a mean velocity of ~0.54 mm/μs.‡ The mean velocity value is larger than 

the speed of sound, being in the supersonic regime of plume expansion.51  

In Figure 5.3, we depict the electron diffraction obtained for uracil using the 

surface-desorption method. Shown are the molecular scattering function, sM(s), and the 

radial distribution, f(r). From them, we determined the molecular structure; the 

methodology is described elsewhere.2 Uracil, one of RNA bases, can exist in four 

different tautomers. Quantum chemical calculations predict that the diketo form is more 

stable than enol forms by at least 10 kcal/mol.123 The calculations were substantiated by 

spectroscopic studies that only detected the diketo form.123,124 Dimers and clusters can 

also form,125 but they are less favorable at high-temperature and low-pressure conditions. 

Here, we considered both the lowest- and higher-energy tautomers for the recorded 

diffraction, using DFT calculations of the structures.  

The experimental and theoretical (modified) molecular scattering functions in 

Figure 5.3a show a good agreement, with the quality of fit, R, of 0.0476, which is near 

                                                 
‡  From the known fluences and heat capacities, the estimated temperature is found to be in the range 
calculated by thermodynamic consideration. After laser absorption, the temperature of the substrate is 
estimated to be ~6000 K and for solid uracil (different heat capacity and mass) an upper value of ~5800 K 
will be reached, if all energy is exchanged. We note that the melting temperature of uracil is 608 K, but the 
system, on such short time scales, transfers into the gas phase at the low pressure of the chamber (10-6 torr). 
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the optimum value of R = 0. The observed sM(s) and f(r) were analyzed and refined for 

the most stable diketo tautomer. A vibrational temperature of 1400 K was deduced from 

the best fit to the experimental diffraction pattern, which is less than the measured 

translational temperature (an incomplete energy exchange), explaining the abundance of 

intact molecular species on the microsecond time scale. It is to be noted that uracil is 

planar, even though it is not aromatic; conjugation of the C=O and C=C double bonds is 

reflected in the change of bond lengths shown in Figure 5.3.  

Guanine, which is a base for both RNA and DNA, was the second molecular 

structure we studied. Many isomers can exist due to tautomerism as well as possible 

hydrogen presence on nitrogen atoms.126 However, the keto forms are lowest in 

energy,127 and the four most stable isomers were identified in a helium nanodroplet 

study.128 Figure 5.4 depicts the diffraction data of guanine, which were analyzed for the 

G7K isomer, one of the stable keto forms. The electron diffraction patterns of the G9K 

form, which only differs by the hydrogen position, is very similar to the assumed G7K 

isomer and almost indistinguishable within our current sensitivity (see Figure 5.4b inset); 

thus, their relative fractions cannot be determined reliably at this stage. Experimental and 

theoretical modified molecular scattering functions in Figure 5.4a show a satisfactory 

agreement, with the quality of fit, R, of 0.0597, despite the one-tautomer assumption 

made. A vibrational temperature of 1600 K was deduced, again, based on the best fit of 

the diffraction pattern. Guanine is also a conjugated system; the single bonds are shorter 

than typical single-bond lengths, indicating that aromaticity is not totally lost. 

Given the success of the electron diffraction-laser desorption studies reported 

here, UED4 is now poised to explore the dynamics of isolated biomolecules.  As with 
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other UED studies, introducing an initial (clocking) pulse, as shown in Figure 5.1, will 

enable the study of structural dynamics to follow the molecular rearrangements in real 

time, from the picosecond to the microsecond regime. 
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5.2 Direct Determination of Structural Conformations of 

Photoswitchable Molecules by Laser Desorption–Electron 

Diffraction§ 

5.2.1 Abstract 

Electron diffraction reveals the involvement of multiple structures in the complex 

photochemistry of the photoswitchable molecule, nitro-substituted  

1,3,3-trimethylindolinobenzospiropyran.  The spiropyran-to-merocyanine isomarization 

due to ring opening produces primarily the cis-trans-cis structure, while competing 

nonradiative pathways lead to other structures, the closed forms in their triplet and singlet 

ground states.  After nanoseconds of reaction initiation, we determine the structures and 

the product yields of all present species to elucidate the intrinsic photochemistry of the 

isolated molecule itself.  Because of its very low vapor pressure, the technique of electron 

diffraction by laser desorption was essential for obtaining the diffraction patterns of intact 

molecules, which would otherwise decompose at high temperatures. 

 

5.2.2 Main Text 

The reversible isomerization between the closed spiropyran (SP) and the open 

merocyanine (MC) forms of photoswitchable molecules, such as derivatives of  

1,3,3-trimethylindolinobenzospiropyran (BIPS), have attracted considerable experimental 

and theoretical interest over the last decades.  Because light of different wavelength can 

initiate both the forward and the reverse reaction in some BIPS derivatives, the 

                                                 
§ Reproduced with permission from Gahlmann, A., Lee, I. R. & Zewail, A. H. Direct structural 
determination of conformations of photoswitchable molecules by laser desorption-electron diffraction. 
Angew. Chem. Int. Ed. 49, 6524-6527 (2010).  Copyright 2010 Wiley-VCH. 
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photochromic pair of isomers presents interesting opportunities in holographic data 

storage129 and as molecular switches to control material properties and biological 

function.130   

The closed form consists of an indoline and a chromene subunit joined together at 

the central spiro-carbon, with the two fused ring systems forming two perpendicular 

planes.  Absorption of a UV photon leads to cleavage of the spiro-carbon–oxygen bond 

and to subsequent rearrangement of the two subunits to form the extended open form(s) 

connected by a central bridge segment consisting of three bonds, labeled αβγ, as shown 

in Figure 5.5 and Figure 5.6.  Due to the larger conjugated π-electron system, the open 

forms have a strong S0 → S1 absorption maximum that is red-shifted relative to the 

absorption of the closed form. 

A large range of isomers is possible for the open forms, because each of the three 

ethylenic bonds can exhibit either the cis or the trans conformation.  In addition, the 

involvement of a triplet state mechanism has been discussed extensively for nitro-

substituted BIPS derivatives.131-137  Thus, a priori, 2·23 = 16 possible structures can exists 

for the open product(s).  Quantum chemical calculations have shown that the isomers 

having the central bond in the trans configuration (designated TTT, CTT, TTC, CTC) are 

very similar in energy and are more stable than the cis isomers.138-140  

In solution, time-resolved spectroscopic studies have concluded that the open 

photoproduct is formed on the picosecond time scale.141-146  Even though a distribution to 

different isomers has been proposed,141,142,147,148 the number and identity of species 

formed are still subject of discussion.135,144  Because the time scales of product formation 

are heavily dependent on the nature of the solvent,134,144,146 it is difficult to deduce the 
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molecular basis of the mechanism.132-136,142,149  Using NMR, the TTC isomer, in rapid 

equilibrium with the TTT isomer, was identified as the thermally populated species of 

6,8-dinitro-BIPS, which exists in its more stable open forms at room temperature;150 

similarly, the TTC and CTC isomers have been detected in the related compound 

spironaphtoxazine.151  The TTT isomer of 6,8-dinitro-BIPS150 and the TTC isomer of  

6-nitro-8-bromo-BIPS152 could be crystallized from acetone and water solutions, 

respectively, and identified using X-ray crystallography. 

Here, we report our study of the molecule 6-nitro-BIPS using laser desorption–

electron diffraction in order to determine the nascent product structures upon 

photoexcitation.24  In this study, the diffraction is from isolated molecules made into a 

plume with no perturbations from a solvent.  While ambiguities continue to exist 

regarding the competition among reaction pathways, the various product yields, and the 

transient structures involved in solution, complete structural determination of all species 

involved in the absence of a perturbing solvent sheds light on the intrinsic chemistry of 

the molecule itself. 

With electron diffraction we are able to determine both ground state and product 

structures for excitation of 6-nitro-BIPS at 266 nm.  For the ground state structure, the 

experimental and the theoretical molecular scattering function, sM(s), together with the 

radial distribution, f(r), are shown in Figure 5.7.  Starting with a calculated structure of 

the ground state, we refined seven orthogonal structural parameters, as well as the 

internal temperature of the molecule (fitted value: 510 K), to achieve satisfactory 

agreement between the experimental data and the theoretical model.24  The refined 

structural parameters are listed in Table 5.1 together with values obtained from density 
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functional theory (DFT) calculations; they have discrepancies of less than 0.056 Å and 

0.33° for bond lengths and angles, respectively.  

For studies of structural dynamics following UV excitation, we recorded time-

resolved diffraction patterns at –100 and +100 ns.  To identify the structures present and 

their abundance, the experimental frame-referenced ΔsM(s) curve,2 obtained by 

subtracting the reference diffraction pattern recorded at –100 ns from the diffraction 

pattern recorded at +100 ns, is fit with a linear combination of theoretically calculated 

sM(s) curves (see Experimental Section 5.2.3 for structure and temperature calculations).  

The coefficients of this linear combination report directly on the fractional abundance of 

a given species.     

In the initial screening for product structures, we considered all possible open 

isomers (except the TCC structure, for which no stationary point could be located)139 as 

well as the closed forms in their lowest singlet and triplet electronic states (see Table 5.2 

and Table 5.3 for calculated structure parameters and frequencies, respectively).  The 

quality of the fit is quantified in the χ2-value and the linear combinations are ranked in 

order of their ability to reproduce the experimental data.  We found that fitting the data 

with less than two products is insufficient to produce a good fit.  If three or more products 

are included, then ~70% of the product species tend to be in a closed form while ~30% 

are in an open form.  Additionally, the linear combinations, which assign about equal 

abundance to the vibrationally hot ground state and to the closed form in its lowest triplet 

state, produce the best fits.  Finally, the open structures, for which the central bridge 

segment is in the CTC or CTT conformation, are highly favored.   
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With the most plausible reaction products identified, we attempted to refine the 

product structures (with their temperatures constrained at calculated values) in each linear 

combination separately to further improve the quality of the fit.  Table 5.4 shows the 

resulting ranking of linear combinations after the attempt at structural refinement in each 

case.  Only three of the combinations allowed for the fitting of four and five orthogonal 

parameters in each structure, while the rest produced unphysical geometries after only 

fitting one or two orthogonal parameters.  The three combinations differ only in the 

identity of the open form, while the fractions remain similar.  The χ2-value of the 

combination including the CTC structure represents the global minimum (best fit) on the 

χ2-hypersurface for the indicated number of orthogonal parameters.  We thus conclude 

that, based on the quality of the fits, the following species are produced in the gas phase: 

SP(S0) at 1164 K, SP(T1) at 843 K, and MC CTC(S0) at 1132 K.   

Using these product species, Figure 5.8 displays the fitted ΔsM(s) curve with the 

experimental data at the +100 ns time delay and the corresponding Δf(r) curve; also 

shown are the theoretical curves, where the temperatures of all species are held at the 

initial temperature of 510 K, thus isolating the difference signal due to structural 

rearrangement only.  However, because electron diffraction is recording vibrationally-

averaged structures and is therefore sensitive to temperature, it is necessary to constrain 

the temperature of the product species to calculated values, accounting for photon 

absorption, when refining structural parameters (see Experimental Section 5.2.3).   

Regardless, the depletion of the first-, second-, and higher-order interatomic 

distances due to the ring opening and bond twisting manifest itself in the more prominent 

negative peaks in the Δf(r) curve. The refined structural parameters are listed in Table 5.5 
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and Table 5.6 together with values obtained from DFT calculations.  The successful 

identification of the product structure among the many candidates demonstrates the 

ability of electron diffraction to solve a complex (nanometer-scale) molecular structure of 

low symmetry, even though the largest internuclear distances are beyond the present 

instrumental coherence length, which we estimate, given the different parameters 

involved in these experiments, to be ~6-7 Å (88% visibility).4  

The structural dynamics reported here support the involvement of a triplet state 

mechanism in the overall photochemistry of 6-nitro-BIPS, because we detect a closed 

form in the T1 state.  However, the open CTC structure is detected in its electronic ground 

state and it is uncertain whether this product was formed through that triplet-state 

pathway or through a separate singlet-state pathway.  Through theoretical means, the 

CTC structure has been found to be the first trans structure formed from the cis 

intermediate structure (CCC) after ring opening, due to the steric hindrance between the 

two methyl groups on the tetrahedral indoline carbon and the oxygen atom.139,140  The 

quantum yield (30%) of the internally hot ground state determined here is comparable to 

the quantum yield (34%) found spectroscopically in trichloroethylene solution.149  

However, in our case, this species could have been formed either through internal 

conversion from the initially excited state, or through the thermal reverse reaction of ring-

closing.   

In a recent gas-phase study, 6-nitro-BIPS was also excited at 266 nm (S0→ S3) 

and the results of the picosecond kinetics were accounted for using a sequential 

mechanism involving four distinguishable species.  The authors detected a long-lived 

(>500 ps) photoproduct emerging with a formation time of 12 ps, which they argued to 
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represent an open from.153  However, as shown in this section, three long-lived product 

structures in different states at 100 ns have been identified.  Efforts to determine whether 

these species are already present on the picosecond time scale will be the subject of a 

future contribution using ultrafast electron diffraction.2   

In summary, we have determined the isolated-molecule structure of photochromic 

6-nitro-BIPS, as well as its major photoproducts after excitation at 266 nm.  We were 

able to identify three different nascent species and their abundances: The closed form in 

the ground state (30%) and the lowest triplet state (39%) and the open form in the CTC 

conformation (31%) in the ground state.  This study from electron diffraction combined 

with laser desorption elucidates the importance of identifying and following all major 

product structures, if the mechanism of this complex reaction in its entirety is to be 

established. 

 

5.2.3 Experimental Section 

Electron diffraction experiments were performed in our newly constructed UED4 

apparatus.24  Briefly, electron pulses (5·107 electrons/pulse, 60 keV, 1 kHz) were 

generated using the 266 nm output from a ns-Nd:YAG laser.  The camera distance 

(26.716 cm) and the instrumental point spread function4 (13.5 pixel FWHM) were 

calibrated by fitting the measured diffraction data of CO2 gas to its known structural 

parameters.118 

The 6-nitro-BIPS sample powder (Sigma Aldrich, CAS#: 1498-88-0) was ground 

with a mortar and pestle to reduce the particle size and loaded into our desorption source.  

During the course of the experiment, the fine powder was continuously transferred onto 
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the glassy carbon substrate by circular mechanical motion and subsequently desorbed 

into the gas phase by a second ns-Nd:YAG laser.  Once vaporized, the sample was 

photoexcited at 266 nm using the frequency-tripled output from a Ti:Sapphire 

femtosecond laser system and subsequently interrogated by the electron pulses.     

  Structural analysis was conducted using home-built software, as described 

previously.2,5  Theoretically calculated curves were obtained using the starting geometries 

and vibrational frequencies from density functional theory calculations at the  

B3LYP/6-311G(d,p) level using the Gaussian 98 suite,111 and we calculated the internal 

temperature of the product species by considering the absorbed photon energy, the 

vibrational frequencies, and the difference in electronic energy relative to the ground 

state species.  Refinement of the (nonlinear) structural parameters was conducted using 

the method of singular value decomposition.101  Thus, the orthogonal structural 

parameters that are fitted during refinement are composed of linear combinations of the 

redundant internal coordinates that are used to initially define the geometry of the 

molecules. 
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5.3 Ultrafast Electron Diffraction: Structural Dynamics of Molecular 

Rearrangement in the NO Release from Nitrobenzene** 

5.3.1 Abstract 

Nitro compounds release NO, NO2, and other species, but neither the structures 

during the reactions nor the time scales are known. Here, using ultrafast electron 

diffraction (UED), we provide our first study of the NO release from nitrobenzene. We 

determine the molecular pathways and the structures of transient species therein. It is 

observed, contrary to previous inferences, that nitric oxide and phenoxyl radicals are 

formed dominantly and that the time scale of formation is 8.8 ± 2.2 ps. The structure of 

the phenoxyl radical is determined for the first time, and found to be quinoid-like. The 

mechanism proposed here involves a repulsive triplet state, following intramolecular 

rearrangement. This efficient generation of NO may have important implications for the 

control of by-products in drug delivery and other applications. 

 

5.3.2 Introduction 

Nitrobenzene, the prototypical member of a family of nitro compounds, is a 

common environmental pollutant154-157 and a frequent ingredient in energetic 

explosives.158 Elimination reaction pathways from nitrobenzene are those known to 

produce NO2, NO, and O radicals. The fragment nitric oxide (NO) is unique in that its 

mechanism of release may be relevant to the development of nitroaromatic NO donor 

drugs159,160 important in the regulation and maintenance of physiologically vital 
                                                 
** Reproduced in part with permission from He, Y. G., Gahlmann, A., Feenstra, J. S., Park, S. T. & Zewail, 
A. H. Ultrafast electron diffraction: Structural dynamics of molecular rearrangement in the NO release 
from nitrobenzene. Chem. Asian J. 1, 56-63 (2006).  Copyright 2006 Wiley-VCH. 
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functions.161-164 Even in the apparently simple reaction of NO loss from nitrobenzene, 

ambiguities continue to exist regarding the competition among reaction pathways, the 

various product yields, and the transient structures involved. Furthermore, an 

intramolecular rearrangement may occur in the release of NO and only with complete 

structural determination can we directly establish the pathways involved. 

  The phenoxyl radical, a resulting fragment of NO elimination from nitrobenzene, 

has been recognized as important in biological processes and combustion chemistry (see 

Refs. 165 and 166 and references therein) but its structure has not been determined. It has 

been the subject of both experimental and theoretical investigations, since it was 

observed as a reaction product in the vapor phase,167 in solution,168 and in a matrix.169 

The experimental information on phenoxyl has been provided by resonance Raman,170-172 

IR spectroscopy,173,174 and ESR hyperfine couplings,175-177 which have elucidated that  

C–O has double bond character. Combined with the finding of a radical electron in the 

π ring system,176 and the known chemical reactivity of the phenoxyl radical, it was 

suggested that the ring of the phenoxyl radical is quinoid-like. Theoretical studies largely 

agree; for reviews, see Refs. 178 and 179.  

 In this section, we report our first study of structural dynamics of the elimination 

reaction of nitrobenzene using ultrafast electron diffraction (UED) to directly determine 

transient structures. It is shown that the dominant pathway upon excitation is not that 

involving a single-bond rupture to produce NO2 and phenyl radical, but instead is a 

pathway of intramolecular rearrangement involving bond breaking and bond making to 

yield NO and the phenoxyl radical: 
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This UED study sheds new light on the significant and long-debated problem regarding 

the reactions of nitroaromatic compounds by providing evidence of a dominant pathway, 

contrary to spectroscopic observations. 

 

5.3.3 Results 

The diffraction pattern of nitrobenzene in the ground state was directly recorded 

in two dimensions. This pattern was radially averaged to give the one-dimensional 

molecular scattering function, sM(s), of which the sinusoidal oscillations contain all 

contributions from each internuclear distance. Refined structures were obtained following 

the methodology we outlined in Refs. 1 and 2. The experimental and the refined 

theoretical modified radial distribution, f(r), and the molecular scattering function, sM(s), 

are shown in Figure 5.9. The refined structural parameters, including the rotational 

barrier height, are compared to those from previous experiments, as well as density 

functional theory (DFT) values, and listed in Table 5.7.  They are in satisfactory 

agreement, with discrepancies within 0.02 Å and 1.5° for distances and angles, 

respectively. The exception is with the nitro torsional angle values (φ ) reported by 

Domenicano et al.180 and by Shishkov et al.181 These are 13.3 ± 1.4° and 22.7°, 

respectively, and are strongly dependent on temperature. In these studies only a single 

torsional angle was employed for the nitro group internal rotation. Using this approach, 
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our data gives a value of 19.4°. This value represents φ  since, due to the symmetry of 

the molecule, positive and negative torsional angles are equivalent. Based on this mean 

deviation, and the potential function 2
2 φπRTV = , Domenicano et al. estimated the 

rotational barrier to be around 4 ± 1 kcal mol-1.180 

Due to the low rotational barrier, the torsion of the nitro group was treated with 

explicit consideration of the large amplitude motion.182 Thermal populations of internal 

rotational modes (with an angle binning of 2.5°) were evaluated using the potential 

function, [ ])2cos(102
1 φ−= VV , with the contribution of each angle being population-

averaged. The shrinkage effect and stretching anharmonicity were also incorporated.19 

This dynamic model fixes the torsional angle at 0° with the standard deviation of the 

distribution (σ) defining the range of angles. From our data we obtain σ = 28.7°. Our 

structural refinement based on the dynamic model puts the rotational barrier at 

3.1 ± 0.4 kcal mol-1, in agreement with the values of 2.9 ± 0.2 kcal mol-1 and 

3.3 kcal mol-1 obtained from microwave183 and Raman184 studies, respectively. 

For studies of structural dynamics during the course of the reaction, we recorded 

time-resolved diffraction patterns at different times, from –100 to +100 ps in one set of 

experiments, and from –100 ps to +1 ns in other sets of experiments. To identify the 

reaction channel(s) upon 266.7 nm excitation, the experimental and theoretical ΔsM(s) 

and Δf(r) curves for energetically allowed channels (Figure 5.10), as well as their 

multiple combinations, were compared. Vibrational temperatures of each of the products 

were estimated using calculated vibrational frequencies and available energies. Mean 
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translational energy release and rotational energy partitioning were also taken into 

account.185  

Figure 5.11 displays the comparison of the experimental Δf(r) curves with theory 

at the +1 ns time delay (reference at –100 ps). Theoretical structures that poorly matched 

the data were excluded. The experimental ΔsM(s) and Δf(r) curves for NO2 eliminations 

(with the ground and the excited states of the NO2 fragment), and NO elimination are 

highlighted in Figure 5.12. Structural refinement attempted for these NO2 channels 

resulted in unphysical structures. The best fit was obtained using 

C6H5NO2 → C6H5O + NO as the dominant reaction. Multicomponent fits (not shown) 

performed by floating the fraction of several channels also favored an exclusive 

NO elimination reaction. Similar results were also found at both +50 and +100 ps time 

delays. These results establish that the dominant reaction channel of nitrobenzene upon 

266.7 nm excitation is NO elimination. With the reaction channel identified, the structure 

of its corresponding product, the phenoxyl radical, was then refined. Figure 5.13 shows 

the experimental and the refined theoretical molecular scattering and radial distribution 

curves for the NO elimination reaction channel. The refined structural parameters are 

listed in Table 5.8 together with DFT values. The C–O bond length was found to be 

1.232 Å. Aryl C–C bonds are 1.465, 1.382, and 1.420 Å at their primary, secondary, and 

tertiary positions (with respect to the O atom), giving the average value of 1.423 Å.  

From the temporal frame-referenced diffraction data, the population of the 

product structures as a function of time was determined. Figure 5.14 displays the one-

dimensional difference radial distribution curves from –100 to +100 ps. The curves 

clearly map out the reaction showing both negative peaks (blue regions), which 
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correspond to the loss of old internuclear distances, and positive peaks (red regions) 

corresponding to the formation of new internuclear distances. The curves retain the same 

features over time but simply increase in amplitude, indicating the growth in population 

of a common product structure. Figure 5.15 shows the growth of the product fraction with 

time. Nonlinear fitting, for a single step reaction, gives a rise time of 8.8 ± 2.2 ps. 

 

5.3.4 Discussion 

5.3.4.1 Previous Spectroscopic Studies 

Spectroscopic characterization of nitrobenzene has been the subject of study for 

decades. The gas-phase UV absorption spectrum of nitrobenzene consists of three broad 

and structureless bands, centered at 280, 240, and 195 nm.186-189 A much weaker 

absorption band at ~350 nm was also observed.190 Excitation to these states results in no 

observable fluorescence or phosphorescence. An early gas-phase study assigned the 

240 nm band to be a charge transfer state from the phenyl ring to the -NO2 moiety.186 

Similar conclusion has also been made by other experimental and theoretical 

investigations.191,192 However, polarization spectroscopy indicates that the 240 nm band 

possesses a transition dipole moment that is mostly perpendicular to the molecular figure 

axis, while that of the 280 nm band was inferred to be parallel, providing contrary 

evidence to some previous spectroscopic and theoretical assignments.188,189 The energy of 

the lowest triplet state in solution was deduced to be 58 kcal mol-1.193 The photophysical 

dynamics of nitrobenzene is fairly limited. The lifetime of the triplet upon ~366 nm 

excitation in liquids was deduced to be ~1 ns from measurement of ISC yield using 

photosensitization.194 The lifetime of the lowest excited singlet state (S1) has been 
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measured to be 6 ps and that of presumably the lowest triplet state (T1) to be 400–900 ps 

depending on the solvent, with ISC yield of 0.8.195-197  

Rich photochemistry of nitrobenzene has been reported in the vapor,187,198-206 in 

solutions,207 and in matrices.166,173,174 Early discharge lamp studies detected NO2 and 

C6H5NO as photodissociation products,198,199 suggesting two reaction processes: 

C6H5NO2 → C6H5 + NO2 and C6H5NO2 → C6H5NO + O. Flash photolysis has also led to 

C5H5 as a product.200 A number of mass spectrometry studies on the photodissociation of 

nitrobenzene using nanosecond laser pulses at various wavelengths have reported the  

co-existence of multiple dissociation channels, including those yielding NO2, O, and 

NO.187,202,204-206 Pyrolysis by pulsed IR laser heating found C6H5–NO2 bond-breaking as 

the primary reaction channel.201 Another pyrolysis study using a single-pulse shock tube 

method identified the formation of phenoxyl radical as a minor channel.203 

In spite of these extensive photodissociation studies, the lack of ionization cross-

section data has hindered the quantitative analysis of the branching ratio among the 

reaction channels. Based on ion signal intensity data, NO elimination had been 

considered a relatively minor reaction.187,204,205 Assuming both NO2 and NO are produced 

in the ground state, Galloway et al. estimated the branching ratio between NO2 and  

NO elimination to range from 1.3 to 5.9 for excitation wavelengths between 280 and 

222 nm, using ion signal intensities detected and the single photon ionization cross 

sections from ground states.187 Because NO2 may form in the excited state,187,198 the 

authors187 noted that the branching ratio should be viewed as an upper limit; excited NO2 

supposedly has a higher ionization efficiency. 
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5.3.4.2 Structural Dynamics from UED 

The structural dynamics reported here using UED indicate the dominance at 

266.7 nm of the NO elimination channel. Our result would be consistent with the 

spectroscopic analysis, only if NO2 is generated in the excited state. However, its yield 

relative to NO must be very small; the apparent enhanced detection is due to the 

presumed higher cross section for ionization from excited NO2 and the ratio of yield to 

NO becomes less than one. Also consistent with our findings are the results of infrared 

studies of photoexcited nitrobenzene in an Ar matrix,174 which report the exclusive 

observation of a weakly bound C6H5O···NO complex, while those corresponding to 

O and NO2 eliminations were not found. The refined structure of the phenoxyl radical 

with strong C–O double bond character (1.232 ± 0.064 Å) is in agreement with the value 

obtained from DFT (1.253 – 1.270 Å),179,208-210 as well as CASSCF/6–311G(2d,p) 

(1.228 Å) calculations.178,179 The refined C–C distances of the phenyl ring, in general, 

agree with previous high-level calculations: the C1–C2 (1.465 Å) and C2–C3 (1.382 Å) 

bond distances are close in value to typical C–C single and double bonds, respectively, 

while the C3–C4 bond distance (1.420 Å) shows partial double bond character, quinoid-

like, resulting from the conjugation effect of the radical center. 

The rise time for the formation of the phenoxyl and NO radicals from UED is 

8.8 ps. At our wavelength, the molecule is excited to a high-energy state (see previous 

subsection), which, known from photophysical studies, does not fluoresce. Relative 

yields and product energy partitioning, measured between 320 and 240 nm, show no 

abrupt change over the range,185,187 and, therefore, it is reasonable to deduce that 

excitation to states higher than S1 results in an efficient internal conversion (IC), as we 



Chapter 5.  Results  194 
 

 

reported elsewhere for related systems.2,211 Moreover, vapor phase nitroaromatics in 

S1 (> 300 nm) undergo highly efficient intersystem crossing (ISC).212 In the liquid phase, 

the ISC yield of nitrobenzene has been determined to be greater than 0.80 and the lifetime 

of the S1 state to be 6 ps at 320 nm.195,213 This ultrafast ISC can be rationalized by the 

proximity effect214 and efficient one-center overlap between S1 (nπ*) and T1 (ππ*).215 

Accordingly, the rise time of 8.8 ps covers both the rates of ISC and the triplet state 

reaction yielding NO and phenoxyl radicals (see Figure 5.16). Using the calculation of 

the barrier (see below) to release NO from T1, the statistical time constant for the 

formation of products is ~1 ns. However, considering a directed motion involving only 

“local” modes the reaction time becomes ~1 ps. 

In order to examine the nature of potential surfaces and the reaction rates, we 

performed DFT calculations of the likely nuclear motions for the rearrangement-

elimination process on both T1 and S0 (Figure 5.17);††  The S0 surface has been invoked 

to describe pyrolysis reactions,201,203,216-218 but the results do not agree with the 

photochemical behavior of nitrobenzene.185,216 For comparison, the C6H5 + NO2 pathway 

is also presented in Figure 5.17. The T1 state is mainly of 3ππ* character localized on the 

nitro group. Thus, direct C–N bond scission adiabatically correlates with excited NO2 

(12B2) and ground state phenyl radical. This is affirmed by our calculation, which predicts 

that no direct pathway leading to phenyl radical + NO2 (12A1) exists on the T1 surface. 

                                                 
†† The zero-point energy is not incorporated in the calculation of potential energy curves along the intrinsic 
reaction coordinate. For open shell DFT calculations the errors may result in this case in underestimation of 
some product energies by ~10 kcal mol-1 or less. The energy of T1 in THF is 58 kcal mol-1 from Ref. 193. 
The experimental changes of enthalpy at 0 K are 21 ± 1, 76 ± 2, and 103 ± 2 kcal mol-1 for NO, NO2 (12A1), 
and NO2 (12B2) channels, respectively, which are evaluated from NIST heat of formation at 298 K and 
corrected to 0 K values using DFT frequencies. The obtained DFT values are 55, 15, 66, and 93 kcal mol-1, 
respectively. T1 values are 57 and 66 kcal mol-1 from CASSCF and MCQDPT, respectively, and 55, 52, 
and 58 kcal mol-1 from Refs. 192 and 196, respectively. 
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Furthermore, NO2 (12B2) elimination involves the surmounting of a high barrier 

(~45 kcal/mol). These findings are consistent with the negligible contribution of the NO2 

elimination channel in our data, and also with the high yield of NO2 ion signal reported 

previously by Galloway et al.187,198 The loose character of the C–N cleavage transition 

state explains the small relative translation energy partitioning into the fragments and the 

yield increase with photon energy.187 The production of excited NO2 has been seen in the 

photodissociation of nitromethane at 193 nm.219,220  

In contrast to the dissociation producing NO2 (12B2), NO elimination on T1 

involves a lower energy barrier (~25 kcal/mol) and a large exothermic energy change due 

to the stability of the phenoxyl radical. This relatively low barrier explains its dominance 

over the other channels. Since phenyl nitrite, the NO elimination intermediate structure 

on S0, is not stable on the T1 surface, the exit channel from the TS is direct and efficiently 

results in phenoxyl and NO radicals. The exit channel barrier is rather high (2.64 eV), 

consistent with the product energy partitioning reported from multiphoton ionization 

(MPI) and laser induced fluorescence (LIF) studies185,217,221 of the NO product 

(translational energy = 1.1, 0.86, and 0.56 eV at 226, 240, and 280 nm excitation, 

respectively, and rotational energy = 0.32 and 0.20 eV at 226 and 280 nm excitation, 

respectively).185 In an orbital valence bond description, the 3ππ* excitation generates an 

unpaired electron on each oxygen atom. Rotation of the nitro moiety then results in 

favorable overlap of the nonbonding orbital of the O atom (in the plane of NO2) with the 

adjacent π orbital of the aromatic ring, and forms the pseudo-three-membered ring. The 

R–N–O bonds with weakened π bonding (3ππ*) are severed as the new C–O bond is 

formed.  
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5.3.5 Conclusion 

Structural dynamics obtained directly with UED reveal that NO release in 8.8 ps 

involves intramolecular rearrangement and is the dominant elimination reaction pathway. 

The structure of transient phenoxyl radical was determined, and, with the aid of theory, 

the reaction pathway is suggested to involve the lowest triplet potential energy surface. A 

quantitative determination of the time-dependent populations of individual product 

species was obtained by resolving their transient structures. This advantage, absent in 

previous spectroscopic studies, dispels the uncertainty regarding the reaction mechanism. 

Compared to pyrolysis on the ground state, which leads to various byproducts, the 

dominance of NO release on the triplet surface may be utilized in designing an effective 

NO delivering drugs with minimized side reactions (NO2 release, for example). It may 

also assist in studies of atmospheric nitro-aromatics.221 

 

5.3.6 Experimental Section 

A detailed description of the UED3 apparatus and data analysis has been given in 

previous publications.1,2 Briefly, ultrashort laser pulses of 120 fs at 800 nm were 

frequency-tripled. The resulting UV light (450 μJ/pulse) was split into two beam paths. 

The pump beam (~93% of the total energy, time delayed using a translation stage) was 

focused to a size of ~400 μm in diameter and directed into the scattering chamber to 

initiate the reaction. The weaker beam (~7% of the total energy) was attenuated, focused 

and directed onto a back-illuminated silver-coated cathode to yield ultrashort electron 

pulses via the photoelectric effect. The electron pulses were accelerated at 30 keV 

(λde Broglie = 0.067 Å), to form a beam with a size of ~370 μm FWHM and were then 
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directed through the molecular beam. Zero-of-time was established via maximizing the 

lensing effect,16,65 using 1,3-butadiene. 

For the present study, two separate experiments were performed: A full series of 

time-resolved diffraction patterns was obtained to determine the reaction dynamics 

(3.1×104 electrons/pulse, 5 ps pulse width). Another series of patterns was also taken 

using more electrons per pulse and fewer time points (data collected at four time points) 

to determine the structure of the transient species (8.8×104 electrons/pulse, 11 ps pulse 

width). The temperature was increased progressively from the sample reservoir through 

the manifold to the needle tip, from 433 to 493 K, in order to avoid condensation. The 

sample vapor enters the chamber through a 180 μm aperture via effusive expansion to 

form a molecular beam with an estimated FWHM of ~325 μm at the interaction region. 

Nitrobenzene (>99%) was purchased from Aldrich and used without further purification.  

For the study of transient structures, diffraction patterns were recorded at different 

time delays between initiating laser pulse and electron pulse. Temporal frame-referenced 

data were then generated by subtracting the reference diffraction pattern recorded before 

time-zero (tref = –100 ps) from patterns obtained at all other time delays.  

The starting geometries for structural analysis were obtained by quantum chemical 

calculations using DFT at the B3LYP/6-311G(d,p) level (Gaussian 98 suite).111 Structural 

analysis was conducted on home-built software using the methodology previously 

described.2  
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5.4 Ultrafast Electron Diffraction Reveals Dark Structures of the 

Biological Chromophore Indole‡‡ 

5.4.1 Abstract 

Ultrafast electron diffraction of the tryptophan chromophore (indole) reveals the 

involvement of dark structures in the nonradiative pathways of the isolated molecule. 

Such dark structures have to be part of the understanding of biological chromophore 

stability. 

 

5.4.2 Main Text  

Ultraviolet (UV) photodamage of biological chromophores, such as nucleic acid 

bases and amino acids, is critically controlled by the relaxation pathways following the 

initial excitation.222-233 Photostability as a concept involves “dark structures”,7 which 

undergo photophysical and/or photochemical pathways.234 Of major relevance is the time 

scale of structural change, since long-lived species would not be desirable for the 

photostability. Hence, it is important to identify the photophysical (intersystem crossing 

(ISC) and internal conversion (IC)) and photochemical (e.g., Hydrogen (H) atom 

abstraction) processes involved, and the associated structural transformations. These 

structures are not amenable to detection by conventional optical probing methods. Here, 

we report our first Ultrafast Electron Diffraction (UED) study of the structural dynamics 

of indole, the UV chromophore of the amino acid tryptophan.  

                                                 
‡‡ Reproduced in part with permission from Park, S. T., Gahlmann, A., He, Y., Feenstra, J. S. & Zewail, A. 
H. Ultrafast electron diffraction reveals dark structures of the biological chromophore indole.  
Angew. Chem. Int. Ed. 47, 9496-9499 (2008).  Copyright 2008 Wiley-VCH. 
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Being an important fluorescence probe in protein studies,235 tryptophan has been 

the subject of many spectroscopic investigations. The chromophore indole has 

complicated excited-state interactions, and the photophysics and photochemistry vary 

depending on the excess energy. In the isolated molecule, the fluorescence quantum yield 

and lifetime on the nanosecond time scale were studied, when the molecule was excited 

around the origin of the first excited state (283.78 nm).236 When excited at shorter 

wavelengths (below 271 nm), broad and structureless features in the electronic spectrum 

suggest the onset of an ultrafast nonradiative process of unknown nature.237-242 Using 

time-resolved photoelectron spectroscopy, this ultrafast process was not observed, 

possibly due to cross-section consideration.243 However, at higher energies the H-atom 

loss channel was observed at 193/248 nm244 and below 260 nm.245 The theoretical 

calculations of conical intersections between the singlet excited states and the 1πσ* 

repulsive state246-248 have in fact predicted such behavior. 

With UED, as detailed in the experimental section, we are able to determine both 

ground- and excited-state structures and obtain the temporal behavior for excitation of 

indole at 267 nm. For the ground-state structure (see Figure 5.18 for atomic numbering), 

the experimental and the theoretical molecular scattering function, sM(s), together with 

the radial distributions, f(r), are shown in Figure 5.19. The refined structural parameters 

are listed in Table 5.9, together with values obtained from density functional theory 

(DFT) calculations. The satisfactory agreement between experiment and theory gives the 

refined structural parameters, which were found to have discrepancies at most within 

0.007 Å and 0.1° for bond lengths and angles, respectively.  
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The ground-state of indole clearly exhibits some aromatic character in both the 

six- and five-membered rings. The C-C and the C-N bond lengths were determined with 

the values given in Figure 5.19; they all are in the range of 1.376 to 1.438 Å. However, 

the six-membered ring shows a slight “quinoid” character with elongated bond lengths of 

C3-C4 and C6-C1. The structure of the five-membered ring is very similar to that of 

pyrrole, except for the shared bond C6-C1, which is somewhat stretched. The aromaticity 

in the five-membered ring is maintained via conjugated π orbitals with the six-membered 

ring. This delocalization of π electrons results in the slight quinoid character of the six-

membered ring.  

For studies of structural dynamics following UV excitation, we recorded time-

resolved diffraction patterns at different times, from –100 ps to +1 ns. The experimental 

frame-referenced ΔsM(s) curves are compared to the theoretical ones for the possible 

structures involved (see Figure 5.20 and Figure 5.21). Theoretical structures of the Lb, La, 

T2, hot S0 state and photoproducts (H-atom loss) are excluded on our time scale, because 

of the relatively poorer fits. The best fit was obtained using the structure of the T1 state as 

the product (Figure 5.20d). We also performed multicomponent fits by floating the 

fraction of several channels at once. In this way, the T1 structure was exclusively favored 

at all time points.  

With the major reaction channel identified, the structure was then refined (listed 

in Table 5.10 and shown in Figure 5.22). Figure 3.2a displays the experimental product-

only f(r) curve with the theory at the +100 ps time delay (frame referenced at –100 ps). 

The ππ* character of the T1 state is readily seen from the broken aromaticity, which 

results in distinctly alternating single and double bonds. From the temporal frame-
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referenced diffraction data, the population of this product structure as a function of time 

was determined, and the result for the temporal change of the fraction is shown in  

Figure 3.2b. A nonlinear fit to an exponential function, for a single-step process, gives a 

rise time of 6.3 ± 1.1 ps.  

The structural dynamics following 267 nm excitation thus indicate that the triplet-

state channel is significant in the depopulation of the initial structure. The previous 

spectroscopic studies on indole and substituted indoles, which reported a complete loss of 

vibronic structure above the S1 origin,237-242 a feature reflective of a short-lived species at 

this energy,240,249 can now be understood in relation to our findings. Of particular interest 

to the present study are the reported drop-off of the fluorescence yield at ~900 cm-1 above 

the origin of 3-methylindole, which has been attributed to an accelerated rate of ISC,238 

and the broad band of the NH stretching mode in the S1 state,249 which suggests a longer 

than 3 ps lifetime at an excess energy (3478 cm-1 above S1) comparable to ours 

(~5000 cm-1 including thermal energy; energy redistribution lowers this value for the 

coordinate of interest). 

The rise time of 6.3 ps for the triplet state, determined by UED, may appear rather 

short given the fact that ISC, in this case of 267 nm excitation, is between ππ* singlet and 

triplet states. However, this symmetry rule215 is normally applicable for a planar 

geometry and, when nonplanar distortions are involved, vibronic couplings must be 

included.250 It has been shown in the case of cytosine that significant spin-orbit coupling, 

and consequently efficient ISC, can occur provided the 1ππ* and 3ππ* states cross at a 

nonplanar geometry.251  
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In order to test such a conjecture for indole, we carried out calculations at the 

CASSCF(12,11)/6-311G(d,p) level and found that the T2 (3ππ*) state of indole possesses 

a nonplanar equilibrium geometry. Furthermore, T2 (3ππ*) crosses S1 at ~828 cm-1 above 

the S1 origin with a quasi-nonplanar geometry at the point of crossing. The proximity of 

the crossing point to the S1 energy minimum enhances the Franck-Condon overlap,252,253 

resulting in ultrafast ISC. It should be noted that the La and Lb states are heavily mixed, 

but at our wavelength the contribution of the La (S2) state seems to be larger than that of 

Lb (S1).254 We observe the final structure in the T1 state in 6.3 ps, which suggests that T2 

and T1 mixing/conversion is very efficient. Future experiments with polarized 

photoselection255 would address such a state mixing effect on UED.256,257  

In Figure 5.24, we summarize the experimental and theoretical findings on the 

indicated potential energy curves for indole. In this picture, the S1 and T2 states cross 

right above the S1 origin, whereas singlet and triplet ππ* states cross with the πσ*,246-248 

which leads to H-atom loss at higher energies. On our time scale, for the 267 nm 

excitation, it can thus be concluded that the involvement of the repulsive 1πσ* state is 

minor. Above the S1/1πσ* crossing, which has been observed to be at ~260 nm,245 a 

competition between ISC to the triplet manifold and IC to the 1πσ* state would take 

place, perhaps with the latter dominating at high energies. The long-lived T1 state can 

also lose an H-atom over a shallow reaction barrier but on a longer time scale. The slow 

component of H-atom loss, observed at 248 nm in the mass spectrometry study,244 may 

accordingly originate from the T1 state, because the ground-state reaction would be too 

slow to be observed. 



Chapter 5.  Results  203 
 

 

In conclusion, the structural dynamics reported here for the tryptophan 

chromophore (indole) using ultrafast electron diffraction reveals the involvement of 

triplet state(s) in the nonradiative pathway of excited states. The product, excited triplet, 

has a broken aromatic structure, whereas the ground-state structure was determined to 

have aromaticity both for the six- and five-membered rings, with a slight “quinoid” 

character; the C-C and the C-N bond distances were thus determined and they are in the 

range from 1.376 to 1.438 Å. The rate of product formation is 1.6×1011 s-1, which 

accounts for the broad spectra observed in the excited state. This perspective from the 

UED study on the photophysics and photochemistry of indole emphasizes the direct role 

of intermediate dark structures in the overall relaxation pathways. Partial population of 

these states has to be taken very seriously in addressing photostability of biological 

chromophores. Moreover, given the involvement of reactive triplets, the solvent effect, 

especially water, will have to be integrated into any picture of the dynamics and stability. 

 

5.4.3 Experimental Section 

A detailed description of the UED3 apparatus and data analysis has been given in 

previous publications.2 Briefly, ultrashort laser pulses (120 fs) at 800 nm were frequency 

tripled to generate the UV light (450 μJ/pulse), which was then split into two beam paths. 

The pump beam (~93 % of the total energy) was time delayed using a translation stage, 

and was directed into the scattering chamber to initiate the reaction. The weaker beam 

(~7% of the total energy) was attenuated, focused and directed onto a back-illuminated 

silver-coated cathode to generate the ultrashort electron pulses (2.5×104 electrons/pulse at 

30 keV) via the photoelectric effect. An effusive beam of indole was introduced into the 
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chamber via our newly implemented, air-heated inlet system at 543 K. Indole (>99%) 

was purchased from Aldrich and used without further purification. 

The starting geometries for structural analysis were obtained from quantum 

chemical calculations using approximated singles and doubles coupled-cluster (CC2) 

method with the aug-cc-pVTZ basis set, and density functional theory calculations at the 

B3LYP/6-311G(d,p) level using Gaussian 98 suite.111 Structural analysis was conducted 

using home-built software, following the methodology described previously.2 We have 

also implemented the redundant-internal-coordinate105,106 system and the correlation-

elimination method101 by near-singularity removal in our UED analysis.  
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5.5 L-Tryptophan 

The UED4 studies on the photochemical reaction of isolated tryptophan have not 

been published at the time of this writing.  Therefore, only a brief description of the first 

results is given here.  A full account of this work will be the subject of a forthcoming 

publication.   

 

5.5.1 Ground State Structure 

Tryptophan is an essential amino acid having the indole chomophore as its side 

chain.  Structurally, this molecule can be separated into a rigid portion, the indole moiety, 

and a floppy portion, the amino acid moiety, which contains three dihedral angles as 

shown in Figure 5.25a.  Tryptophan is therefore an excellent case example to assess the 

capabilities of time-resolved electron diffraction in the presence of considerable 

conformational heterogeneity across the gas-phase molecular ensemble.   

As was shown in the case of nitrobenzene (see Section 5.3), large amplitude 

torsional motion about a dihedral angle with a low rotational barrier can be treated 

explicitly.182  Because the potential function for the torsional mode of the symmetric 

nitrobenzene molecule could be reasonably approximated as [ ])2cos(102
1 φ−= VV , the 

thermal populations of internal rotational modes could be evaluated straightforwardly and 

the contribution of each angle could be population-averaged over the entire gas-phase 

ensemble.  This procedure, which is often referred to as the dynamic model,120,182,258,259 

allowed for the refinement of the parameter 0V , to obtain an energetic barrier height of 

3.1 ± 0.4 kcal mol-1, in good agreement with values obtained spectroscopically.183,184 
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In the case of tryptophan, the application of the dynamic model is more complex, 

because the torsional motions about the three dihedral angles cannot be decoupled from 

each other, and because the resulting three-dimensional potential energy (PE) 

hypersurface can no longer be approximated by a simple analytical function.  

Furthermore, quantum chemical calculations revealed that the (upper bound) barriers to 

internal rotations between the numerous PE minima are ~4.5 – 10 kcal mol-1, as shown in 

Figure 5.25b,c.  At the high internal temperature of 1000 K, the amino acid moiety can 

therefore readily sample a large region of the conformational space, as shown in the 

Boltzmann-weighted thermal population contours in Figure 5.25d,e. 

Conventionally, the UED methodology (as see Section 4.3) always begins with 

the calculation of the minimum energy conformation of the molecular structure.  Once 

this structure has been found, the curvature of the PE surface is calculated in the 

immediate vicinity of the PE minimum to obtain the Cartesian force field (Hessian 

calculation).  Diagonalizing the Hessian matrix yields the 63 −N  normal modes of 

vibration, which are then projected onto a user-defined redundant internal coordinate 

basis and the rms amplitudes of vibration are calculated between each internuclear pair, 

assuming each normal mode is a harmonic oscillator. 

From the quantum chemical calculation results presented in Figure 5.25, it is 

obvious that the harmonic approximation fails for the large amplitude torsional degrees of 

freedom in tryptophan, because of the presence of multiple and easily accessible PE 

wells.  To construct an improved model of the conformational ensemble a multi-

conformer model was tested.259  For this purpose, the eleven putative PE wells were 

verified by full geometry optimization and frequency calculations at the  
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B3LYP/6-311G(d, p) level of theory, as shown in Figure 5.26.  However, modeling the 

diffraction data with a Boltzmann-weighted linear combination (multi-conformer model) 

of the eleven minimum energy conformations did not result in an improved fit.   

The large conformational heterogeneity due to torsional motion produces a 

significant distribution of certain affected internuclear distances, as shown in Figure 5.27.  

The resulting effect for electron diffraction is that the electron interferences originating 

from the affected internuclear pairs are washed out in the ensemble-averaged diffraction 

pattern, i.e., sine waves of different frequencies (different ijr ) are incoherently added in 

the detection plane and the visibility of the otherwise sharp interference fringes becomes 

a contribution to the monotonous background intensity, especially at higher scattering 

angles.  To quantify this effect, we decomposed the theoretical model function 

(cf. Equations 2.21 and 2.23), 

 ( ) ( )
,

sin
exp)( 22

2
1∑∑

≠

−∝
i ij ij

ij
ij

Theory

r
sr

slssM  (5.1) 

and only included terms in the distance range ( )max,0 rrij ∈  and the amplitude range 

( )max,0 llij ∈  and neglected terms outside these intervals.  By scanning the two threshold 

terms, maxr  and maxl , we quantified the earliest point, at which the quality of the fit by the 

partial model function, ( )maxmax ,)( lrssM Theory
Partial , reaches the quality of the fit of the full 

model function, Theory
FullssM )( , i.e., when the quantity ( )maxmax

22 , lrPartialFull χχ  reaches its 

asymptotic value of unity.  As shown in Figure 5.28a, that point is clearly identified by 

8.4max =r  Å and 2.0max =l Å.  Detailed inspection of the included terms in this range 

revealed that all internuclear distances within the indole moiety are included, but within 
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the amino acid moiety only the first- and second-order bond distances were present.  The 

excluded terms therefore contained the information on the dihedral conformations of the 

amino acid moiety.  Plotting Theory
FullssM )(  and the included and excluded terms of 

( )Å2.0,Å8.4)( maxmax lrssM Theory
Partial =  together with the experimental data, as shown in Figure 

5.28b, illustrates that the electron diffraction data at s  > 6 Å-1 carries no information 

about the conformation of the amino acid moiety.  In addition, the fact the our quality of 

fit was unaffected by the inclusion of 11 conformers in our model, instead of only one 

conformer, demonstrates that the electron diffraction data has limited sensitivity to 

conformations even in the low s region, where the majority of the signal is still dominated 

by interference terms corresponding to first- and second-order bond distances and 

distances corresponding to rigid portions of the molecule.  We can therefore conclude 

that the shallowness to the PE surface with respect to the three torsional degrees of 

freedom in the amino acid moiety of tryptophan precludes electron diffraction, with its 

current signal-to-noise levels, to solve the complete structure of tryptophan at 1000 K due 

to significant conformation heterogeneity across the molecular ensemble.   

Due to the shallowness of the PE minima, those internuclear distances that do not 

contribute significantly to the diffraction signal can be readily identified by quantum 

chemical calculations and a reduced internal coordinate set can be used to fit the more 

rigid part of the molecular structure.  However, because experimental data cannot be 

decomposed into its component terms, any structural refinement henceforth must include 

all terms in the theoretical model function, i.e., Theory
FullssM )( , and must be carried out under 

the assumption that the refinement of “rigid” internal coordinates is unaffected by the 
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small scattering contributions of “floppy” parts of the molecule at low s .  In the case of 

tryptophan, our quantum chemical calculations indeed showed that, for all eleven 

identified conformers, the rigid parts within the indole moiety are identical to within 

0.0025 Å for direct bond lengths, 0.55˚ for bond angles, and 0.65˚ for dihedral angles, 

providing further support for the validity of this assumption.   

 The experimental partial ground state structure of the tryptophan molecule was 

determined using the minimum energy structure and the harmonic rms amplitudes of the 

individual conformers.  In all cases, the already excellent fit, produced by the DFT 

structures, could be improved slightly by fitting three orthogonal structural parameters.  

Subsequent refinement steps did not result in further improvements in the quality of the 

fit and refinement was therefore halted after three parameters were fitted.  Notably, the 

singular value decomposition (SVD) routine chose predominantly linear combinations of 

bond lengths to be fitted, while bond angles and dihedral angels remained unaltered, i.e., 

the initial and fitted values of the angular degrees of freedom are the same within error 

bars.  The refined structural coordinates for the ( ) ( ) 229,58,80,, 321 =ΦΦΦ  conformer, 

which gave the overall best fit, are listed in Table 5.11 together with single conformer 

and conformer-averaged values obtained from DFT calculations (see also Figure 5.29).  

The corresponding fit of the experimental molecular scattering function, sM(s), together 

with the radial distribution, f(r), are shown in Figure 5.30.   

 

5.5.2 Photochemical Reaction Dynamics  

To identify the structural dynamics following UV excitation, we recorded time-

resolved diffraction patterns at –100 and +100 ns.  The experimental frame-referenced 
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ΔsM(s) curves were compared to the theoretical ones for a number of possible structures 

or linear combinations thereof.  The coefficients of this linear combinations report 

directly on the fractional abundance of a given species.  Even though the final results of 

the structural refinement and the determined mole fractions of the product species have 

not been fully obtained at the time of this writing, the diffraction data is able to clearly 

discriminate between fragmentation products, as shown in Figure 5.31.  Thus, in spite of 

the only partially determined ground state structure of tryptophan, time-resolved electron 

diffraction remains sensitive to the breaking of chemical bonds and the subsequent loss of 

internuclear distances and is still able to investigate the structural dynamics of tryptophan 

after photoexcitation. 
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Table 5.1.  Refined closed structure of ground-state 6-nitro-BIPS at 510 K 

Bond Lengths 
 

Refined Value 
[a] 

DFT 
[b] 

Bond Angles 
[c] 

Refined Value 
[a] 

DFT 
[b] 

C1-C2 1.512 ± 0.003 1.520 C9-C1-C2 100.6 ± 0.9 100.427 
C2-C3 1.409 ± 0.003 1.383 C1-C2-C7 109.1 ± 0.4 108.801 
C3-C4 1.427 ± 0.003 1.402 C2-C7-N8 109.9 ± 0.8 110.186 
C4-C5 1.413 ± 0.002 1.391 C7-N8-C9 108.5 ± 0.5 108.736 
C5-C6 1.418 ± 0.003 1.400 N8-C9-C1 103.2 ± 0.4 103.201 
C6-C7 1.433 ± 0.003 1.391 C3-C2-C7-C1 -10.5 ± 0.2 -10.583 
C7-N8 1.424 ± 0.005 1.403 C6-C7-C2-N8 -7.5 ± 0.5 -7.356 
N8-C9 1.448 ± 0.005 1.446 C4-C3-C2 119.4 ± 0.2 119.245 
C9-C10 1.503 ± 0.002 1.500 C5-C4-C3 120.1 ± 0.5 120.040 

C10-C11 1.375 ± 0.003 1.337 C6-C5-C4 121.2 ± 0.4 121.223 
C11-C12 1.471 ± 0.003 1.452 C7-C6-C5 117.8 ± 0.2 117.987 
C12-C13 1.407 ± 0.004 1.393 C1-C9-C10 115.8 ± 0.2 115.738 
C13-C14 1.405 ± 0.003 1.389 N8-C9-O18 107.5 ± 0.3 107.448 
C14-C15 1.409 ± 0.003 1.396 C10-C9-O18 111.2 ± 0.3 111.275 
C15-C16 1.396 ± 0.003 1.385 C1-C9-O18 106.1 ± 0.1 106.059 
C16-C17 1.423 ± 0.001 1.400 N8-C9-C10 112.4 ± 0.3 112.442 
C17-O18 1.380 ± 0.004 1.344 C9-C10-C11 123.9 ± 0.3 123.650 
O18-C9 1.527 ± 0.003 1.487 C10-C11-C12 121.6 ± 0.4 121.411 
C9-C1 1.604 ± 0.004 1.586 C11-C12-C17 117.3 ± 0.3 117.379 
C2-C7 1.414 ± 0.003 1.400 C12-C17-O18 121.8 ± 0.3 122.055 

C12-C17 1.426 ± 0.003 1.410 C17-O18-C9 123.9 ± 0.5 123.909 
C1-C1a 1.540 ± 0.005 1.546 C13-C12-C17-C11 -4.7 ± 0.3 -4.498 
C1-C1b 1.494 ± 0.004 1.532 C16-C17-C12-O18 3.2 ± 0.4 3.183 
N8-C8a 1.472 ± 0.005 1.453 C12-C13-C14 119.5 ± 0.3 119.669 

C14-N14a 1.412 ± 0.007 1.468 C13-C14-C15 121.8 ± 0.8 121.504 
N14a-O14a1 1.255 ± 0.008 1.226 C14-C15-C16 119.3 ± 0.3 119.284 
N14a-O14a2 1.254 ± 0.008 1.226 C15-C16-C17 119.8 ± 0.3 119.920 

     C1a-C1-C2 108.6 ± 0.3 108.599 
     C1a-C1-C1b 109.5 ± 0.2 109.535 
     C1b-C1-C9 112.5 ± 0.6 112.548 
     C1a-C1-C9 110.9 ± 0.3 110.765 
     C1b-C1-C2 114.5 ± 0.2 114.647 
     C8a-N8-C7-C9 0.6 ± 0.1 0.539 
     N14a-C14-C13-C15 -0.17 ± 0.04 -0.170 
     O14a1-N14a-C14 117.8 ± 0.4 117.750 
     O14a2-N14a-C14-O14a1 -6.7 ± 0.3 -6.766 

continued on next page 

 [a] The error bars reported here are 3σ. 

[b] Theoretical structures were obtained using DFT at B3LYP/6-311G(d, p). 

[c] If four atoms are listed, A1-A2-A3-A4, the angle is defined as  

    (A1-A2-A3)-(A1-A2-A4)  
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Table 5.1.  Refined closed structure of ground-state 6-nitro-BIPS at 510 K (continued) 

Dihedral Angles 
 

Refined Value 
[a] 

DFT 
[b] 

C3-C4-C5-C6 -0.24 ± 0.02 -0.249 
C4-C5-C6-C7 0.377 ± 0.002 0.379 
C2-C3-C4-C5 0.11 ± 0.01 0.107 
C5-C6-C7-C2 -0.39 ± 0.03 -0.378 
C7-C2-C3-C4 -0.12 ± 0.03 -0.106 
C6-C7-C2-C3 0.3 ± 0.1 0.249 
C1-C2-C7-N8 -1.9 ± 0.2 -1.857 
C3-C2-C7-N8 -179.3 ± 0.2 -179.252 
C6-C7-C2-C1 177.6 ± 0.1 177.644 
C2-C7-N8-C9 -17.7 ± 0.4 -17.701 
C7-C2-C1-C9 18.2 ± 0.3 18.217 
C2-C1-C9-N8 -27.6 ± 0.1 -27.479 
C7-N8-C9-C1 28.3 ± 0.3 28.416 
C1a-C1-C9-N8 87.1 ± 0.3 87.141 
C1a-C1-C2-C7 -98.2 ± 0.4 -98.032 
C1b-C1-C9-N8 -149.9 ± 0.3 -149.859 
C1b-C1-C2-C7 139.0 ± 0.2 139.108 
C8a-N8-C7-C2 -163.3 ± 0.3 -163.154 
C8a-N8-C9-C1 174.1 ± 0.2 174.088 
C10-C9-C1-C2 -150.8 ± 0.2 -150.735 
C10-C9-N8-C7 153.7 ± 0.2 153.830 
O18-C9-C1-C2 85.3 ± 0.4 85.351 
O18-C9-N8-C7 -83.6 ± 0.2 -83.396 
C11-C10-C9-C1 -124.3 ± 0.2 -124.337 
C11-C10-C9-N8 117.4 ± 0.2 117.407 
C17-O18-C9-C1 133.3 ± 0.2 133.271 
C17-O18-C9-N8 -116.8 ± 0.2 -116.877 
C9-O18-C17-C12 -6.31 ± 0.04 -6.334 
C9-C10-C11-C12 -0.5 ± 0.1 -0.475 
C10-C9-O18-C17 6.6 ± 0.1 6.614 
C10-C11-C12-C17 1.4 ± 0.1 1.385 
O18-C9-C10-C11 -3.2 ± 0.2 -3.187 

O18-C17-C12-C11 1.97 ± 0.03 1.976 
O18-C17-C12-C13 -178.82 ± 0.01 -178.817 
C11-C12-C17-C16 -178.74 ± 0.02 -178.743 
C13-C12-C17-C16 0.46 ± 0.01 0.464 
C13-C14-C15-C16 0.080 ± 0.002 0.080 
C14-C15-C16-C17 0.268 ± 0.002 0.268 
C14-C13-C12-C17 -0.116 ± 0.004 -0.116 
C15-C16-C17-C12 -0.543 ± 0.004 -0.543 
C15-C14-C13-C12 -0.156 ± 0.002 -0.156 

N14a-C14-C15-C16 179.988 ± 0.002 179.988 
N14a-C14-C13-C12 179.936 ± 0.002 179.936 

O14a1-N14a-C14-C15 -179.867 ± 0.002 -179.866 
O14a1-N14a-C14-C13 0.044 ± 0.002 0.044 
O14a2-N14a-C14-C15 0.123 ± 0.002 0.123 
O14a2-N14a-C14-C13 -179.967 ± 0.002 -179.967 
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Table 5.2.  Cartesian coordinates (in Å) of 6-nitro-BIPS isomers calculated at B3LYP/6-
311G(d, p) 

 SP S0 SP T1 
 x y z x y z 

C1 -2.063234 1.165916 -0.729070 -2.091323 1.189844 -0.702233 
C2 -3.120870 0.086844 -0.560450 -3.138280 0.097996 -0.549910 
C3 -4.177290 -0.279465 -1.374130 -4.204027 -0.252159 -1.358486 
C4 -5.056650 -1.283234 -0.944550 -5.069518 -1.275380 -0.946816 
C5 -4.863299 -1.897603 0.288790 -4.852939 -1.925150 0.264328 
C6 -3.796065 -1.537223 1.119490 -3.776074 -1.581455 1.089570 
C7 -2.934900 -0.537651 0.679200 -2.928897 -0.561803 0.667730 
N8 -1.817881 0.004997 1.331910 -1.807066 -0.030576 1.320197 
C9 -1.006619 0.704936 0.360260 -1.012350 0.703237 0.354533 

C10 -0.188953 1.800108 0.979270 -0.198346 1.787327 0.998817 
C11 1.148345 1.815951 0.981000 1.139100 1.794551 1.020115 
C12 1.918532 0.743167 0.377900 1.910036 0.726884 0.408766 
C13 3.310731 0.691802 0.393270 3.301567 0.661372 0.456256 
C14 3.965603 -0.384383 -0.192120 3.965647 -0.402315 -0.156788 
C15 3.260466 -1.425577 -0.797390 3.252403 -1.419569 -0.807681 
C16 1.876498 -1.384919 -0.816690 1.870382 -1.356300 -0.855140 
C17 1.201311 -0.303421 -0.237350 1.193896 -0.288984 -0.253531 
O18 -0.140828 -0.303552 -0.307310 -0.152208 -0.267316 -0.357710 
C8a -1.193331 -0.691246 2.443720 -1.158857 -0.760424 2.396191 
C1a -2.684582 2.529267 -0.347540 -2.718100 2.535855 -0.270860 
C1b -1.458241 1.253795 -2.134280 -1.510047 1.325104 -2.113701 

N14a 5.432952 -0.426510 -0.170800 5.359112 -0.497455 -0.050886 
O14a1 6.023084 0.502198 0.370770 6.129503 0.496029 0.303315 
O14a2 5.983863 -1.387682 -0.695390 6.094464 -1.267903 -0.807757 

H3 -4.325982 0.197078 -2.337470 -4.370518 0.252009 -2.304731 
H4 -5.884748 -1.582944 -1.575860 -5.904749 -1.562375 -1.574669 
H5 -5.543804 -2.677157 0.612880 -5.522582 -2.719581 0.574777 
H6 -3.649525 -2.033826 2.070780 -3.611676 -2.105613 2.023021 

H10 -0.752449 2.587257 1.461640 -0.763275 2.569165 1.487847 
H11 1.685957 2.631564 1.453490 1.674545 2.598744 1.514383 
H13 3.891582 1.478403 0.856360 3.871504 1.436503 0.953594 
H15 3.807263 -2.245531 -1.241320 3.789558 -2.233225 -1.277231 
H16 1.296775 -2.174311 -1.277940 1.292965 -2.120409 -1.360086 
H8a1 -0.365992 -0.091608 2.823690 -0.333110 -0.165683 2.787096 
H8a2 -1.916174 -0.814278 3.252960 -1.868562 -0.922151 3.210305 
H8a3 -0.813593 -1.680741 2.157630 -0.771967 -1.734218 2.068356 
H1a1 -3.513696 2.744950 -1.024550 -3.561151 2.763101 -0.926645 
H1a2 -3.080342 2.520274 0.670400 -3.095661 2.494669 0.753268 
H1a3 -1.956558 3.340216 -0.437590 -1.999241 3.356085 -0.350740 
H1b1 -2.214187 1.609386 -2.839170 -2.279766 1.696613 -2.795209 
H1b2 -0.627805 1.965568 -2.156690 -0.684733 2.042974 -2.126843 
H1b3 -1.095881 0.286194 -2.477540 -1.145615 0.371336 -2.491422 
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Table 5.2.  Cartesian coordinates (in Å) of 6-nitro-BIPS isomers calculated at B3LYP/6-
311G(d, p) (continued) 

 CTC S0 CTC T1 
 x y x y x y 

C1 2.708315 1.193404 2.708315 1.193404 2.708315 1.193404 
C2 3.929112 0.296766 3.929112 0.296766 3.929112 0.296766 
C3 5.273866 0.593046 5.273866 0.593046 5.273866 0.593046 
C4 6.204641 -0.451925 6.204641 -0.451925 6.204641 -0.451925 
C5 5.782293 -1.771182 5.782293 -1.771182 5.782293 -1.771182 
C6 4.428588 -2.083627 4.428588 -2.083627 4.428588 -2.083627 
C7 3.523453 -1.029051 3.523453 -1.029051 3.523453 -1.029051 
N8 2.116257 -1.071016 2.116257 -1.071016 2.116257 -1.071016 
C9 1.572159 0.171199 1.572159 0.171199 1.572159 0.171199 

C10 0.244614 0.571427 0.244614 0.571427 0.244614 0.571427 
C11 -0.920605 -0.202441 -0.920605 -0.202441 -0.920605 -0.202441 
C12 -2.239423 0.270520 -2.239423 0.270520 -2.239423 0.270520 
C13 -3.281174 -0.690727 -3.281174 -0.690727 -3.281174 -0.690727 
C14 -4.595158 -0.315961 -4.595158 -0.315961 -4.595158 -0.315961 
C15 -4.974817 1.059575 -4.974817 1.059575 -4.974817 1.059575 
C16 -4.021604 2.018925 -4.021604 2.018925 -4.021604 2.018925 
C17 -2.592351 1.714618 -2.592351 1.714618 -2.592351 1.714618 
O18 -1.749541 2.616268 -1.749541 2.616268 -1.749541 2.616268 
C8a 1.400504 -2.298182 1.400504 -2.298182 1.400504 -2.298182 
C1a 2.739058 2.155811 2.739058 2.155811 2.739058 2.155811 
C1b 2.550091 1.990299 2.550091 1.990299 2.550091 1.990299 

N14a -5.629276 -1.337477 -5.629276 -1.337477 -5.629276 -1.337477 
O14a1 -6.800243 -0.963751 -6.800243 -0.963751 -6.800243 -0.963751 
O14a2 -5.281608 -2.515421 -5.281608 -2.515421 -5.281608 -2.515421 

H3 5.606299 1.618003 5.606299 1.618003 5.606299 1.618003 
H4 7.259561 -0.234641 7.259561 -0.234641 7.259561 -0.234641 
H5 6.511401 -2.572869 6.511401 -2.572869 6.511401 -2.572869 
H6 4.114205 -3.114494 4.114205 -3.114494 4.114205 -3.114494 

H10 0.080758 1.640567 0.080758 1.640567 0.080758 1.640567 
H11 -0.835157 -1.279581 -0.835157 -1.279581 -0.835157 -1.279581 
H13 -3.042599 -1.744972 -3.042599 -1.744972 -3.042599 -1.744972 
H15 -6.029284 1.300635 -6.029284 1.300635 -6.029284 1.300635 
H16 -4.281024 3.068516 -4.281024 3.068516 -4.281024 3.068516 
H8a1 2.098774 -3.017331 2.098774 -3.017331 2.098774 -3.017331 
H8a2 0.940662 -2.736051 0.940662 -2.736051 0.940662 -2.736051 
H8a3 0.627730 -2.091845 0.627730 -2.091845 0.627730 -2.091845 
H1a1 3.586904 2.839056 3.586904 2.839056 3.586904 2.839056 
H1a2 2.845191 1.607268 2.845191 1.607268 2.845191 1.607268 
H1a3 1.823539 2.748703 1.823539 2.748703 1.823539 2.748703 
H1b1 3.397017 2.669369 3.397017 2.669369 3.397017 2.669369 
H1b2 1.633846 2.583448 1.633846 2.583448 1.633846 2.583448 
H1b3 2.515057 1.323939 2.515057 1.323939 2.515057 1.323939 
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Table 5.2.  Cartesian coordinates (in Å) of 6-nitro-BIPS isomers calculated at B3LYP/6-
311G(d, p) (continued) 

 CTT S0 CTT T1 
 x y  x y  

C1 2.322820 -1.341186 C1 2.322820 -1.341186 C1 
C2 3.722292 -0.760153 C2 3.722292 -0.760153 C2 
C3 4.959297 -1.374159 C3 4.959297 -1.374159 C3 
C4 6.113321 -0.582923 C4 6.113321 -0.582923 C4 
C5 6.015188 0.802537 C5 6.015188 0.802537 C5 
C6 4.772793 1.433746 C6 4.772793 1.433746 C6 
C7 3.640194 0.627859 C7 3.640194 0.627859 C7 
N8 2.281510 1.009242 N8 2.281510 1.009242 N8 
C9 1.459396 -0.072216 C9 1.459396 -0.072216 C9 

C10 0.075065 -0.128858 C10 0.075065 -0.128858 C10 
C11 -0.850302 0.920907 C11 -0.850302 0.920907 C11 
C12 -2.241144 0.834995 C12 -2.241144 0.834995 C12 
C13 -2.964477 -0.383304 C13 -2.964477 -0.383304 C13 
C14 -4.329572 -0.379866 C14 -4.329572 -0.379866 C14 
C15 -5.079244 0.837593 C15 -5.079244 0.837593 C15 
C16 -4.437437 2.028665 C16 -4.437437 2.028665 C16 
C17 -2.978237 2.130018 C17 -2.978237 2.130018 C17 
O18 -2.393824 3.214527 O18 -2.393824 3.214527 O18 
C8a 1.872488 2.386742 C8a 1.872488 2.386742 C8a 
C1a 2.018522 -2.108957 C1a 2.018522 -2.108957 C1a 
C1b 2.103591 -2.255819 C1b 2.103591 -2.255819 C1b 

N14a -5.046131 -1.649109 N14a -5.046131 -1.649109 N14a 
O14a1 -6.274060 -1.612485 O14a1 -6.274060 -1.612485 O14a1 
O14a2 -4.390307 -2.685895 O14a2 -4.390307 -2.685895 O14a2 

H3 5.039084 -2.452029 H3 5.039084 -2.452029 H3 
H4 7.087720 -1.049428 H4 7.087720 -1.049428 H4 
H5 6.914754 1.406802 H5 6.914754 1.406802 H5 
H6 4.714105 2.512220 H6 4.714105 2.512220 H6 

H10 -0.318354 -1.139019 H10 -0.318354 -1.139019 H10 
H11 -0.506568 1.945180 H11 -0.506568 1.945180 H11 
H13 -2.459151 -1.336552 H13 -2.459151 -1.336552 H13 
H15 -6.158573 0.768498 H15 -6.158573 0.768498 H15 
H16 -4.982473 2.961369 H16 -4.982473 2.961369 H16 
H8a1 2.729700 2.951089 H8a1 2.729700 2.951089 H8a1 
H8a2 1.095163 2.417520 H8a2 1.095163 2.417520 H8a2 
H8a3 1.495133 2.858107 H8a3 1.495133 2.858107 H8a3 
H1a1 2.688879 -2.967260 H1a1 2.688879 -2.967260 H1a1 
H1a2 2.159779 -1.472146 H1a2 2.159779 -1.472146 H1a2 
H1a3 0.991302 -2.479525 H1a3 0.991302 -2.479525 H1a3 
H1b1 2.775504 -3.115759 H1b1 2.775504 -3.115759 H1b1 
H1b2 1.077723 -2.629345 H1b2 1.077723 -2.629345 H1b2 
H1b3 2.306829 -1.723552 H1b3 2.306829 -1.723552 H1b3 
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Table 5.2.  Cartesian coordinates (in Å) of 6-nitro-BIPS isomers calculated at B3LYP/6-
311G(d, p) (continued) 

 TTC S0 TTC T1 
 x y x y x y 

C1 2.146423 -1.108909 2.146423 -1.108909 2.146423 -1.108909 
C2 3.643053 -0.840770 3.643053 -0.840770 3.643053 -0.840770 
C3 4.716699 -1.715090 4.716699 -1.715090 4.716699 -1.715090 
C4 6.016015 -1.195619 6.016015 -1.195619 6.016015 -1.195619 
C5 6.223358 0.182383 6.223358 0.182383 6.223358 0.182383 
C6 5.149025 1.075145 5.149025 1.075145 5.149025 1.075145 
C7 3.866807 0.537669 3.866807 0.537669 3.866807 0.537669 
N8 2.623452 1.200125 2.623452 1.200125 2.623452 1.200125 
C9 1.582274 0.321587 1.582274 0.321587 1.582274 0.321587 

C10 0.269963 0.768217 0.269963 0.768217 0.269963 0.768217 
C11 -0.871072 -0.039838 -0.871072 -0.039838 -0.871072 -0.039838 
C12 -2.203532 0.390637 -2.203532 0.390637 -2.203532 0.390637 
C13 -3.218205 -0.604632 -3.218205 -0.604632 -3.218205 -0.604632 
C14 -4.542383 -0.267289 -4.542383 -0.267289 -4.542383 -0.267289 
C15 -4.959685 1.100014 -4.959685 1.100014 -4.959685 1.100014 
C16 -4.033103 2.090114 -4.033103 2.090114 -4.033103 2.090114 
C17 -2.595883 1.827435 -2.595883 1.827435 -2.595883 1.827435 
O18 -1.777134 2.756284 -1.777134 2.756284 -1.777134 2.756284 
C8a 2.457990 2.647764 2.457990 2.647764 2.457990 2.647764 
C1a 1.739092 -1.882035 1.739092 -1.882035 1.739092 -1.882035 
C1b 1.739091 -1.882038 1.739091 -1.882038 1.739091 -1.882038 

N14a -5.549565 -1.321049 -5.549565 -1.321049 -5.549565 -1.321049 
O14a1 -5.170491 -2.491130 -5.170491 -2.491130 -5.170491 -2.491130 
O14a2 -6.730654 -0.980161 -6.730654 -0.980161 -6.730654 -0.980161 

H3 4.560931 -2.788366 4.560931 -2.788366 4.560931 -2.788366 
H4 6.865214 -1.868253 6.865214 -1.868253 6.865214 -1.868253 
H5 7.233972 0.573562 7.233972 0.573562 7.233972 0.573562 
H6 5.327115 2.142763 5.327115 2.142763 5.327115 2.142763 

H10 0.083674 1.832930 0.083674 1.832930 0.083674 1.832930 
H11 -0.743153 -1.117882 -0.743153 -1.117882 -0.743153 -1.117882 
H13 -2.949297 -1.654029 -2.949297 -1.654029 -2.949297 -1.654029 
H15 -6.020858 1.309979 -6.020858 1.309979 -6.020858 1.309979 
H16 -4.321901 3.134241 -4.321901 3.134241 -4.321901 3.134241 
H8a1 3.435734 3.121837 3.435734 3.121837 3.435734 3.121837 
H8a2 1.906517 2.968649 1.906517 2.968649 1.906517 2.968649 
H8a3 1.906518 2.968650 1.906518 2.968650 1.906518 2.968650 
H1a1 2.247755 -2.848777 2.247755 -2.848777 2.247755 -2.848777 
H1a2 2.022367 -1.331005 2.022367 -1.331005 2.022367 -1.331005 
H1a3 0.664376 -2.063226 0.664376 -2.063226 0.664376 -2.063226 
H1b1 2.247754 -2.848779 2.247754 -2.848779 2.247754 -2.848779 
H1b2 0.664375 -2.063230 0.664375 -2.063230 0.664375 -2.063230 
H1b3 2.022365 -1.331009 2.022365 -1.331009 2.022365 -1.331009 
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Table 5.2.  Cartesian coordinates (in Å) of 6-nitro-BIPS isomers calculated at B3LYP/6-
311G(d, p) (continued) 

 TTT S0 TTT T1 
 x y  x y  

C1 -2.329798 1.017514 C1 -2.329798 1.017514 C1 
C2 -3.721556 0.405017 C2 -3.721556 0.405017 C2 
C3 -4.969351 1.005287 C3 -4.969351 1.005287 C3 
C4 -6.112465 0.198375 C4 -6.112465 0.198375 C4 
C5 -5.993798 -1.189865 C5 -5.993798 -1.189865 C5 
C6 -4.740981 -1.808076 C6 -4.740981 -1.808076 C6 
C7 -3.619210 -0.987059 C7 -3.619210 -0.987059 C7 
N8 -2.255128 -1.342490 N8 -2.255128 -1.342490 N8 
C9 -1.446989 -0.243246 C9 -1.446989 -0.243246 C9 

C10 -0.066476 -0.346440 C10 -0.066476 -0.346440 C10 
C11 0.819701 0.737162 C11 0.819701 0.737162 C11 
C12 2.211878 0.710751 C12 2.211878 0.710751 C12 
C13 2.980962 -0.481599 C13 2.980962 -0.481599 C13 
C14 4.345084 -0.425259 C14 4.345084 -0.425259 C14 
C15 5.048871 0.824198 C15 5.048871 0.824198 C15 
C16 4.362667 1.992179 C16 4.362667 1.992179 C16 
C17 2.899730 2.037030 C17 2.899730 2.037030 C17 
O18 2.275033 3.099669 O18 2.275033 3.099669 O18 
C8a -1.763924 -2.711941 C8a -1.763924 -2.711941 C8a 
C1a -2.116681 1.866628 C1a -2.116681 1.866628 C1a 
C1b -2.116688 1.866634 C1b -2.116688 1.866634 C1b 

N14a 5.107922 -1.669112 N14a 5.107922 -1.669112 N14a 
O14a1 6.333883 -1.585567 O14a1 6.333883 -1.585567 O14a1 
O14a2 4.490534 -2.733400 O14a2 4.490534 -2.733400 O14a2 

H3 -5.066415 2.085404 H3 -5.066415 2.085404 H3 
H4 -7.094704 0.655250 H4 -7.094704 0.655250 H4 
H5 -6.885485 -1.805732 H5 -6.885485 -1.805732 H5 
H6 -4.667180 -2.888013 H6 -4.667180 -2.888013 H6 

H10 0.352285 -1.345628 H10 0.352285 -1.345628 H10 
H11 0.423260 1.746017 H11 0.423260 1.746017 H11 
H13 2.511275 -1.456493 H13 2.511275 -1.456493 H13 
H15 6.130303 0.797274 H15 6.130303 0.797274 H15 
H16 4.872422 2.947992 H16 4.872422 2.947992 H16 
H8a1 -2.606423 -3.398066 H8a1 -2.606423 -3.398066 H8a1 
H8a2 -1.158152 -2.903064 H8a2 -1.158152 -2.903064 H8a2 
H8a3 -1.158138 -2.903065 H8a3 -1.158138 -2.903065 H8a3 
H1a1 -2.850023 2.676164 H1a1 -2.850023 2.676164 H1a1 
H1a2 -2.250244 1.262191 H1a2 -2.250244 1.262191 H1a2 
H1a3 -1.121754 2.311629 H1a3 -1.121754 2.311629 H1a3 
H1b1 -2.850030 2.676169 H1b1 -2.850030 2.676169 H1b1 
H1b2 -1.121761 2.311635 H1b2 -1.121761 2.311635 H1b2 
H1b3 -2.250254 1.262201 H1b3 -2.250254 1.262201 H1b3 

 

  



Chapter 5.  Results  218 
 

 

Table 5.2.  Cartesian coordinates (in Å) of 6-nitro-BIPS isomers calculated at B3LYP/6-
311G(d, p) (continued) 

 CCC S0 CCC T1 
 x y x y x y 

C1 -2.684759 1.377758 -2.684759 1.377758 -2.684759 1.377758 
C2 -3.479089 0.098730 -3.479089 0.098730 -3.479089 0.098730 
C3 -4.748056 -0.258289 -4.748056 -0.258289 -4.748056 -0.258289 
C4 -5.226831 -1.537640 -5.226831 -1.537640 -5.226831 -1.537640 
C5 -4.441135 -2.438330 -4.441135 -2.438330 -4.441135 -2.438330 
C6 -3.162114 -2.088158 -3.162114 -2.088158 -3.162114 -2.088158 
C7 -2.712087 -0.812356 -2.712087 -0.812356 -2.712087 -0.812356 
N8 -1.481818 -0.204806 -1.481818 -0.204806 -1.481818 -0.204806 
C9 -1.379958 1.021435 -1.379958 1.021435 -1.379958 1.021435 

C10 -0.304238 1.919139 -0.304238 1.919139 -0.304238 1.919139 
C11 1.063888 1.706557 1.063888 1.706557 1.063888 1.706557 
C12 1.866118 0.641902 1.866118 0.641902 1.866118 0.641902 
C13 3.248572 0.678384 3.248572 0.678384 3.248572 0.678384 
C14 4.115304 -0.252966 4.115304 -0.252966 4.115304 -0.252966 
C15 3.662393 -1.259176 3.662393 -1.259176 3.662393 -1.259176 
C16 2.350474 -1.302525 2.350474 -1.302525 2.350474 -1.302525 
C17 1.357498 -0.381691 1.357498 -0.381691 1.357498 -0.381691 
O18 0.160311 -0.457608 0.160311 -0.457608 0.160311 -0.457608 
C8a -0.510874 -0.849679 -0.510874 -0.849679 -0.510874 -0.849679 
C1a -2.383961 1.668794 -2.383961 1.668794 -2.383961 1.668794 
C1b -3.391057 2.581704 -3.391057 2.581704 -3.391057 2.581704 

N14a 5.524908 -0.195494 5.524908 -0.195494 5.524908 -0.195494 
O14a1 5.895419 0.687680 5.895419 0.687680 5.895419 0.687680 
O14a2 6.274606 -1.039084 6.274606 -1.039084 6.274606 -1.039084 

H3 -5.362912 0.434354 -5.362912 0.434354 -5.362912 0.434354 
H4 -6.214457 -1.834128 -6.214457 -1.834128 -6.214457 -1.834128 
H5 -4.822709 -3.428806 -4.822709 -3.428806 -4.822709 -3.428806 
H6 -2.549956 -2.797240 -2.549956 -2.797240 -2.549956 -2.797240 

H10 -0.613307 2.958678 -0.613307 2.958678 -0.613307 2.958678 
H11 1.637715 2.561282 1.637715 2.561282 1.637715 2.561282 
H13 3.643372 1.442836 3.643372 1.442836 3.643372 1.442836 
H15 4.384191 -1.964741 4.384191 -1.964741 4.384191 -1.964741 
H16 1.980437 -2.048710 1.980437 -2.048710 1.980437 -2.048710 
H8a1 -1.047133 -1.417788 -1.047133 -1.417788 -1.047133 -1.417788 
H8a2 0.095718 -0.084892 0.095718 -0.084892 0.095718 -0.084892 
H8a3 0.139027 -1.514479 0.139027 -1.514479 0.139027 -1.514479 
H1a1 -1.831713 0.842475 -1.831713 0.842475 -1.831713 0.842475 
H1a2 -3.320259 1.819240 -3.320259 1.819240 -3.320259 1.819240 
H1a3 -1.778498 2.573466 -1.778498 2.573466 -1.778498 2.573466 
H1b1 -4.345090 2.765818 -4.345090 2.765818 -4.345090 2.765818 
H1b2 -2.788732 3.488558 -2.788732 3.488558 -2.788732 3.488558 
H1b3 -3.590534 2.396709 -3.590534 2.396709 -3.590534 2.396709 
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Table 5.2.  Cartesian coordinates (in Å) of 6-nitro-BIPS isomers calculated at B3LYP/6-
311G(d, p) (continued) 

 CCT S0 CCT T1 
 x y  x y  

C1 2.495521 -1.309118 C1 2.495521 -1.309118 C1 
C2 3.196136 -0.063776 C2 3.196136 -0.063776 C2 
C3 4.440940 0.467442 C3 4.440940 0.467442 C3 
C4 4.836696 1.653265 C4 4.836696 1.653265 C4 
C5 3.992345 2.288077 C5 3.992345 2.288077 C5 
C6 2.736595 1.759710 C6 2.736595 1.759710 C6 
C7 2.368277 0.580501 C7 2.368277 0.580501 C7 
N8 1.170947 -0.157218 N8 1.170947 -0.157218 N8 
C9 1.148282 -1.229234 C9 1.148282 -1.229234 C9 

C10 0.150718 -2.181381 C10 0.150718 -2.181381 C10 
C11 -1.238220 -2.187094 C11 -1.238220 -2.187094 C11 
C12 -2.202705 -1.176613 C12 -2.202705 -1.176613 C12 
C13 -1.962789 0.164401 C13 -1.962789 0.164401 C13 
C14 -2.985221 1.072303 C14 -2.985221 1.072303 C14 
C15 -4.333260 0.707789 C15 -4.333260 0.707789 C15 
C16 -4.621729 -0.563397 C16 -4.621729 -0.563397 C16 
C17 -3.595142 -1.602392 C17 -3.595142 -1.602392 C17 
O18 -3.860036 -2.751216 O18 -3.860036 -2.751216 O18 
C8a 0.233615 0.110650 C8a 0.233615 0.110650 C8a 
C1a 2.274476 -1.259030 C1a 2.274476 -1.259030 C1a 
C1b 3.272908 -2.586334 C1b 3.272908 -2.586334 C1b 

N14a -2.693490 2.439025 N14a -2.693490 2.439025 N14a 
O14a1 -1.513740 2.761501 O14a1 -1.513740 2.761501 O14a1 
O14a2 -3.640358 3.207593 O14a2 -3.640358 3.207593 O14a2 

H3 5.101479 -0.019802 H3 5.101479 -0.019802 H3 
H4 5.804069 2.085115 H4 5.804069 2.085115 H4 
H5 4.307630 3.211130 H5 4.307630 3.211130 H5 
H6 2.078512 2.267632 H6 2.078512 2.267632 H6 

H10 0.525598 -3.116028 H10 0.525598 -3.116028 H10 
H11 -1.683735 -3.177350 H11 -1.683735 -3.177350 H11 
H13 -0.978514 0.487127 H13 -0.978514 0.487127 H13 
H15 -5.097475 1.470181 H15 -5.097475 1.470181 H15 
H16 -5.633187 -0.866915 H16 -5.633187 -0.866915 H16 
H8a1 0.798569 0.436874 H8a1 0.798569 0.436874 H8a1 
H8a2 -0.307219 -0.801644 H8a2 -0.307219 -0.801644 H8a2 
H8a3 -0.484875 0.885759 H8a3 -0.484875 0.885759 H8a3 
H1a1 1.729709 -0.358719 H1a1 1.729709 -0.358719 H1a1 
H1a2 3.237889 -1.256108 H1a2 3.237889 -1.256108 H1a2 
H1a3 1.706618 -2.128849 H1a3 1.706618 -2.128849 H1a3 
H1b1 4.257844 -2.576259 H1b1 4.257844 -2.576259 H1b1 
H1b2 2.748710 -3.484696 H1b2 2.748710 -3.484696 H1b2 
H1b3 3.414608 -2.647741 H1b3 3.414608 -2.647741 H1b3 
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Table 5.2.  Cartesian coordinates (in Å) of 6-nitro-BIPS isomers calculated at B3LYP/6-
311G(d, p) (continued) 

 TCC S0 TCC T1 
 x y x y x y 

C1    -1.481998 -0.725788 -0.438909 
C2    -2.961073 -0.936222 -0.142181 
C3    -3.690358 -2.102781 0.008399 
C4    -5.060523 -2.021956 0.287863 
C5    -5.680894 -0.780343 0.417134 
C6    -4.958275 0.405591 0.272409 
C7    -3.596935 0.301832 -0.004374 
N8    -2.659504 1.320612 -0.185994 
C9    -1.407512 0.815301 -0.480816 

C10    -0.414459 1.659438 -0.991152 
C11    0.968844 1.505791 -1.116932 
C12    1.907532 0.852014 -0.252032 
C13    3.142326 0.404456 -0.729908 
C14    4.077941 -0.161112 0.133642 
C15    3.851692 -0.313610 1.514939 
C16    2.661100 0.125369 2.031175 
C17    1.658185 0.772906 1.209868 
O18    0.641254 1.276853 1.726896 
C8a    -2.971678 2.729879 -0.035627 
C1a Not available -1.110222 -1.304216 -1.826172 
C1b    -0.627037 -1.411733 0.648813 

N14a    5.354412 -0.633935 -0.423724 
O14a1    5.539014 -0.495671 -1.628552 
O14a2    6.161264 -1.139573 0.350591 

H3    -3.213671 -3.072048 -0.089709 
H4    -5.641263 -2.929353 0.402824 
H5    -6.742454 -0.729813 0.630319 
H6    -5.451953 1.364909 0.363794 

H10    -0.803875 2.565601 -1.456184 
H11    1.425279 2.063076 -1.931848 
H13    3.387072 0.475474 -1.781013 
H15    4.618301 -0.766912 2.126968 
H16    2.444253 0.062035 3.090583 
H8a1    -3.758536 2.846446 0.710822 
H8a2    -2.085226 3.258313 0.313359 
H8a3    -3.312518 3.176590 -0.976447 
H1a1    -1.748161 -0.892209 -2.610848 
H1a2    -1.231601 -2.390487 -1.821464 
H1a3    -0.070953 -1.074410 -2.069354 
H1b1    -0.910564 -2.465566 0.712604 
H1b2    0.433389 -1.371041 0.400831 
H1b3    -0.774067 -0.949111 1.624476 
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Table 5.2.  Cartesian coordinates (in Å) of 6-nitro-BIPS isomers calculated at B3LYP/6-
311G(d, p) (continued) 

 TCT S0 TCT T1 
 x y  x y  

C1 -2.329798 1.017514 C1 -2.329798 1.017514 C1 
C2 -3.721556 0.405017 C2 -3.721556 0.405017 C2 
C3 -4.969351 1.005287 C3 -4.969351 1.005287 C3 
C4 -6.112465 0.198375 C4 -6.112465 0.198375 C4 
C5 -5.993798 -1.189865 C5 -5.993798 -1.189865 C5 
C6 -4.740981 -1.808076 C6 -4.740981 -1.808076 C6 
C7 -3.619210 -0.987059 C7 -3.619210 -0.987059 C7 
N8 -2.255128 -1.342490 N8 -2.255128 -1.342490 N8 
C9 -1.446989 -0.243246 C9 -1.446989 -0.243246 C9 

C10 -0.066476 -0.346440 C10 -0.066476 -0.346440 C10 
C11 0.819701 0.737162 C11 0.819701 0.737162 C11 
C12 2.211878 0.710751 C12 2.211878 0.710751 C12 
C13 2.980962 -0.481599 C13 2.980962 -0.481599 C13 
C14 4.345084 -0.425259 C14 4.345084 -0.425259 C14 
C15 5.048871 0.824198 C15 5.048871 0.824198 C15 
C16 4.362667 1.992179 C16 4.362667 1.992179 C16 
C17 2.899730 2.037030 C17 2.899730 2.037030 C17 
O18 2.275033 3.099669 O18 2.275033 3.099669 O18 
C8a -1.763924 -2.711941 C8a -1.763924 -2.711941 C8a 
C1a -2.116681 1.866628 C1a -2.116681 1.866628 C1a 
C1b -2.116688 1.866634 C1b -2.116688 1.866634 C1b 

N14a 5.107922 -1.669112 N14a 5.107922 -1.669112 N14a 
O14a1 6.333883 -1.585567 O14a1 6.333883 -1.585567 O14a1 
O14a2 4.490534 -2.733400 O14a2 4.490534 -2.733400 O14a2 

H3 -5.066415 2.085404 H3 -5.066415 2.085404 H3 
H4 -7.094704 0.655250 H4 -7.094704 0.655250 H4 
H5 -6.885485 -1.805732 H5 -6.885485 -1.805732 H5 
H6 -4.667180 -2.888013 H6 -4.667180 -2.888013 H6 

H10 0.352285 -1.345628 H10 0.352285 -1.345628 H10 
H11 0.423260 1.746017 H11 0.423260 1.746017 H11 
H13 2.511275 -1.456493 H13 2.511275 -1.456493 H13 
H15 6.130303 0.797274 H15 6.130303 0.797274 H15 
H16 4.872422 2.947992 H16 4.872422 2.947992 H16 
H8a1 -2.606423 -3.398066 H8a1 -2.606423 -3.398066 H8a1 
H8a2 -1.158152 -2.903064 H8a2 -1.158152 -2.903064 H8a2 
H8a3 -1.158138 -2.903065 H8a3 -1.158138 -2.903065 H8a3 
H1a1 -2.850023 2.676164 H1a1 -2.850023 2.676164 H1a1 
H1a2 -2.250244 1.262191 H1a2 -2.250244 1.262191 H1a2 
H1a3 -1.121754 2.311629 H1a3 -1.121754 2.311629 H1a3 
H1b1 -2.850030 2.676169 H1b1 -2.850030 2.676169 H1b1 
H1b2 -1.121761 2.311635 H1b2 -1.121761 2.311635 H1b2 
H1b3 -2.250254 1.262201 H1b3 -2.250254 1.262201 H1b3 
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Table 5.3.  Energy and vibrational frequencies of 6-nitro-BIPS isomers calculated at 
B3LYP/6-311G(d, p) 

 SP S0 SP T1 
Energy [a] /Hartree -1069.868271 -1069.777772 

Frequency /cm-1 

12.02 39.59 51.04 10.44 39.28 54.14 
89.31 104.37 112.90 85.07 98.95 112.67 

121.95 156.27 175.69 122.26 139.88 172.43 
197.18 218.02 230.17 193.56 207.23 221.16 
234.81 261.66 263.67 228.85 240.30 251.05 
284.04 303.87 319.74 281.05 289.46 305.34 
323.20 339.53 367.97 310.44 336.93 356.12 
402.62 418.30 424.26 377.37 395.62 413.04 
456.21 485.85 504.25 420.64 451.69 482.54 
528.07 543.73 552.92 500.81 522.70 535.14 
556.54 570.54 576.66 553.81 566.40 570.41 
585.42 636.03 642.92 577.45 581.48 588.12 
693.42 726.15 744.25 641.50 652.22 721.85 
752.05 755.87 775.02 726.12 754.58 755.99 
778.10 790.64 817.75 775.33 780.45 789.78 
829.32 852.78 858.42 823.46 835.61 843.81 
863.14 925.38 933.90 862.26 891.96 914.84 
938.04 939.80 954.82 930.38 937.87 953.78 
964.97 974.60 982.90 958.64 964.49 973.74 
999.07 1005.62 1031.44 976.65 998.58 1004.03 

1046.08 1083.58 1103.78 1030.93 1046.01 1082.84 
1119.06 1139.09 1142.23 1089.33 1117.40 1138.97 
1144.82 1160.04 1179.94 1142.27 1145.92 1159.88 
1183.24 1201.97 1205.55 1179.97 1183.06 1200.65 
1243.45 1261.39 1277.56 1205.43 1238.28 1259.79 
1288.09 1300.27 1323.33 1281.89 1287.17 1293.79 
1329.28 1369.30 1376.55 1321.73 1329.38 1358.10 
1387.84 1397.23 1405.85 1387.36 1389.20 1396.79 
1419.85 1457.74 1476.42 1410.39 1419.28 1456.93 
1488.11 1491.05 1491.90 1478.64 1487.57 1490.85 
1495.60 1503.77 1506.44 1491.44 1495.36 1503.88 
1513.57 1514.67 1518.36 1508.06 1513.16 1514.08 
1584.86 1620.28 1638.78 1518.15 1596.28 1631.70 
1647.89 1651.51 1699.33 1638.43 1647.73 1696.67 
2996.06 3029.05 3035.94 2994.91 3028.28 3035.56 
3077.72 3089.71 3098.47 3077.00 3088.99 3097.48 
3108.00 3121.39 3135.32 3106.78 3121.13 3135.52 
3160.96 3166.18 3168.90 3160.57 3164.21 3168.47 
3184.68 3192.83 3199.48 3184.42 3192.65 3192.92 
3207.32 3211.89 3225.87 3195.65 3208.03 3209.02 

[a] Sum of electronic and zero-point energies.  
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Table 5.3.  Energy and vibrational frequencies of 6-nitro-BIPS isomers calculated at 
B3LYP/6-311G(d, p) (continued) 

 CTC S0 CTC T1 
Energy [a] /Hartree -1069.859855 -1069.809488 

Frequency /cm-1 

18.70 30.65 18.70 30.65 18.70 30.65 
56.59 76.73 56.59 76.73 56.59 76.73 

106.11 130.33 106.11 130.33 106.11 130.33 
155.05 170.50 155.05 170.50 155.05 170.50 
234.96 249.48 234.96 249.48 234.96 249.48 
263.92 277.71 263.92 277.71 263.92 277.71 
310.08 319.51 310.08 319.51 310.08 319.51 
356.23 357.35 356.23 357.35 356.23 357.35 
399.56 464.57 399.56 464.57 399.56 464.57 
480.19 508.13 480.19 508.13 480.19 508.13 
550.95 552.79 550.95 552.79 550.95 552.79 
579.29 631.66 579.29 631.66 579.29 631.66 
664.38 705.51 664.38 705.51 664.38 705.51 
741.91 754.40 741.91 754.40 741.91 754.40 
760.77 774.72 760.77 774.72 760.77 774.72 
846.55 860.84 846.55 860.84 846.55 860.84 
910.01 914.59 910.01 914.59 910.01 914.59 
947.14 949.55 947.14 949.55 947.14 949.55 
956.33 988.61 956.33 988.61 956.33 988.61 

1011.09 1030.59 1011.09 1030.59 1011.09 1030.59 
1048.52 1092.71 1048.52 1092.71 1048.52 1092.71 
1136.82 1137.44 1136.82 1137.44 1136.82 1137.44 
1149.03 1152.38 1149.03 1152.38 1149.03 1152.38 
1198.39 1207.73 1198.39 1207.73 1198.39 1207.73 
1246.35 1266.13 1246.35 1266.13 1246.35 1266.13 
1314.28 1325.57 1314.28 1325.57 1314.28 1325.57 
1360.19 1382.45 1360.19 1382.45 1360.19 1382.45 
1402.30 1412.84 1402.30 1412.84 1402.30 1412.84 
1447.48 1470.26 1447.48 1470.26 1447.48 1470.26 
1488.67 1491.88 1488.67 1491.88 1488.67 1491.88 
1503.47 1505.51 1503.47 1505.51 1503.47 1505.51 
1517.70 1534.38 1517.70 1534.38 1517.70 1534.38 
1593.65 1608.78 1593.65 1608.78 1593.65 1608.78 
1647.12 1657.62 1647.12 1657.62 1647.12 1657.62 
3034.75 3034.84 3034.75 3034.84 3034.75 3034.84 
3103.88 3107.21 3103.88 3107.21 3103.88 3107.21 
3114.20 3117.52 3114.20 3117.52 3114.20 3117.52 
3169.05 3171.01 3169.05 3171.01 3169.05 3171.01 
3189.13 3191.73 3189.13 3191.73 3189.13 3191.73 
3198.91 3200.23 3198.91 3200.23 3198.91 3200.23 

[a] Sum of electronic and zero-point energies.  
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Table 5.3.  Energy and vibrational frequencies of 6-nitro-BIPS isomers calculated at 
B3LYP/6-311G(d, p) (continued) 

 CTT S0 CTT T1 
Energy [a] /Hartree -1069.858749 -1069.811818 

Frequency /cm-1 

19.91 26.68 19.91 26.68 19.91 26.68 
51.43 75.55 51.43 75.55 51.43 75.55 

107.54 129.35 107.54 129.35 107.54 129.35 
162.44 185.77 162.44 185.77 162.44 185.77 
233.11 241.69 233.11 241.69 233.11 241.69 
263.60 270.81 263.60 270.81 263.60 270.81 
305.60 316.29 305.60 316.29 305.60 316.29 
353.53 357.52 353.53 357.52 353.53 357.52 
409.72 473.45 409.72 473.45 409.72 473.45 
481.39 501.33 481.39 501.33 481.39 501.33 
551.74 557.46 551.74 557.46 551.74 557.46 
585.34 595.83 585.34 595.83 585.34 595.83 
652.51 700.90 652.51 700.90 652.51 700.90 
737.17 756.45 737.17 756.45 737.17 756.45 
774.19 786.97 774.19 786.97 774.19 786.97 
838.93 857.27 838.93 857.27 838.93 857.27 
881.91 914.60 881.91 914.60 881.91 914.60 
944.91 948.26 944.91 948.26 944.91 948.26 
973.40 988.19 973.40 988.19 973.40 988.19 

1019.89 1029.99 1019.89 1029.99 1019.89 1029.99 
1049.22 1084.60 1049.22 1084.60 1049.22 1084.60 
1133.37 1136.52 1133.37 1136.52 1133.37 1136.52 
1150.74 1154.15 1150.74 1154.15 1150.74 1154.15 
1186.76 1211.51 1186.76 1211.51 1186.76 1211.51 
1257.04 1267.53 1257.04 1267.53 1257.04 1267.53 
1303.80 1325.23 1303.80 1325.23 1303.80 1325.23 
1352.32 1382.15 1352.32 1382.15 1352.32 1382.15 
1413.68 1420.73 1413.68 1420.73 1413.68 1420.73 
1462.64 1477.11 1462.64 1477.11 1462.64 1477.11 
1488.04 1492.30 1488.04 1492.30 1488.04 1492.30 
1504.14 1504.39 1504.14 1504.39 1504.14 1504.39 
1518.31 1536.62 1518.31 1536.62 1518.31 1536.62 
1594.03 1608.61 1594.03 1608.61 1594.03 1608.61 
1647.08 1655.67 1647.08 1655.67 1647.08 1655.67 
3034.88 3038.32 3034.88 3038.32 3034.88 3038.32 
3102.96 3107.53 3102.96 3107.53 3102.96 3107.53 
3111.73 3114.39 3111.73 3114.39 3111.73 3114.39 
3169.11 3170.72 3169.11 3170.72 3169.11 3170.72 
3190.61 3192.07 3190.61 3192.07 3190.61 3192.07 
3204.57 3208.76 3204.57 3208.76 3204.57 3208.76 

[a] Sum of electronic and zero-point energies.  
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Table 5.3.  Energy and vibrational frequencies of 6-nitro-BIPS isomers calculated at 
B3LYP/6-311G(d, p) (continued) 

 TTC S0 TTC T1 
Energy [a] /Hartree -1069.863568 -1069.812717 

Frequency /cm-1 

29.48 30.43 29.48 30.43 29.48 30.43 
48.84 65.28 48.84 65.28 48.84 65.28 
98.58 116.09 98.58 116.09 98.58 116.09 

149.27 170.21 149.27 170.21 149.27 170.21 
214.77 238.51 214.77 238.51 214.77 238.51 
254.20 271.83 254.20 271.83 254.20 271.83 
302.21 320.02 302.21 320.02 302.21 320.02 
357.12 357.51 357.12 357.51 357.12 357.51 
407.39 465.08 407.39 465.08 407.39 465.08 
478.24 508.83 478.24 508.83 478.24 508.83 
548.28 556.15 548.28 556.15 548.28 556.15 
579.09 631.60 579.09 631.60 579.09 631.60 
667.41 700.07 667.41 700.07 667.41 700.07 
735.99 752.83 735.99 752.83 735.99 752.83 
759.36 774.24 759.36 774.24 759.36 774.24 
837.45 853.16 837.45 853.16 837.45 853.16 
865.39 916.03 865.39 916.03 865.39 916.03 
944.65 950.36 944.65 950.36 944.65 950.36 
960.03 987.39 960.03 987.39 960.03 987.39 

1010.75 1034.63 1010.75 1034.63 1010.75 1034.63 
1063.68 1098.82 1063.68 1098.82 1063.68 1098.82 
1137.80 1138.42 1137.80 1138.42 1137.80 1138.42 
1149.02 1152.50 1149.02 1152.50 1149.02 1152.50 
1194.09 1209.30 1194.09 1209.30 1194.09 1209.30 
1248.28 1285.60 1248.28 1285.60 1248.28 1285.60 
1303.48 1335.63 1303.48 1335.63 1303.48 1335.63 
1369.94 1385.78 1369.94 1385.78 1369.94 1385.78 
1404.27 1407.09 1404.27 1407.09 1404.27 1407.09 
1448.25 1470.60 1448.25 1470.60 1448.25 1470.60 
1486.39 1488.85 1486.39 1488.85 1486.39 1488.85 
1499.21 1502.75 1499.21 1502.75 1499.21 1502.75 
1519.24 1533.48 1519.24 1533.48 1519.24 1533.48 
1592.56 1607.42 1592.56 1607.42 1592.56 1607.42 
1645.01 1658.72 1645.01 1658.72 1645.01 1658.72 
3041.66 3044.02 3041.66 3044.02 3041.66 3044.02 
3100.29 3108.07 3100.29 3108.07 3100.29 3108.07 
3122.98 3123.81 3122.98 3123.81 3122.98 3123.81 
3163.89 3169.16 3163.89 3169.16 3163.89 3169.16 
3188.35 3191.50 3188.35 3191.50 3188.35 3191.50 
3200.96 3209.47 3200.96 3209.47 3200.96 3209.47 

[a] Sum of electronic and zero-point energies.  
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Table 5.3.  Energy and vibrational frequencies of 6-nitro-BIPS isomers calculated at 
B3LYP/6-311G(d, p) (continued) 

 TTT S0 TTT T1 
Energy [a] /Hartree -1069.861331 -1069.813953 

Frequency /cm-1 

16.64 33.70 16.64 33.70 16.64 33.70 
51.18 74.16 51.18 74.16 51.18 74.16 
93.06 118.75 93.06 118.75 93.06 118.75 

134.70 169.02 134.70 169.02 134.70 169.02 
217.80 247.12 217.80 247.12 217.80 247.12 
254.57 263.99 254.57 263.99 254.57 263.99 
299.70 308.60 299.70 308.60 299.70 308.60 
353.20 358.22 353.20 358.22 353.20 358.22 
415.74 470.96 415.74 470.96 415.74 470.96 
480.20 501.44 480.20 501.44 480.20 501.44 
550.83 556.62 550.83 556.62 550.83 556.62 
585.76 599.09 585.76 599.09 585.76 599.09 
660.89 691.25 660.89 691.25 660.89 691.25 
737.58 756.00 737.58 756.00 737.58 756.00 
773.25 786.17 773.25 786.17 773.25 786.17 
838.88 844.70 838.88 844.70 838.88 844.70 
864.67 879.44 864.67 879.44 864.67 879.44 
939.06 944.66 939.06 944.66 939.06 944.66 
970.32 987.35 970.32 987.35 970.32 987.35 

1015.73 1037.94 1015.73 1037.94 1015.73 1037.94 
1066.30 1083.34 1066.30 1083.34 1066.30 1083.34 
1132.97 1139.09 1132.97 1139.09 1132.97 1139.09 
1148.92 1150.27 1148.92 1150.27 1148.92 1150.27 
1186.95 1200.19 1186.95 1200.19 1186.95 1200.19 
1249.57 1278.06 1249.57 1278.06 1249.57 1278.06 
1301.12 1321.68 1301.12 1321.68 1301.12 1321.68 
1357.09 1383.58 1357.09 1383.58 1357.09 1383.58 
1407.19 1416.60 1407.19 1416.60 1407.19 1416.60 
1459.30 1472.83 1459.30 1472.83 1459.30 1472.83 
1487.78 1491.43 1487.78 1491.43 1487.78 1491.43 
1501.89 1504.06 1501.89 1504.06 1501.89 1504.06 
1519.38 1535.20 1519.38 1535.20 1519.38 1535.20 
1592.13 1608.03 1592.13 1608.03 1592.13 1608.03 
1646.78 1656.33 1646.78 1656.33 1646.78 1656.33 
3036.24 3040.88 3036.24 3040.88 3036.24 3040.88 
3091.06 3106.69 3091.06 3106.69 3091.06 3106.69 
3124.50 3126.43 3124.50 3126.43 3124.50 3126.43 
3169.63 3174.30 3169.63 3174.30 3169.63 3174.30 
3190.17 3191.07 3190.17 3191.07 3190.17 3191.07 
3199.76 3206.06 3199.76 3206.06 3199.76 3206.06 

[a] Sum of electronic and zero-point energies.  
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Table 5.3.  Energy and vibrational frequencies of 6-nitro-BIPS isomers calculated at 
B3LYP/6-311G(d, p) (continued) 

 CCC S0 CCC T1 
Energy [a] /Hartree -1069.853172 -1069.798257 

Frequency /cm-1 

26.86 35.42 26.86 35.42 26.86 35.42 
65.23 88.87 65.23 88.87 65.23 88.87 

116.48 132.10 116.48 132.10 116.48 132.10 
163.10 177.06 163.10 177.06 163.10 177.06 
227.91 250.11 227.91 250.11 227.91 250.11 
265.65 282.90 265.65 282.90 265.65 282.90 
315.23 325.06 315.23 325.06 315.23 325.06 
354.36 373.97 354.36 373.97 354.36 373.97 
434.40 465.27 434.40 465.27 434.40 465.27 
484.73 525.28 484.73 525.28 484.73 525.28 
550.76 552.66 550.76 552.66 550.76 552.66 
581.30 632.34 581.30 632.34 581.30 632.34 
663.56 684.49 663.56 684.49 663.56 684.49 
740.60 753.77 740.60 753.77 740.60 753.77 
763.16 776.83 763.16 776.83 763.16 776.83 
804.99 845.16 804.99 845.16 804.99 845.16 
872.95 894.34 872.95 894.34 872.95 894.34 
942.93 947.26 942.93 947.26 942.93 947.26 
959.27 976.07 959.27 976.07 959.27 976.07 

1004.20 1032.64 1004.20 1032.64 1004.20 1032.64 
1050.64 1092.48 1050.64 1092.48 1050.64 1092.48 
1129.02 1138.53 1129.02 1138.53 1129.02 1138.53 
1148.35 1151.62 1148.35 1151.62 1148.35 1151.62 
1186.44 1205.82 1186.44 1205.82 1186.44 1205.82 
1251.09 1262.26 1251.09 1262.26 1251.09 1262.26 
1321.63 1341.81 1321.63 1341.81 1321.63 1341.81 
1371.28 1382.42 1371.28 1382.42 1371.28 1382.42 
1400.46 1424.64 1400.46 1424.64 1400.46 1424.64 
1455.30 1473.91 1455.30 1473.91 1455.30 1473.91 
1484.43 1489.35 1484.43 1489.35 1484.43 1489.35 
1501.04 1505.52 1501.04 1505.52 1501.04 1505.52 
1513.16 1526.69 1513.16 1526.69 1513.16 1526.69 
1580.02 1596.76 1580.02 1596.76 1580.02 1596.76 
1642.70 1655.26 1642.70 1655.26 1642.70 1655.26 
3034.32 3037.52 3034.32 3037.52 3034.32 3037.52 
3101.68 3106.22 3101.68 3106.22 3101.68 3106.22 
3115.91 3125.85 3115.91 3125.85 3115.91 3125.85 
3143.15 3154.58 3143.15 3154.58 3143.15 3154.58 
3179.73 3184.62 3179.73 3184.62 3179.73 3184.62 
3195.65 3202.46 3195.65 3202.46 3195.65 3202.46 

[a] Sum of electronic and zero-point energies.  



Chapter 5.  Results  228 
 

 

Table 5.3.  Energy and vibrational frequencies of 6-nitro-BIPS isomers calculated at 
B3LYP/6-311G(d, p) (continued) 

 CCT S0 CCT T1 
Energy [a] /Hartree -1069.847953 -1069.802540 

Frequency /cm-1 

18.64 30.52 18.64 30.52 18.64 30.52 
62.06 71.22 62.06 71.22 62.06 71.22 

106.11 134.41 106.11 134.41 106.11 134.41 
168.59 183.91 168.59 183.91 168.59 183.91 
220.66 246.47 220.66 246.47 220.66 246.47 
261.58 279.75 261.58 279.75 261.58 279.75 
312.36 322.64 312.36 322.64 312.36 322.64 
350.96 359.86 350.96 359.86 350.96 359.86 
437.28 474.87 437.28 474.87 437.28 474.87 
493.87 515.88 493.87 515.88 493.87 515.88 
550.22 559.66 550.22 559.66 550.22 559.66 
578.66 598.68 578.66 598.68 578.66 598.68 
665.79 698.00 665.79 698.00 665.79 698.00 
739.33 759.92 739.33 759.92 739.33 759.92 
774.38 780.56 774.38 780.56 774.38 780.56 
824.71 834.53 824.71 834.53 824.71 834.53 
872.96 896.79 872.96 896.79 872.96 896.79 
948.30 954.26 948.30 954.26 948.30 954.26 
968.45 991.21 968.45 991.21 968.45 991.21 

1013.29 1031.27 1013.29 1031.27 1013.29 1031.27 
1047.30 1075.72 1047.30 1075.72 1047.30 1075.72 
1132.73 1140.32 1132.73 1140.32 1132.73 1140.32 
1148.35 1156.19 1148.35 1156.19 1148.35 1156.19 
1186.38 1195.18 1186.38 1195.18 1186.38 1195.18 
1262.88 1265.46 1262.88 1265.46 1262.88 1265.46 
1308.99 1323.90 1308.99 1323.90 1308.99 1323.90 
1345.08 1381.46 1345.08 1381.46 1345.08 1381.46 
1415.25 1426.97 1415.25 1426.97 1415.25 1426.97 
1464.24 1477.13 1464.24 1477.13 1464.24 1477.13 
1489.21 1490.44 1489.21 1490.44 1489.21 1490.44 
1502.86 1505.91 1502.86 1505.91 1502.86 1505.91 
1524.04 1530.20 1524.04 1530.20 1524.04 1530.20 
1591.81 1602.17 1591.81 1602.17 1591.81 1602.17 
1642.68 1653.93 1642.68 1653.93 1642.68 1653.93 
3034.96 3037.97 3034.96 3037.97 3034.96 3037.97 
3103.10 3107.56 3103.10 3107.56 3103.10 3107.56 
3112.80 3113.59 3112.80 3113.59 3112.80 3113.59 
3141.78 3155.62 3141.78 3155.62 3141.78 3155.62 
3179.99 3189.89 3179.99 3189.89 3179.99 3189.89 
3202.40 3213.76 3202.40 3213.76 3202.40 3213.76 

[a] Sum of electronic and zero-point energies.  
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Table 5.3.  Energy and vibrational frequencies of 6-nitro-BIPS isomers calculated at 
B3LYP/6-311G(d, p) (continued) 

 TCC S0 TCC T1 
Energy [a] /Hartree Not available -1069.792545 

Frequency /cm-1 

   20.36 28.55 38.63 
   49.80 74.71 108.82 
   113.91 126.47 131.98 
   141.00 144.84 192.02 
   216.06 240.23 254.62 
   268.62 291.57 308.84 
   314.47 319.25 320.51 
   333.77 353.28 359.51 
   426.88 442.20 464.59 
   481.35 510.87 527.66 
   541.11 553.50 557.64 
   577.09 588.98 624.73 
   642.51 668.04 680.91 
   713.62 742.75 745.66 
   755.51 764.11 772.63 
   803.14 829.56 839.13 
   856.98 861.89 862.45 
   916.67 934.35 940.73 
   947.77 952.95 980.42 

Not available 982.27 1029.13 1044.56 
   1058.28 1079.61 1094.98 
   1124.43 1130.79 1135.74 
   1138.51 1148.45 1151.03 
   1183.78 1190.82 1224.09 
   1250.02 1254.48 1287.86 
   1321.89 1328.01 1334.43 
   1364.72 1370.77 1374.85 
   1398.12 1402.33 1422.99 
   1439.35 1458.38 1464.47 
   1480.65 1489.02 1490.45 
   1492.67 1495.42 1502.67 
   1508.18 1513.06 1515.09 
   1516.83 1566.39 1579.39 
   1605.63 1635.97 1642.44 
   3014.87 3033.30 3043.05 
   3085.87 3091.98 3101.84 
   3109.35 3112.40 3126.97 
   3133.16 3137.79 3166.36 
   3174.45 3188.83 3194.14 
   3197.11 3211.56 3226.20 

[a] Sum of electronic and zero-point energies.  
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Table 5.3.  Energy and vibrational frequencies of 6-nitro-BIPS isomers calculated at 
B3LYP/6-311G(d, p) (continued) 

 TCT S0 TCT T1 
Energy [a] /Hartree -1069.835128 -1069.789808 

Frequency /cm-1 

12.65 34.34 12.65 34.34 12.65 34.34 
61.47 75.78 61.47 75.78 61.47 75.78 

100.79 108.85 100.79 108.85 100.79 108.85 
144.37 175.79 144.37 175.79 144.37 175.79 
202.51 216.34 202.51 216.34 202.51 216.34 
256.49 274.09 256.49 274.09 256.49 274.09 
306.92 321.73 306.92 321.73 306.92 321.73 
358.48 358.68 358.48 358.68 358.48 358.68 
448.96 470.79 448.96 470.79 448.96 470.79 
490.82 531.50 490.82 531.50 490.82 531.50 
549.91 557.98 549.91 557.98 549.91 557.98 
582.88 595.15 582.88 595.15 582.88 595.15 
684.41 687.94 684.41 687.94 684.41 687.94 
735.97 755.42 735.97 755.42 735.97 755.42 
775.78 782.89 775.78 782.89 775.78 782.89 
826.77 839.75 826.77 839.75 826.77 839.75 
862.41 868.49 862.41 868.49 862.41 868.49 
942.90 945.92 942.90 945.92 942.90 945.92 
966.48 988.54 966.48 988.54 966.48 988.54 

1030.15 1042.35 1030.15 1042.35 1030.15 1042.35 
1062.26 1067.01 1062.26 1067.01 1062.26 1067.01 
1126.61 1137.07 1126.61 1137.07 1126.61 1137.07 
1146.05 1151.51 1146.05 1151.51 1146.05 1151.51 
1187.15 1194.36 1187.15 1194.36 1187.15 1194.36 
1257.87 1263.20 1257.87 1263.20 1257.87 1263.20 
1319.83 1334.72 1319.83 1334.72 1319.83 1334.72 
1376.49 1390.05 1376.49 1390.05 1376.49 1390.05 
1420.49 1432.67 1420.49 1432.67 1420.49 1432.67 
1473.01 1486.01 1473.01 1486.01 1473.01 1486.01 
1492.22 1497.91 1492.22 1497.91 1492.22 1497.91 
1505.90 1514.26 1505.90 1514.26 1505.90 1514.26 
1523.08 1534.46 1523.08 1534.46 1523.08 1534.46 
1585.49 1605.79 1585.49 1605.79 1585.49 1605.79 
1646.86 1652.89 1646.86 1652.89 1646.86 1652.89 
3037.17 3048.77 3037.17 3048.77 3037.17 3048.77 
3092.11 3105.20 3092.11 3105.20 3092.11 3105.20 
3112.38 3153.14 3112.38 3153.14 3112.38 3153.14 
3163.82 3171.72 3163.82 3171.72 3163.82 3171.72 
3179.57 3191.29 3179.57 3191.29 3179.57 3191.29 
3199.78 3215.84 3199.78 3215.84 3199.78 3215.84 

[a] Sum of electronic and zero-point energies.  
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Table 5.4.  Refined structures of 6-nitro-BIPS and their abundance[a] 

# of 
Products 

Quality  
of Fit 

# of Fitted 
Parameters 

Fractional Abundance of Isomeric Species[c] 

 χ2 [b] 

 
n 
 

SP 
(S0) 

SP 
(T1) 

CTC 
(S0) 

CTT 
(S0) 

CTC 
(T1) 

CTT 
(T1) 

TCT 
(S0) 

 90 5 0.30 0.39 0.31 - - - - 
 120 4 0.39 0.36 - 0.25 - - - 

3 126 4 0.42 0.34 - - - 0.24 - 
 150 2 0.59 - 0.25 - - 0.16 - 
 164 1 0.39 0.34 - - 0.27 - - 
 100 1 0.35 0.37 0.08[b] 0.20 - - - 
 108 2 0.32 0.33 - - 0.19 - 0.16 

4 109 1 0.37 0.33 0.15 - - 0.15 - 
 133 0 0.33 0.35 0.28 - 0.04[b] - - 
 140 1 0.40 0.33 - 0.13 0.14 - - 

 

[a]It is assumed that the structures and frequencies obtained from the DFT calculations 

provide a good approximation to the actual structures.  If the linear combination is 

correct, then the structural refinement should only produce geometries, which differ 

minimally from the theoretically predicted ones, when reaching an n-dimensional 

minimum on the χ2-hypersurface. 

[b] { }∑ ⋅−=
s

swsTheorysExperiment )()()( 22χ  is the parameter being minimized in the 

least-squares fitting routine. Note that it is weighted by the error, w(s), associated with 

the diffraction intensity measured at each pixel.  Thus it is a relative measure of the 

quality of the fit for data collected under the exact same conditions.2 

[c]The error bar (3σ) for fitted fractions is ~0.1. Thus fractions less than 0.1 are below the 

detection limit of UED4. 
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Table 5.5.  Refined open CTC structure of 6-nitro-BIPS in the ground-state at 1132 K 

Bond Lengths 
 

Refined Value 
[a] 

DFT 
[b] 

Bond Angles 
[c] 

Refined Value 
[a] 

DFT 
[b] 

C1-C2 1.536 ± 0.017 1.532 C9-C1-C2 101.9 ± 2.9 101.771 
C2-C3 1.417 ± 0.017 1.400 C1-C2-C7 108.9 ± 4.3 109.020 
C3-C4 1.420 ± 0.018 1.415 C2-C7-N8 109.0 ± 3.1 109.198 
C4-C5 1.418 ± 0.016 1.409 C7-N8-C9 111.2 ± 2.7 111.216 
C5-C6 1.421 ± 0.013 1.413 N8-C9-C1 108.8 ± 3.6 108.687 
C6-C7 1.412 ± 0.014 1.405 C3-C2-C7C1 -11.4 ± 1.5 -11.294 
C7-N8 1.428 ± 0.042 1.431 C6-C7-C2N8 -6.5 ± 2.0 -6.558 
N8-C9 1.381 ± 0.034 1.376 C4-C3-C2 119.0 ± 1.9 119.048 
C9-C10 1.417 ± 0.037 1.402 C5-C4-C3 120.4 ± 2.1 120.398 

C10-C11 1.431 ± 0.034 1.415 C6-C5-C4 121.2 ± 0.9 121.129 
C11-C12 1.413 ± 0.030 1.417 C7-C6-C5 117.5 ± 1.0 117.456 
C12-C13 1.451 ± 0.026 1.437 C10-C9-C1N8 -9.0 ± 3.9 -9.026 
C13-C14 1.391 ± 0.023 1.382 C9-C10-C11 129.6 ± 5.2 129.554 
C14-C15 1.445 ± 0.019 1.446 C10-C11-C12 126.3 ± 4.3 126.644 
C15-C16 1.378 ± 0.020 1.371 C11-C12-C17C13 5.5 ± 5.5 5.904 
C16-C17 1.474 ± 0.014 1.478 O18-C17-C12C16 2.2 ± 2.1 2.315 
C17-O18 1.229 ± 0.055 1.251 C13-C12-C17 119.5 ± 4.7 119.121 

C9-C1 1.542 ± 0.020 1.554 C16-C17-C12 116.0 ± 3.4 115.627 
C2-C7 1.412 ± 0.016 1.411 C12-C13-C14 121.1 ± 2.9 121.328 

C12-C17 1.481 ± 0.032 1.506 C13-C14-C15 120.7 ± 6.3 121.248 
C1-C1a 1.534 ± 0.031 1.565 C14-C15-C16 119.8 ± 2.3 119.900 
C1-C1b 1.537 ± 0.028 1.562 C15-C16-C17 122.9 ± 2.8 122.775 
N8-C8a 1.469 ± 0.008 1.471 C1a-C1-C2 111.5 ± 1.3 111.497 

C14-N14a 1.495 ± 0.042 1.474 C1a-C1-C1b 110.3 ± 0.9 110.298 
N14a-O14a1 1.215 ± 0.046 1.243 C1b-C1-C9 110.8 ± 0.6 110.878 
N14a-O14a2 1.217 ± 0.046 1.244 C1a-C1-C9 110.2 ± 0.9 110.277 

     C1b-C1-C2 111.9 ± 1.4 111.859 
     C8a-N8-C7C9 -3.9 ± 1.2 -3.845 
     N14a-C14-C13-C15 0.1 ± 1.3 0.016 
     O14a1-N14a-C14 117.8 ± 1.8 117.617 

     
O14a2-N14a-C14-

O14a1 -5.5 ± 1.8 -5.693 
continued on next page 

[a] The error bars reported here are 3σ. 

[b] Theoretical structures were obtained using DFT at B3LYP/6-311G(d, p). 

[c] If four atoms are listed, A1-A2-A3-A4, the angle is defined as  

   (A1-A2-A3)-( A1-A2-A4).  
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Table 5.5.  Refined open CTC structure of 6-nitro-BIPS in the ground-state at 1132 K 
(continued) 

Dihedral Angles 
 

Refined Value 
[a] 

DFT 
[b] 

C3-C4-C5-C6 0.21 ± 0.15 0.478 
C4-C5-C6-C7 0.19 ± 0.07 -179.347 
C2-C3-C4-C5 -0.12 ± 0.07 -179.359 
C5-C6-C7-C2 -0.71 ± 0.14 -2.537 
C7-C2-C3-C4 -0.38 ± 0.22 1.434 
C6-C7-C2-C3 0.81 ± 0.05 -2.938 
C1-C2-C7-N8 0.49 ± 0.20 3.461 
C3-C2-C7-N8 -179.34 ± 0.71 115.489 
C6-C7-C2-C1 -179.36 ± 0.62 -116.117 
C2-C7-N8-C9 -2.53 ± 0.70 -122.051 
C7-C2-C1-C9 1.43 ± 0.55 119.847 
C2-C1-C9-N8 -2.94 ± 0.08 173.969 
C7-N8-C9-C1 3.47 ± 0.29 -172.880 
C1a-C1-C9-N8 115.56 ± 0.15 177.413 
C1a-C1-C2-C7 -116.12 ± 0.24 -176.932 
C1b-C1-C9-N8 -122.13 ± 0.27 -169.891 
C1b-C1-C2-C7 119.87 ± 0.17 10.544 
C8a-N8-C7-C2 173.98 ± 0.44 178.952 
C8a-N8-C9-C1 -172.87 ± 0.04 -178.153 
C10-C9-C1-C2 177.42 ± 0.02 1.460 
C10-C9-N8-C7 -176.93 ± 0.04 -179.535 
C11-C10-C9-C1 -169.90 ± 0.03 179.736 
C11-C10-C9-N8 10.55 ± 0.01 -0.164 
C9-C10-C11-C12 178.97 ± 0.02 -0.207 

C10-C11-C12-C13 -178.16 ± 0.02 0.072 
C10-C11-C12-C17 1.46 ± 0.01 0.030 
C11-C12-C17-C16 -179.54 ± 0.01 0.162 
C11-C12-C13-C14 179.74 ± 0.02 0.106 
C12-C13-C14-C15 -0.16 ± 0.02 179.953 
C12-C17-C16-C15 -0.21 ± 0.02 179.909 
C13-C12-C17-C16 0.07 ± 0.02 179.934 
C13-C14-C15-C16 0.03 ± 0.01 179.932 
C14-C15-C16-C17 0.16 ± 0.01 -0.197 
C14-C13-C12-C17 0.11 ± 0.01 179.709 
O18-C17-C12-C13 179.95 ± 0.01 179.796 
O18-C17-C16-C15 179.91 ± 0.01 -0.298 
N14a-C14-C15-C16 179.93 ± 0.00 0.000 
N14a-C14-C13-C12 179.93 ± 0.00 0.000 

O14a1-N14a-C14-C15 -0.20 ± 0.00 0.000 
O14a1-N14a-C14-C13 179.71 ± 0.00 0.000 
O14a2-N14a-C14-C15 179.80 ± 0.00 0.000 
O14a2-N14a-C14-C13 -0.30 ± 0.00 0.000 
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Table 5.6.  Refined closed structure of 6-nitro-BIPS in the lowest triplet-state at 843 K 

Bond Lengths 
 

Refined Value 
[a] 

DFT 
[b] 

Bond Angles 
[c] 

Refined Value 
[a] 

DFT 
[b] 

C1-C2 1.551 ± 0.016 1.535 C9-C1-C2 100.4 ± 2.4 100.446 
C2-C3 1.387 ± 0.021 1.396 C1-C2-C7 109.1 ± 2.8 108.811 
C3-C4 1.404 ± 0.022 1.416 C2-C7-N8 110.3 ± 2.6 110.220 
C4-C5 1.395 ± 0.014 1.405 C7-N8-C9 108.5 ± 2.7 108.682 
C5-C6 1.402 ± 0.020 1.413 N8-C9-C1 102.9 ± 1.2 103.064 
C6-C7 1.406 ± 0.017 1.405 C3-C2-C7-C1 -10.6 ± 1.5 -10.560 
C7-N8 1.446 ± 0.026 1.416 C6-C7-C2-N8 -7.7 ± 2.3 -7.404 
N8-C9 1.477 ± 0.023 1.464 C4-C3-C2 119.4 ± 1.2 119.268 
C9-C10 1.508 ± 0.013 1.516 C5-C4-C3 120.3 ± 2.9 120.022 

C10-C11 1.347 ± 0.020 1.351 C6-C5-C4 121.3 ± 1.6 121.221 
C11-C12 1.460 ± 0.011 1.466 C7-C6-C5 117.9 ± 2.2 118.018 
C12-C13 1.404 ± 0.021 1.408 C1-C9-C10 115.7 ± 0.9 115.668 
C13-C14 1.400 ± 0.018 1.410 N8-C9-O18 107.9 ± 0.8 107.893 
C14-C15 1.406 ± 0.017 1.416 C10-C9-O18 111.3 ± 1.4 111.416 
C15-C16 1.393 ± 0.019 1.398 C1-C9-O18 106.0 ± 0.7 106.015 
C16-C17 1.403 ± 0.018 1.413 N8-C9-C10 112.3 ± 1.5 112.140 
C17-O18 1.365 ± 0.011 1.364 C9-C10-C11 123.5 ± 1.6 123.571 
O18-C9 1.482 ± 0.018 1.494 C10-C11-C12 121.4 ± 1.5 121.348 
C9-C1 1.620 ± 0.014 1.602 C11-C12-C17 117.3 ± 2.0 117.287 
C2-C7 1.413 ± 0.027 1.414 C12-C17-O18 122.1 ± 1.6 122.115 

C12-C17 1.407 ± 0.019 1.422 C17-O18-C9 123.7 ± 1.6 123.567 
C1-C1a 1.550 ± 0.036 1.561 C13-C12-C17-C11 -4.0 ± 1.2 -4.064 
C1-C1b 1.544 ± 0.035 1.548 C16-C17-C12-O18 3.1 ± 2.2 2.980 
N8-C8a 1.476 ± 0.026 1.467 C12-C13-C14 119.8 ± 1.0 119.724 

C14-N14a 1.429 ± 0.049 1.415 C13-C14-C15 120.8 ± 4.8 120.970 
N14a-O14a1 1.333 ± 0.039 1.319 C14-C15-C16 119.4 ± 1.1 119.371 
N14a-O14a2 1.331 ± 0.038 1.319 C15-C16-C17 120.2 ± 2.1 120.178 

     C1a-C1-C2 108.5 ± 1.6 108.547 
     C1a-C1-C1b 109.4 ± 1.0 109.505 
     C1b-C1-C9 112.5 ± 3.0 112.492 
     C1a-C1-C9 111.0 ± 1.5 110.904 
     C1b-C1-C2 114.8 ± 1.2 114.637 
     C8a-N8-C7-C9 0.6 ± 0.6 0.552 
     N14a-C14-C13-C15 0.01 ± 0.5 0.010 
     O14a1-N14a-C14 123.7 ± 2.2 123.753 

     
O14a2-N14a-C14-

O14a1 17.8 ± 1.8 17.907 
continued on next page 

[a] The error bars reported here are 3σ. 

[b] Theoretical structures were obtained using DFT at B3LYP/6-311G(d, p). 

[c] If four atoms are listed, A1-A2-A3-A4, the angle is defined as  

   (A1-A2-A3)-( A1-A2-A4). 
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Table 5.6.  Refined closed structure of 6-nitro-BIPS in the lowest triplet-state at 843 K 
(continued) 

Dihedral Angles 
 

Refined Value 
[a] 

DFT 
[b] 

C3-C4-C5-C6 -0.24 ± 0.04 -0.243 
C4-C5-C6-C7 0.395 ± 0.06 0.396 
C2-C3-C4-C5 0.10 ± 0.10 0.098 
C5-C6-C7-C2 -0.42 ± 0.10 -0.415 
C7-C2-C3-C4 -0.12 ± 0.07 -0.117 
C6-C7-C2-C3 0.3 ± 0.07 0.283 
C1-C2-C7-N8 -1.9 ± 0.42 -1.829 
C3-C2-C7-N8 -179.2 ± 0.50 -179.238 
C6-C7-C2-C1 177.7 ± 0.45 177.692 
C2-C7-N8-C9 -17.8 ± 1.17 -17.855 
C7-C2-C1-C9 18.3 ± 1.12 18.351 
C2-C1-C9-N8 -27.6 ± 0.57 -27.651 
C7-N8-C9-C1 28.5 ± 1.50 28.612 
C1a-C1-C9-N8 87.0 ± 2.32 86.972 
C1a-C1-C2-C7 -98.1 ± 1.43 -98.043 
C1b-C1-C9-N8 -150.1 ± 0.92 -150.004 
C1b-C1-C2-C7 139.2 ± 1.54 139.183 
C8a-N8-C7-C2 -162.9 ± 1.13 -162.826 
C8a-N8-C9-C1 173.8 ± 0.79 173.810 
C10-C9-C1-C2 -150.5 ± 1.14 -150.387 
C10-C9-N8-C7 153.6 ± 1.11 153.675 
O18-C9-C1-C2 85.6 ± 1.49 85.598 
O18-C9-N8-C7 -83.3 ± 1.07 -83.259 
C11-C10-C9-C1 -126.7 ± 0.63 -126.750 
C11-C10-C9-N8 115.5 ± 0.57 115.457 
C17-O18-C9-C1 136.6 ± 0.84 136.572 
C17-O18-C9-N8 -113.7 ± 0.87 -113.564 
C9-O18-C17-C12 -8.60 ± 0.44 -8.558 
C9-C10-C11-C12 -0.1 ± 0.21 -0.124 
C10-C9-O18-C17 10.0 ± 0.68 9.942 
C10-C11-C12-C17 2.5 ± 0.33 2.457 
O18-C9-C10-C11 -5.6 ± 0.51 -5.600 

O18-C17-C12-C11 1.81 ± 0.14 1.818 
O18-C17-C12-C13 -178.60 ± 0.08 -178.594 
C11-C12-C17-C16 -179.41 ± 0.08 -179.402 
C13-C12-C17-C16 0.19 ± 0.04 0.186 
C13-C14-C15-C16 0.795 ± 0.05 0.796 
C14-C15-C16-C17 -0.266 ± 0.02 -0.265 
C14-C13-C12-C17 0.333 ± 0.02 0.334 
C15-C16-C17-C12 -0.222 ± 0.04 -0.220 
C15-C14-C13-C12 -0.830 ± 0.05 -0.831 

N14a-C14-C15-C16 176.912 ± 0.12 176.906 
N14a-C14-C13-C12 -176.947 ± 0.10 -176.941 

O14a1-N14a-C14-C15 166.625 ± 0.70 166.598 
O14a1-N14a-C14-C13 -17.208 ± 0.48 -17.232 
O14a2-N14a-C14-C15 19.094 ± 0.50 19.118 
O14a2-N14a-C14-C13 -164.740 ± 0.72 -164.712 
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Table 5.7.  The refined structure of ground-state nitrobenzene 

Parameters Refined 
value[a] 

Domenicano 
et al.[b] 

Shishkov  
et al.[c] Theoretical[d] 

C1-C2, C6-C1 1.409 ± 0.009 1.3986 1.391 1.391 
C2-C3, C5-C6 1.388 ± 0.024[e] 1.3991  1.391 
C3-C4, C4-C5 1.390 ± 0.009 1.3991  1.395 

C-H 1.083 1.093 1.114 1.083 
C1-N7 1.492 ± 0.001 1.486 1.478 1.481 

N7-O8, N7-O9 1.219 ± 0.006 1.2234 1.218 1.223 
C6-C1-C2 123.4 ± 0.8 123.4 125.1 122.3 

C1-C2-C3, C5-
C6-C1 117.3 ± 0.7[e] 117.6 115.7 118.5 

C2-C3-C4,  
C4-C5-C6 120.9 ± 0.7[e] 120.6 122.5 120.2 

C3-C4-C5 119.8 ± 0.6 120.18 118.3 120.3 
C1-N7-O8,  
C1-N7-O9 116.4 ± 0.2 117.34 118.3 117.6 

C2-C1-N7-O8 〈0〉 (28.7)[f] 〈13.2〉 (0)[f] 〈22.7〉 (0)[f] 0 
V0 (kcal mol-1)[g] 3.1 ± 0.4  4 1.3 6.5 
 

[a] C2v symmetry was used during the structural refinement. The error bars reported here 

are 3σ. 

[b] Taken from Ref. 180. 

[c] Taken from Ref. 181. 

[d] Theoretical structures were obtained using DFT at B3LYP/6-311G(d, p). 

[e] Dependent variables and propagated errors. 

[f] Brackets denote the center values, while those in parenthesis are the population-

weighted standard deviation. See text for detail. 

[g] V0 denotes rotational barrier along the torsional motion of nitro group. 

  



Chapter 5.  Results  237 
 

 

Table 5.8.  Refined structures of intermediates 

Species Parameters Refined value[a] Theoretical[b] 
nitric oxide N-O 1.148 1.148 
phenoxyl C1-C2, C6-C1 1.465 ± 0.018[c] 1.452 

 C2-C3, C5-C6 1.382 ± 0.018[c] 1.375 
 C3-C4, C4-C5 1.420 ± 0.018[c] 1.408 
 C-H 1.084 1.084 
 C1-O7 1.232 ± 0.064 1.251 
 C6-C1-C2 116.9 116.9 

 C1-C2-C3,  
C5-C6-C1 121.0 121.0 

 C2-C3-C4,  
C4-C5-C6 120.2 120.2 

 C3-C4-C5 120.7 120.7 
 

[a] C2v symmetry was used for the phenoxyl radical. The N–O distance of nitric oxide and 

all structural parameters involving hydrogen atoms were fixed at DFT provided values. 

Only two structural parameters, the C–O bond length and the mean ring C–C bond 

distance were refined due to correlation difficulties; the individual ring C–C distances 

were defined from the mean refined value. The error bars reported here are 3σ. 

[b] Theoretical structures were obtained using DFT at B3LYP/6-311G(d, p). 

[c] Dependent variables and propagated errors. 
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Table 5.9.  Structural parameters of indole in the S0 state 

 UED[a] DFT 
C1-C2 1.404 ± 0.004 1.397 
C2-C3 1.392 ± 0.004 1.387 
C3-C4 1.414 ± 0.004 1.408 
C4-C5 1.391 ± 0.004 1.386 
C5-C6 1.406 ± 0.006 1.404 
C6-C1 1.428 ± 0.004 1.422 
C6-C7 1.438 ± 0.006 1.436 
C7-C8 1.376 ± 0.004 1.367 
C8-N9 1.389 ± 0.001 1.382 
N9-C1 1.388 ± 0.005 1.379 

C6-C1-C2 122.3 ± 0.1 122.3 
C1-C2-C3 117.4 ± 0.2 117.5 
C2-C3-C4 121.2 ± 0.1 121.2 
C3-C4-C5 121.2 ± 0.1 121.1 
C4-C5-C6 119.0 ± 0.2 119.1 
C5-C6-C1 118.8 ± 0.1 118.7 
C1-C6-C7 107.0 ± 0.2 106.9 
C6-C7-C8 107.2 ± 0.1 107.1 
C7-C8-N9 109.5 ± 0.2 109.5 
C8-N9-C1 109.2 ± 0.1 109.3 
N9-C1-C6 107.1 ± 0.1 107.2 

H2-C2  1.085 
H3-C3  1.084 
H4-C4  1.084 
H5-C5  1.085 
H7-C7  1.079 
H8-C8  1.079 
H9-N9  1.005 

H2-C2-C1 – H2-C2-C3  0.3 
H3-C3-C2 – H3-C3-C4  0.0 
H4-C4-C3 – H4-C4-C5  -0.5 
H5-C5-C4 – H5-C5-C3  0.2 
H7-C7-C6 – H7-C7-C8  1.2 
H8-C8-C7 – H8-C8-N9  9.6 
H9-N9-C1 – H9-N9-C8  0.3 

[a] Five general coordinates out of 10 bond lengths and 11 bending angles were fitted.   
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Table 5.9.  Structural parameters of indole in the S0 state (continued) 

 UED DFT 
C6-C1-C2-C3  0.0 
C1-C2-C3-C4  0.0 
C2-C3-C4-C5  0.0 
C3-C4-C5-C6  0.0 
C4-C5-C6-C1  0.0 
C5-C6-C1-C2  0.0 
C6-C7-C8-N9  0.0 
C7-C8-N9-C1  0.0 
C8-N9-C1-C6  0.0 
N9-C1-C6-C7  0.0 
C1-C6-C7-C8  0.0 
C4-C5-C6-C7  180.0 
C5-C6-C7-C8  180.0 
N9-C1-C2-C3  180.0 
C8-N9-C1-C2  180.0 
C2-C1-C6-C7  180.0 
C5-C6-C1-N9  180.0 
H2-C2-C1-C3  180.0 
H3-C3-C2-C4  180.0 
H4-C4-C3-C5  180.0 
H5-C5-C4-C3  180.0 
H7-C7-C6-C8  180.0 
H8-C8-C7-N9  180.0 
H9-N9-C1-C8  180.0 
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Table 5.10.  Structural parameters of indole in the T1 state 

 UED[a] DFT 
C1-C2 1.377 ± 0.039 1.376 
C2-C3 1.488 ± 0.036 1.483 
C3-C4 1.353 ± 0.032 1.371 
C4-C5 1.405 ± 0.044 1.417 
C5-C6 1.469 ± 0.034 1.457 
C6-C1 1.439 ± 0.040 1.432 
C6-C7 1.389 ± 0.021 1.382 
C7-C8 1.450 ± 0.015 1.440 
C8-N9 1.368 ± 0.013 1.372 
N9-C1 1.405 ± 0.024 1.391 

C6-C1-C2 122.8 ± 1.3 123.4 
C1-C2-C3 116.6 ± 2.1 116.5 
C2-C3-C4 121.9 ± 1.7 121.5 
C3-C4-C5 122.1 ± 2.0 121.8 
C4-C5-C6 118.2 ± 0.9 118.1 
C5-C6-C1 118.5 ± 0.6 118.7 
C1-C6-C7 107.7 ± 0.7 107.8 
C6-C7-C8 108.5 ± 0.5 108.5 
C7-C8-N9 106.3 ± 0.9 106.2 
C8-N9-C1 111.2 ± 0.5 111.0 
N9-C1-C6 106.2 ± 1.7 106.4 

H2-C2  1.082 
H3-C3  1.083 
H4-C4  1.085 
H5-C5  1.082 
H7-C7  1.080 
H8-C8  1.075 
H9-N9  1.007 

H2-C2-C1 – H2-C2-C3  2.4 
H3-C3-C2 – H3-C3-C4  -1.9 
H4-C4-C3 – H4-C4-C5  0.4 
H5-C5-C4 – H5-C5-C3  0.9 
H7-C7-C6 – H7-C7-C8  2.4 
H8-C8-C7 – H8-C8-N9  8.7 
H9-N9-C1 – H9-N9-C8  -0.6 

[a] Four general coordinates out of 10 bond lengths and 11 bending angles were fitted.   
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Table 5.10.  Structural parameters of indole in the T1 state (continued) 

 UED DFT 
C6-C1-C2-C3  0.0 
C1-C2-C3-C4  0.0 
C2-C3-C4-C5  0.0 
C3-C4-C5-C6  0.0 
C4-C5-C6-C1  0.0 
C5-C6-C1-C2  0.0 
C6-C7-C8-N9  0.0 
C7-C8-N9-C1  0.0 
C8-N9-C1-C6  0.0 
N9-C1-C6-C7  0.0 
C1-C6-C7-C8  0.0 
C4-C5-C6-C7  180.0 
C5-C6-C7-C8  180.0 
N9-C1-C2-C3  180.0 
C8-N9-C1-C2  180.0 
C2-C1-C6-C7  180.0 
C5-C6-C1-N9  180.0 
H2-C2-C1-C3  180.0 
H3-C3-C2-C4  180.0 
H4-C4-C3-C5  180.0 
H5-C5-C4-C3  180.0 
H7-C7-C6-C8  180.0 
H8-C8-C7-N9  180.0 
H9-N9-C1-C8  180.0 
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Table 5.11.  Refined structure of ground-state L-tryptophan at 1000 K 

 Structural 
Coordinate[a] Refined Value[b] 

DFT[c] DFT[c] 

 
(80˚,58˚,229˚) 

Conformer 
Ensemble 
Average[d] 

Bond 
Lengths 

C1-C2 1.419 ± 0.002 1.401 1.401 
C2-C3 1.409 ± 0.002 1.395 1.395 
C3-C4 1.430 ± 0.002 1.414 1.414 
C4-C5 1.408 ± 0.001 1.394 1.394 
C1-C6 1.440 ± 0.001 1.428 1.428 
C5-C6 1.425 ± 0.002 1.408 1.408 
C6-C7 1.464 ± 0.003 1.450 1.451 
C7-C8 1.389 ± 0.003 1.378 1.379 
C1-N9 1.402 ± 0.002 1.390 1.389 
C8-N9 1.404 ± 0.002 1.394 1.394 
C7-C71 1.530 ± 0.001 1.502 1.504 
C71-C72 1.580 ± 0.001 1.549 1.552 
C72-N73a 1.487 ± 0.001 1.465 1.460 
C72-C73 1.558 ± 0.001 1.526 1.529 
C73-O73a 1.244 ± 0.002 1.233 1.235 
C73-O73b 1.400 ± 0.001 1.390 1.384 

Bond 
Angles[e] 

C6-C1-C2 122.25 ± 0.71 122.22 122.24 
C3-C2-C1 117.53 ± 0.62 117.56 117.58 
C4-C3-C2 121.18 ± 0.91 121.19 121.16 
C5-C4-C3 121.05 ± 0.51 121.05 121.10 
C6-C5-C4 119.08 ± 0.59 119.08 119.06 
C5-C6-C1 118.91 ± 1.04 118.88 118.86 
C8-C7-C6 106.54 ± 0.89 106.56 106.59 
N9-C8-C7 109.85 ± 0.95 109.81 109.71 
C8-N9-C1 109.27 ± 1.27 109.23 109.35 

C72-C71-C7 113.96 ± 0.97 113.93 114.62 
N73a-C72-C71 110.05 ± 1.00 110.03 110.59 
C73-C72-C71 111.99 ± 0.48 111.99 110.54 
C73-C72-N73a 111.10 ± 0.22 111.10 112.85 
O73a-C73-C72 126.71 ± 0.42 126.60 126.03 

O73b-C73-C72-O73a -9.66 ± 0.28 -9.71 -9.50 
N9-C1-C2-C6 23.73 ± 0.20 23.69 23.73 
C7-C6-C1-C5 -26.44 ± 0.10 -26.42 -26.45 
C71-C7-C6-C8 -0.23 ± 0.26 -0.22 -1.17 

continued on next page 
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Table 5.11.  Refined structure of ground-state L-tryptophan at 1000 K (continued) 

 Structural 
Coordinate[a] Refined Value[b] 

DFT[c] DFT[c] 

 
(80˚,58˚,229˚) 

Conformer 
Ensemble 
Average[d] 

Dihedral 
Angles 

C5-C4-C3-C2 -0.19 ± 0.09 -0.190 -0.068 
C5-C6-C1-C2 -0.25 ± 0.27 -0.252 -0.036 
C3-C2-C1-C6 0.08 ± 0.19 0.080 0.016 
C3-C4-C5-C6 0.01 ± 0.11 0.013 0.047 
C1-C6-C5-C4 0.20 ± 0.12 0.199 0.004 
C1-C2-C3-C4 0.14 ± 0.16 0.140 0.036 
C3-C2-C1-N9 180.23 ± 0.14 180.230 180.155 
C7-C6-C5-C4 179.73 ± 0.07 179.734 179.774 
C5-C6-C1-N9 179.63 ± 0.14 179.629 179.853 
C7-C6-C1-C2 180.10 ± 0.16 180.100 180.138 
C8-C7-C6-C1 -0.02 ± 0.22 -0.025 -0.059 
N9-C8-C7-C6 0.06 ± 0.17 0.060 0.068 
C1-N9-C8-C7 -0.07 ± 0.14 -0.074 -0.053 
C8-N9-C1-C6 0.06 ± 0.27 0.056 0.014 
C7-C6-C1-N9 -0.02 ± 0.14 -0.019 0.027 
C8-C7-C6-C5 180.40 ± 0.24 180.401 180.153 
C8-N9-C1-C2 179.92 ± 0.14 179.923 179.891 
C71-C7-C6-C1 181.16 ± 0.42 181.162 180.563 
C71-C7-C6-C5 1.59 ± 0.16 1.588 0.774 
N9-C8-C7-C71 178.87 ± 0.19 178.870 179.426 
C72-C71-C7-C6 - 

  
80.448 174.224 

C72-C71-C7-C8 - 
  

261.869 125.888 
N73a-C72-C71-C7 - 

  
182.336 169.106 

C73-C72-C71-C7 - 
  

58.241 174.281 
O73a-C73-C72-C71 - 

  
228.631 196.562 

O73a-C73-C72-N73a - 
  

105.137 203.004 
O73b-C73-C72-C71 - 

  
53.103 180.177 

O73b-C73-C72-N73a - 
  

289.609 186.619 
 
[a] The atomic labels are shown in Figure 5.29. 
[b] The error bars reported here are 3σ. 
[c] Theoretical structures were obtained using DFT at B3LYP/6-311G(d, p). 
[d] Unweighted average of eleven conformers (see Figure 5.26). 
[e] If four atoms are listed, A1-A2-A3-A4, the angle is defined as  

   (A1-A2-A3)-( A1-A2-A4).   
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Figure 5.1.  Schematic illustration of the electron diffraction-laser desorption (UED4) 
apparatus. We note that besides the two fs lasers used in UED studies,1,2,5,7 here an 
additional third laser is used to desorb the molecules into the gas phase. See text for 
details.  
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Figure 5.2.  Image and intensity of the plume. (a) Image of the substrate after single 
shots of IR laser at different pulse energies: E1=90 μJ, E2=170 μJ, E3=260 μJ, E4=340 μJ, 
E5=420 μJ; (b) Scattering intensity as a function of the time delay between the desorption 
laser and the electron pulse.  
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Figure 5.3.  Diffraction of uracil. Shown are (a) the molecular scattering function, sM(s), 
and (b) the radial distribution, f(r), for the experimental (points) and theoretical (line) 
curves, together with theoretical results for the different tautomers. Also shown are the 
molecular structure of uracil and the atomic designations. As in a previous study,5 the 
number of independent structural parameters included in the refinement was chosen, such 
that the experimental noise did not affect the determined bond lengths and angles beyond 
the well-known chemical structural information of, e.g., C-C bonds, etc.; four parameters 
were used to refine the structure of uracil.  
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Figure 5.4.  Diffraction of guanine. Shown are (a) the molecular scattering function, 
sM(s), and (b) the radial distribution, f(r), for the experimental (points) and theoretical 
(line) curves, together with theoretical results for the different tautomers. Also shown are 
the molecular structure of guanine and the atomic designations. Two independent 
parameters were used to refine the structure of guanine (see Figure 5.3).  
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Figure 5.5.  Structures of the photoswitchable closed and open cis-trans-cis form of 6-
nitro-BIPS.  The open structures, formed after photoexcitation, are labeled by the cis (C) 
or trans (T) configuration of the indicated dihedral angels (αβγ) in the bridge segment.  
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Figure 5.6.  Chemical structures of the spiropyran and merocyanine forms considered in 
the analysis of the electron diffraction data of 6-nitro-BIPS.  For each structure (except 
TCC) the lowest singlet and triplet electronic state geometries and vibrational frequencies 
were calculated.   
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Figure 5.7.  Diffraction results of the ground-state (GS) structure of 6-nitro-BIPS. Shown 
are a) the molecular scattering function, sM(s), and b) the radial distribution, f(r), for the 
experimental (circles) and theoretical (line) curves. Also shown is a weighted histogram 
of all the internuclear distances measured in the diffraction experiment.  
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Figure 5.8.  Diffraction results of the excited state(ES)-products structures of 6-nitro-
BIPS, following ultraviolet excitation.  Shown are a) frame-referenced molecular 
scattering function, ΔsM(s; t = +100 ns, tref = –100 ns), and b) the frame-referenced radial 
distribution, Δf(r;t = +100 ns, tref = –100 ns), for the experimental (circles) and theoretical 
(line) curves.  Also shown in green are the difference curves, where all species are held at 
the temperature of the ground state (510 K), to highlight the contribution due to structural 
rearrangement.  
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Figure 5.9.  (a) Radial distribution curve, f(r), (b) molecular scattering, sM(s), and (c) the 
rotational population and the potential energy curve along the torsional angle, for ground 
state nitrobenzene. Theoretical (blue) and experimental (red) curves match with 
R = 0.023.  
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Figure 5.10.  Energy diagram of excited states and chemical channels of nitrobenzene.  



Chapter 5.  Results  254 
 

 

 
 
Figure 5.11.  Radial distribution curves, )ps100,ns1;( −=+=∆ refttrf , for trial fits of 
different reaction pathways. The product channels are: (a) “hot” ground state C6H5NO2; 
(b) triplet (T1, 3ππ*) C6H5NO2; (c) phenylnitrite (C6H5ONO); (d) S1 (1nπ*) C6H5NO2; (e) 
C6H5NO + O (3P); and (f) C5H5 + CO + NO.  
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Figure 5.12.  Molecular scattering curves, )ps100,ns1;( −=+=∆ refttssM , and radial 
distribution curves, )ps100,ns1;( −=+=∆ refttrf , for trial fits of NO2 and NO 
elimination reactions: (a) C6H5 + NO2 (12A1); (b) C6H5 + NO2 (12B2); and (c) C6H5O + 
NO.  
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Figure 5.13.  (a) Frame-referenced modified molecular scattering curves, );( tssM∆ , and 
(b) frame-referenced radial distributions, );( trf∆  for nitrobenzene (266.7 nm excitation) 
at t = +1 ns (tref = –100 ps) along with the refined theoretical curves corresponding to the 
reaction products phenoxyl and NO radicals. The experimental data points are shown as a 
red line and the refined theory is a blue line. R = 0.375.  
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Figure 5.14.  The experimental );( trf∆  with the time steps indicated.  



Chapter 5.  Results  258 
 

 

 
 
Figure 5.15.  The temporal dependence of the product fraction in the reaction  
C6H5NO2 → C6H5O + NO. Nonlinear fitting of a single step reaction yields a time 
constant of 8.8 ± 2.2 ps.  
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Figure 5.16.  Possible photophysical and photochemical pathways of nitrobenzene upon 
266.7 nm excitation. 
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Figure 5.17.  Theoretical calculations of the S0 and T1 surfaces for NO and NO2 
eliminations (see text).  
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Figure 5.18.  The geometry and atomic numbering of the indole molecule.  
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Figure 5.19.  UED determined molecular structure of indole in the ground-state. Shown 
are a) the molecular scattering function, sM(s), and b) the radial distribution, f(r), for the 
experimental (points) and theoretical (line) curves. The maximum discrepancies are  
0.007 Å and 0.1° for bond lengths and angles, respectively.   
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Trial Structures 

  

  

  
 
 
Figure 5.20.  Temporal frame-referenced molecular scattering function,  
ΔsM(s; t = +100 ps, tref = -100 ps), for trial fits of different reaction pathways of indole. 
The quality of fit (R value) is also shown for each trial fit. Note that the lower the R value 
(approaching zero) the better the fit, and the T1 value is the lowest.  
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Trial Structures 

  

  

  
 
 
Figure 5.21.  Temporal frame-referenced radial distribution curves,  
Δf(r; t = +100 ps, tref = -100 ps), for trial fits of different reaction pathways of indole.   
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Refined Structure 

 

 
 
 
Figure 5.22.  The frame-referenced molecular scattering function, ΔsM(s), and the frame-
referenced radial distribution, Δf(r), of the indole molecule in the T1 (3ππ*) state.  
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Figure 5.23.  UED determined excited-state structure following UV excitation.  
a) Product-only radial distribution curve,  f(r; t = +100 ps), for indole with T1 as a 
product.  Also shown in the lower trace is the frame-referenced radial distribution curve,  
Δf(r; t = +100 ps, tref = -100 ps). b) Temporal evolution of the fraction of the product. The 
rise gives τ = 6.3 ± 1.1 ps.   



Chapter 5.  Results  267 
 

 

 
 
 

 
 
 
 
Figure 5.24.  Potential energy curves of the excited and ground-states of indole along the 
hydrogen-atom loss and bound effective coordinates. For discussion of the excited states 
involved, see text.  
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Figure 5.25.  a) Three dihedral angles of the amino acid group of tryptophan give rise to 
significant conformational heterogeneity.  b)-c) The potential energy hypersurface 
contours show the presence of numerous local minima connected by barriers of 
<10 kcal mol-1.  The edgy shapes are due to the finite step size used in the scanning the 
conformational landscape.  d)-e) The corresponding Boltzmann-weighted thermal 
populations are distributed over a large region of the conformational space.  Shown are 
the relative probability contours at 10% and 1% of the most probable conformation.  
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Figure 5.26.  a) Eleven putative potential energy wells were identified, which were then 
verified by full geometry optimizations at the B3LYP/6-311G(d, p) level of theory.   
b)  The potential energy and corresponding Boltzmann-weighted thermal population of 
the eleven conformers.  Coordinates of the dihedral angles are rounded to whole 
numbers.    
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Figure 5.27.  Large amplitude rotational motions lead to a considerable distance 
distribution of certain affected distances.  Shown are three representative examples.  The 
discreetness of the red and green histogram is due to the finite step size used in the 
scanning the conformational landscape.   
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Figure 5.28.  a) The quality of fit by a reduced model function.  The asymptotic value of 
unity is already achieved, when only terms in the intervals ( )8.4,0∈ijr  and ( )2.0,0∈ijl  

are included.  b) Quality of fit by the reduced model function Theory
PartialssM )(  (green) only 

deviates appreciably from the experimental data at  s  < 4 Å-1.  Plotting the excluded 
terms (blue) shows that the electron diffraction data at s  > 6 Å-1 carries no information 
about large and largely distributed internuclear distances.      
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Figure 5.29.  Tryptophan atomic labels used for structural analysis (see Table 5.11)  
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Figure 5.30.  Diffraction results of the ground-state (GS) structure of L-tryptophan. 
Shown are a) the molecular scattering function, sM(s), and b) the radial distribution, f(r), 
for the experimental (circles) and theoretical (line) curves.   
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Figure 5.31.  Time-resolved electron diffraction remains sensitive to the breaking of 
chemical bonds and the subsequent loss of internuclear distances (blue circles), in spite of 
the conformational heterogeneity of the parent structure.  Shown in a) and b) are two 
different fragmentation pathways that differ in the position of a single hydrogen atom.  
The resulting change in bond order, indicated in the chemical structures, leads to a 
drastically different diffraction signature (red lines).   
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6.1 Capabilities of Laser Desorption–Electron Diffraction 

Laser desorption permits the vaporization of thermally labile compounds 

independent of their molecular masses and boiling points.  During the years of operation 

of the UED4 desorption source, we have not yet encountered a molecular sample that 

could not be vaporized.  Even powdered sample from an undefined mixture of long chain 

DNA and carbohydrates produced an interference signal; however, because these 

preliminary experiments were conducted with an undetermined sample mixture, it was 

not possible to extract any structural information in this particular case.  Nonetheless, the 

obtained diffraction signal gives reason for optimism that the desorption source of UED4 

is capable of vaporizing even biological macromolecules.   

The combination of UED with laser desorption has opened the door to structural 

investigations of thermally labile organic chromophores and their photophysical and 

photochemical reaction dynamics, as documented in this thesis.  Furthermore, the 

capability of vaporizing biological macromolecules has been highly anticipated in the 

Zewail group.  Consequently, this group has produced several theoretical studies 

investigating observable signatures in the diffraction patterns that would allow for 

structural information to be extracted from the ensemble of gas-phase 

macromolecules.259-261  The spatial repeats in secondary structural motifs of biological 

macromolecules, such as the α-helix of polypeptides260 or the double helix in DNA,261 

received particular attention as a possible source of spatial resonances, i.e., large peaks, in 

the radial distribution curve.  Given the experimental advancements detailed in in this 

thesis, future UED experiments might soon be able to realize this ambition. 
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6.2 Inherent Challenges of a Gas-Phase Electron Diffraction Experiment 

As stated in Chapter 1, gas-phase electron diffraction (GED) can, in combination 

with quantum chemical calculations, solve three-dimensional molecular structures to 

provide the average position of every atom with sub-Ångstrom resolution.  Many of the 

results contained in Chapter 5 demonstrate this ability of both UED3 and UED4 by 

providing both reactant and product structures.  From these results, it is also clear that 

analysis of the diffraction data becomes increasingly complex, if molecular systems 

increase in size, as exemplified by spiropyran,25 or if the structures possess large 

rotational freedom on a complex potential energy surface, as exemplified by tryptophan.     

 

6.2.1 Large Distances 

Large distances are challenging to resolve in diffraction for reasons that emerge 

from the physics of the electron scattering process.  From Equation 2.21 it is evident that 

the interference signal originating from large internuclear distances becomes increasingly 

confined to lower scattering angles due to the damped nature of the sinc function.  The 

low s  region of the detector is difficult to access experimentally, because of the presence 

of the physical beam block that is used to capture the very intense beam of unscattered 

electrons.  Even in the absence of such a beam block, the finite width of the unscattered 

beam directly determines the lower bound of the angular range, in which scattered 

electrons can be recorded.   

Even if these experimental hurdles could be overcome, the low s  range is also the 

region, where two assumptions made to arrive at Equation 2.18 start to break down.  The 

first assumption is the independent atom model (IAM), which states that molecules can 
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be assumed to be made up of spherical atoms, i.e., we neglect the aspherical shape of 

atomic and molecular orbitals.  The weaker field due to the electron charge density 

becomes comparable to the nuclear field at low momentum transfer (s < 5 Å-1, see 

Section 2.2 and Figure 2.2) and these effects may measurably perturb the interference 

signal.8,28,33  The second assumption was the neglect of the higher-order multiple 

scattering terms in Equation 2.15.  Because the scattering amplitudes decays as 2

1
s

, their 

magnitude is much larger in the low s-range and these higher-order multiple scattering 

terms may also have to be accounted for in the theoretical model.31,32  Although these 

arguments are presented only qualitatively here, it is clear that it is increasingly 

challenging to (i) detect and (ii) accurately and quantitatively model the total electron 

intensity at low scattering angles, where information about large internuclear distances is 

located.  These experimental and theoretical challenges have been successfully 

circumvented thus far in both GED and UED, where diffraction data is commonly 

collected in the ranges 4 Å-1 < s  < 32 Å-1 and 3 Å-1 < s  < 17 Å-1, respectively, and the 

low s  region remains effectively unexplored.28,262   

The diffraction data from the spiropyran molecule, 6-nitro-BIPS, obtained with 

UED4 and presented in Section 5.2,25 show the formation of an extended MC structure, 

which contains internuclear distances up to 14 Å.  The successful identification of the 

entirety of this structure demonstrates the ability of electron diffraction to solve a large 

(nanometer-scale) molecular framework devoid of any symmetry, even though the largest 

internuclear distances are beyond the instrumental coherence length, which was estimated 

in Section 3.2, given the different parameters involved in the experiments, to be ~6-7 Å 
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(88% visibility).4  In the presence of limited visibility, large internuclear distances remain 

observable, only if the the overall structure remains sufficiently rigid.  This was the case 

for the CTC structure of ring-opened 6-nitro-BIPS, because the partial double bond 

character of the extended aromatic structure restricted the rotational motion around the 

dihedral angles in the bridge segment.  The ability of UED4 to distinguish the CTC 

structure from the many candidates was, therefore, in large part due to the rigidity of the 

molecule.   

 

6.2.2 Molecular Ensemble Averaging  

Because UED is an ensemble-averaged measurement,102,259 there are three 

separate averages that have to be carried out and incorporated into the model before 

arriving at the final theoretical molecular scattering function.  A rotational average over 

the isotropic distribution of spatial orientation of the internuclear separation vectors, 

ji rr − , results in the sinc function in the molecular scattering equation (Equation 2.21).  

A vibrational average over all instantaneous distortions of the molecular frame results in 

the exponential damping function that contains the harmonic rms amplitude of vibration 

as its argument.  (The calculation of these vibrational rms amplitudes was described in 

detail in Section 4.3.2.)  A third average is over the stable and distinct molecular 

conformations that are available to the molecule.  This type of average is explicitly 

carried out in the analysis of time-resolved data that contains contributions, according to 

their mole fractions, of clearly distinguishable molecular species, such as, for example, 

fragmentation products.    



Chapter 6.  Reflections and Future Directions  280 
 

 

While it is straightforward to incorporate these three averages into the molecular 

scattering model for small molecules and/or for molecules of high rigidity, the treatment 

of large amplitude rotational motions about dihedral angles often merits special attention.  

These rotational motions give rise to distinguishable molecular pseudo-conformations 

and are usually treated explicitly in what is known as the dynamic model.120,182,258,259  

This type of treatment is straightforward, if the motion can be decoupled from other 

vibrational modes, and if the potential energy surface can be expressed in simple 

analytical form, as was done in the case of nitrobenzene.3   

The diffraction data obtained from tryptophan (see Section 5.5) show that 

extensive rotations about three dihedral angles in the amino acid moiety significantly 

broaden the distribution of certain internuclear distances.  The cumulative effect of these 

broad distributions is that the electron interferences are “washed out” and become a 

contribution to the monotonous background intensity, especially at higher scattering 

angles.  The only interferences that remain observable are those that correspond to rigid 

portions of the molecular structure and are therefore narrowly defined in space, i.e., the 

first- and second-order nearest neighbor bond distances.  Even if an accurate, in the case 

of tryptophan three-dimensional, potential energy surface could be calculated and 

incorporated into the theoretical model to estimate the conformer contributions, the 

diffraction data would likely not be able to distinguish between the more accurate and the 

more primitive model, at least at the current signal-to-noise levels of the instrument and 

high internal temperatures of the gas-phase molecules.  In light of these observations, it is 

appropriate to redefine the concept of structure, which thus far meant solving the position 

of all atoms in a molecule, and shift the focus toward solving those structural elements, 
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which have observable signatures in the diffraction pattern.  Taking this approach, the 

structural analysis of the rigid parts of tryptophan, i.e., excluding the dihedral angles in 

the amino acid moiety, was sufficient to allow for the unambiguous identification of the 

photochemical reaction products in the time-resolved experiment. 

The challenge of conformational heterogeneity has also been recognized in a 

theoretical account from this group, where molecular dynamics simulations were used to 

computationally construct a gaseous ensemble of DNA conformations.261  The authors 

stated:  

“The size and conformational flexibility of an ensemble of free DNA 

macromolecules represent a real challenge to both experiment and theory 

because the amount of individual structures to be considered is far beyond 

human comprehension.” 

In that paper, the authors additionally demonstrated that abrupt changes in the internal 

temperatures of the molecules results in changes in the radial distribution function in the 

range of large internuclear distances (4 – 40 Å).  The corresponding changes in the 

diffraction data are thus largely confined to a region of s  < 2 Å-1 on the detector, where 

damping of the interference signal due to vibrational oscillations is least severe. 

 

6.3 Possible Improvements of the UED4 Apparatus 

If the low s  region is to be made accessible experimentally, the pulsed electron 

beam in UED4 must be improved.  An optimized design of the electron optical column 

should be considered, possibly with additional electron optical elements to reduce the 

transverse FWHM of the electron beam from the current 500 – 750 µm to less than 



Chapter 6.  Reflections and Future Directions  282 
 

 

100 µm.  Upon these changes, the size of the beam block could be reduced significantly 

to probe the diffraction signal further into the low s  region.   

Additionally, UED4 has thus far operated in the nanosecond regime, because we 

were only able to produce the required 107 electrons per pulse using UV laser pulses of 

nanosecond duration.  With femtosecond laser pulses, we were able to produce 

105 electrons per pulse, but the gun performance in combination with picosecond pulses 

remains unexplored.  It is very well possible that the use of femtosecond or picosecond 

lasers, together with radio-frequency compression techniques,93,263 may yield highly 

coherent electron beams of a few picosecond or even femtosecond duration that contain 

106-107 electrons.  Any experimental efforts to compress/reduce the lateral and 

longitudinal extent of the electron pulses should be guided by accurate numerical 

simulations.4,264  These alterations would then make the picosecond and, possibly, the 

femtosecond time scale accessible to UED4.   

The operation time of the current desorption source is limited only by the length 

of the scoop.  The current size of the scattering chamber allows for the full translation of 

a sample length of 3 inches inside the scoop, which allows for ~60 h of continuous 

operation.  A slightly enlarged scattering chamber could be installed to accommodate a 

longer scoop to allow for the long operation times that are necessary for the collection of 

multiple time points.  In addition to the identification of the nanosecond scale product 

structures that were presented in this thesis, these modification would then make it 

possible to resolve the early population dynamics on the electronic excited states of, for 

example, spiropyran and nucleic acid bases.23,153 
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6.4 Future Directions 

Given the current state of the art of the UED, two avenues can be simultaneously 

explored for further contributions.  Laser desorption electron diffraction works 

exceptionally well with small, but thermally labile chromophores.  Conducting time-

resolved measurements on these systems to investigate photoinduced molecular dynamics 

is the niche, where UED can make the most quantitative and conclusive contribution.  

Molecular systems that are small enough and therefore amenable to high-level quantum 

chemical calculations at reasonable computational costs are ideally suited experimental 

targets for ultrafast electron diffraction, because (i) the data analysis techniques are well-

established and (ii) necessary instrumental improvements are well within reach.  

Alternatively, the diffraction signatures for more complex molecules can be 

assessed in more detail.  The experimental results in this thesis have demonstrated that 

diffraction data analysis is made more challenging, if the molecular sample is (i) large, 

(ii) floppy, (iii) devoid of any symmetry.  The question that needs to be answered 

conclusively by the field is the following:  What type of structural information can be 

extracted, quantitatively or qualitatively, from an ensemble of molecules that satisfy all of 

the above criteria?  Because a priori estimation of the molecular conformations in a 

gaseous ensemble of macromolecules is only possible through molecular dynamics 

simulations, this challenge is mainly a theoretical one.  A theoretical analysis should fully 

take into account the presence of instrumental noise, instrumental considerations, such as 

the limited access to the low s-range of the diffraction signal and the instrumental 

coherence length (see Section 3.2), as well as the internal temperature of the molecular 

sample.  In particular, it would be interesting to assess, whether an externally imposed 
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order through, e.g., a photoswitchable peptide staple,265,266 would stabilize the secondary 

biological motif and thus enhance the resonances in the radial distribution function.  

Photoinduced alteration of the used staple could then be used to disrupt or enhance the 

formation of an α-helix in the gas phase, which might lead to a measureable time-

dependent diffraction signature. 

  

6.5 Conclusion 

UED4 is the latest instrument in a long line of electron diffraction instruments 

constructed at Caltech and it builds on the capabilities and the expertise that was 

accumulated over nearly two decades in the Zewail laboratory.  The successful 

combination of laser desorption and time-resolved electron diffraction in the same 

instrument has given the field a radically new direction: After decades of experiments 

with thermal evaporation, surface-assisted laser desorption has been proven to be a soft 

yet extremely efficient and universal method of vaporizing thermally labile compounds 

for UED experiments.  The door is now open to utilize these capabilities and elucidate the 

photophysical and photochemical structural dynamics of a number of yet unexplored 

molecular systems.   
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