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Abstract 

Many gas-to-particle conversion processes occurring in the atmosphere ( and 

in technological applications) involve more than one gaseous species. An under­

standing of how gas-to-particle conversion occurs in multicomponent systems is 

necessary to predict the evolution of atmospheric aerosols. Of particular interest 

is the validity of binary nucleation theory in describing particle formation from 

two interacting vapors. 

Chapter II presents a modeling study of heat and mass transfer to aqueous 

droplets dried under various conditions, and discusses the applicability of com­

mon assumptions in describing such processes. A method for the separation, 

into droplets containing different solutes, of an aerosol composed of two types 

of aqueous droplets is proposed. 

Next, in Chapter III, an experimental study of binary nucleation theory 

using two similar organics (dibutylphthalate and dioctylphthalate) is presented, 

and compared with the predictions of an integral model that describes particle 

formation using binary nucleation theory. It was found that the number con­

centrations of particles formed in the presence of both vapors was higher than 

could be attributed to single-component nucleation of either organic, suggest­

ing that binary nucleation was the mechanism for particle formation. Model 

predictions using the theoretical binary nucleation rates, modified by suitable 

(species-dependent) enhancement factors, were able to represent the data well. 

Attention was next focused on an environmentally-important organosul­

fur compound, dimethylsulfide, and its oxidation under atmospheric-type con­

ditions. In particular, the aerosol-forming ability of the two major sulfur­

containing products, methanesulfonic acid and sulfuric acid, was investigated 

theoretically. Binary nucleation and multicomponent condensation theories were 

used to predict particle formation and growth in the chemically reacting system 

at 36% relative humidity, and model predictions were compared with published 

experimental smog chamber measurements of dimethylsulfide photooxidation. 
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It was found that the experimental results could be well represented by a model 

that allowed for binary nucleation of aqueous sulfuric acid droplets, and ternary 

growth of these droplets by condensation of water, methanesulfonic acid, and 

sulfuric acid vapors. This investigation is presented in Chapter IV. 

The calculations presented in Chapter IV are some of the first estimates of 

particle formation in the methanesulfonic acid/water binary vapor system. In 

order to assess the validity of binary nucleation theory in describing this particle 

formation, an experimental program was initiated for the investigation of binary 

nucleation phenomena in this system. A continuous-flow, mixing-type device 

was proposed that would yield information not only on the critical saturation 

ratios required for observable particle formation, but the actual variation of nu­

cleation rate with the gas-phase concentration of each species. The experimental 

apparatus that was constructed and used for this purpose and a summary and 

analysis of the experimental results are found in Chapter V. Particle formation 

was observed at moderate relative humidities and undersaturated acid vapor 

concentrations, demonstrating that methanesulfonic acid is able to undergo bi­

nary nucleation with water vapor. The adequacy of classical binary nucleation 

theory in predicting the nucleation rates is discussed in detail. The second ma­

jor goal of the experimental program that was realized was the demonstration 

of the usefulness of this device in the investigation of binary nucleation phe­

nomena, particularly for corrosive materials, which are difficult to work with in 

conventional systems. 

Because of its successful application to the methanesulfonic acid/water va­

por system, this device shows great promise for future applications in the study 

of binary nucleation phenomena. Suggestions for the modification and improve­

ment of the apparatus that emerged from laboratory experience and from the 

data analysis are presented in Chapter VI. 
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Chapter I 

Introduction 
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I. Problem statement 

In a number of areas of current scientific interest, both theoretical and ap­

plied, gas-to-particle conversion processes are an important aspect of the under­

lying physics. Such areas include environmental science and pollution control, 

production of ultrafine ceramic powders, and contamination control in clean 

rooms. For example, an understanding of how gas-phase pollutants react in the 

atmosphere to form condensable species, and how these species generate new 

aerosol particles or condense upon preexisting nuclei in the atmosphere, can 

lead to an understanding of the formation of photochemical smog and can sug­

gest methods for its abatement. Very high purity gases can be used as a starting 

material for the production of high quality ceramic powders. In order to control 

the particle sizes ( uniform, spherical particles are the most desirable for pro­

cessing), the mechanism and kinetics of the particle formation and growth must 

be understood. As a last example, current state-of-the-art technology in clean 

rooms has focused on achieving a very high degree of efficiency in filtering out 

airborne dust particles and particles emitted by workers and equipment. How­

ever, it is possible that contaminants, in the form of submicron particles, are 

actually produced during the semiconductor processing steps by gas-to-particle 

conversion. As the size scale of features on integrated chips becomes smaller, 

such contamination represents a significant stumbling block to cost-effective pro­

duction, and the particle formation processes must be understood to formulate 

a solution to the problem. 

Another feature that the above-mentioned applications have in common is 

that the gas-to-particle conversion generally involves not one, but a number of 

species. One has merely to consider the spectrum of pollutants released into 

the atmosphere-organic and inorganic, gaseous and particulate-to appreciate 

the necessity for considering the possibility of interaction between species as 

photochemical smog is produced. In technological applications as well it is rare 

that a single species alone is of interest. Certainly the ability to describe what 
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happens when different precursors are combined greatly expands the number of 

possibly useful applications of a technology. 

The motivation for the investigation of multicomponent nucleation and 

growth undertaken in this thesis is to add to the understanding of gas-to-particle 

conversion processes in the presence of more than one condensable species, from 

both fundamental and applied points of view. The salient features of multicom­

ponent condensation and of binary nucleation theories are presented first. Next, 

previous experimental attempts at verifying the predictions of binary nucleation 

theory are briefly discussed. These are followed by a description of the theoret­

ical and experimental efforts undertaken in this thesis work. Since the focus of 

this work has been applications in atmospheric sciences, the examples that are 

discussed will be taken from this field. 
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II. Multicomponent condensation and binary nucleation theories 

The sizes of particles in an aerosol distribution can be changed by the pro­

cesses of coagulation (the combining of smaller particles to create a single larger 

particle) and of condensational growth ( the incorporation of gaseous molecules). 

As an example of the latter process, a particle in the atmosphere consisting of 

a salt crystal, when transferred from a dry environment into a humid one, may 

absorb water vapor to form an aqeuous solution and thereby greatly increase its 

size. Also, in the form of an aqueous droplet, the particle can now act as a site 

for chemical reactions occurring in aqeuous solution by absorbing other gaseous 

species, increasing the gas-to-particle conversion in the atmosphere. 

In the atmosphere, pollutant species are generally present in concentrations 

that represent very small mole fractions of the carrier gas ( the ambient air). As a 

consequence, the molar fluxes of such species can be decoupled, and an effective 

binary diffusion coefficient used to calculate the flux to a surface. Another 

common assumption in atmospheric modeling is to represent particles as spheres 

and calculate fluxes in this coordinate system. In the usual case, the change in 

particle radius is much slower than the flux of gaseous species to the surface, so 

that the fact that this surface is in motion can be ignored ( the "steady-state" 

assumption) and the fluxes to a stationary interface calculated. The motion of 

the surface is later re-introduced by considering the change in mass of the particle 

due to condensation of all the species and computing the corresponding increase 

in size. The appropriate equations for condensational growth, and a discussion 

of the justifications for the assumptions made, may be found in Seinfeld (1987). 

In certain cases of atmospheric interest, one of the condensing species is 

present in a much higher concentration than the others. Examples that are 

considered in this thesis are the sulfuric acid-water or methanesulfonic acid­

water systems, in which the partial pressures of the acids are many orders of 

magnitude smaller than that of the water vapor, even at low relative humidity. 

For such cases, it is sufficient to calculate only the flux of the acid species to the 
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droplet, and assume equilibration with water vapor at all times. This assumption 

is discussed in more detail in the chapters concerning these systems. 

As mentioned in the problem statement, in the formation of new parti­

cles from a gas phase, the possibility that gaseous species can interact must be 

considered in order to accurately model the physics. Of particular interest to 

atmospheric scientists is the idea that two species that can form highly nonideal 

solutions can interact in the gas phase to create large number concentrations of 

submicron solution particles. These particles would act as a significant input to 

the small-diameter end of the atmospheric aerosol size spectrum, thus replen­

ishing the number concentration of the ambient aerosol, which would otherwise 

decrease with time as the aerosol "ages"-that is, as coagulation combines par­

ticles to decrease the concentration, as larger particles are lost to scavenging by 

rain or to deposition on the ground, and as transport and diffusion disperse the 

aerosol. 

The reason that so-called binary nucleation is of particular interest is that 

existing theories predict that this particle formation can occur under condi­

tions such that either species is highly undersaturated with respect to single­

component nucleation of that species. To understand what this means, one may 

first consider the metastable equilibrium that exists when a gas-phase species 

(such as water vapor in the atmosphere) attains a partial pressure that is larger 

than its saturation vapor pressure under the prevailing conditions. For example, 

for water vapor, the atmospheric concentration is usually expressed as the rela­

tive humidity (RH), which is the ratio of the ambient partial pressure of water 

vapor to the equilibrium vapor pressure of water over a flat surface ( at the am­

bient temperature). As the atmosphere cools, this equilibrium vapor pressure 

decreases, until eventually a relative humidity of over 100% is achieved. From 

equilibrium considerations alone, this should result in a phase change (produc­

ing clouds or ultimately rain), but due to kinetic considerations the RH can be 

increased to over 300% before this phase change occurs. 
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Single component nucleation theory describes the kinetics of such a phase 

change from the metastable state ( as the number of water droplets produced per 

cubic centimeter per second). In the general case, the ratio described by RH 

for water vapor is termed the saturation ratio S; from the discussion above, it 

is clear that the phase change cannot occur unless S > 1. 

H this nucleation theory is extended to a binary vapor system, the criterion 

for supersaturation (the metastable state) is changed. Now, the gas-phase con­

centrations must be greater than the partial pressures of the two species over 

their solution. The equilibrium solution partial pressure of each species is de­

scribed thermodynamically as the product of its pure-component vapor pressure 

over a flat surface and its activity in that solution. H the solution were ideal, 

for example, Raoult 's Law would apply, and the activity would equal the mole 

fraction. Therefore, for metastable equilibrium of a binary gas phase with a 

binary solution consisting of equal mole fractions of each species, the partial 

pressure of each species in the gas phase would need to be only slightly more 

than half its equilibrium vapor pressure. 

Two important implications of this theory for atmospheric systems can be 

stated immediately. First, emitted pollutants may be condensable species, or 

may react to form condensable species. Either way, the concentration of the 

condensables will most likely be small, due to the effects of dilution in the at­

mosphere, and it is likely that single-component nucleation of these species will 

not occur. Similarly, relative humidities are usually well below 100%, partic­

ularly during sunny days when photochemical reactivity is high. However, it 

is well known that large numbers of particles (frequently incorporating water 

vapor as well) are formed as byproducts of these reactions, contributing in a 

large measure to visibility degradation. Binary nucleation theory can be used to 

hypothesize how these submicron aerosols are formed, identifying the precursors 

that contribute most heavily to such visibility degradation. 

The second important implication is to the rate at which new particles are 
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formed. If the binary solution is highly nonideal thermodynamically, it is pos­

sible that the solution activities are much smaller than would be predicted by 

Raoult's Law. In the case, even very small gas-phase concentrations of con­

densables (orders of magnitude less than the equilibrium vapor pressures) can 

result in high nucleation rates. The reason that this impacts atmospheric work 

in particular is that two species that are found universally in polluted air­

water vapor and sulfuric acid, a product of S02 oxidation-form such a highly 

nonideal solution. Calculations have shown that ppm levels of sulfuric acid in 

the presence of moderate RH can produce very high number concentrations of 

submicron aerosol, and it is possible that other pollutant ( or natural) species 

can show similar behavior. 

The first formulation of binary nucleation theory was presented by Reiss 

(1950) as an extension of classical single-component nucleation theory. The 

free energy of formation of a cluster containing i molecules of species A and J. 

molecules of species B is given by the change in the chemical potential of each 

species from the gas phase to the solution plus the energy of the formation of 

the interface. Reiss showed that a saddle point exists in the free energy surface 

( expressed as a function of i and j) that represents the energetic barrier to the 

phase change. Clusters with sizes smaller than the critical size, which is located 

at the saddle, are unstable, whereas those clusters that pass over the barrier by 

addition of molecules of either or both species form stable droplets. 

The kinetics of the passage through the saddle were first accurately de­

scribed by Stauffer (1976), who demonstrated that previous approaches-which 

assumed that growth occurred along the path of steepest descent-were incor­

rect because they assumed that the free energy surf ace alone determined the 

direction of growth. This is not true because there is a contribution due to 

the bombardment rate of either species onto the cluster, so that if one species 

is present in a higher concentration than the other, addition of that species is 

more likely, whether or not it is along the path of lowest energy. 
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One problem with this "classical" formulation of the binary nucleation rate 

theory is that, as the concentration of one species becomes large, one would 

expect that the nucleation rate approach the single-component nucleation rate 

of that species. Unfortunately, this is not the case. The energy term in the binary 

theory, as well as the kinetic term, do approach the correct limits. However, the 

so-called Zeldovich term-which accounts for the departure from equilibrium of 

the cluster distribution and is based upon the second derivative of the formation 

free energy-diverges in this limit. As a physical description one may imagine 

that, as the concentration of one species becomes very small, the free energy 

surface changes shape, so that the "walls" of the saddle become ever steeper. 

In the single component case, the surface collapses to a two-dimensional line, so 

that the curvature in the third dimension is infinite. 

This behavior was first observed by Wilemski (1975), who proposed what is 

essentially an extrapolation formula to avoid the divergent regions. Subsequently 

Mirabel and Clavelin (1978a) demonstrated that the divergence becomes impor­

tant only in cases for which the theory, using continuous variables (rather than 

the integers i and j) to describe nucleation in a more convenient mathematical 

form, predicted less than one molecule of a species in the critical cluster. By 

using only integer values of i and j, the binary rate can be made to approach 

the correct limiting forms. These authors also modified somewhat the limiting 

form of the direction over the saddle ( expressed as the angle </> with respect to 

the axes) that was obtained by Stauffer. The equations given by Mirabel and 

Clavelin continue to be quoted as the definitive expressions for calculating the 

rate of binary nucleation. However, the expression they present for the Zeldovich 

term is actually the limiting form for the case of steepest descent on the free en­

ergy surface, and is inconsistent with the definition of</> used in the rest of their 

calculations. (This inconsistency is demonstrated in the Appendix.) Therefore, 

in this work the equations of Stauffer were used, with the modification that the 

single-component nucleation rate was used if the critical cluster contained less 
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than one molecule of a species. 

A number of modifications to the theory, in particular to the calculation of 

the cluster free energy, have been proposed. One of the arguments has concerned 

the calculation of the size and composition of the critical cluster, which locates 

the free energy saddle by setting the first derivatives of the free energy with 

respect to i and j equal to zero. In taking the derivatives, the change in the 

surface tension with composition has traditionally been included. Recently, the 

thermodynamic consistency of the resulting equations has been called into ques­

tion, and arguments advanced that the surface tension derivative term should 

not be included (Renninger et al., 1981; Wilemski, 1984). It appears that the 

current consensus is that this term should be omitted from the calculation. 

Other modifications have dealt with the specification of the surface tension 

of a binary cluster that may contain only a few molecules of each species, in par­

ticular the validity of using the bulk surface tension of an equilibrium solution 

( of a flat surface) as the input parameter. The distinction between the surface 

composition and the composition of the droplet interior is made to determine 

the correct surface tension. Flageollet-Daniel et al. (1983) developed a method 

to calculate the corrected surface tension of binary droplets and found improved 

agreement with experimental results than was obtained using the bulk surface 

tension. Wilemski (1987) employed the Gibbs adsorption isotherm to implic­

itly account for surface enrichment, and also found better agreement with some 

experimental data. Other approaches have used a dynamic or size dependent sur­

face tension to improve agreement between theory and experiments (Rasmussen, 

1982; Rasmussen, 1986; Spiegel et al., 1986). 

In some gas-phase systems, the assumptions made in the classical theory­

that the monomer concentration is much larger than the total cluster concentra­

tion, for example--are not accurate. This is true in the case of a vapor that is 

associated to a large extent, so that cluster-cluster interactions must be consid­

ered. A theory to account for nucleation in associated vapors has been published 
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by Studzinski et al. (1986). A similar situation is found in the sulfuric acid-water 

vapor system, where a large number of the acid molecules exist as hydrates rather 

than free acid. Heist and Reiss (1974) and Shugard et al. (1974) have described 

hydrate formation and nucleation in such a system. The same problem was 

considered by Suzuki and Mohnen (1981) who used a cluster-cluster interaction 

model to determine the nucleation rate, with essentially the same results for sul­

furic acid and water that were obtained by Reiss and coworkers. Among the 

other interesting variations to the classical binary nucleation theory is the work 

of Ray et al. (1986) demonstrating that nuclei of two different compositions may 

be produced under certain conditions if the two species are only partially miscible 

in the liquid phase. 
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III. Experimental verification of binary nucleation theory 

The efforts focused on the proper formulation of binary nucleation theory, 

and in particular the prediction of the rate of nucleation of sulfuric acid-water 

droplets, are evidence of the importance attached to an understanding of these 

phenomena and their application to atmospheric processes. Further evidence 

is the number of experimental efforts that have focused on verifying the the­

oretical predictions, and perhaps distinguishing between different formulations 

of the cluster free energy. In general, investigations of nucleation phenomena 

can be categorized into two types of experiment: those that generate condens­

able species via gas-phase reactions and those that begin with the condensable 

species directly and supersaturate the gas phase by mechanical means ( such as 

cooling or expansion). 

Examples of experiments that use gas-phase chemistry to generate the aerosol 

precursor are smog chamber investigations (Teflon bags used in photochemical 

reaction experiments, for example). These initiate photochemical reactions using 

sunlight or artificial sources of uv radiation. Aerosol formation has been observed 

in many atmospheric-type systems (NOH and organics, for example) studied in 

this manner. If the source rates of the condensable vapors are known, and the 

number concentration of aerosol measured as a function of irradiation time, the 

theoretical and experimental rates of conversion of gaseous species to the partic­

ulate phase can be compared. Unfortunately, not only are the source rates rarely 

known to a high degree of accuracy, but the identity of the condensing species 

are also usually not known. 

Devices used in the second type of experiment include the diffusion cloud 

chamber (Mirabel and Clavelin, 19786 ), the expansion cloud chamber (Schelling 

et al., 1981), and the shock tube (Zahoransky and Peter, 1985). Each of these 

has been used to measure binary nucleation rates ( or, more usually, the critical 

saturation ratios for which the nucleation rate is first large enough to generate 
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measurable number concentrations) for sulfuric acid and water or some other 

aqueous system, and a few have been used for other binary systems. Agreement 

with theoretical predictions varies widely (particularly depending upon which 

variation of the surface tension is used), and each type of experiment has dis­

advantages (these will be discussed in Chapter IV). Nevermeless, the fact that 

subsaturated (in the single-component sense) vapors can interact in the gas phase 

to generate measurable particle concentrations has been demonstrated. 
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IV. Overview of thesis 

This work seeks to make two contributions to the current understanding of 

binary nucleation and multicomponent condensation. The first of these is the 

development of models that describe these processes in chemically reacting or 

nonreacting systems to predict the number and size of new particles that are 

formed. The second is the development and application of a new type of exper­

iment for studying binary nucleation phenomena, of the chemically nonreacting 

type. This new apparatus addresses some of the shortcomings of previous devices. 

In Chapter II, a study is made of the equations for multicomponent conden­

sation ( or evaporation), specifically the assumption of isothermal droplet growth. 

The analysis is applied to salt solution droplets dried by different methods, and 

the applicability of the isothermal assumption is evaluated for the different con­

ditions. A particular application that is considered is the drying of such particles 

in a so-called diffusion dryer, a laboratory device typically used to create solid 

particles from aqueous solutions. It is also shown that, when used in conjuction 

with two size-classifying instruments ( diffusion mobility analyzers), the diffusion 

dryer can classify particles with respect to composition. Although this principle 

could not be used for the solutions considered in the experimental part of this 

thesis, the possibility for future applications exists. 

The application of binary nucleation theory to an ideal binary system of two 

similar organics is discussed in Chapter III. An integral model is presented that 

uses the classical binary nucleation theory to compute the total number concen­

tration with time. Competition between the nucleation and growth processes is 

allowed by computing the growth of nucleated particles and consequent depletion 

of the condensable vapors. This model is used to analyze the results of an ex­

periment performed with a new type of apparatus, a continuous-flow device that 

rapidly mixes and cools saturated vapors to produce the metastable state; by 

changing the temperatures at which saturation of the carrier gases occurs and by 
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varying flow rates, a wide range of initial saturation ratios can be achieved. Fur­

thermore, a direct comparison between single-component and binary nucleation 

phenomena is possible by repeating the conditions (flow rates and temperatures) 

of the binary experiments, but replacing one saturated stream with carrier gas 

only. It was found that the numbers of particles produced in the binary case could 

not be explained by single-component nucleation alone, verifying the underlying 

idea of gas-phase interaction between the two species that effectively enhances 

the ability of a vapor system to form particles. It was also found that the model 

could predict well the general trends observed for the variation of the number 

concentration N with saturation ratios, but not the actual magnitude of N. By 

multiplying the rate of nucleation by a suitable factor, agreement between the­

ory and experiment was obtained. It is postulated that this multiplication factor 

represents a correction term to the calculation of the cluster energy. 

Next, the application of the model and experimental technique to an envi­

ronmentally important system, the organosulfur system, was undertaken. The 

atmospheric reactions of organosulfur species have recently been of increasing 

concern, as it has been postulated that such species make up a significant frac­

tion of the atmospheric sulfur budget (Andreae and Raemdonck, 1983). These 

reactions are known to generate S02, which in tum generates sulfuric acid in 

the environment. In addition, one of the major sulfur-containing products of 

the reactions of dimethyl sulfoxide ( the most abundant organosulfur species) is 

methanesulfonic acid, and it has been suggested that this acid may undergo 

binary nucleation with water vapor. 

An experimental smog chamber investigation of dimethyl sulfoxide oxidation 

was carried out by Hatakeyama et al. (1985) in an attempt to elucidate some 

of the unknown reaction pathways. The production of aerosol during these runs 

was observed, and measurements were made of the total aerosol number con­

centrations and the mean sizes. For identical initial conditions of the gaseous 

precursors, it was observed that aerosol formation depended very strongly on 
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the relative humidity in the system, an observation consistent with binary nucle­

ation theory for aqueous particles. Analysis of the aerosol identified sulfuric acid 

and methanesulfonic acid as the major constituents. This is an exciting observa­

tion, in light of the previously discussed problem of unidentified organic species 

comprising the aerosol in other smog-chamber studies. It offers some hope of 

realistically modeling the aerosol formation and judging the adequacy of classi­

cal theory in describing the nucleation and growth processes. Also, a companion 

effort was underway at Caltech to develop a chemical mechanism for DMS pho­

tooxidation (Yin et al., 1986) which could be used to obtain production rates of 

the two acids, and consequently used in an aerosol model. The companion effort 

also included a series of experiments in which aerosol measurements were taken, 

to be compared with theoretical predictions. 

Therefore, a model was developed to describe nucleation and growth of aque­

ous sulfuric acid-methanesulfonic acid-water particles, allowing for binary nucle­

ation of either H2S04 or MSA and ternary condensation. (This work represents 

one of the first published calculations of the binary nucleation rate for MSA and 

water; the other published calculations (Hoppel, 1987) appeared nearly simulta­

neously with ours.) Total aerosol number concentrations and mean particle sizes 

were predicted by using the production rates of vapors estimated from the work 

of Hatakeyama et al. and compared with their published data. From the com­

parisons it was postulated that, although MSA was the major S product species, 

formation of new particles was dominated by sulfuric acid and water nucleation, 

whereas growth was due largely to condensation of MSA. This work is described 

in Chapter IV. 

The experimental contribution to the understanding of binary nucleation is 

discussed in Chapter V. The continuous-flow mixing-type device used to investi­

gate the ideal binary organic system was modified for use with the MSA-water 

system. Modification involved several changes in the method of carrier gas satu­

ration, temperature control, and materials of construction. It was demonstrated 
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that particles are produced at moderate relative humidities and for undersatu­

rated acid vapor concentrations, thus verifying that binary nucleation does oc­

cur for these species, and the experimental results are compared with theoretical 

predictions. Another contribution that was realized is the demonstration of the 

usefulness of this type of device for the investigation of binary. nucleation phe­

nomena, especially for materials such as acids that are difficult to work with 

experimentally. 

Because the experimental system used in this work was new and untested, 

suggestions for improvement in the design for future applications have emerged, 

both from laboratory experience and from the analysis of the data. These are 

discussed in Chapter VI. 



- 17 -

Appendix: The Zeldovitch term 

The Zeldovitch term as evaluated by Stauffer (1976) will be here compared 

with that obtained using the steepest-descent assumption. First, it is necessary 

to define the angle¢ that the path of nucleation makes with the ni, ni axes. In 

the case of steepest descent, this angle is the orientation of the saddle in the free 

energy surf ace, and is given by 

(1) 

where the matrix D has been defined by Dij = ½a2G j anianj. (Note that, at 

the saddle point, the eigenvectors of D must have opposite signs so that det 

D < 0 always.) 

Stauffer showed that the correct definition for ¢ involves not only the curva­

ture of the free energy surface, but the impingement probabilities of molecules 

onto the clusters, expressed as R 11 = a(i,j)/31, and similarly for R22; here, 

a(i,i) is the area of the critical cluster. With the shorthand 

r = R22/R11 

8 = .!:_(-D11 + R22D22), 
2 D12 R11D12 

one obtains 

tan</,= s + (s 2 + r) 112. 

Now, from his development, Stauffer calculates 

(2) 

(3) 

(4) 

(5) 

where D;z is a component of the matrix D rotated to ( x, y) coordinates, using 

</> to determine the rotation matrix. 

This definition of Z differs from the steepest-descent results. As written in 

Mirabel and Katz's (1974) paper, their Z (ZMK) is 

z = (-(D11cos2¢+2D12cos<J,sin</>+D22 sin
24>)) 112 

(6) 
MK D 11 sin2 </> - 2D12 cos ¢sin</>+ D22 cos 2 <P 
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Z _ (-Dr /Dr ) 1/2 MK - xx yy · (7) 

This result assumes the matrix Dr to be diagonal, which is the case only if 

the steepest descent theory is used. This is shown by an examination of the 

off-diagonal components of Dr: 

(9) 

Substituting the steepest-descent angle [Eq. (1)], one obtains D;y = D;x = 0. 

Interestingly, the Mirabel and Katz definition of Z continues to be quoted 

by many workers. This is due in part to a paper published by Mirabel and 

Clavelin (1978) in which they acknowledge Stauffer's revised definition of the 

angle </,, but correct his assertion that the quantities dA = -D11 / D 12 and 

dB = -D22/ D12 are always positive, which alters somewhat the limiting values 

obtained for 4> as the concentration of one component approaches zero. However, 

although employing Stauffer's definition of</,, these workers used the Mirabel 

and Katz definition of Z, which is inconsistent. 
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Chapter II 

Evaporation and Growth of Multicomponent Aerosols: 

Laboratory Applications 

The text of Chapter II consists of an article which 

appears in Aerosol Science and Technology 6 (1987). 
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Abstract 

Design equations for two types of devices used in aerosol growth and evap­

oration studies, the well-mixed vessel and the diffusion dryer, are developed and 

their use demonstrated for aqueous salt solution particles. The results of several 

common simplifying approximations are evaluated. An approximate method for 

determining residence times required for drying particles that exhibit a hysteresis 

effect, accurate to within several percent for the cases considered, is suggested. 
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I. Introduction 

There exist several devices in which aerosol properties are measured based 

on either evaporating or growing particles. Ogren et al. (1985) have reported the 

design of a cloud sampling probe in which cloud droplets are inertially separated, 

impacted into a fl.ow of warm air, and evaporated so that the resulting aerosol 

represents the content of the activated cloud condensation nuclei. The probe 

consists essentially of a tube through which the evaporating droplets flow. Proper 

design of the droplet to aerosol converter requires that one be able to predict 

the residence time necessary to evaporate fully the feed droplets. The aerosol 

mobility chromatograph, as developed by Liu et al. (1978), is a fl.ow device in 

which hygroscopic aerosol particles of different compositions are humidified. The 

resulting preferential growth of different particles can then serve as a means for 

their separation. 

Another application of this general technique related to the cloud sampling 

probe of Ogren et al. is the so-called diffusion dryer, in which aqueous aerosols 

equilibrated at ambient conditions are passed in laminar fl.ow through a circular 

tube with absorbing walls. As the water vapor is depleted from the carrier gas 

by absorption at the tube wall, a driving force is created for evaporation of water 

from the particles fl.owing through the tube. This configuration is commonly 

used in the laboratory to dry aerosols. The design of such a dryer is based on 

determining the residence time in, and hence the length required for, the tube in 

order to ensure a completely dry aerosol at the outlet. 

In each of the above-described devices, the central feature of the operation 

1s the controlled evaporation or growth of particles in a fl.owing system. The 

object of this work is to develop general design equations for systems in which 

multicomponent aerosols are to be evaporated or grown and to illustrate the 

solution of the equations for several representative situations. Although the 

development is general, aqueous salt aerosols will be focused on because of their 
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importance in atmospheric studies. 

The description of the growth and evaporation of aerosol particles is a key 

element in aerosol behavior, and as such, has been examined by numerous in­

vestigators. Theory and experiments related to single aerosol particle transport 

processes have been reviewed by Wagner (1982) and Davis (1983). These surveys 

are of interest in examining the approximations that have been made to the full, 

coupled equations of heat and mass transfer from a droplet; several of these are 

discussed below. 

The common approach to predicting particle growth or evaporation is to in­

voke the steady-state assumption for the gas-phase mass and energy conservation 

equations to determine the fluxes from the droplet. Time dependency is then in­

troduced by equating the instantaneous energy and mass fluxes to the energy 

and mass changes of the droplet. Twomey (1977) and Pesthy et al. (1981) have 

given conditions for the applicability of quasi-steady state flux expressions based 

on continuum equations. Their analysis concludes that the assumption is valid as 

long as the vapor density is much smaller than the liquid density. Brock (1967) 

studied the noncontinuum regime and also concluded that, in general, the as­

sumption is a valid one. Wagner (1982) observed that the quasistationary theory 

appears to be a good approximation, but its applicability can be verified only by 

comparison with experimental data. Davis (1983) pointed out that "when heat 

and mass transfer processes are coupled, the criterion for quasi-steady state re­

quires full solution of the problem discussed, but most investigators have assumed 

quasi-steady state". 

Chang and Davis (1974) determined the temperature field in a droplet and the 

temperature and concentration fields in the continuum surrounding a droplet us­

ing the unsteady state equations and compared the results with the quasistation­

ary assumption. Their analysis of water/air and dibutyl phthalate (DBP)/helium 

systems led to several conclusions. First, conduction within the drop was very 

rapid and the temperature inside could be reasonably well approximated as uni-
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form. Second, it was found that for low vapor pressure species such as DBP 

and for species with a low heat of vaporization the transient period is short 

and the wet-bulb temperature is rapidly attained. However, for higher vapor 

pressure species ( such as water) the transient period was much longer, and the 

applicability of the steady-state assumption was questioned. The unsteady state 

analysis presented by Nix and Fukuta (1973) allows for mass and heat source 

functions as exponential functions of time. They obtained closed-form solutions 

for the concentration and temperature fields around the droplet, and compared 

the steady-state approximation with their transient droplet growth equations. 

The error was found to be proportional to the droplet radius and to decrease 

with increasing time constant for the source functions. 

Studies using as their basis the steady state assumption have modified the 

equations to account for noncontinuum effects, changing ambient conditions, and 

solution effects. One of the simplest approaches is that of El Golli et al. (1972), 

which, to find the radius as a function of time, determines the wet-bulb temper­

ature of a pure water droplet evaporating into a turbulent air stream at constant 

ambient relative humidity and assumes the drop is isothermal at this temper­

ature. A similar approach was used by El Golli et al. (1974) to study the 

evaporation of saline droplets at various constant ambient relative humidities. 

Activity and density were allowed to vary, but the drop was assumed to be 

isothermal and the Kelvin effect was neglected. The continuum analysis pre­

sented by Wagner and Pohl (1975) allowed for dependence of the mean ambient 

temperature and vapor pressure on the drop radius and drop concentration of 

the growing aerosol by means of a mass balance. Fukuta and Walter (1970) 

modified the quasi-steady state equation to account for noncontinuum effects 

and presented growth equations for pure water and solution droplets. However, 

as discussed by Davis (1983), their treatment requires introduction of numerous 

correction factors that must be obtained from experimental data. In addition to 

pure-component and solution droplets, some studies of multicomponent droplet 
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evaporation have appeared. Ravindran et al. (1979) presented theoretical and 

experimental results for isothermal binary solution droplet evaporation under the 

assumptions of ideal liquid solution behavior, ideal mixing inside the drop, and 

dilute vapor-gas behavior outside of the drop. Similar assumptions regarding 

mixing and solution behavior were employed by Newbold and Amundson (1973), 

but their analysis allowed for variations in droplet temperature during evapora­

tion and for the effect of Stefan flow. A further extension of this approach was 

presented by Smolik and Vitovec (1984), who analyzed the case of evaporation 

of a droplet into a multicomponent gaseous mixture, also employing numerical 

solution of the generalized Stefan-Maxwell equations, with condensation of a 

higher-molecular- weight component from the gas and simultaneous absorption 

of the gaseous component in the droplet. Wagner (1982) pointed out that for 

the conditions usually encountered in the atmosphere, Stefan flow can be ne­

glected. However, this is not the case for high-temperature conditions such as 

those in combustion processes, or if the vapor concentration is not small com­

pared with the gas concentration. Also, for atmospheric conditions radiation can 

be neglected, particularly for small droplets; under high-temperature conditions, 

however, this assumption may not be a good one. 

The objective of the present analysis is the theoretical description of flow 

devices used in the study of aerosols. Results obtained with various modifications 

to the steady state equations are compared for two cases of droplet evaporation. 

The first is the case of a pure or multicomponent mixture droplet evaporating 

into an ambient environment at fixed, known relative humidity. This type of 

environment is encountered in a well-mixed vessel, such as a flask containing wet 

air used to humidify dry aerosols. The second case considers an aerosol particle, 

equilibrated with a known relative humidity of its carrier gas, introduced into a 

tube with perfectly absorbing walls. The particle's environment is thus depleted 

of one or more components also present in the droplet, and evaporation from 

the drop occurs. This second case may be used to model the operation of the 
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diffusion dryer. The direct eH:ect of aerosol growth or evaporation processes on 

the ambient temperature and concentration fields is not taken into account; that 

is, it is assumed that the quantity of mass or energy transferred to or from the 

particles is small compared with that in the gas phase. 
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II. Equations for simultaneous mass and heat transfer to Aerosol par­

ticles 

Beginning with the equations for gas-phase mass and energy conservation, 

applying the pseudo-steady state approximation, and equating the fluxes of heat 

and mass to the drop with the changes in drop temperature and number of moles, 

we arrive at the following equations for droplet composition and temperature as 

functions of time: 

and 

dT 
dt 

where 

dni 2 -=-41rrJ· 
dt ' 

(1) 

(2) 

·(Kn·)_ 1 + Kni 
fJM,, ' - 1 + 1.71Kni + 1.333Kn;' 

(3 (Kn ) _ 1 + Kng 
T g - 1 + 1.71Kng + 1.333Knf 

>..g 
Kng = -, 

r 

where the subscript i refers to the ith component in the droplet, the subscript 

I refers to the inert gas surrounding the droplet, ni are moles of i, t is time, 
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T is drop temperature, T 00 is ambient temperature, r is drop radius, k is the 

thermal conductivity of the gas, hu,i is the latent heat of i, ~Hi is the partial 

molar enthalpy of mixing, Cp,soln is the solution heat capacity, c~,i is the heat 

capacity of gaseous i, CT is total gas concentration, PT is total pressure, Drm 

and Dim are the effective binary diffusivities of the inert and of i, respectively, 

in the mixture, Pi is the vapor pressure of pure i, Vi is the partial molar volume 

of i, R is the gas constant, >. 9 and Au,i are the mean free path of the (inert) gas 

molecules and of the vapor molecules of i, respectively, and Pi,oo is the partial 

pressure of i far from the drop. 

The development of Eqs. (1) and (2) follows that of Newbold and Amundson 

(1973) and includes the following assumptions: 

(1) The gas-liquid interface is at equilibrium. This assumption implies that the 

interfacial resistance is negligible compared with diffusive resistance of the 

gas. 

(2) The rigorous Stefan-Maxwell equation for mass transport is simplified using 

the effective binary diffusivity of component i with respect to the mixture. 

(3) The temperature and concentrations are assumed uniform over the volume 

of the droplet. 

(4) Radiation effects are assumed negligible. 

(5) The vapor phase behaves as an ideal gas. 

The present model differs from that of Newbold and Amundson in that: 

(1) Nonidealities in solution behavior are accounted for. 

(2) The Kelvin effect on droplet vapor pressure is accounted for. 

(3) Deviations from the continuum heat and mass fluxes under transition regime 

conditions are accounted for. 
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Equations (1) and (2) can be numerically integrated subject to the initial 

conditions 

T(O) = T oo,o, 

and the volume conservation relation 

(3) 

(4) 

(5) 

to give the history of the particle size and composition as a function of time. 

To do so one needs to specify the values of Pi,oo, i = 1, ... , n, as well as the 

temperature and composition dependence of the physical properties ai, Dij, Vi, 

!:lH;,, hu,i, k, u, Cp,soln, cp,;,,and p'f. The only parameters that are characteristic 

of the device itself are the ambient partial pressure Pi,oo and the total pressure 

and ambient temperature, PT and T 00 • We now consider the specification of 

Pi,oo in a geometry that is frequently used in diffusion drying and humidification 

operations. 
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III. Laminar flow in a tube with constant wall conditions 

For purposes of the present analysis, we will assume that evaporation or 

condensation has negligible effect on depletion or increase of the ambient con­

centration of the species. The bulk temperature of the flowing gas is assumed to 

be constant. At time zero the particle is in equilibrium with the ambient partial 

pressure Pi,ooo: 

0 (2aVi) Pi,oo0 = aiPi exp r RT • (6) 

Then, at t = O, the driving force for evaporation (or condensation) is zero. 

A driving force is created by allowing for depletion (or augmentation) of the 

ambient vapor in the device. H the device consists of a well-mixed vessel then, 

upon introduction, the particles are exposed to a constant Pi,oo• A commonly 

used mode of influencing P,,oo in diffusion drying or humidifcation operations is 

by absorption (or evaporation) of the transferring species (usually water) at the 

surface of the wall of a tube through which the particle-carrying gas is flowing 

in laminar flow. 

If the following assumptions are made, this geometry describes the well­

known Graetz problem in heat or mass transfer: the wall is a perfect absorber 

( or has a constant partial pressure in the case of growth) ,the particles do not 

influence the flow, and the flow is laminar. The partial pressure of species i at 

any axial (z) and radial (rt) position at steady state in a tube of radius Rt is 

given by 
00 

Pi,oo - Pi,wall _ ~ Y. 
X - - Len n 

Pi,ooo - Pi,wall n=l 
(7) 

where 

~ = R; Vz,ma:z: 

and Cn(E), Yn(E), and An(E) depend one= rt/Rt, and are tabulated (Brown, 

1960). 
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Equation (7) can be used to define the ambient partial pressure of species i 

as a function of axial and radial position in a laminar fl.ow device. The residence 

time of a particle at a radial position rt is related to the axial position in the 

tube by 
z 

t = [ c2J' Vz,max 1 - ~ 

It must be noted that the requirement that the wall be a perfect absorber 

is an idealization of the actual adsorption characteristics of a laboratory dryer. 

The actual boundary condition is determined by the adsorption characteristics 

of the dessicant used; thus, while freshly-replaced adsorbent may initially closely 

approximate a perfect sink for the diffusing species, as it becomes saturated its 

adsorbing ability (and hence the "true" boundary condition) varies with time 

and axial position. 

Similarly, the assumption of a constant partial pressure at the wall during a 

humidification operation requires that the medium remain uniformly saturated 

with the evaporating species. Changes in wall temperature with time or position 

affect the wall partial pressure. 
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IV. Drying of a solution particle 

The foregoing analysis of droplet evaporation will be applied to the simulation 

of the drying of an aqueous solution particle in two ambient environments: first, 

at a constant ambient relative humidity, and second, in a laminar flow device as 

previously described, with axial and radial water vapor partial pressure profiles. 

Although Eqs. (1) and (2) include the effect of Stefan flow, it is usually assumed 

that, at typical atmospheric conditions, this effect is negligible; the validity of 

this simplification will be examined for the cases considered here. It is also 

possible to considerably simplify the analysis of droplet evaporation by assuming 

that the particle quickly attains and remains at its wet-bulb temperature, rather 

than solving Eq. (2) simultaneously with (1 ). The applicability of this approach 

to the present cases will also be ;nvestigated. 

The example that will be taken is that of a 1-µm salt crystal initially exposed 

to, and equilibrated with, an environment at 99.8% relative humidity. It is 

recognized that a solid crystal will in fact be non-spherical in shape, but for 

purposes of this work it is assumed that treating it as a spherical particle is 

acceptable. Atmospheric pressure (PT = 1 atm) and an ambient temperature 

(Too) of 293.15 K will be used, to simulate typical laboratory conditions. Quasi­

steady state equations are developed for the following cases, for ambient partial 

pressure: 

( 1) coupled mass and heat transfer, including Stefan flow 

(2) coupled mass and heat transfer, not including Stefan flow 

(3) mass transfer equation with the wet-bulb temperature computed at each step 

in the integration 

( 4) mass transfer equation with the initial wet-bulb temperature 

(5) isothermal mass transfer with drop temperature equal to the ambient 

For the case of the drop in the laminar concentration profile, cases (3) and ( 4) 
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will be omitted. 

Case (1). For the case of only one diffusing component, Ji becomes 

(8) 

Equations (1) and (2) are solved simultaneously. 

Case (2). Expanding the exponential and logarithmic terms in (1) and setting 

C ~ 1 (valid for a trace component diffusing into air) yield 

(9) 

When a is small, the criterion 

is satisfied, and the Stefan flow can be neglected. In this case, Eq. (2) becomes 

(10) 

Neglecting Stefan flow appears to be a good assumption under laboratory con­

ditions of temperature and pressure. 

Cases (3) and ( 4). The wet bulb temperature is obtained by equating the 

steady-state heat flux from the drop to the product of the molar flux and the 

latent heat transported to or from the sphere: 

(11) 

which yields the following implicit equation for the wet-bulb temperature Twb, 

neglecting Stefan fl.ow: 
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The evaporation of water from an aqueous solution particle can be treated as 

a continuous process, causing a continuous increase in molality up to the point 

of solution saturation. After this point, further evaporation of water will result 

in a decrease in the total amount of saturated solution present, but no further 

increase in concentration. In order to conserve the initial total number of moles 

of salt and simultaneously satisfy the saturation concentration constraint when 

the evaporation process is in this regime, the moles of dissolved salt, in solution 

at concentration msat where m is molality, will be adjusted to corespond to 

the moles of water present. Any salt in excess of that needed to attain msat 

is assumed to crystallize in the center of the particle and maintain equilibrium 

with the saturated solution surrounding it. Thus, although the number of moles 

of water varies from nw,o to 0 as the particle dries, the molality increases 

monotonically with time to msat but then remains at that constant value until 

drying is complete. If the drop consists of unsaturated solution only, its mass is 

given by 

[
mMww ] 

Mdrop = nw lOOO + Mw,s , (13) 

where Mw,w and Mw,s refer to the molecular weights of water and salt, respec­

tively. Then the drop radius is 

r = r~ Mdropl 1/3 

41r p 
(14) 

After the solution in the drop has reached saturation, the drop radius is given 

by: 

rsat = [~ ((-1 [msatnwMw,wMw,s n M J) 
41r Psat 1000 + w w,w 

] 

1/3 
Mw s msatnwMw w 

+ Psa;t [ nsalt,total - lO00 ' ] ) , (15) 

where Psalt and nsalt refer to the dry salt density and number of moles in the dry 

salt crystal, respectively. 
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A shortcoming of this treatment of aerosol evaporation as applied to salt 

solutions is that it fails to predict or account for the hysteresis effect exhibited 

by inorganic salt solutions as the relative humidity is decreased from the value 

with which the solution is initially in equilibrium (Tang et al., 1977; Pruppacher 

and Klett, 1978; Richardson and Spann, 1984; Spann and Richardson, 1985). 

As the humidity is decreased to just below the deliquescence point, immediate 

recrystallization of the salt and the expected abrupt decrease in particle size 

( corresponding to the abrupt size increase as the same particle deliquesces) do not 

occur. Rather, a supersaturated solution forms. Evaporation from this solution 

causes a continuous, gradual decrease in size. Frequently, an abrupt size change 

will occur at some relative humidity lower than that for deliquescence, caused 

by sudden recrystallization of the supersaturated solution. This recrystallization 

humidity is generally not reproducible, and it is thought that the phenomenon 

results from a lack of crystallization nuclei in the solution. 

Because this effect cannot be accurately predicted, it is not feasible to incor­

porate it into the evaporation equation for salt solutions. However, it will play 

a significant role in the design length for a diffusion dryer. In this case, the rel­

ative humidity necessary for recrystallization of the supersaturated solution can 

be estimated experimentally. An approximate method for obtaining the design 

length under these conditions will be discussed below. 
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V. Comparison of evaporation rates 

The approaches developed in the preceding sections will be used to com­

pare the evaporation rates of an aqueous sodium chloride droplet under various 

external conditions. The results will also be used to check the validity of the dif­

ferent assumptions discussed concerning the treatment of droplet temperature 

changes. The initial conditions for the NaCl solution droplet evaporation are 

determined from the equilibrium relation, 

Pw 000 ( 2aVw) 
RHo = P''i» = aw exp rRToo , (16) 

where RH0 denotes the ambient relative humidity at the inlet to the dryer, and 

all properties are evaluated at the ambient temperature T 00 , which is taken as 

the initial droplet temperature. The dry salt crystal equivalent radius is also 

specified, which fixes the total number of moles of salt in the wet particle at any 

time. An initial guess for the molality of the solution in equilibrium with the 

given RH0 is made, and all solution properties and the diameter are computed 

at this molality. The property data required for the integration were obtained 

from the International Critical Tables (1926-1930) and Robinson and Stokes 

(1965) and, where possible, fit to third-order polynomials in concentration at 

given temperatures. The temperature dependency of the physical properties was 

obtained by interpolation. If the equilibrium condition in Eq. (16) is satisfied to 

within a specified tolerance, the current m is correct, and the calculated r, m, 

and nw become the initial conditions. If the equation is not satisfied, Newton's 

method is used to generate a new guess. 

The time dependence of the diameter of an aqueous salt solution of a 1-µm 

dry salt particle, initially at a relative humidity of 99.8% at 293.15 Kand placed 

at t = 0 in an environment at zero ambient partial pressure of water, is shown 

in Figure 1 for the various assumptions discussed previously. It can be seen that 
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the Stefan flow term has negligible effect on the drying time at this temperature. 

In addition, the simplified treatment of case (4) differs from the more rigorous 

solution of cases (1) and (2) by less than 2%. 

The effect of various ambient relative humidities on the drying process is 

shown in Figure 2, for ambient RH of 60%, 75%, and 80% and an ambient 

temperature of 293.15 K, using the method of case (2). At a relative humidity 

of 75%, the particle can dry completely but takes approximately five times as 

long to do so as at RH = 60%. For RH greater than approximately 75%, the 

particle diameter approaches a value greater than the diameter of the original 

dry particle because the partial pressure over the drop has equilibrated with the 

ambient partial pressure while the particle still contains moisture. 

Next, particles at an initial temperature of 293 Kand initial relative humidi­

ties of 99.8% and 85% are assumed to be placed in the laminar flow concentration 

profile to simulate diffusion drying. We consider a particle on the centerline the 

tube. The results, appearing in Figures 3 and 4, indicate that the assumption 

that the particle remains at temperature T 00 throughout the drying process is 

a much better approximation in computing total drying time than in the case 

where the particle is instantaneously exposed to zero ambient RH; in Figures 

3 and 4, the differences between the isothermal and nonisothermal assumptions 

are less than 2.5%. This behavior is consistent with the observation that the 

time constant for changes in the ambient environment in the laminar flow case 

is much larger than that for changes associated with the concentration and tem­

perature profiles around the droplet, so that these adjust quickly to the slow 

changes of the environment. 

The profiles are qualitatively different from those at constant ambient rel­

ative humidity, due to the changing ambient partial pressure as well as the be­

havior as the solution comprising the particle becomes saturated. At this point, 
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and for all times greater than this, further decreases in the moles of water in the 

drop will decrease the total amount of solution, and hence wet particle size, but 

will not increase the concentration, which remains fixed at msat• Likewise, the 

activity of the solution, aw,sat, remains constant. Thus, the vapor pressure over 

the saturated drop is a function only of diameter in this regime. The behavior 

shown in Figures 3 and 4 suggests different regimes for the aqueous salt solution 

aerosols during evaporation, which depend on the relationship between molality 

and ambient partial pressure as functions of time. We can define tsat as the time 

at which the solution in the particle reaches its saturation concentration, and 

t* as the time at which the ambient partial pressure equals the vapor pressure 

over the saturated drop. In the present case, these times occur within a few 

hundreths of a second of each other; for convenience, only t * is marked. Results 

of dp vs. t show that fort > t* complete drying of the drop occurs very rapidly 

in comparison with the time required to reach the point t*. 

Thus, if Pw,oo = aw,satP~ occurs at a time t* that is greater than the time 

tsat at which the particle reached saturation, the condition of zero driving force 

can occur, implying that the particle size remains essentially constant in some 

time interval centered at t*. 

At the entrance to the tube, the partial pressures of water over the drop and 

in the carrier gas are equal. For O < t < t*, Pw,000 and awp~ are both decreasing 

functions of time, but evaporation occurs because the ambient partial pressure 

is always less than that over the drop at any time. For t > t*, Pw,000 decreases 

with t, but aw,satP~ (the partial pressure over the drop, excluding the Kelvin 

effect) remains fixed. The results suggest that, for particles of such size that 

the Kelvin and noncontinuum effects can be neglected, the major contribution 

to the drying time is the time required for the solution in the drop to become 

saturated. This also corresponds to the time for which the ambient partial 
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pressure of the evaporating species has become nearly equal to the saturation 

vapor pressure over the droplet. In general, then, for application to the design of 

aerosol drying equipment for this type of particle, the residence time required is 

a strong function of initial relative humidity and the size of the dry salt crystal. 

The results also suggest an approximate method for taking into account 

the hysteresis effect exhibited by a drying salt particle, if the relative humidity 

at which the recrystallization finally occurs can be estimated. It is necessary 

to assume that the drop temperature is the same as that of the ambient gas. 

The length required to achieve the relative humidity for recrystallization in the 

carrier gas ( at the streamline of interest) is determined from the solution of the 

ambient partial pressure (x). Since, generally, we have shown that the solution 

particles respond quickly to changes in the ambient environment, this will be 

approximately the length required to dry the humid aerosol. Application of this 

approximation for the length to the case of Figure 3 (but using the theoretical 

RH for recrystallization) gives an error of~ 3% in the length required for drying 

as compared to that calculated from the equations of case (2). 
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VI. The Aerosol mobility chromatograph 

Liu et al. (1978) proposed a device termed an aerosol mobility chromato­

graph for the separation of aerosols of different composition by preferential 

growth. The aerosol to be investigated is generated, given a Boltzmann equilib­

rium charge distribution, and then is introduced into the first of two differential 

mobility analyzers (DMA). The DMA is used to render the aerosol monodis­

perse by allowing selective passage through the device of only those particles of 

a selected electrical mobility, which can be related to size. The monodisperse 

aerosol is then grown via humidification, and the new size distribution is mea­

sured with the second DMA in conjunction with an electrometer current sensor. 

By varying the particle size selected by the second DMA, which is accomplished 

by scanning the range of applied voltages, and measuring the electrometer cur­

rent at each voltage, which is proportional to the number concentration, the size 

distribution of the final aerosol can be inferred. Although in the original design, 

the humidification was carried out in the vapor space of a fl.ask containing water 

at a given temperature, we wish to examine here also the feasibility of designing 

an aerosol mobility chromatograph in the laminar fl.ow mode. 

Whereas up to now we have been discussing devices based on particle evap­

oration, we turn now to particle humidification. We assume that at time zero 

particles that are equilibrated to their environment at a certain vapor concentra­

tion are introduced into a region of higher vapor concentration. In the laminar 

flow device with aqueous aerosols, the higher RH is accomplished by having a 

uniformly wetted tube wall at which RH= 1. The separation of different aque­

ous solution particles occurs as the particles grow selectively as the humidity in 

the device increases with particle residence time. The general design equations 

already developed, with some minor modifications, can be applied directly to 

the design of the aerosol mobility chromatograph. 
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The case that will be considered is that of an initially dry monodisperse 

aerosol entering a tube with walls saturated with water. For this application, 

the dimensionless quantity x is rewritten: 

X -
Pw,oo - P~ 

Pw,00 0 - P~ 

At any point in the tube, we can relate x to the local relative humidity by 

and, if RH0 = O, 

X 
RH-1 
RH0 -1' 

RH= l-x. 

(17) 

(18) 

(19) 

The driving force on the particle will be positive only when the local RH satisfies 

the condition: 

RHzocal ~ awPw,s, (20) 

where Pw,s is the vapor pressure at the drop surface. Thus, for some length into 

the tube, a particle at the centerline remains dry, until the centerline relative 

humidity increases to the deliquescence point. 

The growth of a 1-µm dry particle down such a tube was computed for two 

types of aerosols: sodium chloride and ammonium sulfate. Figure 5 compares 

the growth curves along the centerline of the tube for these two cases. Since NaCl 

has a lower deliquescence point, it humidifies first, and also grows to a larger final 

size. This result illustrates that a mixed aerosol composed of these two types of 

particles can be separated into two chemical fractions by this technique, by first 

growing the aerosol and then classifying the humid aerosol by size. 
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VII. Conclusions 

The design equations for the well-mixed and laminar diffusion dryers have 

been developed, and the illustrative calculations for NaCl and (NH4)2SO 4 aque­

ous solution droplets lead to several conclusions. First, for the conditions ( atmo­

spheric) considered, it appears that the Stefan fl.ow term and its energy analogue 

may be safely neglected in considering aqueous solution evaporation. For the 

case of constant ambient relative humidity, treating the droplet temperature as 

equal to that of the surrounding gas is a poor assumption, but the assumptions 

of instantaneous wet-bulb temperature throughout the evaporation process and 

of the initial wet-bulb temperature being maintained constant during the pro­

cess each lead to total drying times within several percent of that obtained by 

solving the coupled equations. For a multicomponent drop, the wet-bulb tem­

perature is a function of composition and hence a single constant value for this 

temperature cannot be strictly accurate. As discussed by Davis (1983), "the 

depression of the interfacial temperature depends strongly on the dimensionless 

group bi..HvapDijCT/kT00 and the vapor pressure". In general, the growing or 

evaporating drop cannot be assumed to be at the ambient gas pressure unless 

the vapor pressure above the drop is extremely low (as in the case of DBP) or the 

heat of vaporization is small. For the case of the laminar fl.ow dryer, assuming 

the droplet temperature is equal to the bulk gas temperature results in a total 

drying time within a few percent of that computed using the coupled set of mass 

and energy equations. A special problem associated with the evaporation of salt 

solutions, the hysteresis effect, was considered, and an approximate method for 

obtaining the length of a drying tube under such conditions was proposed. 

We have also demonstrated that a laminar-flow humidifying system, by con­

trolling the vapor partial pressure along the humidifying tube in a known man­

ner, can be used to preferentially grow one component of an external aerosol 
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mixture, thus providing a means for the separation of the mixture into its com­

ponent aerosols. In the system considered, the size of the NaCl particle, initially 

with the same dry diameter as that of the (NH4)2S04 particle, doubles several 

seconds before the (NH4) 2S04 particle deliquesces; after both have deliquesced, 

their sizes differ by about 20%. This technique is the basis for the operation of 

the aerosol mobility chromatograph, and the equtions developed may be used 

in the design of such a device. 
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Figure Captions 

Figure 1. Particle evaporation rates at constant relative humidity. NaCl solution 

particle, dry diameter = 1 µm. Initial humidifying RH = 99.8%. Drying 

RH= 0%. 

Figure 2. Particle evaporation rates at constant relative humidity. NaCl solution 

particle, dry diameter= 1 µm. Initial humidifying RH = 99.8%. 

Figure 3. Particle evaporation rates in laminar flow dryer. NaCl solution parti­

cle, dry diameter = 1 µm. Initial humidifying RH = 99.8%. 

Figure 4. Particle evaporation rates in laminar fl.ow dryer. NaCl solution parti­

cle, dry diameter= 1 µm. Initial humidifying RH= 85%. 

Figure 5. Particle growth rates in laminar flow humidifier. 
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Chapter III 

Studies in Binary Nucleation: 

The Dibutylphthalate/Dioctylphthalate System 

The text of Chapter III consists of an article which 

appears in the Journal of Chemical Physics 89 (10), 6442-6453. 
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Abstract 

A continuous-flow mixing apparatus has been developed for the study of 

binary nucleation. This apparatus has been used to investigate the nucleation 

of mixed dibutylphthalate/dioctylphthalate vapors, and the interaction of the 

two vapors in particle formation has been demonstrated. A model that consid­

ers competition between nucleation and condensation processes during particle 

formation is applied in the analysis of the experimental results, allowing com­

parison of the magnitudes of the theoretical and actual nucleation rates in both 

the single-component and mixed vapor systems. 
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I. Introduction 

The formation of particles by homogeneous nucleation from a vapor phase 

containing two condensable components, so-called binary nucleation, has re­

ceived much attention from both theoretical and experimental points of view. 

The most distinctive aspect of binary nucleation is the formation of particles at 

supersaturations of either component that are insufficient to support significant 

homomolecular homogeneous nucleation. 

Previous theoretical analyses of particle formation in two-component sys­

tems have been, for the most part, based on modifications of the original the­

ory for binary nucleation as developed by Reiss 1 . This theory is an extension 

of the classical homomolecular (Becker-Doring-Zeldovich) nucleation theory to 

two components, and contains similar inherent assumptions (for example, the 

equilibrium cluster distribution assumption and determination of the critical 

cluster size by equating liquid- and gas-phase chemical potentials, allowing for 

the change in free energy due to formation of the interface). Supersaturations 

with respect to the composition over a solution droplet are smaller ( or larger) 

than those with respect to a pure phase, depending on the deviation from ide­

ality of the solution behavior. The critical cluster size, and hence nucleation 

rate, are greatly affected by such nonidealities. The classical example of greatly 

enhanced nucleation due to solution nonidealities is the sulfuric acid-water sys­

tem, for which large rates of nucleation have been theoretically predicted at low 

relative humidities and for trace amounts of acid vapor. 

Limited data are available with which to evaluate the theories; most labo­

ratory studies of binary nucleation have been carried out using equipment orig­

inally developed for the study of homomolecular nucleation, such as the pis­

ton cloud chamber2 , the diffusion cloud chamber 3, and the supersonic nozzle 4 . 

These systems allow one to determine the critical supersaturation ratio for nucle­

ation, but usually do not give information about the dependence of the aerosol 

number concentration on the supersaturations of the two component vapors. 
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An additional disadvantage is that those which rely on expansion to produce 

supersaturations operate at low temperatures. 

Recently, the device referred to as the particle size magnifier (PSM) has been 

employed5 ,6 to study the homogeneous nucleation of single-component vapors 

without introducing the complications inherent in many of the traditional sys­

tems. In the PSM, a saturated, high-temperature vapor stream is rapidly mixed 

with room-temperature gas to generate large supersaturations, with nucleation 

and growth subsequently occurring in an isothermal region downstream. A wide 

range of saturation ratios and mixed temperatures in a range of atmospheric in­

terest (for example, 30°C.), can be achieved by adjusting the temperatures and 

relative flow rates of the streams. By observing the total number of particles 

produced for various supersaturations, both the critical supersaturation and 

the dependence of the number of particles formed upon saturation ratio can 

be determined. This depemlence can be related to that predicted theoretically 

using an appropriate model. Experiments performed in a PSM, therefore, can 

potentially yield more information about the nucleation process, especially at 

conditions of atmospheric interest, than those performed using other types of 

apparatus. 

We present here the first measurements of binary nucleation rates in the par­

ticle size magnifier. Two organic species, dibutylphthalate (DBP) and dioctylph­

thalate (DOP), were chosen for this study. Previous single-component exper­

iments in the PSM5,6 investigated the homomolecular nucleation behavior of 

DBP, and a number of other researchers have studied nucleation of either of 

these compounds. Advantages of this choice of species include the following: 

most of the physical properties of both compounds are known, and since they 

are similar organics they are expected to form ideal solutions, thus simplify­

ing the theoretical analysis. Because of the low saturation vapor pressures, the 

droplets formed are expected to be stable, minimizing losses during the counting. 

The experimental procedure used in this study was designed to allow for 
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direct comparison between the numbers of particles produced in the case of 

mixed vapor and those that would have been produced in the presence of either 

species alone. This was achieved by performing a mixed vapor experiment at 

a particular set of temperatures and flow rates, then replacing in turn each of 

the organic vapor streams by a dry air stream and repeating the experiment 

at the same conditions, but in the presence of only one of the condensable 

vapors. The number of droplets formed via the different nucleation mechanisms 

is measured and compared with those predicted from a dynamic model that 

combines expressions for classical nucleation and steady-state particle growth. 
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II. Experimental Apparatus and Method 

Figure 1 shows a schematic of the experimental apparatus used in the binary 

nucleation experiments, which is similar to that used in the previous nucleation 

studies of single-component DBP vapor. A high purity, particle-free air stream 

is split into three gas flows: one is a room temperature diluent gas flow and 

the other two are high temperature carrier gas flows that are saturated with 

either DBP or DOP vapor after passing through each saturator. The two high 

temperature flows are preliminarily mixed. The resulting DBP-DOP vapor flow 

is turbulently mixed with the room temperature flow in the mixing unit, and 

then held at constant temperature through the residence volume, where the 

supersaturated vapor is given time to homogeneously nucleate. The resulting 

aerosol stream then goes to particle measurement instrumentation. 

Each saturator consists of a column filled with silica gel that has been 

impregnated with liquid DBP or DOP as shown in Figure 2. The flow rate of 

carrier air may range from 0.1 to 0.5 l/min. Temperatures measured by alumel­

chromel thermocouples at five positions in the saturators were consistent to 

within 0.1 °C. 

Figure 3 depicts the mixing unit that is used to rapidly mix the high tem­

perature DBP-DOP vapor with low-temperature diluent gas. The temperatures 

of the DBP and DOP streams are denoted Tshl and T8 h 2 , respectively, and 

Tl represents the temperature of the diluent gas flow. The particle-free air 

saturated with the organic vapors flows horizontally into a tube and meets low­

temperature gas blown in through eight 0.08 cm diameter holes. The flow rates 

of the vapor streams from each saturator are denoted Qshl and Q 8 h 2 , and the 

flow rate of room-temperature gas is Qz. The mixing ratios, Rhi and Rh2, are 

expressed as Q 8 hi/Qm for DBP and Q 8 h2/Qm for DOP, where Qm is the total 

flow rate of mixed gas. For these experiments, a mixing ratio of either 0.1 or 0.2 

was used for both Rh1 and Rh2. The vapor temperatures from the saturators 

were varied from 100°C. to 155°C., and the flow rate of room-temperature gas 
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Qi ranged from 0.8 l/min. to 2.0 l/min. 

The residence volume unit, which shall be referred to as the reheater, con­

sists essentially of a temperature-controlled tube. The DBP-DOP vapor and air 

mixture flows from the mixing unit directly into the reheater, which provides 

the desired residence time, tr, for homogeneous nucleation and condensational 

growth to occur. A temperature controller is used to maintain the temperature, 

Tr, equal to the adiabatic mixing temperature of the vapor-air stream, Tm, in 

order to maintain constant conditions for nucleation. In the case of DBP and 

DOP vapors, the vapor pressures and latent heats are sufficiently small that the 

increase in temperature of the gas after condensation is negligible, so that the 

temperature of the reheater can be maintained constant down its length. The 

volume of the reheater is 190 cm3 , giving a residence time of 5. 7 s for a gas 

flow rate Qm = 2 l/min. Part of the total flow is drawn through a TSI 3020 

condensation nucleus counter ( CNC), which measures the total particle number 

concentration. 

In starting up the PSM, the three air flows were first set to the desired 

values, and the temperatures of the saturators were increased gradually to the 

desired values. The temperature of the reheater was simultaneously controlled 

so that it would be at the mixed temperature determined by heat and mass 

balances. Assuming that the hot air-vapor mixture is combined rapidly and 

adiabatically with the room temperature air, in the supersaturated atmosphere 

produced, the temperature of the mixed gas, Tm, and the absolute masses of 

DBP and DOP per kilogram of dry air, Hm1 and Hm2, respectively, are given 

by heat and mass balance equations: 

Hm1 = HshlQshi/QT, (2) 

Hm2 = Hsh2Qsh2/QT, (3) 

QT= Qshl + Qsh2 + Qi, (4) 
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where C is the the specific heat, kcal/kg( dry air) K, Q the mass flow rate, kg( dry 

air)/s, and the vapor content H can be related to the vapor pressure of DBP or 

DOP, pin mm Hg: 

H =Mp/ (28.966(760- p) ). (5) 

The saturation ratios 8 0 1 and 8 0 2 for DBP and DOP vapors can be found from 

S01 = Pi/P1 

S02 = P2/P2, 
(6) 

where p1 and p2 are the saturated vapor pressures of DBP and DOP at the 

temperature Tm• In the calculation of these saturation ratios, the physical 

properties listed in Table 1 were used. 

Figure 4 shows the values of the initial saturation ratios 8 0 in the mixing 

zone for both DBP and DOP vapors. It can be seen that the value of 8 0 depends 

strongly on the temperatures of both gas streams and on the mixing ratio. It 

is also seen that S0 attains high values when Rh is between 0.05 and 0.3. For 

the same temperatures and mixing conditions, DOP attains higher values of S0 

than does DBP, due to the higher boiling point of DOP. A relatively small value 

of Rh (0.1) was selected to maintain the temperature of the mixed gas only 

slightly above room temperature. This ratio led to high supersaturations in the 

reheater and prevented a significant temperature drop between the reheater and 

the room temperature detector, which could have led to additional homogeneous 

nucleation. 

In the experiment, a particular set of fl.ow rates was used for all the runs; 

the variation in saturation ratio was achieved by changing the temperatures of 

the vapor streams, Tshl and Tah2 • These were selected so that there was no 

possibility of particle formation during the preliminary mixing process, before 

dilution with cool air. The number concentration of homogeneously nucleated 

binary droplets was measured at steady state. By then replacing one saturator 

containing the impregnated silica gel with one filled with dry gel, homogeneous 
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nucleation of a single-component vapor was observed for comparison with binary 

nucleation at the identical temperatures and mixing conditions. 

A typical set of experimental data is given in Table 2. In all the experiments, 

the flow through each saturator was one-tenth of the total mixed flow rate ( as 

indicated by Rhi = Rh2 = 0.1), and the dilution air stream temperature was 

approximately 21 °C. This condition resulted in a mixed-gas temperature Tm of 

approximately 42°C. For the particular experiment of Table 2, the ,.Bmperature 

of the DOP saturator remained fixed at 130°C. as the temperature of the DBP 

saturator was increased stepwise. The first block of data shows results in the 

mixed-vapor case; in the second block, the DOP saturator was replaced by a 

dry column, resulting in nucleation of DBP particles; and in the third, the DBP 

column was replaced by dry gel. These data are shown as a function of the sat­

uration ratio of DBP in Figure 5, with the closed circles representing the binary 

results, and the closed squa;res and triangles representing homomolecular DBP 

and DOP nucleation, respectively. It is not possible to also show the saturation 

ratio of DOP; the homomolecular DOP results are shown as a function of the 

saturation ratio of DBP that would have been obtained if the DBP saturator 

had not been replaced by a dry column. 

It is immediately evident from Figure 5 that the numbers of particles pro­

duced in the mixed-vapor cases cannot be explained by homogeneous nucle­

ation of DBP or DOP alone. However, as the saturation ratio of DBP becomes 

very small or very large, the mixed-vapor results tend towards those for single­

component nucleation. Both of these observations support qualitatively the 

predictions of binary nucleation theory. In the next section we present a model 

to be used for quantitative comparisons. 
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III. Integral Model for Binary Nucleation and Growth 

To analyze the measured particle number concentrations for both single­

component and binary nucleation, one must account for nucleation, depletion 

of the vapor, and growth of particles by condensation. An integral model, for 

example, that developed by Warren et al. 7•8 for single-component particles, and 

extended to binary systems by Kreidenweis and Seinfeld 9 , can be used. In 

such an integral model it is assumed that the total number of aerosol particles 

is divided into sets; each set consists of monodisperse particles at a specified 

diameter, and is referred to as a mode and is given the index i. For example, if 

there are preexisting particles in the system of diameter dp 1 and new particles 

of diameter dp2 are nucleated, two modes are used in describing the aerosol. 

(No preexisting particles were present in the experiments reported here.) The 

aerosol is further described by its moments, total number concentration in each 

mode, Ni, and total mass concentration of each condensable species in each 

mode, M;i, and the vapor phase by the saturation ratio of each species, S;, 

The condensation rate of each component j is approximated by a continuum 

expression modified for noncontinuum effects by the expression developed by 

Dahneke10 , and incorporating a factor a that accounts for polydispersity and is 

defined by 

!(Kn··)_ 1 + Kn;i 
1

' - 1 + 2Kn;i(I + Kn;i)' 

2A· 
Kn;i = -d 1

, 
Pi 

(7) 

(8) 

(9) 

where D; is the diffusion coefficent of species j in the mixture, dp; is the particle 

diameter, a; is the activity of species j in the solution, u is the surface tension, 

Vi is the partial molar volume of species J·, Kn;i is the Knudsen number, and 
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Aj is the mean free path of species j. The polydispersity factor CX.ji is somewhat 

less than one, but will be taken as equal to one in these simulations. This as­

sumes the aerosol to be monodisperse and will tend to somewhat overpredict the 

condensation rate, thus underpredicting the total number of particles formed. 

The significance of a is discussed in more detail in the Appendix. 

The rate of formation of particles will be described by the binary nucleation 

rate expression of Mirabel and Katz 11 , as modified by Stauffer 12, 

(10) 

(11) 

(12) 

where f3i is the impingement rate of species i onto the cluster of radius r*, </> is the 

angle between the unrotated coordinates and the rotated coordinates through 

the saddle point, and Z is the binary Zeldovitch factor. These expressions are 

directly analogous to those for the single-component case. The quantities Z and 

</> are determined from the second derivatives of the free energy: 

( 
/31)1/2 

tan</> = s + s 2 + 
132 

, (13) 

(14) 

-1 ( 82 AG cos2 ,J. + 82 AG sin 2 ,J. + 2 82 AG cos ,J. sin ,J.) z = anf" 'f' anr 'f' 8n18n2 'f' 'f' 

[( 8 2AG ) 2 - 82AG82AG]
1

/
2 

8n1 8n2 8ni 8n~ 

(15) 

It was assumed for this study that DBP and DOP form ideal solutions 13 , 

which is expected to be a reasonable estimate for two similar organic compounds. 

Therefore, the partial molar volumes are equal to the molar volumes of the pure 

components. It was also assumed that the vapor pressure of the solution obeys 

Raoult's law over the complete composition range, so that the activity of each 
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component in solution is equal to its mole fraction. Due to lack of solution data, 

a simple linear relation was assumed for the mixture surface tension: 

a= XDBP <7DBP + XDOP <7DOP• 

The assumption that DBP and DOP form ideal solutions can be invoked to 

simplify the equations used to determine the properties of the critical cluster. 

For ideal binary solutions (i = 1,2), the composition of the critical embryo can 

be determined by 

l S2 _ I S1 (V2 + J~x1fx;-) 
n X2 - n X 1 (V1 - .2 V X2 du ) ' 

2 u dz2 

which defines the critical size to be 

r* = 2aV1 -3x2Vf;;. 
RTln(Sifxi) 

(16) 

(17) 

Recent work 14 has suggested that the surface tension derivatives should not 

be included in Eqs. (16) and (17). The effect of this revision was checked by 

repeating some of the simulations presented in this work with the surface tension 

derivatives set equal to zero. The resulting number concentrations were lower 

than those obtained using Eqs. (16) and (17) by less than a factor of three. 

One difficulty with the binary nucleation rate expression, which was pointed 

out by Wilemski 15 , is the failure to approach the classical single-component rate 

as the supersaturation of either component approaches zero. This behavior is 

attributed to the divergence of the non-equilibrium (Zeldovitch) term as the 

curvature of the free energy surface, in the denominator, becomes undefined. 

Our approach to this problem follows the suggestion of Mirabel and Clavelin 16 . 

First, Eqs. (16) and (17) were used to determine the number of molecules of 

each species in the critical cluster. If one of these was found to be less than 

one, it was assumed that single-component nucleation, not binary, would occur. 

The homomolecular nucleation rate was taken to be the classical Becker-Doring­

Zeldovitch rate: 

R · = S~ - 1 2v · --1 - ex 1 1 
( 

p<? ) 2 ( a. ) 1/2 ( -l61ra~v~ ) 
1 1 kT 1 21rm; P 3k3 T 3 ln2 S; . 

(18) 
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Insight into the theoretical behavior of binary nucleating systems can be 

gained by considering a simplified ideal mixture of two species A (j = 1) and 

B (j = 2) that will be considered to have the same physical properties, including 

vapor pressure. Therefore, the composition and size of the critical cluster are 

given by 
S1 

XI=---
81 +s2 

* 2o-V r -------
- RT ln(Si/x1)" 

(19) 

(20) 

Nonidealities of solution behavior affect the free energy of formation of the 

embryo. The effect of varying the formation free energy from that of an ideal 

system, 

(21) 

is shown in Figure 6 for the hypothetical A-B system. The single-component 

nucleation rates are also shown for comparison. It is immediately seen from 

Figure 6 that the ideal binary system behaves as though a single component 

were present: the nucleation rate is constant and equal to the rate expected for 

a saturation ratio equal to the sum of the individual ratios, S 1 + S2 • Therefore, 

considering binary nucleation of two similar species leads to a larger predicted 

rate than would be expected for either species alone. Also, if the two species 

form a (favorably) nonideal solution, even larger rates are predicted by binary 

nucleation theory. The shape of the curves will be somewhat different for A and 

B having different physical properties (as is the case with DBP-DOP). 

For modeling the DBP-DOP single-component and mixed-vapor experi­

ments, a number of inputs are required. First, the initial saturations in the 

mixing chamber, Si
0

, are evaluated at the adiabatic mixing temperature calcu­

lated for the experimental conditions. This temperature is assumed constant 

throughout the nucleation and growth processes, neglecting the effects of latent 

heats, heats of mixing, and possible radial variations in the fl.ow tube. 

No seed particles were introduced into the mixed vapor stream, and there­

fore we need consider only one mode containing the nucleated particles. We 
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can therefore omit the subscript i. In order to compute the mean diameter re­

quired for evaluation of Eq. (8), it is assumed that the mass of each component 

per particle can be estimated by Mj / N. These masses, with the density of the 

solution, are used to obtain the diameter. 

The rate of generation of new particles is given by Eq. (10) in the mixed­

vapor cases, and by Eq. (18) when only one vapor is present; the appropriate 

source term is denoted by RJ in the equations that follow. The condensation 

rate for each component is given by Equation (8). The remaining variables in the 

integral model are the saturation ratios of each condensable species. The total 

particle number concentration N varies due only to nucleation; the total particle 

mass concentration Mj, i = l, 2, varies from both nucleation and condensation; 

and the saturation ratios Sj, i = l, 2, of each species decreases as gas-to-particle 

conversion takes nlace. The integral model expresses these changes by: 

dMi ( * dN ) dt = MWi gi dt + Re; 

RT 
Si(t) = Sj0 - Mj(t) MW· 0 

1Pj 

i = l for DBP 

i = 2 for DOP. 

(22) 

(23) 

(24) 

Measured nucleation rates frequently do not agree with those predicted 

by classical nucleation theory; thus we introduce a factor to be experimentally 

determined that brings the two into agreement. That factor, EJ, can be termed 

an enhancement factor. It has been found that the integral model, using classical 

theory modified by such a factor, can predict the trends in the data quite well 5 •17• 

In general, the enhancement factor is different for different condensing species; 

a key contribution of this work is the determination of the best-fit enhancement 

factors for DBP, DOP, and the mixed vapor cases. 
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IV. Comparison of Measured and Predicted Nucleation Rates 

The experimental data shown in Figure 5 are repeated in Figure 7, where the 

closed symbols again represent the number concentrations of particles observed 

experimentally. The corresponding open symbols of the same shape are the 

model predictions for the experimental temperatures and saturation ratios. Also 

indicated in Figure 7 are the enhancement factors used in Eq. (22) for the binary, 

DBP, and DOP nucleation simulations. The value of EnBP = 107 used here 

agrees well with values of the DBP enhancement factor previously observed for 

conditions of temperature and saturation ratios similar to those used in this 

study5 • The model predictions shown in Figure 7 agree well with the trends in 

the experimentally observed total number of particles, and can predict closely 

the total number as well with the appropriate enhancement factor. 

A summary of the saturation ratios in all the mixed-vapor cases studied is 

shown in Figure 8. Each of these points has a corresponding single-component 

DBP point and a single-component DOP point that was used for comparison of 

homomolecular nucleation rates. Many of the measured number concentrations 

are shown in Figures 9 through 11. 

The experimental procedure used to obtain the data shown in Figure 9 was 

similar to that described previously, but in this case the DOP saturator was 

maintained at 120°C. as the DBP saturator temperature was varied, resulting 

in somewhat lower values of saturation ratio than those in Figure 7. Again, the 

predicted number concentrations agree within an order of magnitude with those 

observed, for values of the enhancement factors EB1N = 103 , EnBP = 107, and 

EnoP = 105
• 

Figures 10 and 11 show data obtained for constant temperatures in the 

DBP saturators of 124 and 130°C., respectively, and stepwise variation of the 

DOP saturator temperature. The variation of the DOP saturator temperature 

results in a stronger dependence upon SnoP, and therefore the data are plotted 

against this abscissa. Similar enhancement factors were used for the binary 
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and DOP simulations, but a slightly smaller enhancement factor (EnBP = 106) 

than was found for the experiments shown in Figures 7 and 9 was required to 

accurately represent the DBP nucleation data. As in all the studies, the total 

number concentration of particles measured in the binary vapor system exceeds 

those expected via homomolecular nucleation alone, except in the case of very 

small or very large saturation ratio of DOP. For small Snap, nucleation of 

DBP alone dominates, and the mixed vapor number concentrations tend towards 

those found for DBP only. However, in Figures 10 and 11 it appears that the 

binary experimental data do not tend towards those for single-component DOP 

as the saturation ratio of DOP becomes large, although the binary simulations 

do approach the DOP-only case; the reason for this behavior of the model will 

be explained in the discussion of the enhancement factor which follows. The 

reasons for the apparently anomalous behavior of the experimental data may be 

explained in part by the difficulty of showing a three-dimensional function on a 

two-dimensional plot. That is, it is not evident from this representation what 

the saturation ratio of DBP is for the mixed vapor case at high Snap. If the 

DBP concentration is still high enough to significantly impact the nucleation 

rate, the mixed vapor data will not approach the single-component DOP data. 

In fact, the detection limit of the particle counter is 107 cm-3 , so that the 

number concentration at which the binary and single-component DOP curves 

converge may not be experimentally observable. 

The inadequacies of the two-dimensional representation can be clarified by 

consideration of Figures 12 and 13, in which the data of Figures 10 and 11, 

respectively, have been replotted. In Figure 12a, the DBP-only and mixed va­

por results of Figure 10 are shown as functions of SnBP, and in Figure 12b, 

the DOP-only and mixed vapor results are shown as functions of SnaPi simi­

lar comments apply to Figures 13a and 13b. It is now clear, from Figure 12a, 

why the binary data do not tend toward the DOP-only data: the minimum 

saturation ratio of DBP is about 150, evidently still high enough to affect the 
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binary particle formation. (From Figures 7 and 9, one sees that DBP is under­

saturated with respect to single-component particle formation only below about 

SnBP = 100, so one might expect its effect on the binary rate to be significant 

even below SnBP = 100, depending upon the vapor concentration of DOP; if 

the concentration of DOP overwhelms that of DBP, single-component nucleation 

of DOP may dominate kinetically.) These arguments also apply to Figures 13a 

and 13b. 

The use of an enhancement factor to reconcile theoretically predicted and 

experimentally observed nucleation rates is at present simply a convenient means 

for representing such deviations. The enhancement factor found for the mixed­

vapor cases, E BIN = 103 , is significantly lower than those found to represent 

the homomolecular nucleation of either organic. A possible explanation for this 

observation lies in the assumptions made for the physical properties of the binary 

solution. The ideal mixture assumption for the molar volume of the solution is 

probably adequate, and, in any case, the nucleation rate does not depend very 

strongly on density. The equilibrium calculations will be affected by the values 

assumed for the activity of each species over the solution; Raoult's Law may 

not be valid over the full composition range. Probably the most important 

assumption, however, and the one most likely to be in error, is the surface 

tension assumed for the liquid mixture. The free energy of the critical cluster, 

and hence the calculated nucleation rate, is very sensitive to this parameter: 

a two percent reduction in surface tension can produce an order of magnitude 

increase in the nucleation rate. The surface tension also affects the magnitude 

of the Kelvin term, and hence will modify the condensation rate onto existing 

particles. Since nucleation and condensation are competing processes, errors in u 

will also impact the total number of particles that are predicted to be produced. 

One of the consequences of using a binary enhancement factor that is much 

smaller than those used for the single-component species in the model is that the 

model predictions in the binary case, as the saturation ratio of one component 
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becomes small, will no longer go smoothly to the single-component limit; this 

can be seen by lowering the !::i..G = t::i,.Gid curve in Figure 6 by three orders of 

magnitude in RJ, and considering its points of intersection with curves A and 

B. Similar behavior is found for the model results; in Figure 7, for example, 

binary nucleation predictions at low SvBP fall below those of single-component 

DBP, whereas the binary experiments go smoothly to the single-component ex­

periments in this limit. It is somewhat difficult to obtain the "best-fit" binary 

enhancement factor, since the mixed-vapor results depend upon two variables. 

For example, the same binary model and experimental results are shown in Fig­

ures 12a and 12b, but the model appears to fit the data better when shown as 

a function of SvBP than when plotted against SvoP• A single, non-adjustable 

factor EBIN may be inadequate to describe the behavior over the entire exper­

imental range. 
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V. Conclusions 

The particle size magnifier, which has previously been used to study ho­

momolecular nucleation, has been extended to investigate binary nucleation 

phenomena. This work concerns the binary nucleation of two organic vapors, 

dibuytlphthalate and dioctylphthalate, for a wide range of saturation ratios. 

The nucleation behavior of mixed-vapor systems was compared with that ob­

served in the presence of either organic alone. The number of particles formed in 

the binary case is larger than would be expected via homomolecular nucleation, 

confirming the interaction between the two organic species during particle for­

mation. In the mixed-vapor case, however, as the saturation ratio of one species 

became very large or very small, the numbers of particles produced tended to­

wards those observed in the single-vapor cases. 

Observed aerosol number concentrations were compared with the predic­

tions of an integral model that allows for competition between nucleation and 

growth processes in gas-to-particle conversion, and that uses as particle source 

rates the predictions of classical homomolecular nucleation theory and binary 

nucleation theory, modified by suitable experimentally-determined enhancement 

factors; a key contribution of this work is the measurement of the DBP, DOP, 

and binary DBP /DOP enhancement factors. When these enhancement factors 

are employed, the total numbers of particles as well as the trends in number con­

centration with saturation ratio that are predicted compare favorably to those 

observed experimentally. 
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Appendix: The parameter a: 

In this appendix we demonstrate the origin of the condensation equation for 

a binary aerosol, Eqs. (7) and (8), by considering first the appropriate distribu­

tion function for a multicomponent aerosol. We show that the correct equation 

is analogous to that written for homomolecular condensation. We next discuss 

the origin of the factor o. as a correction for the diameter used in the integral 

model, and show how to calculate o. for the special case of a lognormal aerosol 

for which the Kelvin effect is negligible. 

The aerosol size-composition probability density function is defined 18 

(25) 

where N 00 is the total number of particles and mi are the moles of species i in a 

particle. A size distribution function n( m 1) can be obtained by integrating over 

all but one of the species: 

n(mi) = Noo 1 ... j g(m1, m2, ... , mk) dm 2 ••• dmk (26) 
m2 m1c 

In the single component case, the total moles in the aerosol phase are 

M = [ m(dp)n(dp) ddp 
jdp 

= p1r [ d; n( dp) ddp 
6 jd 

p 

p7r -3 
= 6Noodpm, 

(27) 

where dPm is the mass (or mole) mean diameter. The mass mean diameter is 

defined as the diameter of a particle having the mean mass of the distribution. 

This is exactly the definition used to determine dp of Eq. (8). 

In the case of a binary aerosol, the total moles of each component must be 

computed. Considering first species 1, 

M1 = 1 m1n(m1) dm1 
m1 

(28) 
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where M 1 are the total moles of species 1 in the aerosol and m1 is the average 

moles of species 1 per particle. 

To determine the change in the total aerosol moles with time for a single­

component aerosol, 

(29) 

whereas for the binary case, for species 1, 

(30) 

From the properties of size distributions it can be shown that 

(31) 

so that Eq. (30) is equivalent to 

dM1 = 1 dm1 (d ) dd 
d d n P p· 

t d t p 

(32) 

Similar arguments can be used for the change in M 2 with time. Eq. (32) is 

identical to Eq. (29) for the single component case, except that in Eq. (32) the 

rate of change of mass per particle refers to the condensation rate of species 1 

only. 

Since the binary and single-component cases are similar, for simplicity we 

will discuss the factor a referring to the single-component case only. In the 

discussion that follows the assumption will be made that the Kelvin effect, 

exp ( 4uV / dpRT), which is the factor by which the vapor pressure over a droplet 

is enhanced due to the curvature of the surface, is approximately equal to one. 

For large particles ( continuum regime), this assumption is usually a good one, 

but it can be in error for small particle sizes or large values of u. We will consider 

the two limiting cases of growth in the continuum and kinetic regimes. 
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Continuum Regime. The condensation rate onto a single particle is given by 

dm = 21r Dpo d (S - 1). 
dt RT P 

(33) 

Note that in the binary case, for component 1, we can write 

(34) 

Summing over all diameters of the distribution, the total rate of change of moles 

is 

21rDp0 
-

= RT (S - l)NdPn' 

(35) 

where dPn is the number mean diameter of the distribution. Using the definition 

of a given in Eqs. (7) and (8), 

dM 21rDp0 
-

& = RT (S- l)aNdPm· (36) 

Comparison of Eqs. (35) and (36) shows that a is given by 

(37) 

Kinetic Regime. The condensation rate onto a single particle is given by 

(38) 

with the total rate onto all particles 

(39) 

where dp
8 

is the surface area mean diameter of the distribution. By comparison 

with the expression used in the integral model, it can be shown that in this case 

(40) 
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Magnitude of a. Equations (37) and ( 40) can be written 

( 41) 

( 42) 

For simplicity in the following analysis, let x = dp and consider a normalized 

distribution function n( x), so that 

fo 00 

n(x) dx = 1. ( 43) 

We will make use of Holder's inequality, where 1/p + 1/q = 1: 

lb ( {b ) 1/p ( {b ) 1/q J a lf(x)g(x) I dx :S la If (x) IP dx J a lg(x) lq dx . (44) 

In applying Eq. ( 44), the absolute value signs will be omitted, since the distri­

bution functions we consider are always positive. 

Using Holder's inequality with f(x) = xn(x) 113 , g(x) = n(x) 213 , p = 3, and 

q = 3/2, 

1
00 roo 1/3 {00 2/3 

0 
xn(x) dx :S (

10 
x3 n(x) dx) (

10 
n(x) dx) . (45) 

The last term in Eq. (45) is equal to unity [Eq. (43)]. Thus we obtain the relation 

(46) 

Similarly, applying Eq. (44) with f(x) = x 2n(x) 213 , g(x) = n(x) 113 , p = 

3/2, and q = 3, 

loo {oo 2/3 loo 1/3 
Jo x2n(x) dx < (

10 
x3 n(x) dx) (

10 
n(x)dx) , ( 47) 
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from which one obtains 

( 

00 ) 1/3 f0 x 3 n(x) dx 

< 1. (48) 

The factor a is less than one, or equal to one in the case of a monodisperse 

aerosol, for any continuous distribution function, and the assumption of monodis­

persity therefore maximizes the condensation rate. 

In the special case of a lognormal aerosol, a can be written in terms of the 

variance of the distribution, ng: 

(49) 

It is seen that a = 1 is true only in the case of a monodisperse aerosol, for 

which the variance is equal to unity. For a lognormal aerosol with ng = 1.3, 

a = 0.93. Thus the assumption of monodispersity results in a condensation rate 

about seven percent too large. 
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Table 1 

Property Data for DBP and DOP 

molecular weight 

vapor pressure a, torr 

densitya, g cm-3 

surface tension a, 

dynes cm- 1 

a T in °C. 

DBP 

278.35 

1.063 - 0.00083 T 

35.3 - 0.0863 T 

DOP 

390.56 

1 - 29 31 13408 n p - . - T+273.15 

0.98 

32.2 - 0.0737 (T - 25) 
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Table 2 

EXPERIMENTAL CONDITIONS 
AND MEASURED NUMBER CONCENTRATIONS 

Rh1 = Rh2 = 0.1 Tsh2 = 130°G 

Tshl Ti Tm 801 802 N 

100 21.0 39.8 30.8 1454.0 2.784 x10 5 

104 21.0 40.2 39.1 1376.3 2.292 x105 

108 21.8 41.3 45.6 1194.2 2.088 x105 

112 22.0 41.8 56.0 1106.4 1.186 x105 

116 20.8 41.3 78.0 1192.7 1.236 x105 

120 21.0 41.8 94.2 1104.6 3.018 x10 5 

124 20.4 41.8 122.2 1115.3 5.496 x10 5 

128 21.0 42.7 139.8 988.9 7.886 x10 5 

132 21.2 43.2 165.4 915.5 2.248 x106 

124 21.2 42.4 113.0 1.140 x10 2 

126 21.2 42.6 124.6 5.582 x102 

128 21.0 42.5 142.5 3.258 x103 

130 21.0 42.9 153.7 3.082 x104 

132 21.0 43.1 168.6 9.220 x104 

134 21.2 43.4 181.2 6.932 x105 

136 21.0 43.5 202.0 8.750 x106 

100 20.0 39.0 1622.8 1.140 x102 

108 20.0 39.8 1453.0 5.582 x102 

116 20.4 40.9 1245.7 3.258 x103 

120 20.8 41.7 1128.8 3.082 x104 

124 21.0 42.2 1045.3 9.220 x104 

128 21.4 43.0 947.4 6.932 x10 5 

132 21.6 43.5 877.1 8.750 x106 

136 21.8 44.1 811.9 8.750 x106 
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Figure Captions 

Figure 1. Schematic of experimental apparatus. 

Figure 2. Schematic of saturator. 

Figure 3. Schematic of mixing unit. 

Figure 4. Initial saturation ratio, S0 , as a function of mixing ratio for two 

dilution temperatures. 

Figure 5. Total number concentrations of particles for DBP only, DOP only, 

and mixed vapor cases, T 8 h 2 = 130°C. 

Figure 6. Single-component and binary nucleation rates in idealized A - B 

system with various assumptions for free energy of mixing. 

Figure 7. Predicted and measured total particle number concentrations, Tsh2 = 

130°c. 

Figure 8. Summary of binary experiments performed. 

Figure 9. Predicted and measured total particle number concentrations, T8 h 2 = 

120°c. 

Figure 10. Predicted and measured total particle number concentrations, Tshl = 
124°c. 

Figure 11. Predicted and measured total particle number concentrations, Tshl = 

130°c. 

Figure 12. Predicted and measured total particle number concentrations, Tshl = 

124°c. 

Figure 13. Predicted and measured total particle number concentrations, Tshl = 
130°c. 
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Chapter IV 

Nucleation of Sulfuric Acid-Water and 

Methanesulfonic Acid-Water Particles: 

Implications for the Atmospheric Chemistry 

of Organosulfur Species 

The text of Chapter IV consists of an article which 

appears in Atmospheric Environment 22 (1988) 
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Abstract 

Binary nucleation theory is applied to the formation of aqueous sulfuric 

acid and aqueous methanesulfonic acid particles and the relative rates of aerosol 

formation in humid atmospheres are compared. An integral model is presented 

which allows for nucleation of solution particles, aerosol growth, and condensable 

vapor source and depletion rates. To extend this model, the water activities of 

the ternary solution, sulfuric acid-methanesulfonic acid-water, are estimated, 

and growth of the nucleated aerosol by incorporation of both types of acid is 

considered. Predictions of both forms of the model are compared with the 

experimental results of Hatakeyama et al. (1985) for the photooxidation of 

dimethylsulfide in humid air. 
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I. Introduction 

Since the publication of Doyle's (1961) calculations applying Reiss' (1950) 

theory of binary nucleation to the sulfuric acid-water system, there has been 

considerable interest in homogeneous heteromolecular nucleation as a process for 

generating condensation nuclei in the atmosphere. The sulfuric acid-water sys­

tem has been the focus of such research for two reasons. First, it is known that 

sulfuric acid is generated in the oxidation of S02, exists in the atmosphere in 

trace amounts, has an extremely low vapor pressure, and has been detected in 

atmospheric particles ( as sulfates). Second, Doyle's and subsequent calculations 

(for example, Mirabel and Katz, 1974) demonstrated that, due to the highly non­

ideal nature of sulfuric acid solutions, large numbers of submicroscopic particles 

could be generated in ppb concentrations of the acid at relative humidities as low 

as 10%. As a result, the sulfuric acid-water system has frequently been the focus 

of investigations of the aerosol-forming properties of atmospheric sulfur systems. 

An important aspect of the atmospheric sulfur cycle is the fate of organosulfur 

compounds. Reduced-sulfur compounds emanating from biogenic sources are of 

particular importance in the global sulfur budget. In particular, dimethyl sulfide 

(DMS) is the most abundant and its emission into the atmosphere from oceanic 

sources is estimated to be about 30 TgS y-1 (Andreae and Raemdonck, 1983). 

Moreover, condensation nuclei resulting from DMS oxidation have been suggested 

as possibly contributing to cloud formation over the oceans. 

The evidence for the importance of DMS in atmospheric chemistry has led to 

a number of studies of the chemistry of DMS under atmospheric-type conditions 

(Hatakeyama et al., 1982; Grosjean and Lewis, 1982; Hatakeyama et al., 1985) 

which attempt to elucidate reaction pathways and to identify the yields of S02 

and other major sulfur-containing oxidized products. Hatakeyama et al. (1982, 

1985) identified the major product of the oxidation of DMS to be methanesulfonic 

acid (MSA), with a yield of greater than 50 percent, rather than S02 (ultimately 
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H2S04), as was previously expected. In addition, both these investigators and 

Panter and Penzhorn (1980) detected MSA in the aerosol phase. Hatakeyama et 

al. observed the formation of aerosol in both dry and humid smog-chamber pho­

tooxidation of DMS and postulated that binary nucleation of MSA-water solution 

droplets was responsible for the particulate formation in humid air, whereas self 

and/or co-condensation of MSA and H2S04 was proposed to have produced the 

aerosol observed in the dry runs. Understanding the aerosol-forming potential 

of the DMS system is a key link in understanding the oxidation of atmospheric 

organosulfur systems. Since both MSA and H2S04 are observed in the aerosol 

phase, models that predict, for example, whether this aerosol is an internal mix­

ture ( one type of particle containing both acid species) or external mixture ( two 

types of particles, each containing only one of the acid species) will support some 

vapor production mechanisms over others. 

There have been a number of attempts to experimentally verify the the bi­

nary nucleation rates predicted by binary nucleation rate theories for the sulfuric 

acid-water system. Experiments have been carried out in batch or continuous 

systems, in which the H2S04 is generated by a chemical reaction such as the 

oxidation of S02 in the presence of water vapor, or in diffusion or expansion 

chambers. Cox (1973) observed aerosol formation during the photoylsis of ppm 

concentrations of S02 at relative humidities less than one percent and studied 

the effects of varying S02 and water vapor contents. Boulaud et al. (1977) 

mixed controlled amounts of S03 and water vapor in a batch system and mea­

sured particle number as a function of time for semiquantitative comparison 

with theoretical nucleation rates. Mirabel and Clavelin (1978) observed binary 

nucleation of H2S04-H20 at relative humidities greater than 100% in a diffusion 

cloud chamber and found good agreement with the hydrate theory of Shugard 

et al. (1974) in predicting the minimum acid partial pressure required for ob­

servable nucleation rates. A summary of experiments performed in expansion 

chambers and a discussion of the difficulties associated with studying the sulfu-
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ric acid-water system were presented by Schelling and Reiss (1981). An overall 

conclusion that can be drawn from these and the numerous other experimental 

results published is that, while it may be readily demonstrated that H2S04, even 

in trace amounts, is a good nucleating agent in the presence of water vapor, the 

relationship of nucleation rates to gas-phase concentrations is extremely difficult 

to verify; thus, it is difficult to test theoretical predictions of the number con­

centrations produced. Nevertheless, the theory has been used in atmospheric 

modeling (Middleton and Kiang, 1978; Hamill et al., 1982; and others), noting 

these uncertainties; the qualitative conclusions that can be drawn are valuable in 

comparing particle formation mechanisms under varied atmospheric conditions. 

The object of this work is to apply binary nucleation theory to the MSA-water 

system and compare calculated particle formation rates with those predicted for 

H2S04-H20. A model is developed to predict total numbers of particles pro­

duced at constant relative humidity for given vapor source rates of the acidic 

species, accounting for mass balances and droplet growth. Based on these re­

sults, some observations can be made regarding the mechanisms operating in the 

organosulfur system. 
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II. Prediction of binary nucleation rates 

The development of an expression for the binary nucleation rate is analogous 

to that for classical, single-component nucleation. In the binary case, however, 

the embryo free energy is minimized with respect to both cluster size and com­

position. This minimum represents a saddle point in the free energy surface; 

the rate of passage of the critical clusters through this saddle point determines 

the binary nucleation rate. The expressions used here for calculating the rates 

of binary nucleation are those given by Stauffer (1976) and Mirabel and Katz 

(1974). While it is also possible to compute the rates predicted by the hydrate 

theory of Shugard et al. (1974), the simpler nonhydrated theory is sufficient for 

comparison between the two acids and does not deviate substantially from the 

hydrated theory at low RH. The procedure for calculating the nucleation rates 

is as follows. First, an equilibrium calculation is carried out to satisfy the con­

straints that the partial molar free energy of each component ( acid and water) 

over the solution droplet equals the partial molar free energy of the vapor phase. 

This determines (uniquely) the composition and size of the critical cluster. These 

values are then used in the expressions for the total change in free energy, fre­

quency factor, and "Zeldovich factor" that make up the total nucleation rate. 

The equations used are summarized in Appendix A. 

Prediction of binary nucleation rates requires detailed solution property data 

at the temperatures of interest over the entire range of compositions, including 

the partial pressures of water and acid vapor over the solution. Many data exist 

for aqueous sulfuric acid solutions, although the vapor pressure of th'e pure acid 

has still not been determined absolutely. As pointed out by Hamill et al. (1982), 

the present uncertainty in the vapor pressure of pure H2S04 would account 

for an uncertainty of perhaps two orders of magnitude in the predicted rates 

of nucleation. A summary of values used in this study and the sources of the 

property data are given in Appendix B. 
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In contrast to H2S04, relatively few property data exist for methanesulfonic 

acid (MSA ). It is known to dissolve readily in water, and its dissociation constant 

in aqueous solution (Ka), estimated at 73 mol R_- l by Clarke and Woodward 

(1966), shows it to be a stronger acid than nitric acid. The partial pressure of 

MSA over concentrated aqueous solutions at 25°C. was measured by Clegg and 

Brimblecombe (1985) and used to estimate the Henry's Law constant. Solution 

density data at a few temperatures were taken by Bascombe and Bell (1959) and 

Teng and Lenzi (1975), and the surface tension of the pure acid was measured 

by Berthoud (1929). Gregor et al. (1963) and Covington et al. (1973) measured 

osmotic and activity coefficients at 25°C. up to 40 molal. We have used these data 

to estimate the physical properties of aqueous MSA over the full concentration 

range, as discussed in Appendix B, which were used to predict nucleation rates 

and critical cluster properties. Figures 1 and 2 c9mpare the property values used 

for MSA with those used for•H2S04. 

Figure 3 summarizes the nucleation rates for the sulfuric acid-water and 

methanesulfonic acid-water systems at various relative humidities in terms of 

the relative acidities of each acid. The definition of the relative acidity is similar 

to that of the relative humidity: it is defined as the partial pressure of acid 

vapor in the gas phase divided by the vapor pressure of the pure acid at that 

temperature, Pa/P~- It is seen that homogeneous homomolecular (i.e., single­

component) nucleation of the two acids proceeds at very similar conditions of 

relative acidity ( the RH here is zero). This similarity is due to the similar 

physical properties for the pure phases, most importantly the surface tension. 

As the relative humidity is increased, the deviation in nucleation rates calculated 

for the two acids becomes more pronounced. A comparison of the free energies 

of mixing for the two solutions and for a hypothetical ideal solution (Figure 4) 

illustrates why this is so. The larger the free energy of mixing, the lower is the 

barrier to formation of the liquid phase. 

The contrast between the behavior of the two binary systems is shown even 
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more clearly on the upper scales of Figure 3, where the relative acidities have 

been converted to partial pressures of acid vapor. The much lower vapor pressure 

of H2 SO4 compared with that of MSA translates a given relative acidity into a 

lower partial pressure. 
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Ill. Modeling of aerosol production in dynamic systems 

The production of aerosol particles in the organosulfur system we are con­

sidering in this work involves a series of steps. The process is initiated by the 

production of condensable species via gas-phase chemical reactions. These con­

densable species may then either nucleate (homomolecular or binary nucleation) 

to form new particles, condense onto preexisting particles, or remain as gaseous 

species if the gas phase is thermodynamically favored. The simplest model in­

corporating vapor-phase source and depletion rates and allowing for competition 

between nucleation and condensation processes is an integral model, for exam­

ple, the model used by Warren et al. (1984, 1985). This model describes the 

aerosol by its moments ( total number N and total aerosol mass M) and de­

scribes the vapor phase as homogeneous, with a vapor supersaturation S. The 

condensation rate is approximated by a continuum expression modified for non­

continuum effects by the expression due to Dahneke (1985), and incorporating 

a factor a: that accounts for polydispersity and is defined by 

(1) 

where a: is somewhat less than one. Here, the mean particle diameter is obtained 

from the mean mass per particle, M / N. 

In this work, the factor a: will be taken as one, which corresponds to a 

monodisperse aerosol (of diameter Dp)- As discussed by Warren and Seinfeld 

(1985), it can be shown that, for given fixed total mass and total number, 

a monodisperse aerosol has the maximum total surf ace area, as well as the 

maximum number mean diameter of any possible aerosol distribution. Since the 

condensation rate is proportional to Dp to Dp 2, depending on the magnitude of 

Kn, the monodisperse model will systematically overpredict the condensation 

rate and thus underpredict the total number formed, as these two processes are 

in competition. 
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For the binary systems considered here, the integral model is formulated as 

follows. The vapor phase is described by the relative acidity RA and the gas­

phase source rate of acid vapor, Rg. It is assumed that the relative humidity 

remains constant; this can be shown to be a good assumption, even at high rates 

of nucleation, because of the large partial pressure of water ( on the order of 104 

ppm) as compared with either acid. The particle source term is given by binary 

nucleation rate theory, at a given temperature and RH, for RA as a function of 

time. The aerosol can be characterized by the mass of acid in the aerosol phase 

Ma , with the mass of water in the aerosol determined by assuming equilibration 

with the ambient relative humidity. The mean particle size is determined by 

finding the mean acid mass per drop (Ma/N) and performing an equilibrium 

calculation so that the partial pressure of water over the drop equals the water 

vapor pressure in the surrounding gas. The composition so determined, with the 

mass of acid per drop, determines droplet size and properties to be used in the 

condensation equation. Because the relative amount of water vapor is so much 

greater than that of acid vapor, it is assumed that growth is determined by the 

impingement rate of acid molecules onto the droplet as the rate-determining 

step. The droplet then re-equilibrates with the ambient RH after each addition 

of acid. Aspects of this treatment are similar to the approaches used by Hamill 

(1975) and Takahashi et al. (1977) to describe H2 SO4-H2 O systems. The model 

then takes the form 

d!t = (Rg - N Avg* RJb - Re) RT/ P~ 

dMa ( * ) -;ft= Mwa g RJb + Re (2) 

dN 
dt = RJb, 

with 
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R9 = source rate of condensable (acid) vapor 

Re = condensation rate of ( acid) vapor onto existing particles 

Jb = rate of binary nucleation 

g* = number of acid molecules in a nucleating cluster, g* > gcrit 

- 2Aa Kn= Knudsen number of particle with mean diameter, 
Dp 

aa = acid activity in solution. 
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IV. Discussion of model input parameters and results 

In order to implement the model, source rates of acid vapor are needed. 

These may be obtained from measurement of product concentrations, or from a 

kinetic mechanism of the gas-phase chemistry (Yin et al., 1986). For this study 

we will use simplified vapor production rates corresponding to the conditions 

used in the runs of Hatakeyama et al. (1985) (hereafter referred to as Hatakey­

ama) and summarized in Table 1. Briefly, runs were carried out at 30°C. at either 

36% relative humidity or in very dry air, for two initial DMS concentrations: 1.3 

ppm amd 0.012 ppm. The product concentrations were not measured in these 

runs, and some important rate constant data are as yet unknown. Therefore, 

the following procedure was used to estimate acid vapor source rates. 

First, we note that Hatakeyama estimates the final yield of SO 2 to be 

approximately 29%, and that of MSA to be greater than 50% ( we will use 60%). 

For an initial dimethyl sulfide concentration of 1.3 ppm, this ultimately gives 

0.377 ppm SO 2 and 0.78 ppm MSA. Furthermore, an unknown percentage of 

the SO 2 is converted to H2SO4 ; we will show results assuming both 1% and 

10%. Similar arguments are used for an initial DMS concentration of 0.012 

ppm. Based upon Figure 1 of Hatakeyama, the original DMS is consumed over 

3.5 hours, so the production of the total amounts of product vapors is assumed 

to occur at constant rates over 3.5 hours. The source rates so derived are given 

in Table 2. Since, for a given relative humidity, all other variables (such as 

temperature) remain the same for different conversion rates, and for different 

initial DMS concentrations, the cases considered here provide a comparison of 

the effect of varying acid source rates. 

Figure 5 shows the nucleation rates of both acids at 30°C. at relative humidi­

ties of 36% and 0% as functions of acid partial pressure. The nucleation rates 

were calculated using saturation vapor pressures and property data described 

in the Appendix B. The results will differ substantially with changes in these 

data, particularly surface tension and p'/. Therefore, those conclusions drawn 
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from this study must be considered in light of the data used. Two observations 

concerning the experimental results can be made immediately. First, for those 

runs for which the initial concentration of DMS is 1.3 ppm, for a final yield of 

MSA of> 50% and a final yield of H2SO4 of 29% (if all the SO2 were converted) 

the final partial pressures of each acid, assuming consumption of all of the orig­

inal DMS, are sufficient to obtain measurable nucleation rates. However, for an 

initial concentration of DMS of 0.012 ppm, insufficient MSA vapor is produced 

for any appreciable nucleation of MSA to occur, but binary nucleation of sulfuric 

acid and water is predicted. In dry air, the total acid produced from an initial 

concentration of 1.3 ppm of DMS, as estimated by the assumed total conversions 

described above, represents saturation ratios of less than one for both MSA and 

H2SO4 , and classical nucleation theory does not predict aerosol formation in a 

single-component system unless the vapor is supersaturated. Thus, according to 

the model presented here, no aerosol is expected to be detected in the "dry-air" 

run conditions of Hatakeyama, unless there are preexisting condensation nu­

clei in the system, other condensable vapors are produced, and/or the relative 

humidity is greater than zero. With respect to this last point, water vapor is 

postulated to be formed as part of the reaction sequence. In his experiments 

Cox (1973) observed nucleation at 30°C. at 1 % relative humidity (corresponding 

to several hundred ppm water) for irradiation of initial SO2 concentrations as 

low as 5 ppm. Perhaps the role of product water in the production of aerosols 

in the organosulfur system should be experimentally examined to determine its 

importance. 

Figures 7 through 10 present the aerosol properties - total number, mean 

diameter, and gas-phase concentration of acids - which were obtained using the 

input source rates described in Table 2. These results assume no interaction be­

tween the two acids; that is, we consider, for given acid source rates, nucleation 

of only MSA or H2SO4 solution droplets. Only H2SO4 and H2O condense on 

an aqueous H2 SO4 droplet, and only MSA and H2 O condense on an aqueous 
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MSA droplet. Thus, if both types of droplet were produced in an experimen­

tal run according to this mechanism, the result would be an externally mixed 

MSA-H2SO4-H2O aerosol. No calculations were performed for the dry runs of 

Hatakeyama, as single-component nucleation is not predicted for these condi­

tions by the present model. Figures 7 and 8 compare total number produced 

and mean diameter for the same SO2 source rate, but for 1% and 10% conver­

sion of SO2 to H2SO4 , respectively. As expected, the higher H2SO4 source rate 

results in a higher number concentration of smaller particles. The results for a 

much slower source rate, for [DMS] 0 = 0.012 ppm but with other parameters 

the same as the [DMS] 0 = 1.3 ppm run, as shown in Figure 9, indicate a delay 

of approximately 1 hour in particle formation, as compared with the immediate 

nucleation observed in Figures 7 and 8, several orders of magnitude fewer par­

ticles, and a mean droplet diameter approximately twice that of the other runs. 

As expected, the source rate has a large impact on the model results. 

Figures 7 and 8 compare favorably with the aerosol measurements of Hata­

keyama, who detected particles almost immediately after irradiation began and 

observed particle formation continuing over a period of about 10 minutes. Their 

experimental results are reproduced in Figure 11. The final number counts 

were on the order of 105 , and mean diameters ranged from 0.01 to 0.2 µm. 

However, these investigators also observed number counts on the order of 104, 

with nucleation occurring over the first 10 minutes of irradiation, for an initial 

DMS concentration of only 0.012 ppm (corresponding to our Figure 9), whereas 

our simplified source rate gave quite different results. In view of the impor­

tance of the vapor source rate to the final number counts and the simplified 

approach taken here to estimate what this source rate may be, this discrepancy 

re-emphasizes the need for accurate chemical mechanisms and the possibility of 

using the interaction between chemistry and aerosol processes to gain a greater 

understanding of the total system. 

Finally, Figure 10 presents the predictions for [DMS] 0 =1.3 ppm at a rela-
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tive humidity of 36%, assuming methanesulfonic acid and water constitute the 

aerosol phase. Although the source rate of MSA expressed as ppm per second 

is many times that of H2S04 , the formation of particles is delayed because of 

two effects. First, the vapor pressure of MSA is higher than that of H2S04 , 

so that it takes longer to achieve a partial pressure high enough for nucleation 

to occur. Second, the MSA-water system is not as strongly interacting as the 

H2S04-water system, so that a higher relative acidity is required for appreciable 

nucleation. The mean droplet diameter for the MSA aerosol is much larger than 

that for sulfuric acid; this is due partially to the slow nucleation rate, so that 

condensation on the few droplets formed initially dominates over formation of 

new droplets, and partially to a higher growth rate because of the larger partial 

pressure of MSA in the ambient gas, since the growth is controlled by collision 

of acid molecules with the droplet. 
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V. Droplet growth by ternary condensation 

Acid-acid interactions have been neglected in the above examples. Clegg 

and Brimblecombe (1985) found that MSA is extremely soluble not only in wa­

ter, but also in acidic solutions. Thus, a sulfuric acid aerosol that has formed 

by gas-to-particle conversion may grow not only by addition of sulfuric acid and 

water but also by dissolution of MSA in the droplet, resulting in an internally 

mixed aerosol. H enough MSA is produced so that an equilibrium can be es­

tablished between the droplet solution and the gas phase, this may explain the 

observations of Hatakeyama, who detected the presence of MSA in both phases. 

In order to determine the gas-liquid partitioning, estimates of the ternary prop­

erties for MSA-H2SO4-H2O systems must be made. 

Since the assumption is made that the solution droplet is in equilibrium 

with the ambient relative humidity, the most important property of the ternary 

solution for our purposes is the water activity as a function of the droplet com­

position. The water activity was estimated using the mixing rules of Kusik and 

Meissner (1978) from correlations for the MSA-H2O activity coefficient and us­

ing the HSO4-H2O and so;--H2O activity coefficients of Stelson et al. (1984). 

The partial pressures of the acids over the solution are obtained from the equi­

libria 
K _ PH2S04 

1 - 2 
112m1m2 

K - PMSA 
2 - 2 

, 1am 1 ma 

K1(298K) = 3.28 x 10-18 

K2{298K) = 1.5 x 10-14
, 

(4) 

where the subscript 1 refers to ff+ ion, the subscript 2 to HSO4, 4 to so~-, 
and 6 to CH3 SO3. The activity coefficients are those "mixed" according to 

the Kusik-Meissner rules, evaluated at the total ionic strength of the solution. 

Figure 12 shows the variation of the solution water activity with molality of each 

acid at 25°C., as data were available at this temperature only. 

When the two acids can interact it is necessary to expand the integral model 
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to account for the interaction (see Table 3). We define two modes in the aerosol 

phase: the first produced by H2SO4 nucleation, the second by MSA nucleation. 

The droplets in either mode then grow by impingement of both H2SO 4 and 

MSA molecules. For a given number of H2SO4 and MSA molecules in a drop, 

a ternary solution equilibrium calculation can be performed so that the vapor 

pressure of water over the drop, including the Kelvin effect, is equal to the 

relative humidity: 

(5) 

From the composition so determined, we can also find the activities of the acids 

in solution, which are used in the condensation equations. Due to lack of infor­

mation, the ternary solution densities and surface tensions were computed by 

simply proportioning them by the mole fractions: 

(6) 

where the superscript O refers to the pure property. Errors in these quantities 

will affect the Kelvin effect, which is strongly dependent on the surface tension, 

and the droplet size, which varies with the density. 

Figures 13 and 14 display results for the same conditions as those shown 

in Figures 7 and 8, but allowing for condensation of both acid species. It is 

immediately obvious that the effect of the ternary condensation is to increase 

the mean particle size and decrease the total number produced, both a result 

of the increased condensation rate. It is expected that the partial pressure of 

H2SO4, for example, over a ternary solution at a given water activity will be less 

than that over a binary H2SO4-H2O solution at the same water activity, due 

to the presence of the MSA. Thus the growth rate due to the incorporation of 

H2SO4 molecules is enhanced, as the driving force for condensation of H2SO4 is 

larger. Since H2SO4 vapor depletion occurs faster, fewer particles can nucleate. 

In addition, the MSA is present in higher gas-phase concentrations than the 
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H2SO4 , and so has a higher condensation rate; the addition of this species also 

greatly increases the droplet growth rate. 

It is interesting to note that, for Figures 8 and 14, which correspond to 36% 

relative humidity, 10% conversion of SO2 to H2 SO4 , and 60% conversion of DMS 

to MSA, the total number and mean droplet size predicted by the binary and 

ternary condensation models bracket the experimental results of Hatakeyama 

for the same conditions. The effect of varying the MSA vapor source rate is 

shown in Figure 15, for which a 30% conversion of DMS to MSA was assumed, 

with the other conditions the same as in Figures 8 and 14. In this case the total 

number and mean diameter agree quite well with those measured, although 

this agreement in itself cannot determine what the actual conversion rates are, 

given the many assumptions made; however, the observation of such trends is 

of importance. 
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VI. Conclusions 

The nucleation rates of methanesulfonic acid-water solution droplets have 

been estimated using binary nucleation theory and available property data for 

the binary system. Particles may be formed for sub-saturation levels of MSA 

in the gas phase and at relative humidities below 100%, and the predicted rates 

were compared with those calculated for the sulfuric acid-water system. Al­

though both predictions are susceptible to errors, particularly due to uncertain­

ties in property data, some important differences are noted, and these observa­

tions were applied to recent experimental smog chamber results for organosulfur 

chemistry systems. 

The results of the binary nucleation rate calculations were used as particle 

source terms in an integral, dynamic model of particle formation from gas-phase 

chemical reactions. The model was tested using temperature, relative humidity, 

and vapor (H2SO4 and MSA) source rates corresponding approximately to those 

of the photooxidation experiments performed by Hatakeyama et al. (1985), and 

the effect of varying vapor source rates was shown. As expected, higher source 

rates lead to the formation of higher number concentrations of smaller particles 

than those obtained from lower source rates. Increases in relative humidity 

greatly increase the particle source rates. An important conclusion based on 

these model results is that particle formation in the DMS system, for conditions 

such as those used here, is a result of binary nucleation of sulfuric acid, with 

little or no contribution to the total number resulting from binary nucleation of 

methanesulf onic acid. 

To test the effect of interactions between the two acids, a model for the 

water activity over a ternary solution of H2SO 4-MSA-H2 O was developed. The 

activity as a function of acid concentrations was used to calculate droplet growth 

rates and droplet sizes in equilibrium with a given relative humidity. When 

used in the integral model, the ternary condensation rates for the same ambient 

conditions as described above resulted in increased particle growth and lower 
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total number concentration for given vapor source rates. Support for a ternary 

condensation mechanism is found in the observed presence of both H2SO 4 and 

MSA in experimental and ambient aerosols. 

The objective of this work is to provide a framework for studying the in­

teraction of these two acids during particle formation. Although this study was 

limited to low-humidity cases for purposes of comparison with existing data, 

the models presented here can easily be applied to higher-humidity systems as 

found in the atmosphere. Further tests of the models under more widely varying 

conditions, and using accurate gas-phase data, will be necessary. The applica­

tions of the models described here, therefore, have direct bearing on the analysis 

of these experimental results and in the modeling of atmospheric chemistry, in 

particular, the homogeneous heteromolecular formation of ultrafine aerosols in 

the atmosphere that can act as condensation nuclei for other species. 
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Appendix A: Binary nucleation rate equations 

The total binary nucleation rate is given by (Stauffer, 1976) 

Jtotal = Rav Cap Z, 

where 

Rav= the average growth rate 

Cap= the droplet equilibrium concentration, 

= Nexp(-Gap/kT) 

(7) 

Z = Zeldovich factor, given by free energy derivatives at the saddle point. 

Further, we will denote the two vapor species as A (acid) and W (water). 

Then N is the total number of molecules in the vapor phase, NA+ Nw and Gap 

is the free energy of formation of droplets from the vapor phase, which reduces 

to 

(8) 

where a is the surface tension of the binary droplet and r* is the critical cluster 

size. These two quantities are determined by solving for the energy minimum: 

(9) 

(6!:::.G) _ 0 
fJnw nA - • 

These equations may be written explicitly in the following form: 

RTin RAA 2uVA 
(11) -

aA r* 

RTln RH 2uVw 
(12) 

aw r* 

where Vi is the partial molar volume of water or acid in the binary solution. 

In writing these equations we have adopted the suggestion of Wilemski (1987) 

that the derivative of the surface tension with respect to composition be taken as 
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zero. This assumption was tested for both H2SO4 and MSA nucleation rates and 

found to not significantly alter the computed rates. In view of the uncertainties 

in the mixture surface tensions, it was decided to use the Wilemski theory in 

our model. 

The Zeldovich factor is computed from 

z = ( -1) ( D AA cos 2 
</> + Dww sin 2 

</> + DA w cos </> sin </>) 

(-det D) 1/ 2 
(13) 

The elements of the matrix D are the second derivatives of the free energy 

( divided by two): 

81rr
3 

_ Vx74. (dµA,l) Vw 
-3-Dww - (1 - XA) dxA + (µw,l - µw,g) 3 

2o-VxA (dVA) 
+ (1 - xA)r dxA 

81rr
3 

(dµAl) VA --DAw = -VxA --' +(µAl -µA )-
3 dxA ' ,g 3 

_ 2o-VxA (dVA) = 81rr
3 

DwA• 
r dxA 3 

The average growth rate is defined by 

(14) 

(15) 

(16) 

with the elements of the matrix R giving the impingement probabilities. We 

will take the elements RAw = Rw A = 0, valid for nonassociated vapors. Then 

RAA = S(nAnw ),BIA, the impingement rate of single molecules on the surface 

area of the cluster (S(nAnw )), with an analogous expression for Rww-

The expression for the angle </> of the nucleation current direction through 

the saddle point, for nonassociated vapors, was derived by Stauffer (1976): 

tan</>= s + (s 2 + r) 112, (18) 



with 

s = -
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r = Rww/RAA 

1 (DAA - rDBB). 
2DAw 
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Appendix B: Sources of property data used in model 

Sulfuric acid-water solutions 

The densities at a given temperature were fit to polynomials in weight frac­

tion. All other properties were fitted to cubic splines in appropriate concentration 

variables at a given temperature. When necessary, linear interpolation between 

two temperatures at a given mole fraction was used to get solution data at other 

temperatures than the literature values, except for activity data, which were fit 

to composition data at 25 ° C only. 

• Osmotic coefficient: Rard (1983) 

• Surface tension: Morgan and Davis (1916); Sabinina and Terpugow (1935); 

International Critical Tables (1934); CRC Handbook (1980). 

• Density: International Critical Tables (1934); CRC Handbook (1980). 

• Activity coefficient of acid: Giauque et al. (1960); Pitzer et al. (1977). 

• Vapor pressure:* Roedel (1979); Gmitro and Vermeulen (1964). 

Methanesulfonic acid-water solutions 

All data used was at 25° C and not corrected for temperature, due to lack of 

information. The densities were fit to polynomials in weight fraction. A linear 

relation was used for the surface tension, with the surface tension of methanesul­

fonic acid taken as 53 dynes cm- 1 . This value was based on Berthoud's (1929) 

measurement at 32.4°C of 49.39 dynes cm- 1 and on an estimate using parachors. 

All other properties were fitted to cubic splines in appropriate concentration vari­

ables. 

* Considerable disagreement still exists over the saturation vapor pressure of 

sulfuric acid. The following values for the vapor pressure of pure sulfuric acid 

were used in this study: 

at T = 25 ° C, p~ = 0.04 ppm. 

at T = 30 ° C, p~ = 0.06867 ppm. 
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• Activities: Activity and osmotic coefficients to 40 molal were measured by 

Covington et al. (1973). This data set was extended using the acid activities 

measured by Clegg and Brimblecombe (1985), by fitting a polynomial to 

ln, as a function of ln( molality) and using this polynomial to calculate the 

osmotic coefficients. 

• Density: Bascombe and Bell (1959) and Teng and Lenzi (1975). 

• Vapor pressure of pure acid: Two vapor pressure measurements from the 

CRC Handbook (1980) and one from Clegg and Brimblecombe (1985) were 

found to be well represented by the function 

lnp~ -
8

·
00648 

x 
103 + 2.14237 ln T + 7.45208. 

T 
(19) 
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Appendix C 

The text of Appendix C consists of a Letter to the Editor 

which will appear in Atmospheric Environment 
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Letter to the Editor 

After submission of the final version of our paper, "Nucleation of Sulfuric 

Acid-Water and Methanesulfonic Acid-Water Solution Particles: Implications 

for the Atmospheric Chemistry of Organosulfur Species", Kreidenweis S.M. and 

Seinfeld J.H. (1987), Atmospheric Environment 22, 283-296, the following report 

came to our attention: 

Hoppel W.A., Fitzgerald J.W., Frick G.M., Larson R.E., and Wattle B.J. 

(1987) "Preliminary Investigation of the Role that DMS and Cloud Cycles Play 

in the Formation of the Aerosol Size Distribution", NRL Report 9032, July 29, 

1987, Naval Research Laboratory, Washington, D.C. 

The report includes a theoretical study of the nucleation properties of 

methanesulfonic acid (MSA), undertaken to analyze the results of dimethyl sul­

fide (DMS) photolysis experiments carried out in an environmental chamber. 

In agreement with our findings, the authors conclude that nucleation of new 

particles in DMS oxidation is most likely due to heteromolecular nucleation of 

H2SO4 , whereas subsequent growth is due largely to MSA and H2O condensa­

tion. The binary nucleation rate predictions are similar; however, an important 

difference in the NRL analysis is that the surface tension of MSA-H2O solutions 

was measured, whereas we estimated the solution surface tension as: 

U = 53 XMSA + 72 XH2 0, (20) 

where Xi refers to the mole fraction of the species in solution. 

To evaluate the effect of the measured surface tension on the predictions of 

our model, we have recalculated two of the cases presented in our paper using 

the curve fit given as Eq. 8 in Hoppel et al.: 

u = 51.777 - 3.7628ln(x+0.1) - 4.51915[ln(x+0.1)]
2 

- 2.93893[ln(x + 0.1)]3
, 

(21) 

where here x refers to the mole fraction of MSA in solution. The calculations 

using both the previous and revised correlations for u are shown in Figure 15. 

Cases 1 and 2 correspond to the following assumed conditions: 



-124 -

Case 1. [DMS] 0 = 1.3 ppm, 60% conversion of DMS to MSA, RH=36%, T = 

30°C, MSA-H2O nucleating and condensing. (la) linear estimate of solution 

surface tension. (lb) NRL correlation for surface tension. 

Case 2. [DMS] 0 = 1.3 ppm, 30% conversion of DMS to MSA, 10% con­

version of SO2 to H2SO 4 , RH=36%, T = 30°C, H2SO4 - H2O nucleating, 

H2SO4 - MSA - H2O condensing. (2a) linear estimate of solution surface ten­

sion. (2b) NRL correlation for surface tension. 

In both cases, the total number concentration produced using the revised 

a is larger than that predicted using our estimate. As expected, Case 1, which 

involves the nucleation and growth of aqueous MSA droplets, shows the largest 

effect due to the revised surface tension, with particle formation occuring earlier 

in the run. However, the total number produced is still much smaller than that 

observed by Hatakeyama et al. The source rates represented by Case 2 are 

those that gave best agreement with the experimental results. For this case, 

the previous and revised surf ace tensions give qualitatively similar nucleation 

and growth behavior. The overall conclusions of our previous paper are thus 

not affected by this variation in surf ace tension. However, depending upon the 

relative source rates of condensable vapors, the increased MSA-H2O nucleation 

rates that are a consequence of the revised a may represent a significant source 

of new particles in organosulfur systems. 

Sonia Kreidenweis 

John H. Seinfeld 

California Institute of Technology 
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Table 1 

Experimental conditions of Hatakeyama et al. (1985) 

Run* Figures** (DMS)o RH Max [CN] Time for nucleation 

1 6,7 1.3 ppm 36% 1.2 X 105 0-10 min. into run 

2 1,6,7 1.3 ppm 0 2.2 X 103 50-70 min. into run 

3 3,4 0.012 ppm 36% 3.3 X 105 0-10 min. into run 

* Run number assigned by us. 

** Figure numbers refer to Hatakeyama et al. (1985). 
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Table 2 

Conditions for simulations 

% S02 to H2S04 source MSA source 
(DMS) 0 H2S04 rate, ppm s- 1 rate, ppm s-1 RH 

1.3 ppm 1% 2.992 x10-7 36% 

10% 2.992 xio-6 36% 

1% 2.992 x10-1 0 

10% 2.992 xio-6 0 

1.3 ppm 6.19 x10- 5 36% 

6.19 x10- 5 0 

1.3 ppm 1% 2.992 x10-1 6.19 x10-5 36% 

10% 2.992 x10-6 6.19 x10-5 36% 

10% 2.992 xrn-6 3.1 x10- 5 36% 

0.012 ppm 1% 2.762 x10-9 36% 

10% 2.762 xrn-8 36% 

5.71 x10- 1 36% 

* Figure numbers in this work. 
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Table 2, continued 

Conditions for simulations 

Hatakeyama [CN]max time for 
run no. Figure No.* predicted nucleation 

1 7 2.4 x104 0 to 15 min 

1 8 1.0 x106 0 to 5 min 

2 not shown 0 

2 not shown 0 

1 10 5 30 to 40 min 

2 not shown 0 

1 13 100 0 to 10 min 

1 14 2.3 x104 0 to 5 min 

1 15 6 x104 0 to 5 min 

3 not shown 0 

3 9 500 60 to 90 min 

3 not shown 0 
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Table 3 

Expanded integral model for acid-acid interactions 

d 
dtN1 = RJb,H2S04-H20 

d 
dtN2 = RJb,MSA-H20 

!MH2SO,i.,1 = MWH2SO"' (NAvg;hS04 RJb,H2S04-H20 + RcH2s04,1) 
d 
dtMMsA,1 = MWMsARcMsA,1 

d 
dtMH2S04,2 = MWH2so"'RcH2so 4,2 

!MMsA,2 = MWMsA(NAvgMsARJb,MsA-H20 + RcMsA,2) 

Ptso"'..!!:_RA -R N * R RT dt H2SO4 - 9H2S04 - AVgH2S04 Jb,H2SO4-H2O 

subscript 1 = mode 1 (H2S0 4-H20 nucleation mode) 

subscript 2 = mode 2 (MSA-H20 nucleation mode) 
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Figure Captions 

Figure 1. Properties of aqueous sulfuric acid solutions at 25° C. 

Figure 2. Properties of aqueous methanesulfonic acid solutions at 25° C. 

Figure 3. Nucleation rates of aqueous acid droplets at 25° C. at various 

relative humidities as a function of acid relative acidity. Upper scales: cor­

responding acid partial pressures in ppm. 

Figure 4. Free energy of mixing. 

Figure 5. Nucleation rates at 30° C of aqueous acid droplets at RH= 36% 

and of pure acid droplets at zero relative humidity. 

Figure 6. Total number of particles predicted, mean diameter, and gas-

phase concentrations in ppm of H2SO 4 and MSA for [DMS]o =1.3 ppm, 

1% conversion of SO2 to H2SO4 , RH= 36%, T = 30°C and H2SO4 - H2O 

nucleating and condensing. 

Figure 1. Total number of particles predicted, mean diameter, and gas-phase 

concentrations in ppm of H2SO4 and MSA for [DMS]o =1.3 ppm, 10% 

conversion of SO2 to H2SO4, RH = 36%, T = 30°C. and H2SO4 - H2O 

nucleating and condensing. 

Figure 8. Total number of particles predicted, mean diameter, and gas-phase 

concentrations in ppm of H2SO4 and MSA for [DMS] 0 =0.012 ppm, IO% 

conversion of SO2 to H2SO4, RH = 36%, T = 30°C. and H2SO4 - H2O 

nucleating and condensing. 

Figure 9. [DMS]o Total number of particles predicted, mean diameter, and 

gas-phase concentrations in ppm of H2SO4 and MSA for [DMS]o =1.3 ppm, 

60% conversion of DMS to MSA, RH= 36%, T = 30°C. and MSA-H2O 

nucleating and condensing. 

Figure 10. Experimental results of Hatakeyama et al. (1985). Total number 
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of particles produced and mean diameter for [DMS] 0 =1.3 ppm,T = 30°C. 

- , RH = 36%; · · · , RH = 0. 

Figure 11. Water activity of the ternary solution H2S04-MSA-H20 as a 

function of sulfuric acid molality for various molalities of methanesulfonic 

acid. 

Figure 12. Total number of particles predicted, mean diameter, and gas-

phase concentrations in ppm of H2S0 4 and MSA for [DMS] 0 =1.3 ppm, 1% 

conversion of S02 to H2S04 , 60% conversion of DMS to MSA, RH= 36%, 

T = 30°C. H2S04 - H20 nucleating and H2S04-MSA-H20 condensing. 

Figure 13. Total number of particles predicted, mean diameter, and gas-phase 

concentrations in ppm of H2S04 and MSA for [DMS]o =1.3 ppm, 10% 

conversion of S02 to H2S04 , 60% conversion of DMS to MSA, RH= 36%, 

T = 30°C. H2S04 - H20 nucleating and H2S04-MSA-H20 condensing. 

Figure 14. Total number of particles predicted, mean diameter, and gas-phase 

concentrations in ppm of H2S04 and MSA for [DMS] 0 =1.3 ppm, 10% 

conversion of S02 to H2S04 , 30% conversion of DMS to MSA, RH= 36%, 

T = 30°C. H2S04 - H20 nucleating and H2S04-MSA-H20 condensing. 

Figure 15. Total number concentration (cm-3 ) of particles and mean particle 

diameter (cm). Cases 1 and 2 are as described in text. 



\ 
\ 
\ 

\ 
\ 

\ 
\ 
>-\ 
~\ 
t; \ 
<( \ 

0 
(.) 
<( 

\ 

I I I 
O<X><DVC\JOO O 0 

ddddd 00 ,..._ c.o 

-135-

O<X> <D v C\J 0 
LO ..:, ~ ..; ..,.:. ..,..: 

A.llAl.l:)'1 l-wo sauAp '.o 

0 . -

(l) . 
0 

0 
u 

<D <{ 

·z 
0 0 

~ u 
<{ 
0:::: 
LL 

v ·w 0 _j 

0 
~ 

~ 

<( 
C\J )( 

0 

0 . 
0 

Q.) 
1-
:J 
0) 

·-
LL.. 



1.0 

>- 0.8 
t-
> 0.6 
t- 0.4 ACID ACTIVITy / 
u 
<t 0.2 

/ _,,,,,. _,, -0.01- ---------- --
80 -I 

E 
u 70 
C/) 
Q) 

~ 60 
"C 

b 
50 

I"') 

IE 1.4 
u 
Cl 

.. 1 2 Cl. • 

1.0 
0.0 0. 2 0.4 0.6 0.8 

xA, MOLE FRACTION ACID 

Figure 2 

/ 
/ 

/ 

1.0 

I 
f-' 
w 
ffi 
I 



4x10-6 4x10-5 4x1o-4 0.004 0.04 0.4 4.0 ppm H2S04 
t" "I I I I I iiii I I ' I I' I "I I ' "'"I I I I I ''''I ' I I '''"I I I I I I "'I , , , t, "1 I 

10-5 10-4 10-3 0.01 0.1 1 10 100 ppm MSA 

10 7 f O HzS04 - HzO 

106 • MSA-H20 

105 

- 104 
I Cl) 

rt) 1000 
'E 
u 100 
0:: 
w 

1~[ I I j JI Ir ~ ij ] I co ~ 

~ w 
-..J 

::::::> I 

z 
.. 

0.1 i .c r 9' /§ ~l ~; r O' ~ff~ I~ "") 

¥ ? 0:: 0.01 i ; i IH " 
,, 

" .l: 
a: 

10-5 10-4 10-3 0.01 0.1 1 10 100 

RELATIVE ACIDITY, p
0 

/p
0
° 

Figure 3 



0. 

;J " \\ IDEAL SOLUTION 
I' \ \ 11/ \\ I I 

\ ' 1/ \ \ j, 
-2 \ ' 1/ \ \ I- I, 0:: 

' \ ' fl 
(!) \ " I <] 

\ ' ~/J' " I 
I \ , MSA-H2O I-' 

"- // w 

\ CXl - .... 
/ I -----\ / -4t-- \ / 

" / 

' '--. H2so4 - H2O / 
/ 

...._ __ --..,,,,,,-
0.0 0.2 0.4 0.6 0.8 1.0 

XA 

Figure 4 



107 r I I I 

I I 

106 1;- I I I 
I I I 

I I 
105 

I I 

- I I 
I (I) 

104 

MSA-H20/ I 
I 

r() I 

'E I 
u 1000 I 

I I 

a:: /H2S~ 
I 

w 100 I 
I 

en 
MSA/ ::E I ::::> 10 I I i 

I 

z 
I 

f-' 

I w 
\.0 

~ I I 
.0 1 I I -::, I 

a:: 
I 

I 

0.1 I I 
I 

I 

I I 
0.01 lr I 

I 
I I 11 uli1 I I I I 11111 1 1 1 I 11ul I I I I I 1111 l 

10-5 10-4 10-3 0.01 0.1 1 10 100 

PARTIAL PRESSURE OF ACID VAPOR (ppm) 

Figure 5 



-140-

<Ci' "' N - 0 
d d d 

. 
0 0 

0 0 
N N - '\ -

"L 
" '\ 

'\ ~ C: C: 
0 E ,:s. 0 E (0 (0 - ' 

-- -
o• ' CJ) 

' N 
::c 

' 0 '-. 
0 

0 IO 0 'It 'It 0 
0 0 I I 

d d d 0 0 
)( 

w-rl ,dQ N "" 
Q) 
I.. 
::J 
c:n 

LL. 

0 
N 



-141-

~ rt, 

0 0 
0 
~ 

'\ 
'\ 

'{-
' ct 

' en 
C: ,~ 

0 E ' <D 
~ -

0 ... 
en 
"' :I: 

0 

<D ~ N 0 ... ... 
0 0 0 q I I 

0 0 0 0 
0 0 - -)C X 

w-rl 'dQ 
rt, C\I 

N -0 0 

' ' ' ' ' ' ' 
... 
I 
0 -

0 
0 

0 
N -

0 
<D 

0 

0 

0 
N -

0 
<D 

C: ·e 
~ -

~ 

Q) 
\... 
::, 
CJ) 

u.. 

C: 

E 

-



105 

~ ~ 
0.15 

E 
:l 0.10 .. -d lo~ 1041:---

0.05 

0.00 ft) 
I 

60 120 0 E 
(.) 

0:: t, min 
w 
(D 

I 
I-' ,.,,. 
N 
I ~ I 

~/)j4x10~
3 ! 102~ 

10-4~ I 
3><10 3 / 

/ 
/ 

~2><10-3 
5><10-5 ~ 

/.,,,,/:SA \ I -d 

\. ~ 10-3 

10~ 

.,,,,. 
/ 

/ 
1/ 

,70 Or( I 

120 60 0 
10 60 120 

t, min t, min 

Figure 8 



103 
I -, 

10.0 

E 
::l 
~ 

loQ. 5.o 

102 

l't') 

~ ~ 
o.o I 

E 0 60 120 u 
t, min a:: 

w 10[ 1 
I (I) 

I---' 
o1'> ~ w => I z 

~ 

z I I I 
0.02~ ;/\ 

I \ / ,0.1 1 l:- I -I I I \ I \ 
0.01 ~ I 

I \ -i0.05 
I ~ ---I MSA--

0.1 O oL I Jo 
60 120 0 60 120 

t, min t, min 

Figure 9 



------.----.-----,-, 0 
\ 
\ 

\ 

' 

rt) 

ci 
C\J 

ci -ci 

w-rl ,da 

q 
0 

C\J -

C 

a ·e 
<.O -

0 

-144-

0 
fPl"'lrTT""r-r--r--"-TrTT"r-T""IP""'T"-T---rrl"TT''T"T""T""'l'T"'"-TTTm""T""T""-T""---P"l"'l'T'T""/"'"1"""""1--P--,, (\J 

IO 

Q 

I 
I 
I 
I 
I 
\ ...... __ _ 

------

-

C 

o E 
<.O 

0 

V 
1.. 
::I 
Ol 

LL. 



M 
D 

-145-

I 
I 

I 
I 

I 
I 

I 
I 

It') 

C\I 

0 
C\I 

It') 

0 

It') 

ov 
en 

C\I 
I 
E 

t) 
L 
::, 
Ol 

I.J... 



105 
~ ~ 

3.0 

E 
2.0 :t. 

104 b- --:1 .. 
100. 

1.0 

,,., 
0.0 I 

E 103 0 60 120 (.) 

0: t, min w 
co 
:::E 

I 

~ ,olr 1 
I-' 
Jc> o, 

0.03 I 

10-4 t" l I 
10.02 

H2S04 
5x10-5 ~ /-! i 0.01 

MSA 

al! ' ,do.oo 1 I 

0 60 120 0 60 120 
t, min t, min 

Figure 12 



IO 
0 -

It) • d 0 
t(") C\I 

0 ci 

wrl ,dO 

0 
ci ci 

0 
C\I 

0 
<D 

0 

,,, 
0 -

C: ·e 
~ -

-147-

C\I 
0 -

IC') 
I 
0 
X 

t(") 

~ 
(f) 

C\I z 

.,. 
I 
0 

X 
It) -

IC') 

I 
0 IC') - I X 0 
C\I - 0 

0 
C\I -

I C: 

~I ~ E 
~ 

::ii -
I 
I 
I 

/. 
0 .,. IO 0 

b I 
0 
)( 

It) CV'\ 

Q) 
I.. 
:::, 
01 

Li.. 

0 
C\I -

C: 

~ E 

0 



105 
~ ~ 

0.3 

E 
0.2 :::l 

104 tJ- -:I ~ 

lea. 
o. t 

'?~ 103t 1 
0.0 

0 60 120 

t, min 
a:: 
LiJ 
CD 
:E 

l 
I 

~~ 102t 
I-' 

"" CD 
I I 

z 
I I 

2 >< 10-4 t" R 
i2xto-3 

10~ i I 11H2SCl.t 

10-4 ... ,, 110-~ 
- - - _MS.A_ =r -

do 1 0 
Otl~t I 

60 120 0 60 120 

t, min t, min 

Figure 14 



106 

1 o5 

1 o4 

-t') 
I 

B 1000 -z 

100 

10 

1 

I 
. 

2b 

-
r 2o ____ - - -------------

c-

' 

J 

' 

r-

. 

L-

I 
I 

_f 

0 

1b 

- - -1~ - - - - - -
I 

I 

60 

time (min.) 

-: 

-: 

-

. 

-: 

- -

120 

0.01 ,--------,-------. 

10-3 ~ 1o ___ .... 
- -- --- -... ,, 

/ 
I 

I 
1b I 

I / -----/ -E 
(.) - ,o-4 a. 

0 I- , ,· ~ I 
I-' 
,t-.. 
'-.0 

~ I 
2o __ -

- ------ib-
11 ~ ,, ,, - -----------

,o-s 

10-6 o~ __ _j_ __ 

60 120 

Figure 15 time (min.) 



- 150 -

Chapter V 

Experimental Investigation of Binary Nucleation 

of Methanesulfonic Acid and Water Vapors 

The text of Chapter V consists of an article which 

has been accepted in the Journal of Aerosol Science. 
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I. Introduction 

Measurements of binary nucleation rates have taken a number of forms, 

most of which can be classified into two broad categories: those employing 

chemical reactions to generate one or both condensable species, and those that 

begin with the condensable species directly but use external means to bring 

about conditions favorable for gas-to-particle conversion. 

An example of the former category is the experiment reported by Cox 

(1973). Sulfur dioxide was photolyzed by irradiation with u.v. in a flow re­

actor containing varying amounts of S02 and water vapor. In this manner 

"threshold" values for the S02 concentrations required for significant particle 

formation at specified relative humidities were determined. However, quantita­

tive comparison with binary nucleation theory is limited by the accuracy with 

which the conversion rate of S0 2 to H2S0 4 is known. This example illustrates 

the main disadvantage of using a chemical reaction-controlled experiment for 

determination of the rate of nucleation: unless the chemical kinetics are known 

with a high degree of accuracy, or the concentration of condensable species can 

be measured directly, the gas-phase concentrations and hence the nucleation 

driving force are subject to a large uncertainty that is carried over into the 

comparison of predicted and measured number concentrations. 

Another drawback to using a chemical source rate of the condensing vapor 

is the relative insensitivity of such a system to the nucleation rate expression 

employed when modelling the particle formation. That is, one can vary the 

instantaneous nucleation rate (for a given partial pressure) by several orders 

of magnitude without observing a corresponding variation in the total num­

ber predicted theoretically. This weak dependence upon the magnitude of the 

nucleation rate is a result of the natural "balancing" that occurs in a chemically­

reacting system between the rate of vapor production and the combined rates 

of depletion due to both nucleation and condensation (Warren and Seinfeld, 

1985; Warren et al., 1987). In a nucleating system driven by a steady vapor 
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source rate, the saturation ratio S ( the ratio of the gas-phase partial pressure 

of the nucleating species to its saturation vapor pressure) builds up coincident 

with increasing the nucleation and condensation rates to maxima, after which 

gas-to-particle conversion processes deplete the vapor. Condensation is essen­

tially linear in the gas-phase concentration of the condensing species, whereas 

nucleation is a very strong function of this concentration; however, as will be 

discussed later, the rate of vapor loss to particles due to condensation quickly 

dominates over the rate of loss due to nucleation. Thus, faster nucleation will 

just shift this maximum Stoa slightly lower value (occurring slightly earlier), 

resulting in a very small increase in total number. For example, Warren and 

Seinfeld (1985) found that multiplying the nucleation rate of the "classical" the­

ory by 1020 resulted in an increase in total particle number of less than three 

orders of magnitude. A chemically-reacting system can therefore not be used to 

distinguish between alternative nucleation rate expressions that differ greatly in 

magnitude. 

Diffusion cloud chambers, expansion cloud chambers, shock tubes and su­

personic nozzles are familiar examples of apparati that generate supersaturation 

of the condensable species by thermal or mechanical means and which have been 

used in single-component as well as binary nucleation studies. They are limited, 

however, to determination of the critical saturation ratios (nucleation onset con­

ditions) and cannot give detailed information on the rate as a function of the 

saturation ratio. In the diffusion cloud chamber (Mirabel and Clavelin, 1978) 

the onset conditions correspond to a nucleation rate of about 1 cm-3 s- 1 and 

are determined visually as a height within the chamber, which can be related 

to partial pressures by a calculated composition-temperature profile. This in­

strument has the advantage of operation near room temperature, a temperature 

range for which most of the physical property data needed for theoretical calcu­

lations have been reported in the literature. However, for the sulfuric acid-water 

system, relative humidities below 100% cannot be achieved within the coniines 
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of stable chamber operation temperatures, and for atmospheric applications a 

moderate relative humidity range is of most practical interest. The last three 

devices mentioned have the disadvantage of operating at low temperatures. This 

requires extrapolation of physical property data, in some cases actually below 

the solution freezing point (Zahoransky and Peters, 1985), introducing further 

uncertainty into the theoretical comparisons. The "onset" conditions for these 

systems are estimated to correspond to nucleation rates of 1010 cm-3 s-1 , which 

are generally not achievable in atmospheric-type systems where a natural bal­

ancing tends to occur between condensable species production and consumption 

even at relatively high source rates. 

In order to address the inadequacies of the present methods for experimen­

tal studies of nucleation, a continuous-flow mixing-type device was developed 

(Okuyama et al., 1987) and extended to binary systems (Kreidenweis et al., 

1988). This device uses rapid mixing of carrier gas streams that have been 

saturated with the species of interest at known temperature and pressure to 

generate desired initial gas-phase concentrations. The mixed stream is then 

passed into a reactor volume to allow particles to nucleate and grow to de­

tectable size. Because the initial saturation ratio is the maximum, no natural 

"balancing" occurs between vapor production and depletion; the number of par­

ticles generated is quite sensitive to the nucleation rate and, therefore, can be 

employed to distinguish between competing theories. In addition, a wide range 

of initial partial pressures can be investigated by appropriate manipulation of 

the saturation temperatures and relative flow rates of each stream, so that the 

"onset" condition for nucleation may be determined by scanning the range of 

partial pressures of one species by holding the other fixed. Moreover, because 

the mixing system operates at steady state, high resolution particle counters can 

be used to determine the number concentration formed during the nucleation 

burst. Temperatures can be selected so that available property data can be used 

in the model evaluation. 
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The goal of the present work is the improvement of the continuous-flow 

mixing-type experiment designed for the observation of binary nucleation phe­

nomena and its application to acid-water systems. Results are presented for 

the nucleation of methanesulfonic acid (MSA) and water near 25° C. This 

particular binary system was chosen in the interest of elucidating the aerosol­

forming properties of organosulfur species in the atmosphere; recent laboratory 

experiments and chemical mechanisms developed indicate that the major sulfur­

containing products of the photooxidation of dimethyl sulfide (the most abun­

dant organosulfur species in the environment) are MSA and sulfuric acid, both 

of which have been detected in the aerosol phase. The theoretical formation 

rates of aerosol in such a system have been recently investigated (Kreidenweis 

and Seinfeld, 1987), and the present work is intended to complement the the­

oretical predictions by determining the applicability of binary nucleation rate 

theory to the MSA-water system. 
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II. Description of the experimental apparatus and procedure 

A schematic of the experimental apparatus used is shown in Figure 1. High 

purity nitrogen is filtered through a 0.1 µm pore Teflon filter to a regulator that 

steps the pressure down to 1.76 x104 kg m- 2 (25 psig). From this point the 

flow is split to seven on/off, and then seven metering, valves, three of which are 

connected to rotameters and four of which are connected to capillary flowmeters, 

allowing for achievement of a wide range of flow rates. The outputs are directed 

to one of the final three streams: the one flowing through the water bubblers 

(designated as the flow rate FH), the one flowing through the acid bubbler (FA), 

and the one that becomes the dilution stream ( Fn ). All of the lines in the 

metering system are of dehydrated copper tubing and brass or stainless steel 

Swagelok. All subsequent lines are Teflon, unless otherwise noted, with Teflon 

or stainless steel Swagelok fittings. 

The stream to be humidified passes first through a bubbler, filled with ul­

trapure (Milli-Q) water and held at room temperature, to increase the humidity 

to near its target value, thereby limiting the evaporative cooling in the final 

humidification stage. The flow then passes through a second bubbler (Figure 

2), also containing Milli-Q water, which is immersed in a water-filled tank WH 

held at constant temperature with a copper coil through which water is pumped 

from a Neslab refrigerated circulating constant temperature bath. A thermistor 

(T6 ) enclosed in a glass tube protruding into the bubbler liquid monitors the 

temperature at which the final humidification occurs. A Teflon filter assembly, 

containing two Gelman TF-200 0.2 micron pore size Teflon filters, is fitted to the 

mouth of the bubbler to capture particles entrained during the bubbling process. 

The efficiencies of this double-filter arrangement were measured and found to be 

about 99.999999% for NaCl particles of 40 to 75 nm diameter (see Appendix). 

A pressure tap in the filter assembly just before the filter monitors the pressure 

inside the bubbler, Pb~- The entire assembly as shown in Figure 2 is immersed 

to the top of the filter holder, which is fitted with a glass cap that is joined to 
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a glass tee with a three-way Teflon valve; these glass parts are wound with a 

heating tape maintained at a temperature high enough to prevent condensation 

of the humidified nitrogen. 

At the tee the humid nitrogen is mixed with the dry dilution stream. A 

thermistor T2 encased in a Teflon fitting is used to monitor the temperature of 

the output stream, in order to be sure it is high enough to prevent condensation. 

(In cases where mixing of the two is not desired, the three-way valve can permit 

selection of dry flow only or humid flow only.) The mixed stream then flows 

through about a meter of Teflon tubing wound inside a second water-filled tank 

(WA) containing the acid bubbler (Figure 3) in order to assure isothermal condi­

tions upon mixing. Dry nitrogen enters the acid bubbler in the lowest chamber 

and is bubbled through a frit that supports a pool of liquid acid. A tap over 

the acid pool monitors the pressure Pba at which the nitrogen becomes saturated 

with acid, and a glass-enclosed thermistor measures the liquid temperature. Two 

coarse frits help remove entrained particles, after which the acidified stream is 

filtered through two Gelman 0.2 µm pore size Teflon filters and passes into the 

central chamber of the mixing apparatus,also made of Teflon. 

The water vapor/nitrogen mixture temperature Ts is measured just before 

the stream is injected into the mixing apparatus through eight 0.5 mm holes 

surrounding the central chamber, causing rapid mixing between the humid and 

acidic streams. The initial relative humidity and relative acidity are calculated 

for the conditions at this point of mixing. 

A glass tube of inside diameter 40 mm and length approximately 25 cm is 

fitted by a flange onto the top of the Teflon mixer, and acts as a reactor volume for 

nucleation and growth of particles. The entire assembly of acid bubbler, mixer, 

and reactor tube is immersed in the tank WA, which is maintained at constant 

temperature by heating with a copper coil, through which water from a Neslab 

constant-temperature bath is pumped. At its exit, the reactor tube reduces to 

9.5 mm (three-eighths inch) glass tubing connected to a tee, one outlet of which 
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is vented to the laboratory exhaust. A thermistor Tp is located near the tee to 

monitor bath temperature at this position. The other outlet passes outside of 

the tank and is connected to a glass tee with a Teflon three-way valve. The 

valve can be adjusted to draw fl.ow from the experimental apparatus to measure 

the number of nucleated particles, or to draw room air through a total particle 

filter connected to one of the legs of the tee. This filtered air is sampled between 

data points to reduce the exposure of the CNC to acid nuclei. The three-way 

valve is connected to the CNC inlet by means of a Teflon fitting enclosing a 

thermistor Ts. The condensation nuclei counter (CNC) is a TSI model 3020; its 

characteristics are discussed in the Appendix. A list of equipment used, diagrams 

of the thermistor configurations, a description of the procedure used for filling 

the acid bubbler, and calibrations for the thermistors and fl.ow rates are also 

found in the Appendix. 

In order to reduce the possibility of contamination when the experiment was 

not in use, the dry line was flushed continuously with a small purified air fl.ow, 

which also helped to keep the equipment particle-free. To begin an experiment, 

this air flow was replaced with dry nitrogen for several hours before data were 

taken, during which time the CNC and constant-temperature baths were also 

turned on. The CNC was checked for a zero on the filtered lab air; typical 

readings were 0.00 to 0.01 particles cm- 3 • Particle counts for the individual dry, 

humidified, and acidified streams were also taken prior to a run. The dry and 

humidified streams generally gave readings similar to those for the filtered lab 

air. 

The acidified stream contained some particles that escaped capture by the 

bubbler afterfilter. The possibility that these particles resulted from nucleation 

of the acid vapor with either trace moisture contamination or contact with the 

butanol inside the CNC was investigated as follows. First, a flow containing only 

the acid vapor was sampled by the CNC. The flow rate through the bubbler was 

varied and the corresponding steady state particle concentration was measured. 
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If the particles were due to nucleation, the counts should be independent of flow 

rate, since the CNC samples a constant flow rate of about 300 cm- 3 min- 1 and 

the vapor concentration would not change with fl.ow rate, or perhaps decrease 

slightly if the nitrogen fl.ow did not equilibrate with the acid pool at the higher 

fl.ow rates. The counts were found, however, to increase with increasing fl.ow 

rate (see Figure 4). The acid fl.ow was also mixed with dry nitrogen fl.ow to 

check the effect on the particle counts. The number concentrations measured 

corresponded closely to what was expected from dilution effects alone, whereas 

a nucleation mechanism would be expected to show a stronger dependence on 

the concentration of acid in the sampled stream. The number counts obtained 

at even the highest flow rates of acid vapor used in the experiments were small 

(less than about 100 cm- 3 ), several orders of magnitude lower than the numbers 

produced at the high nucleation rates studied, and were, thus, judged to be 

acceptable. 

An experiment was begun after the temperature readings of the water and 

acid bubblers reached a steady state. Two types of experiments were per­

formed: in the first, the relative humidity of the mixed stream was kept constant, 

and in the second, the relative acidity was kept constant. Although individual 

flow rates were varied, the total flow through the system was maintained at 

2t'min- 1 (measured at STP) to eliminate residence time variations. The fl.ow 

rate of the constant stream ( acid or water vapor) was first set, along with the 

appropriate flow of dry nitrogen to make up the balance of the 2t'rnin- 1 without 

the addition of the second vapor stream, and the number concentration, which 

is expected to be zero or small for these conditions, was measured. Next, a small 

flow of the varying vapor stream was added, with a corresponding decrease in 

the dry flow, and the steady state number concentration was recorded. This was 

repeated for decreasing percentages of dry nitrogen in the total flow, until no dry 

makeup fl.ow was present, and then the procedure was reversed. Temperature 

and bubbler pressures were measured for each of these conditions. Last, some 
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points were repeated in arbitrary order to check the reproducibility of the results. 

Each constant-humidity or constant-acidity experiment was repeated on at least 

two different days. 
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IIl. Calculation of relative humidity and relative acidity 

The "nominal" value of the relative humidity (RH) or relative acidity (RA) 

is the fraction of the total 2 l min - 1fl.ow that the humid or acidified stream 

constitutes. The actual RH and RA depend upon the measured temperatures 

and pressures in the system. 

In order to calculate the relative humidity achieved upon mixing of all 

three streams, one must determine the moles of water evaporated during the 

humidification process per mole of dry nitrogen fl.owing into the bubbler. The 

fl.ow calibrations give the volume ( the measured volumetric fl.ow converted to 

STP) of dry nitrogen that passes through the bubbler. To convert to moles, one 

simply uses the ideal gas law: 

l N (1013250) 
mo es 2 = FH (298.15) (8.31696 x 107) 

(1) 

Since the temperature of the water inside the bubbler Tbw is measured (by the 

thermistor T6 ), the partial pressure of water vapor at this temperature, p~ (Tbw), 

is equal to the partial pressure of water vapor in the humidified stream, assuming 

equilibrium between the liquid and gas. The absolute pressure inside the bubbler 

Pwb is also measured, and by difference the partial pressure of dry nitrogen is 

PN2 = Pwb-P~(Tbw). The "absolute humidity", or ratio of moles of water vapor 

to moles of dry nitrogen, Yw, is calculated from 

(2) 

and this ratio, assuming ideal gases, is also equal to the ratio of the volumes. 

Therefore, for all streams measured at STP, the factors for conversion to moles 

cancel, and the volume of water vapor is equal to Fw = YwFH. 

The flow rates of the dilution (Fv) and acidified (FA) streams are also given 

at STP from the calibrations. Therefore, after mixing of all streams, the total 

moles of water vapor per total moles of humidified N 2 , X, is 

(3) 
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Note that the volume of acid vapor contributing to the total flow has been 

neglected. This correction is very small, as will be shown in the calculation of 

the relative acidity. 

Again assuming ideal gases, the partial pressure of water vapor in the total 

flow is equal to the mole fraction of water vapor, multiplied by the total stream 

pressure (which is assumed to be equal to lab pressure, since no large pressure 

drops occur between the reactor volume and the exhaust): Pw(mixed stream) = 
Xpzab• This vapor pressure of water fixes the dew point of the mixed stream. To 

calculate the relative humidity, the temperature of the mixed stream Tm must be 

known: RH= Pw/P':»(Tm). Tm is assumed to be equal to the bath temperature 

as measured by thermistors T3 and Tp, since the mixing is isothermal and the 

reactor is also maintained at this temperature. 

The complete formula for calculating the relative humidity is therefore: 

RH=. Plab YwFn 
p~(Tm) [(1 + Yw)Fn +FD+ FA] 

Yw = p~(nw) 
Pbw - P~(Tbw) 

(4) 

(5) 

A similar development is used to calculate the relative acidity. However, 

the partial pressure of acid vapor is on the order of 1 ppm, and is therefore much 

less than the total pressure inside the acid bubbler, and one obtains 

(6) 

(7) 

where Tba,Pba refer to conditions inside the acid bubbler. Then 

RA = Plab YAFA 
p~(Tm) [(1 + Yw)Fn +FD+ FA] 

Plab P~ (Tba) FA 
(8) 

Pba p~(Tm) [(1 + Yw)Fn +FD+ FA] 

An interesting advantageous feature of the experimental design is revealed 

in the formula for the relative acidity. If the acid bubbler temperature can be 
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maintained at the same temperature as the mixed stream (Tm), knowledge of 

the variation of the acid vapor pressure with temperature-and indeed even 

the actual vapor pressure at the mixed temperature-is not required in order 

to compute the relative acidity in the mixed stream. This is of great value in 

investigating the nucleation rates for species for which the vapor pressures are 

not accurately known (such as methanesulfonic and sulfuric acids): it allows 

construction of the binary nucleation rate curve as a function of relative hu­

midity and relative acidity (at constant temperature) independent of detailed 

knowledge of the actual acid vapor pressure. Comparison with theory, however, 

requires a value for the vapor pressure, since the nucleation rate depends on 

the bombardment rate of acid molecules, which is a function of the gas-phase 

concentrations. Unfortunately, in the experiments performed, the temperature 

measured inside the acid bubbler was somewhat lower than that measured in the 

rest of the bath (usually about 0.5° C.), so that the term p~(Tba)/p~(T m) had 

to be included. As discussed in the following sections, a temperature difference 

of this size results in a change in the calculated RA of about 5 percent, and 

therefore could not be neglected. 
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IV. Presentation of experimental data 

Experiments were performed at constant nominal relative acidities of 30, 50, 

and 60 %, and constant nominal relative humidities of 15, 40, and 50 %. The total 

number concentrations of particles measured as a function of the non-constant 

species are summarized in Figures 5 through 10, with data taken on different 

days indicated by separate symbols. The calculated RH and RA are used for 

plotting, with horizontal error bars used to indicate the computed uncertainty 

(5%) in these values. Tables of the raw data, the program used to convert these to 

plot table form, and the resulting plotted data are found in the Appendix. Several 

immediate observations can be made from the figures. First, the trends in the 

data are as expected: the RH for which significant nucleation is first observed 

at a constant RA decreases as the value of RA is increased ( and similarly for 

the constant RH experiments). Second, the measured number concentrations 

show a strong dependence upon the saturation ratio of the varying species, with 

orders of magnitude increase in particle number occurring for small changes in 

the RA or RH. The plotted data are also consistent from day to day and from 

plot to plot, i.e., the values of Nat a given (RA, RH) in a constant RA run are 

comparable to the values of N at similar coordinates in a constant RH run. The 

consistency is especially encouraging in that three separate MSA samples were 

used to generate the data, with parts of the apparatus being disassembled and 

cleaned each time the sample was changed. 

Some comments on the data reproducibility must be made. First, although 

every attempt was made to reproduce as nearly as possible the value of the 

constant species when each experiment was repeated, this was difficult for several 

reasons. First, the lab temperature varies during the day and changes slightly 

the steady-state temperature attained in the baths. The temperature of the bath 

containing the water bubbler was the more stable throughout a run, and from 

day to day, because a smaller mass of water was heated by a coil that fitted closer 

around the bubbler itself. Fortunately, the temperature of the bath containing 
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the acid bubbler varied only slowly during a run, due in part to the large mass 

of water held in the tank. The stirrer located inside this bath did an excellent 

job of mixing the water to a uniform temperature, as was observed from the 

close agreement between the temperatures measured by the probe Tp and the 

thermistor Ts. 

Variations in bubbler pressures also contributed to the deviations in the "con­

stant" RA or RH values. First, pressure at the outlet of the water bubbler is 

dependent upon the total flow at the tee where the humid and dry streams 

meet. When a flow rate through the water bubbler is set and a bubbler pressure 

recorded for humid-only flow, this pressure increases when dry flow is added to 

the system, and depends upon the actual flow rate of the dry stream as well. 

Therefore, with all other variables kept constant, the relative humidity decreases 

with increasing dry flow, although the humid stream is maintained at a constant 

fraction of the total flow, simply because the pressure at which saturation occurs 

is increased. Second, it was observed that the pressure inside the acid bubbler 

increased slowly throughout the course of the experiments. This was thought to 

be due to wetting of the filters or frits. As a result the same flow setting for the 

acidified stream on different days produced slightly different values for the RA. 

Although all of these effects were taken into account in the data analysis and 

the actual values are indicated on the plots, they resulted in some deviations in 

the chosen constant values ( RH or RA) Since, as will be discussed, the confidence 

in the calculated RA and RH is within about 5%, these smaller deviations are 

seen to be acceptable. 

In the next section, the impact of experimental error and uncertainty upon 

the interpretation of the data will be evaluated. Appropriate comparisons of the 

experimental results with the predictions of binary nucleation theory are made 

in a subsequent section. 
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V. Estimation of uncertainty and error 

There are five possible sources of uncertainty and error in the measurement 

and interpretation of the data: uncertainty in readings from the equipment, 

such as thermistors, pressure gauges, and the counting efficiency of the CNC; 

uncertainty in the reproducibility of the flow rates; the question of the purity of 

the acid throughout the course of the experiments; losses of vapor and/or par­

ticles to surfaces or to evaporation; and the effect of the flow pattern, including 

mixing as well as the flow in the reactor chamber. 

Uncertainty in the relative humidity and relative acidity 

The uncertainties in temperature and pressure readings and in the repro­

ducibility of flow rates impacts the computed values of relative humidity and 

relative acidity, and may be quantified by the following analysis. By taking the 

logarithm of the expression for the relative humidity and differentiating, one 

obtains the relation 

dRH dYw dFH dFT dpzab dp~(Tm) -- = --+--+--+--+-~----
RH Yw FH FT Plab p~(Tm) 

(9) 

The flow rates of the acidified and dry streams are generally reproducible to 

within 1.5 percent and that of the humidified stream to within about three 

percent. The uncertainty in the total flow is less than or equal to the maxi­

mum uncertainty and may therefore be taken as 3 percent as an upper bound. 

The uncertainty associated with the thermistor measurement of the tempera­

tures is approximately 0.04 °C. The laboratory pressure is read from a mercury 

manometer to the nearest' 0.1 mm Hg; therefore the lab pressure is known to 

better than 0.1/760 ~ 10-4 , and its error can be neglected relative to the other 

errors (as will be shown). The variation in Yw may be expressed as 

(10) 

where the approximation Pbw - p~ (Tb) ~ Pbw has been made. The uncertainty 

in the saturation vapor pressures must be related to the uncertainty of the 
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temperature measurement. This is done by assuming that, over the temperature 

interval of interest, the saturation vapor pressure may be expressed as 

lnp~(T) =: + B (11) 

dp~(T) = -A dT . 
p~(T) T 2 

(12) 

For a representative value of T = 23°C. and the interval 20°C. < T < 

30°C., A ~ -5216. Then 

dp~(T) .04 _ 3 
p~(T) ~ -5216 (296_15) 2 = 2.4 x 10 . (13) 

If the uncertainty in the temperatures was as high as 0.1 °C., the relative error 

would be ~ 6 x 10-3 , still less than one percent. 

The pressure inside the water (and acid) bubbler is read as a gauge pressure, 

and therefore Pbw = Plab +·Pbw,gauge, and 

Pbw Plab + Pbw,g 
(14) 

This gauge pressure is read on a scale of Oto 5 psig (3.446 x 104 N m- 2) with 0.1 

psig (689.3 N m- 2) divisions, and therefore with an uncertainty of approximately 

0.03 psig (206.8 N m-2). For a typical laboratory pressure of 14.2 psia (9.788 

x104 N m- 2), 

0.03 dPbw 0.03 ---<--<---
14.2 + 5 Pbw 14.2 + 0 

0.0016 < dPbw < 0.0021 . 
Pbw 

(15) 

Therefore, a reasonable estimate of this uncertainty is dPbw/Pbw = 0.002. 

The total uncertainty in the relative humidity can thus be approximated as 

<J~H = 2(dp~(T))
2 

+ (dPbw)
2 

+ (dFH)
2 

+ (dFr)
2 

RH 2 p~(T) Pbw FH Fr 

lJRH 2 2 2 2 RH = 0.0048 + 0.002 + 0.03 + 0.03 = 0.043 . (16) 
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A conservative estimate of the total uncertainty is that the relative humidity is 

known to within five percent. 

Using similar arguments for the calculation of uncertainty in the relative 

acidity, one obtains 

(17) 

The acid vapor pressure curve has been estimated as 

-8006 
lnp~(T) = T + 2.14237lnT + 7.45208. (18) 

Again using a representative temperature of 23 °C., for an uncertainty of ±0.04 

°C., the sum of the two terms relating to the uncertainty of the vapor pressure 

is approximately equal to 0.008; for an uncertainty of ±0.1 °C., this is approx­

imately 0.02. Also, for a temperature difference of ±0.5° C. between the acid 

pool and the bath, the contribution to the change in RA is 0.046; therefore, as 

indicated earlier, the measured temperature of the acid pool must be used in 

calculating RA. 

The acid bubbler pressure is also read as a gauge pressure, on a scale of 0 

to 15 psig {1.034 x 105 N m-2) with 0.5 psig {3346 N m-2 ) divisions, so that 

the uncertainty is approximately 0.2 psig {1379 N m-2). Thus 

0.2 dpba 0.2 
----< --<--
14.2 + 15 Pba 14.2 

0.007 < dpba < 0.0141 . 
Pba 

{19) 

For the total uncertainty, one computes 

2 

;~~ = 0.008 2 + 0.0142 + 0.03 2 + 0.03 2 

ORA 
RA = 0.045. (20) 

It can therefore be estimated that the relative acidity is also known to within 

five percent. 
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Effect of acid purity 

Methanesulfonic acid from Alfa Chemical Company, with an assayed purity 

of 99.5%, was used without further purification. The nitrogen used in the exper­

iment contains a moisture content of not greater than 10 ppm. This corresponds 

to 0.01 cm3 of water vapor per liter of nitrogen, or 4.1 x 10-7 moles of water 

vapor per liter of nitrogen. Assuming two weeks of a constant nitrogen fl.ow of 

1 lmin- 1through the acid bubbler (the actual total nitrogen fl.ow over a series 

of experiments is smaller than this), at the end of the two weeks the acid will 

have absorbed 2.5 x 10-4 moles of water vapor. Since about 300 cm3 of acid 

are held in the bubbler (about 4.7 moles acid), the mole fraction of acid will 

have decreased to 0.999 after this time. Thus the change in activity that results 

from the bubbling process alone is only about 0.1 %, and is not important. Since 

acids are, in general, hygroscopic, the sample may pick up moisture during the 

runs (from diffusion of water vapor from the mixing chamber into the acid bub­

bler) or in handling. However, the reproducibility of the data with different acid 

samples, and with the same sample on different days, justifies the assumption 

that no measurable degradation of acid quality occurred over the course of the 

experiments. 

Effect of CNC response characteristics 

The response characteristics for the CNC used have been measured by Bartz 

et al. (1985). The counting efficiencies (based on the front panel readings) for 

3 nm and 20 nm particles, respectively, were reported to be 0.06 ±0.03 and 

0.86 ±0.05. The counting efficiency for particles having diameters above about 

30 nm is essentially 100%. Since the aerosol sizes are not measured in this 

experiment, the effect of the counting efficiencies upon the data can be estimated 

only by comparison with the theoretical predictions for particle size; these are 

summarized in Figure 11 . 

These predictions of Figure 11 were generated using the integral model ( to 

be described later) and assuming a residence time in the reactor of 12 seconds. 
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Both the aqueous diameter ( at the prevailing RH) and the diameter based on 

the acid content alone (that is, as if the aqueous particle were dried completely) 

are shown. The dry diameter is approximately half of the aqueous. Most of 

the calculated aqueous diameters are seen to be above 30 nm (0.03 µm), except 

for large nucleation rates (generally above 108 cm-3 s- 1), which occur at the 

higher RH and RA values. 

Interestingly, particle formation in the experiments was observed at the 

higher RA and RH ranges, but the number concentrations were much smaller 

than would be predicted theoretically form nucleation rates > 108 cm - 3 s- 1 

(the model results will be discussed more thoroughly in a following section). 

Therefore, one can interpret Figure 11 in two ways: first, by checking the grown 

droplet size for the experimental RH and RA, although the computed rate 

may be much larger than the apparent measured rate, and determining whether 

losses are likely to occur; or second, by checking the droplet sizes at nucleation 

rates (for the given constant RA or RH) that correspond more closely to the 

measured number concentrations (nucleation rates less than 106 cm-3 s- 1 ). 

Since nucleation and condensation compete for available acid vapor, the final 

Dp will be different for each of these approaches. If the second approach is 

chosen, one does not expect to see losses due to counting efficiency, as the grown 

sizes are rather large. If the first approach is taken, the predicted particle sizes 

are quite small and losses due to decreases in counting efficiency, as well as 

possible evaporative losses, may be significant. 

Below particle concentrations of 1000 cm-3 , the CNC counts particles in­

dividually. Since more than one particle may occasionally be in the viewing 

volume, a correction must be made to the front panel readings for this coinci­

dence error. The formula is 

Nactu.al = Nindicated exp(Nactu.azQt) ' (21) 

where Q = 5 cm3 s- 1 and t = 35 µs spent in the viewing volume. Nactu.al in 

the exponential term may be approximated by Nindicated• At higher concentra-
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tions the CNC operates in the photometric mode, using total scattered light to 

determine particle concentration. The instrument is calibrated from the factory 

for the counting in this mode, and losses should be negligible as long as the 

butanol used for detection has not been overly diluted; this is assured by fre­

quent draining and replacement of the alcohol pool. Also, the preset zero of the 

instrument in the photometric mode was checked after the series of experiments 

was completed, and found to be correct. 

The possibility also exists that aqueous particles, flowing through the CNC 

saturator tube, which is maintained at 35 °C., may lose water by evaporation 

before reaching the condenser tube. (The acid may be considered as nonvolatile 

over the experimental time scale.) If the quantity of acid in the particle is such 

that it would form a particle with a diameter of at least 30 nm, this would have 

no effect on the ultimate counting efficiency. However, if the particle evaporates 

to below 30 nm, this could result in low measured number counts. Again, the 

importance of this etrect can only be evaluated by comparison with theory; 

Figure 11 summarizes the expected impact of evaporation. 

Effect of particle and vapor losses to surfaces 

In order to obtain estimates of the particle and vapor losses to surfaces in 

the apparatus, one should first calculate the Reynolds numbers inside the tubing 

and inside the reactor. For a 2lmin- 1flow rate and v = 0.15 cm2 s-1 , one finds 

that the Re inside 1/4" O.D. Teflon tubing (3/16" (0.476 cm) I.D.) is about 600, 

and inside the reactor it is equal to about 70. Thus the flow can be adequately 

characterized as laminar. 

The problem of convective mass (or heat) transfer in laminar fl.ow through 

a circular pipe is known as the Graetz problem, and the solution is well known. 

Friedlander (1977) uses this solution to determine the fractional particle number 

concentration remaining suspended in the carrier gas as a function of the aerosol 

and flow properties. If the walls are considered to be perfect sinks for the vapor 

or particles, the mixed mean concentration nav can be related to the initial 
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concentration no by 

(22) 

where Gn and An are terms in the series solution, and xz is the dimensionless 

length. For particle diffusion, 

X D 
xz = a2 2U ' (23) 

and for vapor diffusion 

(24) 

Here, xis the axial length, Dis the particle diffusivity, dp is the particle diameter, 

DA is the vapor diffusivity, and U is a characteristic velocity. The relationship 

between D and dp is given by the Stokes-Einstein relation; values of D tabulated 

by Friedlander (1977) were used here. 

Representative values for nav/n0 for vapor and particles in both the tubing 

and reactor are shown in Table 1. It is seen that the walls are predicted to 

be effective sinks for particles smaller than about 0.01 µm, and also effective in 

reducing the vapor concentration. It is hoped that the glass and Teflon materials 

used in the apparatus will not in fact act as perfect sinks for these species, but 

the calculation does show that diffusional losses may become important for very 

small particles. Since the size of the particles was not measured, one can only 

estimate the importance of this effect by recourse to theoretical calculations of 

particle sizes (Figures 11 and 12). 

The sizes of critical nuclei, shown in Figure 12, are on the order of 0.001 

µm for the conditions of the experiment. (The total number of molecules in the 

critical cluster, na + nw, are also indicated.) If these critical nuclei are formed 

in the mixing chamber ( with a characteristic length scale of about 1 cm), some 

losses of the nuclei to the chamber walls may occur. However, theory indicates 

that the critical nuclei grow very rapidly initially, and the grown droplet sizes 

at the reactor outlet (Figure 11) are, for the most part, larger than 0.01 µm, 
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Table 1 

Reduction in particle and vapor concentrations 

due to diffusional losses 

Dp = .001 µm 

DP= .01 µm 

Dp = .1 µm 

Dp = 1 µ,m 

Pav/Po 

a. Distance (cm) traveled to achieve 

indicated reduction in particle concentration 

0.96 0.84 

0.41 4.1 41 

40 400 4000 

3100 3.1 X 104 3.1 X 105 

7.6 X 104 7.6 X 105 7.6 X 106 

b. Distance ( cm) traveled to achieve 

indicated reduction in vapor pressure 

0.96 

0.18 

0.085 

0.84 

1.8 

0.85 

0.40 

18 

8.5 

0.0005 

410 

4 X 104 

3.1 X 106 

7.6 X 107 

0.0005 

180 

85 
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and usually larger than 0.1 µm. The calculations summarized in Table 1 indicate 

that the losses will be minimal under these conditions. Even if nav/no = 0.5, 

the outlet concentration would differ by only a factor of 2 from the true number 

formed, not a very iarge error considering the order of magnitude changes in N 

that occur due to small changes in the initial RH or RA. Since the losses would 

be largest for smaller particles, which are associated with large N, this factor of 

2 or 3 would help explain why explain why the slope of the data is smaller than 

that predicted theoretically, in some cases almost leveling off at higher vapor 

concentrations. This last point will be discussed more thoroughly subsequently. 

The vapor losses are of greater concern, since a 5% change in RA or RH can 

change the predicted N by an order of magnitude; Table 1 indicates that such 

vapor losses may be rapid. It is very difficult to quantify the vapor or particle 

losses, either experimentally or theoretically, more accurately than the above 

simple analysis, particularly if the absorptivity of acid and water vapors on the 

materials used in the apparatus are unknown. However, the adsorptivities are 

expected to be low, since very inert materials-Teflon and glass-were used. 

Effect of imperfect mixing 

One of the critical assumptions in this experiment, and the modeling of 

the data, is that the mixing of the acidic and humid streams occurs on a very 

fast time scale and results in a perfectly homogeneous mixture. To justify this 

assumption, the characteristic mixing time can be evaluated using Taylor mi­

croscale arguments and compared with the residence time in the mixing cham­

ber. This is followed by a detailed study of the effect of imperfect mixing upon 

the initial nucleation rates and upon the overall observed rate of particle forma­

tion. 

The characteristic mixing time in the mixing chamber is given by 

_ (ML2)1/a 
'TM - KE ' (25) 

where Mis the vapor mass in the mixing chamber, Lis an appropriate length, 
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and KE is the kinetic energy of the entering vapors: 

1 
KE= pQ-u 2

• 
2 

(26) 

Here p is the vapor density, Q the volumetric flow rate, and u the linear velocity. 

In the Teflon mixing chamber used in this experiment, the combined dry and 

humidifed nitrogen streams are injected into the cylindrical mixing chamber 

(which has a volume of about 1 cm3) by means of eight 0.5 mm holes. The 

linear velocity can be readily calculated for various total (dry+humid) flow rates 

(since the velocity of the acidified stream, entering the mixing volume from the 

bottom via a relatively large opening, is much less, its contribution to the total 

kinetic energy can be ignored), and from this one computes the corresponding 

TM. Since the total flow rate through the mixer is kept constant at 2 l min - l, 

the residence time in the mixing chamber (TR) is also constant, and equal to 

approximately 30 ms. 

Table 2 shows the values of the mixing time and the ratio TR/TM for var­

ious (dry+humid) flow rates. For purposes of rapid and complete mixing, the 

quantity TR/TM should be large. The smallest ( dry+humid) flow used in the 

experiments (for RHnom = 15%) was 300 cm3 min- 1 , and it is seen from the 

table that the mixing time is on the order of tens of milliseconds and the ratio 

TR/TM is actually order one. For higher (dry+humid) flow rates, the mixing 

would appear to be adequate. 

The effect of segregation on the overall observed nucleation rate should be 

investigated. This can be done by assuming different "mixedness" ratios ( corre­

sponding to the degree of mixing in individual fluid packets) and computing the 

initial theoretical nucleation rate for that packet. The parameter X is defined 

as the fraction of the packet that consists of acidified flow. Then the relative 

humidity and acidity inside the packet are calculated from 
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Table 2 

Characteristic mixing time, TM, and 

the ratio of residence to mixing times, TR/TM 

TM (ms) 

16 1.9 

7.9 3.8 

5.9 5.1 

4.7 6.3 

4.0 7.6 

3.4 8.9 

2.6 11 
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Table 3 

Experimental conditions used in mixing analysis 

case 1 

1011 

396 

607 

0.44 

5.75 

24.88 

· 23.81 

25.23 

0.344 

0.179 

case 2 

1011 

808 

198 

0.63 

5.75 

25.01 

23.85 

25.35 

0.341 

0.357 

case 3 

1011 

1004 

0.73 

5.80 

25.00 

23.86 

25.34 

0.340 

0.440 
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RH 
Plab (1 - X)YwFH 

p~(Tm) (XFA + (1- X)[(l + Yw)FH + Fnl) 

RA = Plab P~(na) XFA 
Pba p~(Tm) (XFA + (1- X)[(l + Yw)FH + Fnl) 

(27) 

A value of X = 0.5 indicates perfect mixing. 

Representative calculations were performed for three experimental condi­

tions used in the RAnom = 50% run, summarized in Table 3 and Figure 13, 

for which RH varied from 0.179 to 0.440. Since the total (dry+humid) flow is 

constant, the mixing should be similar in all three runs; the effect of the mixing 

on the desired RH and RA will be investigated. The values of RH and RA were 

calculated for X ranging from 0 through 1 (Figure 13); from these initial vapor 

concentrations, the theoretical initial binary nucleation rate was computed. The 

variation of J B with Xis shown in Figure 14. It is seen that the peak nucleation 

rate is shifted from the desired conditions (X = 0.5) toward the region of lower 

acid content, and drops off rapidly for X greater than 0.5. Thus fluid packets 

that contain concentrations of acid vapor somewhat smaller than the perfectly 

mixed concentration experience initial nucleation rates similar to, or slightly 

higher than, the expected value, whereas packets relatively rich in acid vapor 

exhibit sharply decreased nucleation rates. 

In order to evaluate the overall observed initial nucleation rate, the following 

approximate analysis was made. It was assumed that a Gaussian distribution 

of X exists in the mixing chamber, centered about the desired value of X = 0.5, 

1 1 (-(X - 0.5) 2
) 

G(X) = ( ) 112 - exp 2 , 
2~ ux 2ux 

(28) 

where ux is the standard deviation of the distributed variable. By normalizing 

the computed nucleation rate at X with the desired rate, J B (0.5), the nucleation 

rate relative to the expected is obtained. Then the total relative nucleation rate 

IS 

- fl J(X) 
Jtotal = }X=O J(0.S) G(X) dX. (29) 
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Table 4 

Overall dimensionless nucleation rate, J(X), 

for various ax 

ax= 0.05 

1.022 

1.061 

1.018 

ux = 0.1 

0.984 

1.093 

1.017 

ax= 0.2 

0.743 

0.934 

0.886 

ax= 0.45 

0.390 

0.532 

0.518 
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The integrand was evaluated using !::,.X = 0.02 and a simple trapezoidal rule 

was used for the integration. Although this method is not highly accurate, it 

will provide some measure of the importance of segregation in the system. 

The overall dimensionless nucleation rates for the three experimental con­

ditions discussed above, and assuming various values of ux, are shown in Table 

4. The value of ux = 0.05 corresponds to nearly perfect mixing, whereas a value 

of 0.45 represents a highly nonideal mixing situation. It is seen that the overall 

nucleation rate for small ux is within a few percent of the expected rate, but 

can be less than half of the desired at higher ux, However, the calculated total 

rate is still within an order of magnitude of J(0.5), which is acceptable, partic­

ularly when compared to other sources of error in the experiment. For example, 

a ±5% variation in RH or RA results in an order of magnitude variation in 

total number of particles. It is difficult to determine experimentally the degree 

of mixing achieved, or its impact upon the experimental results, but from this 

analysis it would appear that, for the experiments performed, the mixing was 

adequate, except perhaps for FH = 300 cm3 min- 1 ; even in this case, the effect 

of moderately imperfect mixing on the observed results should be negligible. 

Effect of flow pattern in reactor 

The experiment is modeled using an integral model that applies to either a 

batch reactor or a plug flow reactor ( at constant temperature and volume). As 

discussed above, the Reynolds number inside the reactor is not large, and even 

after accounting for entrance effects (a few diameters in the axial direction) it 

would appear that the flow through most of the reactor is laminar. However, 

no tracer experiments have been done to estimate the actual behavior inside the 

reactor. Instead, a simple analysis is presented here to discuss the impact upon 

the experimental results of the assumption of the two extreme cases of chemical 

reactor: the plug flow (PFR) and the perfectly mixed continuous stirred tank 

(CSTR). The actual conversion of a reactor will be somewhere between the 

conversions predicted for each of these. 
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First, the integral model (SNM model) that will be described later in this 

work was used to find the total number concentration and mean particle size 

at the outlet of a plug flow reactor after a residence time r. This involves the 

numerical integration in time of the reaction rate equation 

dRA/dt = -RJ - Re, (30) 

where RJ and Re are the rates of nucleation and condensation, respectively, 

converted to the appropriate units. In other words, dRA/ dt measures the con­

version rate of acid vapor to acid in the aerosol phase. 

Next, in order to model the CSTR, its design equation was written in the 

form 
(RA 0 -RA) 

r = (-dRA/dt) ' 
(31) 

where again r is the residence time in the reactor and RA 0 is the initial acid 

vapor concentration. To find the acid vapor concentration RA at the CSTR 

outlet, the rate equation (Eqn. (30)) was integrated numerically and the value 

of r was printed out at each timestep. The conditions at the reactor outlet are 

those for which r is equal to the residence time of the reactor used. 

For these simulations, the residence time of the experimental reactor was 

estimated to be 12 s. Three different combinations of initial RH and RA were 

tested, and the results are shown in Figures 15 and 16, which show the conversion 

x ( equal to ( S Ao - SA)/ SA) and total particle number N as functions of r for 

both types of reactor. An interesting feature is immediately observed: the total 

predicted number concentrations at r = 12 sis the same for both the PFR and 

CSTR, whereas the total conversion to the aerosol phase-measured in part by 

the mean particle size-is somewhat different. These results suggest that the 

unknown flow field in the reactor will not have an effect upon the experimentally 

measured variable N. 

Cases 1 and 2 of Figures 15 and 16 correspond to moderate rates of nucle­

ation (RJ = 150 and 1000 cm-3 s- 1 , respectively), whereas Case 3 corresponds 
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to a high nucleation rate (RJ = 108). For the first two cases, very few particles 

are formed for residence times on the same order as the mixing time (10- 3 s), 

but significant particles are already formed for both the CSTR and PFR cases 

for the high nucleation rate of Case 3. 

The relative {dimensionless) rates of nucleation and condensation are pre­

sented in Figure 17 for Cases 1 and 3 as discussed above. These rates have 

been converted to relative acidity units, and so measure the importance of each 

mechanism in depleting the initial gas-phase MSA concentration. The nucle­

ation rate is seen to be approximately constant initially, as the condensation 

rate increases to a maximum. Near this maximum, the vapor has been depleted 

to an extent such that the nucleation rate drops off sharply and condensation 

is the only important gas-to-particle conversion mechanism. Except for the ini­

tial stage of nucleation, the dimensionless condensation rate is much larger than 

the dimensionless nucleati9n rate; this is especially true in the slower-nucleation 

Case 1, in which a smaller number of larger droplets are formed that are more 

effective in scavenging the acid vapor. 

Estimation of the time lag for nucleation 

The experimental results are to be analyzed with the classical binary nu­

cleation rate theory, which assumes a steady-state distribution of clusters. In 

order to evaluate the applicability of the steady-state assumption, the time lag 

for attainment of the steady state must be calculated and compared with the 

other time scales in the experiment. 

An expression for the time lag needed to attain steady-state nucleation in 

binary vapors was derived by Wilemski (1975). The general definition of the 

time lag used is 

(32) 

where In(t) is the net rate of formation of clusters of size n from size (n - 1), 

and 188 is the value of this net rate at steady state. First, rather than using 

the true nucleation path orientation with respect to the axes n 1 , n 2 , rotated 
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coordinates (s 1,s2) are defined using the angle 0, tan() = n 2/n1 (here, ni 1s 

the number of molecules of species i, and * denotes critical cluster properties). 

The approximation is made that the current component in the s 2 direction 

(perpendicular to the approximate nucleation path) is negligible. One can then 

transform the equation for f(t) (the nonequilibrium cluster concentration), 

8/ 
at (33) 

where Ii are the components of the current vector in the (ni, n 2) coordinate 

system, substituting for Ii and using the rotated coordinates, to obtain 

(34) 

D( ) - /h/32a(s1,s2) 
81, S2 - 2 ' 

/31 sin fJ + /32 cos2 fJ 
(35) 

where a(s1, s2) is the area of the critical cluster and c(s 1 , s2) is the equilibrium 

cluster concentration. Since only the path s2 = 0 is considered, Eqn. (34) is 

effectively reduced to a function of only one variable, and the technique of Frisch 

and Carlier (1971) for single--component systems could be applied to compute 

the time lag. In this manner, Wilemski found an approximate expression for the 

time lag in a binary system: 

D*(x) = 41rr*
2 

/31/32(x2/31 + (1- x) 2/32)-1 , 

ln S*(x) = (1 - x) ln S1(x) + x ln S2 (x) . 

(36) 

(37) 

(38) 

Here, x refers to the mole fraction of species 2, and the saturation ratios Si = 

pi/ aiP'/,. L( o:) is a slowly varying function of the free energy of critical nucleus 

formation, approximated by Wilemski as equal to 1.8. 

Eqn. (36) was used with parameter values for the MSA-H20 system for 

fixed RA = 0.34 and RH = 0.36, corresponding to conditions in two of the ex­

periments performed. The time lag was found to be on the order of milliseconds 
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to tens of milliseconds (Figure 18). This time is quite large, particularly when 

compared with that for single component systems such as supersaturated water 

vapor, for which the time lag is on the order of microseconds. The most impor­

tant contribution to the large time lag is the low concentration of acid molecules 

in the mixed system; since the steady state is established by molecular collisions, 

and these are less frequent for low-vapor-pressure species (that are here highly 

undersaturated as well), the steady state will take longer to be established. 

The estimated time lags are of the same order as the characteristic mixing 

time, and at high nucleation rates can be longer than characteristic times for 

changes to occur in the gas phase. For example, in Figure 16, for Case 3, a large 

number of particles are predicted to be formed in 10-3 s. This is undesirable: 

the model is formulated assuming that the cluster distribution responds quickly 

to changes in the gas phase, and so the time lag should be much shorter than any 

other experimental time constants. Therefore, interpretation of the experimental 

data must be done cautiously, with the limitations of the steady-state theory 

in mind; comparison of the experimental measurements with the predictions of 

a kinetic model of nucleation and growth (Huang and Seinfeld, 1988} would be 

very useful. The effect of the time lag upon the experimental results will be 

discussed in more detail in the following section. 
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VI. Comparison of experiments and simulations 

Gas-to-particle conversion in the continuous-flow mixing apparatus occurs 

by two mechanisms: nucleation of new particles and vapor condensation onto 

these particles. As was shown in the discussion of the PFR vs. CSTR approach 

to modeling (Figures 16 and 17), condensation quickly becomes the dominant 

means of mass transfer between the two phases after particles are formed by 

nucleation in the mixing section. To relate the predictions of the rate of binary 

nucleation (the rate of new particle formation) to the experimental results (total 

number concentrations at steady state), the competition between nucleation 

and growth processes for the available condensable vapors and its effect on the 

steady-state number concentrations must be considered. 

Integral model for nucleation and growth 

The model that is used here is an integral model, abbreviated the SNM 

model, since in the single-component case three variables are used to describe 

the vapor-aerosol system: the saturation ratio S, the total number of particles 

N, and the total mass in the aerosol phase (related to the mean diameter) 

M. Previous works have described the extension of this model to ideal binary 

systems (Kreidenweis et al., 1988) and its application to the methanesulfonic 

acid-sulfuric acid-water system (Kreidenweis and Seinfeld, 1988). This last 

reference, Chapter IV in this thesis, also discusses in detail the property data 

used in evaluating the model parameters for the acid-water binary and ternary 

systems, so that only a brief description of the model will be presented here. 

It is assumed that, because the partial pressure of water is so much greater 

than that of the acids, the relative humidity remains constant throughout the 

nucleation and condensation processes. The change in total number of parti­

cles is given by the binary nucleation rate at the instantaneous RA and the 

constant RH. The rate of condensation of acid vapor onto existing particles 

is computed by assuming a monodisperse aerosol, of a mean size calculated by 

dividing the total aerosol mass of acid vapor by the total number (yielding a 
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mass mean diameter of the distribution) and adding water to this acid droplet 

so that the droplet is in instantaneous equilibrium with the ambient RH, and 

computing the flux of acid vapor based on a driving force proportional to the 

difference between the acid vapor activity in the gas phase and over the droplet 

solution. Noncontinuum effects are accounted for by multiplying the continuum 

flux expression by the transition regime formula due to Dahneke (1983). 

The resulting set of simultaneous, coupled, ordinary differential equations, 

comprising the model, is 

with 

d:a = Mwa(g* RJb + Re) , 

dN 
dt = RJb ' 

(39) 

(40) 

(41) 

R, = a(i1rD,;p~D, [RA- a 0 exp (~::;)] /(Kn) )N (42) 

f(Kn) = (1 + Kn)/(1 + 2Kn(l + Kn)) . (43) 

As written, the model applies to an isothermal, constant-volume plug flow 

(or batch) reactor, but as discussed earlier, the results will be valid regardless 

of the fl.ow pattern in the reactor tube. The equations were integrated for 12 

seconds of simulation time (the approximate PFR residence time), using the 

mean "constant" RH or RA value, as indicated in Figures 19 through 24. The 

computed total numbers of particles for each set of experiments, along with the 

experimental data (from which the points corresponding to entrained particles 

have been removed), are shown in Figures 19 through 24. 

It is seen immediately that the SNM model, using the predictions of the 

"classical" binary nucleation theory, greatly overpredicts the numbers of parti­

cles that are formed under the experimental conditions. Two possible explana­

tions for this discrepancy must be considered. First, classical binary nucleation 
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theory may not be a valid representation of the particle formation in this sys­

tem, either because of errors in the way the free energy of the critical cluster 

is calculated ( the most frequently used explanation for the failure of classical 

theories to predict experimental data), or because of errors in the property data 

used. The second explanation is that the experimental design does not provide 

the ideal conditions assumed in the model, and has imposed restrictions upon 

the range of conditions for which particle formation can be observed. Evaluation 

of this second hypothesis requires detailed consideration of the model assump­

tions, for example, the assumption of a steady-state nucleation rate may not be 

valid for this system at the experimental conditions. One must also consider 

the experimental limitations ( discussed in general terms in the section dealing 

with the analysis of errors), such as the various time constants inherent in the 

equipment design, the detection limits of the instruments, and the possibility of 

vapor and particle losses. 

Applicability of classical binary nucleation theory 

Sensitivity to property data 

In considering the applicability of binary nucleation theory to the experi­

mental conditions, the first step should be to investigate the sensitivity of the 

calculated nucleation rate to changes in the input parameters. The effect of er­

rors in the property data upon the predictions of total number concentration can 

be considered quickly. First, it is well known that the surface tension (a) used in 

computing the critical cluster size has a substantial impact upon the predicted 

nucleation rate. This can be readily seen from the single-component nucleation 

rate expression (the binary expression is a direct analogy to this), which con­

tains the surf ace tension raised to the third power in the exponential term. 

Because nucleation theory rarely agrees with experimental data, a great deal of 

attention has been focused on the formulation of this exponential (energy) term, 

particularly on the validity of using the macroscopic surface tension to describe 

clusters containing fewer than 100 molecules. The possibility of a size-dependent 
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or non-equilibrium surface tension has been discussed (Rasmussen, 1982; Ras­

mussen, 1986; Spiegel et al., 1986). Recent investigations (Flageollet-Daniel et 

al., 1983; Wilemski, 1987) of surface enrichment effects have involved attempts 

to calculate corrections to the bulk surface tension for binary clusters. In the 

computations presented in this work, the compositions of the critical nuclei are 

determined using equations which are claimed to implicitly account for surface 

enrichment of clusters through the use of the Gibbs adsorption equation in their 

derivation (Wilemski, 1984). 

The problem of specifying the surface tension of a cluster is even more 

difficult in the binary case than in the single-component case, because of the 

dependence upon the composition of the critical cluster; frequently, detailed in­

formation on even the macroscopic surface tension as a function of composition 

is not available. Fortunately, for the simulations presented here, macroscopic 

surface tensions for aqueo~ methanesulfonic acid solutions, obtained by Hoppel 

(1987), were available, so that accurate values of the bulk property could be 

used in the model. It would undoubtedly be possible to fit the data quite well 

by varying the surface tension within acceptable limits, especially so since essen­

tially two adjustable parameters - the actual magnitude of a and the variation 

of a with composition - could be manipulated. 

In order to demonstrate the importance of the value of a in computing the 

nucleation rate, the following calculations were performed. The surface tension 

for MSA-water solutions was assumed to follow the simple relationship 

a = 53x + 72 ( 1 - X) , (44) 

where x is the mole fraction of acid in the solution. This is the estimate used 

in a previous study of MSA-water nucleation (Kreidenweis and Seinfeld, 1988), 

before the measurements of Hoppel (1987) were published. Although the linear 

relation and Hoppel's correlation are similar for x = 0 and x = 1, the linear 

estimate predicts higher surface tensions over the concentration range. Figures 

25 through 30 compare the model predictions using Hoppel's correlation and 
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using the linear estimate with the measurements, demonstrating the large shift in 

formation free energy (which impacts the theoretical "critical" RH or RA) that 

occurs due to the change in the surface tension. (The "critical" saturation ratio is 

defined as the minimum saturation ratio at which measurable nucleation occurs, 

and is usually approximated as the saturation ratio for which the nucleation 

rate is about 1 cm-3 s- 1 .) The linear relationship better reproduces the values 

of N as well as the slope of the data for RAnom = 50% and 60% and for 

RH nom = 40% and 50%, but overpredicts the data for RAnom = 30% and 

underpredicts for RHnom = 15%; the agreement could probably be made better 

by changing slightly the dependence of u upon x. The conclusions to be drawn 

from Figures 25 through 30 are first, that the model predictions are very sensitive 

to u, and second, that more theoretical work is required in understanding the 

correct formulation of the embryo free energy in nucleation theories, in particular 

the surface energy term. In the rest of the analysis presented here, the binary 

nucleation rate will be computed using the correlation of Hoppel for consistency. 

Other physical property data, such as density, have less effect on the com­

puted nucleation rate; however, the value of the acid vapor partial pressure can 

impact the rate if it is varied by several orders of magnitude. The critical cluster 

properties can be evaluated from only RA and RH, so that the absolute values 

of the partial pressures do not play a role in the energy term. However, the 

preexponential term in the rate expression can be simplified for the case of one 

component having a much lower vapor pressure than the other: 

c~ Pwf3a 1rD*2z. 
kT sin2¢> P 

( 45) 

At a given relative humidity (Pw) the frequency factor is thus proportional to the 

impingement rate of acid molecules, f3a, which is, in turn, proportional to the 

partial pressure of acid vapor. For the simulations presented here, the saturation 

vapor pressure of MSA was estimated to be about 1 ppm at 25 °C. This estimate 

is based upon the measurements of Clegg and Brimblecombe (1985) at 25 °C. 

and published data at 122 °C. and 167 °C. (Weast, 1977). These three values 
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were found to be well represented by Eqn. (18); it is unlikely that this estimate 

is far enough off to have a measurable impact upon the calculations. 

Applicability of the steady-state assumption 

One of the key assumptions in the derivation of the "classical" nucleation 

theories is that a steady-state Boltzmann distribution of clusters exists in the 

gas phase, so that the number of clusters containing g molecules (for the single­

component case) is given by 

(46) 

In writing Eqn. (46), it is assumed that the monomers (n 1 ) greatly outnumber 

the molecules associated with clusters. Therefore, it can be seen that the energy 

"barrier", 6.G g, must be much greater than zero for g 2:: 2 for this assumption 

to hold. In other words, if no significant energy barrier for the phase change 

from vapor to liquid droplet exists, then steady state nucleation theory cannot 

be applied. 

Warren et al. (1987) have developed a criterion, for the single-component 

case, to approximate when the activation energy barrier is large enough so that 

the monomer concentration is the predominant fraction of the total cluster con­

centration. This criterion takes the form 

InS < 0.4a* , (47) 

where S is the saturation ratio of the single component and a* is a dimensionless 

surface tension, defined by writing the exponential term in the nucleation rate 

expression as 

exp(-a* 3 /2 ln2 S) . ( 48) 

Since the number of molecules in a critical cluster, g*, is given by 

g* = (a*/InS) 3
, (49) 



-190-

this criterion implies (approximately) g* ~ 16. This criterion was chosen, some­

what arbitrarily, since for clusters smaller than this, the cluster-cluster inter­

actions (and not just monomer-cluster collisions, as assumed in the classical 

theory) begin to impact the nucleation rate. 

In the binary case, the formation free energy can be written as 

161ru3V 2 
t:,.G* -----­

B - 3(RT 1n 8*) 2 ' 
(50) 

where V is the molar volume of the solution and where the effective binary 

saturation ratio S* has been defined as (writing this for the case of aqueous acid 

aerosol) 

s· = ( ~~) •-•· ( ~:) ,· . (51) 

Here, x* is the mole fraction of acid in the critical cluster solution. 

By analogy, then, one may define a dimensionless surface tension in the 

binary case as 

* 3 32 1r V 3 
( )

2 

( u 8 ) = 3 kT RT u ' (52) 

with the corresponding criterion for the applicability of the classical theory: 

lnS* 
--*- < 0.4. 

O"B 
(53) 

The ratio lnS* /a8 has been computed for the experimental conditions, and is 

shown in Figure 31 as a function of the relative humidity or acidity. (Since this 

criterion is related to the size of the critical clusters, similar information, but 

in a less convenient form, is given by Figure 12, which shows the approximate 

total number of molecules, g8 = n; + n~, for MSA-water critical clusters.) It is 

seen that only the conditions for RH nom = 15% fall well within the bound, but 

for the other experiments most of the conditions fall within or near the bound. 

Interestingly, the data for RHnom = 15% do not give the best agreement with 

the model predictions; rather, the data for RAnom = 60% are closest to the 

theoretical values. It is also seen that the related formation free energies (Figure 
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32) are very similar for all runs except RHnom = 15%, which has higher energies 

and therefore lower nucleation rates (Figure 33). 

Based upon these observations, one would expect that, if all of the model 

predictions were displayed on a single plot ( again, with the exception of RH nom 

= 15%), measurable N values would be expected to lie within relatively narrow 

ranges of the variables RA and RH (that is, the "critical" RA and RH values 

are similar). This is indeed observed when the model results are superimposed, 

and also if all of the experimental data are superimposed, with the exception of 

RAnom = 30%. For RAnom = 30%, the experimental observations are shifted to 

higher relative humidity than might be expected from theoretical considerations 

of the embryo free energy. In other words, the model does predict that nucleation 

for RH nom = 15% will occur at noticeably higher RA than in the other constant­

RH runs, but does not predict the observation that nucleation at RAnom = 30% 

will be shifted to higher relative humidities than in the other constant-RA runs. 

Care must be taken in evaluating the significance of these observations. 

First, the formation free energies (and the energy barrier criteria) have been 

evaluated assuming that the parameters used in the binary nucleation rate ex­

pression are appropriate; as was demonstrated above, changes in the parameters, 

especially in the solution surface tension, can dramatically alter these predic­

tions. On the other hand, the observation of apparently anomalous results for 

the case of RAnom = 30% suggests that it may be of interest to explore other rea­

sons for this behavior, rather than ascribing it to errors in the rate calculation, 

to determine whether any other consistent explanations can be hypothesized; 

these explanations may be helpful in evaluating the influence of other effects on 

the experimental observations. 

Applicability of the integral model 

The integral model is based upon a number of assumptions, the validity 

of which must be evaluated. These are properly considered as relating to the 

experimental limitations, rather than the theoretical, because one is testing 
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whether or not the experiment conforms to the idealized conditions of the model, 

and how greatly any nonconformities impact the comparison with the model 

results. 

Effect of the isothermal assumption 

First, classical nucleation theories are derived assuming isothermal condi­

tions, and the model does not take into account any latent heat released during 

nucleation or condensation processes. The increase in temperature of the sur­

rounding gas would have the effect of lowering the local RA or RH, decreasing 

the overall nucleation rate. The increase in temperature of a liquid droplet dur­

ing growth would raise the vapor pressures of water and acid at the surface, 

lowering the driving force for condensation and thereby favoring nucleation. 

These two effects thus act in opposite directions and will cancel each other out 

to some extent. 

Since the latent heat of water is large, and MSA and water have a high 

heat of mixing (this is observed when MSA is diluted with water in a beaker, 

but no measurements of ll.H mix exist), a ballpark estimate of the maximum 

temperature change that could occur during nucleation and growth would be 

useful in quantifying the effect of the isothermal assumption. The latent heat 

of water (all quantities will be estimated at 25 °C.) is about 189 kcal gmol- 1 , 

and from the estimated vapor pressure curve of MSA, its latent heat is about 

15.9 kcal gmo1- 1 • Neglecting for the moment the heat of mixing, and assuming 

that all released heat goes into raising the ambient gas temperature, a worst­

case calculation will be made for RA = 0.6 and RH = 0.6. If all of the acid 

vapor condensed at once, and formed a solution in equilibrium with the relative 

humidity (aw = 0.6), this solution would have a mole fraction of MSA of approx­

imately 0.13, so that about 6. 7 moles of water would condense for every mole of 

acid. For a gas-phase heat capacity of 7 cal gmol- 1 °C. -l, the corresponding 

temperature rise of the ambient gas is ll.T = 0.11 °C. Essentially the same result 

is obtained if the heat of mixing of sulfuric acid and water are included as an 
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estimate for AH mix for MSA and water, since the latent heat of water is the 

dominant contributor to the energy released. For an acid concentration closer 

to that used in the experiments (RA = 0.23), the corresponding temperature 

rise is about 0.04 °C., about the same as the uncertainty in the temperature 

measurements. A rise of 0.04 °C. decreases the relative humidity and relative 

acidity by less than one percent; a rise of 0.11 °C. decreases RH by about 1.3% 

and decreases RA by about 2%. These changes have negligible impact on the nu­

cleation rate (much less than an order of magnitude). Therefore, the isothermal 

assumption is a valid one. 

Effect of coagulation 

The integral model does not consider the effect of coagulation on the ulti­

mate number concentrations predicted. Coagulation is difficult to include in a 

model that assumes a monodisperse aerosol, particularly since the coagulation 

coefficient {K12) depends very strongly on the sizes of the colliding particles. 

For the special case of constant K 12 , the solution of the coagulation equation is 

(54) 

The rate of coagulation is minimized for particles of the same size, and is largest 

for very small particles coagulating with very large ones; theoretical coagulation 

coeflicents have been calculated (Friedlander, 1977) for 6 different particle size 

combinations (Dp between 0.01 and 1 µm, Table 5); these range from about 10 

x10- 10 to 3200 x10- 10 cm3 s- 1 . 

To estimate the effect of coagulation in the experiment, the final number 

concentrations at time t = 12 s, assuming N{0) = 104 to 1011 , were calculated 

from Eqn. (54), for four different values of K 12 (Table 6). (It should be noted 

that RA= 0.6 corresponds to about 1013 acid molecules cm-3 , so that an initial 

number concentration of 1011 implies very small particles, containing only about 

100 acid molecules each.) For values of K 12 up to 1000 x10- 10 , coagulation has 

very little effect for initial particle concentrations up to about 106 cm-3 ; for 
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Table 5 

Estimates of the coagulation coefficient, K 12 x 10-10 

Dp2 , µm 0.01 0.1 1.0 

Dp1 = 0.01 µm 18 

Dp1 = 0.1 µm 240 14.4 

Dp1 = 1.0 µm 3200 48 6.8 
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Table 6 

Final number concentration N (cm-3 ) after 12 s coagulation time 

for various initial N(0) and constant K 12 x 10-10 

N(0) K12 = 10 K12 = 100 K12 = 1000 K12 = 10000 

104 1.00 X 104 9.99 X 103 9.94 X 103 9.43 X 103 

105 9.99 X 104 9.94 X 104 9.43 X 104 6.25 X 104 

106 9.94 X 105 9.43 X 105 6.25 X 105 1.43 X 105 

101 9.43 X 106 6.25 X 106 1.43 X 106 1.64 X 105 

108 6.25 X 107 1.43 X 107 1.64 X 106 1.66 X 105 

109 1.43 X 108 1.64 X 107 1.66 X 106 1.67 X 105 

1010 1.64 X 108 1.66 X 107 1.67 X 106 1.67 X 105 

1011 1.66 X 108 1.67 X 107 1.67 X 106 1.67 X 105 
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higher N(O) (and for K 12 = 10-6), the final number concentrations can be 

greatly reduced, and one actually finds that a wide range of initial particle 

concentrations ( 108 through 1012 , for example) produce the same final number 

concentration after 12 s. 

To apply these calculations to the experimental results, two extreme possi­

bilities can be considered for what is occurring in the experimental apparatus, 

for which the maximum measured N was about 105 cm-3 • First, very rapid 

nucleation may occur in the mixing section, resulting in a large number of par­

ticles that coagulate to a final N of about 105 cm-3 • For small K 12, this is not 

supported by the calculations shown in Table 6, since high initial number concen­

trations also result in relatively high(> 107 cm- 1) final number concentrations. 

If a very large number of initial particles are formed very rapidly, these will be 

very small and very nearly monodisperse. From Table 5, it is seen that large 

K 12 are calculated only for polydisperse systern1: Therefore, the coagulation 

results shown in Table 6 for large K 12 do not realistically describe coagulation 

of a rapidly formed, nearly monodisperse, high-number-concentration aerosol. 

The second case that may be considered is that a highly polydisperse aerosol 

will be formed in the experiment, and consequently the results for large K12 

can be applied to state that, for large N(0), coagulation will greatly reduce the 

observed number concentration. However, for a polydisperse aerosol, the num­

ber concentrations cannot be large enough for appreciable coagulation (> 107 

cm-1) since the total number of acid molecules is limited, and a large number 

of these are needed to produce each large particle; in addition, as the large 

particles are formed, these will be very effective in scavenging the acid vapor, 

suppressing nucleation of new, small particles. In other words, polydispersity 

and large particle sizes are associated with smaller total number concentrations, 

whereas higher number concentrations and smaller particle sizes are associated 

with more nearly monodisperse aerosols. Therefore, it may be concluded that 

neglecting coagulation in the analysis of the experimental results is a reasonable 
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approximation. 

Effect of polydispersity 

For the calculations using the integral model that are presented in this 

work, the parameter a, which accounts for the polydispersity of the aerosol 

in evaluating the total condensation rate onto all particles, was set equal to 

one. This is the equivalent of assuming that the aerosol is monodisperse, which 

maximizes the condensation rate (and hence tends. to underpredict nucleation 

somewhat) (Kreidenweis et al., 1988). For the special case of a lognormal aerosol, 

(55) 

where a g is the variance of the distribution. For a moderate degree of polydis­

persity, for example ag = 1.3, a= 0.93, so that the predicted condensation rate 

is about 7 percent too large; this will not have a very large effect upon the final 

computed number concentration. At any rate, the effect would be to increase 

N, whereas the model predictions with a = 1 are already much larger than the 

measured N. 

Polydispersity of the aerosol can have another effect, however, in the mea­

surement of the total number concentrations by the CNC. The CNC has a 

distribution of efficiencies depending upon the particle size; the efficiency is re­

duced for particle diameters below 0.03 µm. One may postulate that, although 

the theoretical mass mean diameter computed using the integral model is large 

enough to be counted with high efficiency by the CNC, a significant number 

of the particles in the size-distributed aerosol that is actually produced in the 

experiment may have diameters less than the mass mean and may be counted 

with much lower efficiency. The result would be that the measured number 

concentrations are much less than the true number concentrations, because the 

CNC has "missed" counting a large number of small particles. 

If the assumption of a lognormal aerosol is again invoked, some estimates 

can be made as to when the CNC counting efficiency significantly affects the 
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observed number concentration. As a worst case scenario, it is assumed that 

no particles less than 0.03 µm are counted. If the measured concentrations are, 

for example, two orders of magnitude lower than the true concentrations, 99% 

of the particles must have diameters less than 0.03 µm. The cumulative size 

distribution F(Dp) (written here for a lognormal aerosol) expresses the fraction 

of the total aerosol population having diameters less than or equal to Dp: 

(56) 

where Dp" is the geometric mean diameter of the distribution, which can be 

related to the mass mean diameter DPrn: 

(57) 

Substituting the values F(Dp) = 0.99, Dp=0.03 µm, and a representative <lg 

of 1.3, one computes DPrn = 0.016 µm. This implies that, if the mass mean 

diameter calculated from the integral model is less than or equal to about 0.016 

µm, and if the CNC does not count any particles less than 0.03 µm, the measured 

number concentrations will be about two orders of magnitude too low. For the 

same ug, if DPrn = 0.01 µm, the measured concentrations are about 3 x 10-4 

those of the true. 

The first point that should be made is that this calculation is unrealistic 

to the extent that it assumes the CNC will not detect any particles smaller 

than 0.03 µm, whereas in practice there will be some finite efficiency for even 

extremely small ( < 0.005 µm) particles. Furthermore, such very small particles 

are associated with large number concentrations (0(1010) cm-3 ), so even for an 

efficiency of 10-4, a measured concentration of 106 cm-3 would be indicated. 

Thus it is extremely unlikely that many undetected particles were formed in 

cases where the measured concentrations were very low (less than 1000 cm-3 , 

for example). 

Second, from Figure 11 one can estimate that an aqueous particle with Dp 

= 0.01 µm is equivalent to an acid-only diameter of about 0.005 µm, from which 
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the moles of acid per particle can be calculated. For RA between about 0.2 and 

0.6, as in the experiment, if all of the acid vapor is converted to the aerosol phase, 

one would expect number concentrations on the order of 109 to 1010 cm-3 for 

DPrn = 0.01 µm. Applying the computed efficiencies, one may conclude that the 

measured counts will be on the order of 106 cm- 1 . Thus it is possible that, for 

the highest number concentrations measured, a drop in CNC counting efficiency 

has influenced the measurements. By "correcting" the measured number con­

centrations (those> 105 cm-3 , for example) for this effect, the slope of the data 

would be increased, in better agreement with the model predictions. However, 

the data would not be appreciably "shifted" to smaller RA or RH (that is, the 

"critical" RA or RH would not agree better with the model predictions) unless 

the CNC efficiency correction could also be applied to the measured low number 

concentrations ( < 104 cm-3). As discussed above, the applicability of this cor­

rection to the low measured number concentrations is unlikely, since the grown 

particle diameters computed by the model at smaller number concentrations 

are relatively large (> 0.lµm), and the efficiency of counting would be large. In 

fact, for DPrn = 0.04 µm, only about 15% of the total particles have diameters 

less than 0.03 µm; DPm = 0.04 µmis the acid-only diameter computed for RA 

= 0.2 and N = 107 cm-3 assuming that all of the acid vapor is converted to 

aerosol. Even if only one-third of the available acid vapor were converted, the 

final DPrn would be about 0.027 µm, only 58% of the total particles would have 

diameters less than 0.03 µm, and the measured concentrations would therefore 

be low by only about a factor of two (that is, the measurements would be very 

close to N = 107 cm-3). 

To summarize the expected effects of polydispersity, the assumption of a 

monodisperse aerosol is not expected to significantly affect the model predic­

tions, since a will not differ greatly from one for the experimental aerosol. For 

high number concentrations and small particle sizes, the polydispersity can af­

fect the measurement of particle concentrations if the mass mean diameter is 
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less than about 0.016 µm. In this case, a significant number of particles will 

have diameters small enough that the efficiency of the CNC in counting these 

particles is greatly reduced. The expected effect is that the measured number 

concentrations at high N (greater than about 105 cm-3) may be low by several 

orders of magnitude; if the measurements are corrected for this effect, the slope 

of the data will become steeper, but the intercept ( the "critical" RA or RH) 

will not be affected, since the efficiency correction is shown not to apply at low 

particle number concentrations. 

Effect of rate of condensation 

Since nucleation must compete with condensation for the available acid va­

por, it is possible that errors in the computed condensation rate can overpredict 

( or underpredict) the final number concentrations. (This effect is considered sep­

arately from the effect of a, which is discussed above.) The condensation rate is 

given by Eqn. (42), and for large particles (continuum regime, Kn --+ 0) and 

small particles (free molecular regime, Kn large) can be written 

(58) 

-2 -

Rc(free molecular)= 21rDijP~D~ (RA - aaexp(~uV a ))N. 
4" DpRT 

(59) 

The polydispersity factor a has been omitted in the above equations since its 

effect has already been considered, and the effect of N upon Re will also not 

be discussed here. Of the remaining parameters in the condensation rate ex­

pressions, it is unlikely that Dif will be in error by more than a few percent, so 

that the parameters that will be focused on are p~, Dp, and the driving force, 

( RA - aa x Kelvin effect). 

To test the impact of variations in Re, the condensation rate was increased 

by an order of magnitude. In the continuum case, this would correspond to an 

order of magnitude increase in p~, D p, or the driving force. It is unlikely that 

the estimates of the saturation vapor pressure or the diameter will be incorrect 
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by such a large factor, although if each of these were low by a factor of three 

the total error would be about an order of magnitude. If the computed acid 

activities are higher than the true activities, the computed driving force is too 

small, conceivably by an order of magnitude. ( Of course, such errors in the acid 

activities would also affect the computed nucleation rates.) The continuum flux 

expression is expected to apply for large particle sizes, which have grown at 

the expense of the ambient RA; however, if RA has been reduced significantly, 

nucleation will be quenched, and changes in Re(continuum) will merely affect 

the final size and have little impact on the total number. 

In the free molecular regime, Re has a n; dependence on diameter, so a 

factor of three increase in Dp would increase the condensation rate by a factor 

of almost ten. In addition, increasing the diameter would decrease the Kelvin 

term, increasing the driving force for condensation. The impact of such changes 

is especially important for the free molecular flux, since this is the limiting form 

which is expected to apply in the early stages of condensational growth, when 

new particles are still being formed and changes in the growth equation can 

significantly affect the competition for acid vapor, and thereby the total number 

concentration. 

Values of N generated by the integral model for RH = 0.113 and RH = 
0.345 at various RA are shown in Table 7 for Re computed from Eqn. ( 42) and 

for 10 X Re. It is seen that the order of magnitude increase in Re results in 

about five times fewer particles. Therefore, a change in the condensation rate 

produces a roughly proportional change in the total number of particles. In most 

of the comparisons between experiment and predictions, the predicted number 

concentrations are high by many orders of magnitude; errors in the condensation 

rate are unlikely to be this large, and are therefore not of great importance in 

explaining the observed differences. 
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Table 7 

Number concentrations N ( cm-3 ) after 12 s 

from integral model with Re and 10 x Re 

RH= 0.113 

N using Re 

3.7 

730 

8.84 X 103 

6.20 X 104 

RH= 0.345 

N using Re 

2.1 

6.65 X 103 

1.37 X 105 

N using 10 X Re 

3.2 

163 

1.83 X 103 

1.20 X 104 

N using 10 X Re 

1.9 

1.37 X 103 

2.59 X 104 
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Effect of entrained particles 

As noted in the discussion of the experimental procedure, low ( < 100 cm-3 ) 

number concentrations of entrained particles were present in some of the exper­

iments. Since these particles are capable of scavenging acid vapor and thereby 

affecting the rate of nucleation, their impact upon the final number concentra­

tions was examined using the integral model. For this study, one additional 

differential equation was included to describe the growth of particles in the 

preexisting mode; nucleation and growth of a second mode was allowed as be­

fore. The preexisting particles were assumed to have diameters of about 0.5 

µm and N=lO0 cm-3 • Table 8 summarizes the final number concentrations 

produced in the presence and absence of the entrained particles at RH = 0.113 

and RH = 0.345. As expected, the presence of the preexisting particles has 

very little effect upon the number of new particles nucleated for final number 

concentrations significantly larger than that of the entrained droplets. 

Impact of experimental design 

The final explanation for the differences between the observed and pre­

dicted number concentrations in the experiments reported here is that they are 

due to the design, and consequently the behavior, of the apparatus itself. The 

two major effects that will be discussed here are the possible losses ( of particles 

or vapors) that can occur in the apparatus, and the comparison of the exper­

imental time constants, particularly the characteristic mixing time, with the 

characteristic time scales of the phenomena being investigated. 

Effect of particle and vapor losses to surfaces 

As discussed in a previous section, particle and vapor losses are difficult 

to predict. The analysis presented using the solution of the Graetz equation, 

assuming the surfaces are perfect sinks, suggested that losses of very small par­

ticles (essentially, the critical clusters) may occur, but these are not expected to 

be very great. Also, the materials used in the construction of the apparatus­

exclusively Teflon and glass, with some necessary Viton O-rings, in the 
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Table 8 

Number concentrations in nucleated mode N (cm-3 ) after 12 s 

with and without preexisting particles Npe 

RA 

0.20 

0.25 

0.30 

0.35 

RA 

0.07 

0.10 

0.12 

RH= 0.113 

N 

3.7 

730 

8.84 X 103 

6.20 X 104 

RH= 0.345 

N 

Npe = O 

2.1 

6.65 X 103 

1.37 X 105 

N 

Npe = 100 

2.2 

552 

8.32 X 103 

6.05 X 104 

N 

Npe = 100 

1.1 

6.21 X 103 

1.35 X 105 
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nucleation and growth sections-were carefully_ chosen to minimize chemical 

interactions, and the assumption of a perfect sink at the surface is unrealis­

tic. H one computes as a characteristic time for vapor diffusion the quantity 

r dif f ~ R;/ Dij, where Rt is the tube radius and Dij the vapor diffusivity, a 

characteristic time on the order of 20 s is obtained. Thus it is unlikely that vapor 

losses in the reactor will significantly affect the nucleation rate, particularly in 

that, for most cases, new particles will be formed during a nucleation burst that 

occurs primarily in the mixing section, and very little vapor ( or particle) loss 

will occur on this length scale ( about 1 cm). 

Water or acid vapor may be lost to surfaces prior to the mixing cham­

ber, resulting in decreased nucleation rates. An attempt was made to evaluate 

what corrections would have to be applied to the relative humidities to obtain 

agreement between the theoretical predictions and the experimental data. (This 

assumes, of course, the validity of the computed nucleation rate, which has been 

called into question in the preceding discussions.) First, the "shift" ( along the 

RH axis) for the constant RA experiments (Figures 19, 20 and 21) was mea­

sured. This was accomplished by taking each experimental data point for these 

experiments, noting the experimental RH, and finding the theoretical RH that 

produced the same total number concentration. Plotting RHtheory as a function 

of RHexpt gave an approximately linear relationship, correlated by 

RHtheory = 0.136RHexpt + 0.055 . (60) 

Next, the experimental constant RH values (Figures 22, 23 and 24) were "cor­

rected" according to this relationship, and the SNM model was applied using 

these new RH values. The experimental data and model results for both RH expt 

and RHtheory are shown in Figures 34 through 36. The corrected RH values 

produce total number concentrations that are in surprisingly good agreement 

with the measured. Not only the values of N, but the slope of the data, appear 

to be better represented. The same technique was attempted for a correction to 

the constant-RA experiments, but RAtheory and RAexpt could not be correlated. 
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There are two possible explanations for the success of the RH correction. 

The more obvious of these is that extensive losses of water vapor to tubing walls 

occurred before the stream entered the mixing chamber ( the correlation sug­

gests that RHexpt = 10% be corrected to RHtheory = 7%, and RHexpt = 60% 

be corrected to RHtheory = 13%). Losses may have indeed been a problem, 

since a rather long Teflon line was used inside the bath in order that the tem­

perature of the mixed dry /humid streams would equilibrate with that of the 

bath. However, checks on the relative humidity were made before the data 

were taken, and the measured RH was found to agree with the calculated to 

within experimental error. (The RH was not measured during the runs because 

the presence of acid vapor might damage the sensor in the humidity meter.) 

Also, the correlation suggests that losses were greater for the higher-humidity 

runs; this is not supported theoretically, since the dimensionless length xz in 

the Graetz formula will be the same for all initial humidities ( as long as the ve­

locity remains the same), which results in the same dimensionless mixed mean 

concentration Pav/ Po• Therefore, the losses from all initial humidities will be of 

the same relative proportion, unlike the predictions of the correlation. Last, if 

extensive vapor losses occurred, condensation would be observed in the Teflon 

lines, and a hysteresis effect (slow response to changes in the input RH) would 

be observed in the measured number concentrations. Neither of these effects 

was observed during the course of the experiments. 

The second and more plausible explanation for the success of Eqn. (60) 

is that the shift in RH represents a correction to the theoretical nucleation 

rates. A lower RH will result in a lower nucleation rate, slower particle for­

mation, and increased importance of condensation. Therefore, decreasing the 

humidity will change the energetics of the nucleation rate and the kinetics of 

the growth process, both of these acting in the same direction to lower the final 

number concentration. The success of this "correction" may then be viewed 

as further evidence that, in applying steady-state binary nucleation theory to 
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this experiment, the formation free energies of the critical nuclei are somewhat 

underpredicted by using the available macroscopic thermodynamics, and the 

condensation rate is also somewhat underpredicted (when the theoretical nucle­

ation rates are large). By decreasing the humidity, one may also be effectively 

"eliminating" particles that are actually formed in the experiment, but are not 

counted because of evaporative or diffusional losses, thereby obtaining better 

apparent agreement between theory and experiment. Exploration of these ideas 

is an interesting possibility for future theoretical and experimental efforts. 

Effect of experimental time scales 

As discussed earlier, an important consideration when applying classical 

nucleation theory is the time lag for the cluster distribution to reach steady 

state. If the time lag is longer than the experimental observation time, the 

steady-state nucleation rate will not be observed. (For example, the effect of 

long time lags on experiments using expansion chambers, which have very short 

experimental time scales, has been discussed in detail by Schelling and Reiss 

(1981).) Since the residence time for nucleation and growth is of the order of 

12 s in our experiments, the time lag ( expected, and found, to be much shorter 

than this) will not prevent observation of nucleation phenomena. However, it 

is possible that, if the time lag is of the same order of magnitude as other 

experimental time constants, it can affect the kinetics of the nucleation rate. 

The steady-state nucleation rate is not established until after this transient, but 

the integral model assumes that no gas-to-particle conversion occurs during the 

mixing process and that the steady-state theory applies immediately after the 

vapors have been mixed and the initial RA and RH have been established. 

The time lags for the establishment of the steady-state cluster distribution 

have been calculated for the experimental conditions and are presented in Figure 

37. (Again, it must be stated that these were computed assuming that the 

classical binary nucleation theory and the macroscopic property data values 

were adequate in describing this system.) From this Figure, RAnom = 30% can 
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be readily distinguished as different from the other constant-RA runs, in that 

the time lags for this case are much higher, although the estimated nucleation 

rates (Figure 33) are similar to those for RA = 50% and RA = 60%. This is 

an interesting observation, since it was mentioned earlier (in the discussion of 

the applicability of the steady-state assumption) that the disagreement between 

theory and experiment for RA = 30% was larger than might be expected from 

energy considerations alone. The time lags also suggest an explanation of why 

RAnom = 60% shows the best agreement between theory and experiment: the 

time lags are the lowest within the constant-RA set of experiments, and are 

lower than most of those computed for the constant-RH experiments. Those 

few conditions for which the constant-RH time lags are shorter correspond to 

large initial nucleation rates ( and an energy barrier that falls outside the criterion 

discussed above). These observations reinforce the point that not only must the 

applicability of the steady-state nucleation theory be tested using energy criteria, 

but the kinetic limitations, described by the time lag, must also be considered. 

Another interesting observation regarding the time lags can be made: if one 

estimates the RA or RH at which measurable particle formation first occurs 

for each set of experiments and computes the corresponding time lags at these 

"critical" RA and RH values, one finds that these time lags are between about 

2.5 and 3.5 ms. The time lags are replotted in Figure 38 with numbers indicating 

the approximate theoretical initial nucleation rates, RJ
0

• For time lags longer 

than about 3.5 ms, no particles were observed experimentally, although from 

Figure 38 it is seen that in some cases large initial nucleation rates are predicted 

above this cutoff. The reason for this may be related to the mixing times in the 

apparatus, which may be considered to be between 3 and 8 ms for most of the 

experimental conditions. The initial conditions (RA and RH in the completely 

mixed stream) that are used as inputs for the integral model are not established 

until after the streams have been in contact for the mixing time ( about 3 to 8 

ms); if the time lag is of the same order, the cluster distribution cannot respond 
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quickly to the changes in RA and RH during mixing. Of course, the steady­

state cluster distribution can be established in a few milliseconds after complete 

mixing has been achieved, so that the fact that the mixing time and lag time 

are of the same order will have no consequence unless other changes occur over 

these time scales. For example, if particle formation occurred as soon as acid and 

water vapors were brought into contact, this formation could not be described 

by steady-state nucleation theory, and if a significant number of particles were 

formed during this contact time, these could affect the subsequent gas-to-particle 

conversion that did occur after complete mixing (by scavenging vapors). 

It is important to note that the analysis of the effect of imperfect mix­

ing presented earlier, suggesting that the overall nucleation rate would not be 

greatly affected by moderate degrees of segregation, used the predictions of the 

classical theory and therefore assumed that the steady-state cluster distribution 

was valid, equivalent to assuming that the time lag was much shorter than the 

mixing time scale. Since this is not the case, the imperfect mixing analysis 

cannot be applied to the initial stages of the mixing process. Without detailed 

knowledge of the flows during mixing and without a theoretical description of 

particle formation as an unsteady-state process, it is not possible to rigorously 

compute the effect of the mixing and lag times on the observed particle concen­

trations. The best that can be done in this case is to use the classical theory and 

estimate the time scales over which significant particle formation and gas-phase 

changes occur, compare these to the mixing and lag times, and attempt to draw 

conclusions. 

As the rate of nucleation increases, the time over which significant particle 

formation occurs decreases rapidly, as can be seen from Figure 16, which shows 

total number as a function of reactor residence times. For Case 3, with a high 

initial rate of nucleation (on the order of 108 cm-3 s-1), a large number of 

particles (> 105 cm-3 ) have been formed on a time scale of the same order as 

TM. This is contrasted with the behavior of Case 1 (Figure 16), for which a 
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lower initial nucleation rate (about 150 cm-3 s- 1) is predicted, and for which 

negligible numbers of particles are formed on the TM timescale. Therefore, the 

mixing and lag times should have little effect on experimental observations if 

the initial rate of nucleation is low. 

The time lag can also be compared with another characteristic time scale in 

the experiment: the time scale for changes in the gas phase, ( d In RA/ dt) - l = 
TRA• The time scale for changes in RA depends very strongly on the initial 

RA-how many vapor molecules are available for transfer to the aerosol phase­

and the rates at which nucleation and growth accomplish this transfer. To 

estimate ( d In RA/ dt )- 1 , the integral model was applied to two experimental 

conditions: first, a point from the RAnom = 60% data set (which showed the 

closest agreement with theory), RA = 0.387, RH = 0.2; and second, a point from 

the RAnom = 30% data set (which was not at all well represented by the model), 

RA= .228,RH = 0.5. At each timestep, the values of RA and (dlnRA/dt)- 1 

(from differencing) were computed. In this way, numerical estimates of TRA as 

a function of time were generated. 

In the first case (RA = 0.387,RH = 0.2), the initial nucleation rate is 

approximately 5 x 109
, the time lag is estimated to be 2.4 ms, and the energy 

barrier criterion is 0.32 (within the limits for applicability of the steady-state 

theory). The numerical estimates of TRA for short times (from Oto 0.02 s) range 

from about 10 s initially to about 1 s. Large numbers of particles-on the order 

of 108-are predicted to be formed over this time range, but condensation has 

not yet become dominant and the mean particle size is about 0.006 µm; since 

a large number of very small particles do not comprise much mass, the acid 

vapor is not heavily depleted in the first 0.02 s, and TRA is much larger than the 

characteristic mixing and lag times. 

This is contrasted with the behavior in the second case (RA= 0.387, RH= 

0.2). Here, the initial nucleation rate is somewhat larger-1013 cm-3 s- 1-but 

the lag time, 2.3 ms, is comparable to that for the first case. The energy barrier 
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criterion is calculated to be about 0.4, at the limits of applicability of steady­

state nucleation theory. Since the initial acid vapor concentration is considerably 

less for this case than for the first, the rapid formation of a large number of 

particles (about 1010 cm-3 within the first 0.005 s) quickly depletes the vapor, 

and the final particle size is only about 0.0056 µm. Consequently, over the first 

0.02 s of simulation time, TRA was computed to be about 5 ms initially and 

about 15 ms at 0.02 s. These estimates are of the same order as the lag and 

mixing times, and when the energy barrier criterion is also considered, it is not 

surprising to find that the SNM model, using steady-state nucleation theory, 

cannot predict the experimental observations in this case (but does do a better 

job for the first (higher-RA) case). However, the question still remains: why 

was nucleation not observed at lower relative humidities for RAnom = 30%, for 

which the nucleation rates would be smaller and TRA would be longer than the 

other time scales? 

Summary of effects upon the comparison of data with theory 

The primary objective of the experiments described in this work is to 

evaluate the applicability of the classical binary nucleation rate theory to the 

methanesulfonic acid-water system. This is approached at two levels: first, 

it must be demonstrated that particles are formed under conditions such that 

both acid and water vapor are highly undersaturated with respect to single­

component nucleation, verifying the interaction of the two species in gas-to­

particle conversion. This was unambiguously shown by our measurements of N. 

Second, the magnitudes of the predicted nucleation rates, as well their depen­

dence upon RA and RH, must be checked against the experimental data. In 

order to make this comparison, a model must be used to describe the gas-to­

particle conversion. 

The assumptions made in formulating the integral model that was used 

were examined to determine their impact upon the comparison between theory 

and experiment. The model assumes isothermal conditions, no coagulation of 
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particles, and monodispersity of the aerosol. Arguments were given that indicate 

these are adequate assumptions for the conditions of the experiment. Also, it 

was shown that the number concentrations of entrained particles present in 

some of the experiments were too low to significantly affect the nucleation of 

new particles. 

However, it was also shown that polydispersity of the aerosol, while not 

greatly affecting the model predictions, may affect the measured value of N, and 

hence the comparison between theory and experiment, if a significant fraction 

of the particles are below the detection limit of the condensation nuclei counter. 

The overall effect upon the measured N is to change the slope, but not the 

intercept, of the data. 

Consideration was also given to other likely causes of biasing of the exper­

imental measurements. One possibility is that large losses of vapor and/or par­

ticles occur in the apparatus. Although it cannot be conclusively demonstrated 

that these losses did not occur, several arguments against this possibility were 

presented, and it is believed that such losses were negligible. The characteris­

tic time scales inherent in the apparatus and in the observed phenomena were 

compared to determine their influence upon the data. It was concluded that 

unsteady-state nucleation may occur in the mixer as a consequence of the rel­

atively long lag times in the acid/water system, with an unknown effect upon 

the final number concentrations. 

Finally, the sensitivity of the model predictions to the parameters used in 

the calculations was determined. As has been suggested in previous nucleation 

studies, the calculation of the free energy of the critical cluster (in particular, the 

representation of the surface energy) has the strongest impact upon the model 

results, and is the term most likely to be in error. It was demonstrated that the 

integral model can represent the data well if alternate expressions for the cluster 

surface tension (as a function of composition) are chosen. From this study, it 

seems reasonable to suggest that such a correction to the theory is in order, since 
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the analysis presented here has shown that the discrepancy observed between the 

data and the simulations cannot be accounted for by the model approximations. 

However, this suggestion cannot be formulated as a conclusion, because there 

is some possibility that the experimental design biased the measured number 

concentrations. 

The key problems in designing an experimental apparatus for studying bi­

nary nucleation of acid-water systems, and in interpreting the observations, can 

now be summarized. First, a moderate nucleation rate is desired to minimize co­

agulational and diffusional losses and to ensure the applicability of steady-state 

nucleation theory. However, the time lags for achievement of the steady-state 

cluster concentration can be considerable at moderate nucleation rates, espe­

cially if the acid vapor concentration is low, because of the low saturation vapor 

pressure of the acid species. If the time lag is on the same order as, or longer 

than, other time scales in the apparatus (such as that for mixing), the interpre­

tation of the data in terms of classical nucleation theory becomes difficult. 

Although some of these effects were hypothesized before the experiment was 

attempted, obtaining evidence for these through experimental observation has 

been valuable in confirming their importance and in suggesting revised experi­

ments that will provide less ambiguity in the data interpretation. Investigation 

of binary nucleation phenomena, particularly of the highly nonideal aqueous 

acid binary systems, is a difficult task, and there is a great need for careful, 

controlled experiments at atmospheric-type conditions. 

The validity of interpreting experimental binary nucleation data using the 

classical theory and macroscopic solution properties is also subject to question. 

Although modifications can be made to the inputs to the theory to produce 

agreement with the experimental results, it is necessary to first eliminate all 

possible biasing due to the experimental design. If this can be achieved, the 

accuracy of the binary nucleation theory can be evaluated, and a great contri­

bution to the understanding of binary nucleation phenomena can be realized. 
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V. Conclusions 

Two important contributions to the study of binary nucleation phenomena 

have been made. First, the binary nucleating capability of methanesulfonic acid 

and water, heretofore only postulated theoretically, was demonstrated. Un­

dersaturated acid vapor in the presence of moderate (less than 60%) relative 

humidity was found to generate observed aerosol concentrations up to about 

105 cm-3 • Trends predicted by binary nucleation theory-an increase in parti­

cle formation with increasing relative humidity at constant relative acidity, for 

example-were also confirmed. 

The second contribution is the demonstration of the feasibility of using a 

mixing-type nucleation experiment for the study of binary nucleation phenom­

ena; this apparatus was fairly easily adapted to the demanding conditions of 

an acidic environment, a major consideration when dealing with such corrosive 

materials. Analysis of the data also provided greater insight into the energetic 

vs. kinetic aspects of nucleation theory, and led to the identification of weak 

points in the design of the experiment. A key result of this work will be the 

application of the knowledge obtained to the improvement of the device, and its 

application to other binary systems, particularly those of atmospheric interest. 
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Figure Captions 

Figure 1. Schematic of experimental apparatus. 

Figure 2. Schematic of water bubbler. 

Figure 3. Schematic of acid bubbler. 

Figure 4. Variation of number concentrations, acidified flow only, with flow 

rate through acid bub bier. 

Figure 5. Measured number concentration, RAnom = 30%. 

Figure 6. Measured number concentration, RAnom = 50%. 

Figure 7. Measured number concentration, RAnom = 60%. 

Figure 8. Measured number concentration, RHnom = 15%. 

Figure 9. Measured number concentration, RHnom = 40%. 

Figure 10. Measured number concentration, RH nom = 50%. 

Figure 11. Size of droplets (aqueous and dry diameters) grown for 12 s simu­

lation time, at various RA and RH. 

Figure 12. Size of critical clusters in MSA-water system: (a) diameter (nm), 

(b) number of molecules in critical cluster. 

Figure 13. RH as a function of mixedness ratio X for experimental conditions 

of Table 3. 

Figure 14. Variation of initial binary nucleation rate ( J B) with mixedness ratio 

X. 

Figure 15. Conversion x as a function of CSTR and PFR residence times. 

Figure 16. Total number concentration N as a function of CSTR and PFR 

residence times. 

Figure 17. Rates of condensation (Re) and nucleation (RJ) as a function of 

PFR residence time. 

Figure 18. Time lag to reach steady-state for binary nucleation in the MSA­

water system as a function of nucleation rate for RH = 36% and RA = 34 % . 

Figure 19. Model predictions ( *) and measured N, RAnom = 30%. 

Figure 20. Model predictions (*) and measured N, RAnom = 50%. 
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Figure 21. Model predictions ( *) and measured N, RAnom = 60%. 

Figure 22. Model predictions (*) and measured N, RHnom = 15%. 

Figure 23. Model predictions(*) and measured N, RHnom = 40%. 

Figure 24. Model predictions(*) and measured N, RHnom = 50%. 

Figure 25. Measured N and model predictions using Hoppel's correlation for 

surface tension (*) and using Eqn. (44) for surface tension (x), RAnom = 
30%. 

Figure 26. Measured N and model predictions using Hoppel's correlation for 

surface tension (*) and using Eqn. (44) for surface tension (x), RAnom = 
50%. 

Figure 27. Measured N and model predictions using Hoppel's correlation for 

surface tension ( *) and using Eqn. ( 44) for surface tension ( x), RAnom = 

60%. 

Figure 28. Measured N and model predictions using Hoppel's correlation for 

surface tension ( *) and using Eqn. ( 44) for surf ace tension ( x) , RH nom = 
15%. 

Figure 29. Measured N and model predictions using Hoppel's correlation for 

surface tension ( *) and using Eqn. ( 44) for surface tension ( x), RH nom = 

40%. 

Figure 30. Measured N and model predictions using Hoppel's correlation for 

surface tension(*) and using Eqn. (44) for surface tension (x), RHnom = 

50%. 

Figure 31. Values of (lnS*)/u* for experimental conditions. 

Figure 32. Formation free energy, ~G* /kT, for experimental conditions. 

Figure 33. Predicted binary nucleation rates, RJp for experimental conditions. 

Figure 34. Measured N and model predictions for experimental RH ( *) and 

for RH from Eqn. (60) (x), RHnom = 15%. 

Figure 35. Measured N and model predictions for experimental RH ( *) and 

for RH from Eqn. (60) (x), RHnom = 40%. 
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Figure 36. Measured N and model predictions for experimental RH ( *) and 

for RH from Eqn. (60) (x), RHnom = 50%. 

Figure 37. Time lag for experimental conditions. 

Figure 38. Time lag for experimental conditions; approximate nucleation rates 

indicated. 
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Suggested modifications to the experimental apparatus 

Over the course of the experiments described in the previous chapter, and 

during the analysis of the experimental results, a number of difficulties with the 

current design of the apparatus were recognized. These will be listed and dis­

cussed, with recommendations for appropriate modifications. Also, two possibly 

important sources of error in the data were identified, and some proposals will 

be made to alleviate these. 

One of the biggest problems in performing an experiment that is as sensitive 

to temperature fluctuations as the one discussed in this work is in maintaining 

constant temperatures throughout all parts of the apparatus, particularly near 

room temperature. Initial attempts at such temperature control involved very 

small temperature elevations in the bubblers, which were partially immersed in 

the reserviors of the constant-temperature recirculating baths, and used insu­

lation on all lines and a water jacket (pumped from one bath) on the reactor 

to maintain temperatures near 25°C. All variations on this scheme met with 

failure; gases are the flowing fluids, and these do not retain heat very well at 

all. (Temperatures were observed to drop to room temperature within a few 

centimeters from the heating point, with or without insulation.) 

Since room temperatures were of primary interest, an attempt was made 

to simply allow the lines to equilibrate with the room air, and by measuring 

temperatures at the necessary points enough information would be obtained to 

calculate what the RH and RA were. This was not practical, however, in that 

the room temperature :fluctated throughout the day, and the fluctuations were 

not even similar in different parts of the apparatus. This problem was especially 

severe in the hood, where the experiment was initially set up for safety reasons. 

Finally, it was concluded that the only way to obtain satisfactory tempera­

ture control would be to immerse the equipment in water-filled tanks maintained 

at constant temperature by the recirculating baths. (This setup has the addi­

tional advantage of increased safety, since, if the acid bubbler were to break or 
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leak, a large volume of water would immediately dilute the acid; furthermore, in 

case of an explosion due to overpressurization, the water would absorb the im­

pact and prevent harm from flying glass and acid.) By using separate tanks for 

the water bubbler and for the acid bubbler/mixer/reactor combination, different 

temperatures could be chosen for each, with a resulting wider range of relative 

humidity attainable. Note that water baths were sufficient for the temperatures 

used in these experiments, since the acid and water vapors were highly under­

saturated and all temperatures were below 30°C., but if temperatures close to 

100°C. are desired, a different fluid (or an entirely different temperature control 

scheme) must be used. Although these tanks did an excellent job of maintaining 

constant temperature, they did present some difficulties. 

First, many of the glass pieces are joined together using O-ring seals. Under 

water, these have the potential for allowing leakage of bath water into the system; 

the same is true for Teflon fittings and valves. Although it was attempted to 

keep the system pressurized at all times, a relatively large gas flow through the 

small openings of some of the fittings acted like an aspirator to suck water (or 

room air) in, if there was a small leak in the fitting. These leaks are extremely 

difficult to find using conventional methods like soap bubbles (Snoop), because 

these methods can detect only leaks out of the system. In several cases, initial 

zero particle counts on dry air could not be achieved, the source of particles 

could not be determined, and the experiment had to be restarted (sometimes 

replacing the acid sample, if contamination was suspected); leakage of bath 

water may have been the cause. 

A second inconvenience presented by this method of temperature con­

trol is that removal of pieces for inspection or cleaning was very cumbersome. 

The tanks used were opaque polypropylene; the one used for the acid bub­

bler/mixer/reactor setup contained over 55 liters (14 gallons) of water that had 

to be drained each time the pieces were removed. This tank was also quite 

narrow and deep, anu rested on the floor; since the sides were opaque, it was 
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not possible to view the apparatus (particularly the acid bubbler, located at the 

bottom of the tank). Since incoming lines, thermistor wires, and pressure tap 

lines were all attached to the acid bubbler, the entire unit had to be removed 

and all these lines disconnected so that the acid bubbler could be transferred to 

the hood for inspection. This is not only cumbersome, but potentially unsafe. 

These comments suggest that a revised method of temperature control 

should have the following features: 

1. Enough mass of water (or other heating fluid) to do an efficient job of 

temperature control, but using the minimum fluid possible in the interests 

of convenience when the bath must be drained or pieces removed. (The 

baths should have plugs for gravity draining.) A companion requirement is 

for some method of circulation to keep the bath well-mixed at all times ( a 

simple stirrer was used for these experiments, but the method chosen will 

depend on the final geometry.) 

2. At least two baths so that the temperatures inside each bubbler can be 

varied independently. 

3. Clear walls (preferably at eye level) to allow for viewing of the apparatus. 

4. A method for removing pieces individually without exposing the entire sys­

tem to room air ( that is, ways of sealing off each part, that could potentially 

need to be examined, replaced or refilled, before removal, and of removing 

the same without disturbing the rest of the setup.) 

5. Some thought must be given to the prevention of any possible contamination 

by bath water. This feature works against the suggestions in item 4, since 

the more joints that one builds into the apparatus, the more potential spots 

for leakage. If O-ring seals are used (and it seems inevitable that they must), 

the pieces joined together should be held rigidly, so that a tight initial seal 

cannot be loosened by torquing of one of the pieces during handling. (The 

same can be said of Teflon fittings, since these can only be made finger­

tight.) This again has its counterpoint, since the more rigid the setup is, 
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the greater the chance of breakage during handling (because of no "give" 

in the parts). 

What is suggested by the above items is a set of at least two tanks, similar 

to aquarium tanks ( either glass or high-quality clear plastic), with the experi­

mental equipment fixed to a rack that can be lowered into or raised out of each 

tank. (This assumes experiments will be done near room temperature; if the 

water tanks are at a significantly higher or lower temperature, probably too 

much heat will be lost from an aquarium-style tank.) The tanks can again be 

heated by copper coils through which constant-temperature water is pumped 

from one or more of the Neslab baths, with a suitable stirring device for mixing. 

The design of the temperature-controi scheme can be worked out first (as long 

as the approximate dimensions are known) and the performance checked with 

thermistors placed in different parts of the tanks. 

Next, the design of the bubblers needs to be revised. The acid bubbler in 

particular was proven to be very inconvenient. Although the glass frits helped 

contain the acid when fittings were popped, these were to a large extent the cause 

of the high pressures inside this bubbler, especially when they became wetted. 

The port added on to this bubbler for the determination of the pressure could 

not be separately closed off, which caused problems when the acid bubbler had 

to be removed from the system. Neither bubbler could be completely sealed from 

room air after filling, although they were quickly transferred to the apparatus 

and flushed with nitrogen afterwards to minimize this contact. Both methods 

of bubbling gas through the liquid pool - the supporting frit method and the 

inserted tube with fritted outlet - have different advantages; for small liquid 

levels, the supporting frit is probably the better choice, but the removable tube 

is easier to clean. Last, filter holders that are integral parts of the bubbler - for 

example, the holder that was fitted onto the mouth of the water bubbler - are 

useful in some ways, but it may be advantageous to be able to remove the filter 

holder separately to check the filter. 
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These considerations suggest a revised bubbler design that allows for direct 

filling and immediate sealing from the ambient. (The filling process can be done 

in a nitrogen-flushed glove box to lessen the chances of contamination further.) 

The bubbler should not contain any additional frits after the bubbling section, 

with entrained particle filtration in a separate section downstream. Provided 

no large pressure drops occur between the bubbler and the filter, the pressure 

can be measured immediately before the filter so that no tap is required on the 

bubbler itself. The thermistor well should be carefully designed for convenient 

handling. The method of bubbling gas through the pool must depend on the 

substance being evaporated ( and the quantity of material that can be used per 

experiment, which determines the depth of the pool). 

The lengths of lines after the bubblers should be kept to a minimum to 

avoid vapor losses on tubing walls. However, they must also provide a long 

enough contact time with the bath water to attain the desired temperature. 

Perhaps testing of thermal control at the highest flow rates that will be used can 

suggest the optimum length to achieve both goals. If vapor-carrying carrier gas 

is brought out of a tank, heating tape should be used on the exposed section so 

that no condensation occurs. Finally, the relative humidity should be monitored 

at least at the beginning and end of each set of measurements (in the absence 

of acid vapor) to ensure that good control is maintained. 

Although mixing appears to be adequate in this system, it may be advan­

tageous to raise somewhat the total fl.ow rate through the system (perhaps to 

3 liters per minute). The volume of the reactor would have to be adjusted ac­

cordingly to maintain the residence time desired. Raising the flow rates will aid 

in mixing and will also allow a little more flexibility in flow combinations (since 

the minimum dependable fl.ow rate is about 200 cm3 min - l). 

It was mentioned at the beginning of this discussion that two possibly im­

portant sources of error in the data were identified. These are the possibility of 

vapor losses before nucleation and growth can occur, and the loss of counting 
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efficiency in the CNC for small particles. Ways to alleviate the first of these 

have been mentioned above, including shorter lines, no frits, and more frequent 

monitoring of the relative humidity. A prebubbler for the acid stream as well 

as for the humid stream will help the mass transfer during the final stage. An 

additional consideration might be the replacement of some of the longer con­

necting Teflon lines with shorter glass tubing; this is also in keeping with the 

suggestion for more rigid assembly of the pieces. The second concern (CNC ef­

ficiency) can only be addressed by a measurement of the particle sizes produced 

in the apparatus to determine if a large number of particles lie at the low end 

of the size spectrum and may be undetected by the CNC. More discussion on 

measurement of sizes follows. 
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List of equipment used 

Pressure gauges: Magnehelic (Dwyer Corp.) 

Constant temperature recirculating refrigerated baths: Neslab 

Multimeter: Hewlett-Packard 

Particle detection: TSI Model 3020 Condensation Nuclei Counter 

Rotameters: Matheson Corp. 

Dew point meter: EGG Model 911 

Filter efficiencies 

The efficiencies of and pressure drops across the Teflon filters used to remove 

entrained particles are shown in Figure 1. 

Characteristics of the CNC 

The characteristics of the CN C used have been discussed by Agarwal and 

Sem (1980), Bartz el al. (1985), and Wen and Kasper (1986). A schematic of 

the instrument ( reproduced from Agarwal and Sem) is shown in Figure 1. The 

inlet fl.ow rate ( controlled by an internal pump) is 300 cm3 min- 1 . Counting 

efficiency as measured by Wen and Kasper is reproduced in Figure 3. 

Thermistor configuration and calibration 

For measurement of the temperatures inside the water and acid bubblers, 

the thermistor was placed inside a glass tubing with a small amount of silicone 

heat sink compound for good thermal contact with the glass. At the top of the 

tubing, the thermistor wire is run into a Teflon fitting making a seal with the 

glass and then through a length of Teflon tubing inserted into the other end of 

the fitting (see Figure 4a), sealing the glass tubing from contact with bath water. 

The other thermistors used were encased in stainless steel machined 1 / 4 " 

0.D. casings, with silicone heat sink compound again used for thermal contact 

between the thermistor and its casing. The casing was then fit into a Teflon tee 

which had been drilled out to admit the casing to be inserted so that its lower tip 
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just protruded into the flow passing through the fitting ( see Figure 4b ). Tygon 

tubing joined to the stainless steel casings with silicone rubber provided a seal 

from air and moisture. The thermistors are driven by a 20 V power supply. 

The thermistors, encased in the same configurations as they were to be used 

in during the experiment, and a thermometer with divisions of 0.1 °C. on a scale 

of -1 to 51 ° C., were immersed in the reservior of the Neslab bath so that the 

sensors were located close together, but not touching. The bath setpoint was 

selected, and at steady state the voltage output of each thermistor, as measured 

by a multimeter, and the thermometer reading were recorded. (The ambient 

temperature probe of the dew point meter was also calibrated in this procedure, 

its voltage output being read from the instrument back panel.) At least two 

readings were taken at each bath temperature setting. The data for each ther­

mistor were then correlated _by least-squares method to give a polynomial for 

temperature as a function of measured voltage (Table 1 ). 

Flowmeter calibration 

Each of the flows was calibrated by passing nitrogen through the system 

with all bubblers filled as in the experiment. The volumetric flow rate at the 

lab temperature and pressure was measured by a bubble flowmeter, converted 

to STP, and plotted as a function of the rotameter or Magnehelic reading. The 

calibration curve for each flowmeter was also fitted to a polynomial as shown in 

Table 2. All flow calibrations were checked periodically during the course of the 

experiments and found to be stable and reproducible to generally within one or 

two percent. 

In the case of the humid stream, a correction was made for the volume 

due to water vapor. It was assumed that the volumetric flow measured by the 

bubble meter represented dry nitrogen saturated with water vapor at the pressure 

and temperature inside the water bubbler ( which were also recorded during the 
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calibration). The dry nitrogen flow rate was then calculated from 

F _ F measured 

H - l + Yw 

where Yw is as defined in the description of the experimental apparatus. This 

correction is negligible for the acid vapor and was not made. 

Preparation of the acid bubbler 

Since nucleation is an extremely sensitive phenomenon, care was taken in 

this experiment to avoid contamination of the liquids and vapors used. The acid 

bubbler was baked out in a glass kiln for several hours before its first use, flushed 

overnight with nitrogen, and fitted with the mixer, reactor tube, pressure tap 

and thermistor. It was then filled with methanesulfonic acid (Aldrich, Assay 

> 99.5%) by the following procedure. The acid was poured into a glass bottle 

and sealed from outside air. A clean, pressurized air line was fitted onto the 

inlet of this bottle and the outlet was clamped to the acid bubbler fill inlet. The 

bottle was slowly pressurized and the acid allowed to fl.ow onto the frit inside 

the bubbler. After completion of the transfer, the bubbler was sealed off and 

the bottle removed and sealed off as well. The bubbler was then immediately 

connected to its inlet and outlet lines in the apparatus and leak tested before 

filling the constant-temperature tank containing it. 

The acid was changed several times during the course of the experiments, 

using the following procedure. All fittings and the mixer and reactor were re­

moved, allowing the used acid to be poured from the pressure tap. Milli-Q water 

was then used to rinse the central chamber. After most of the acid had been re­

moved in this manner, a deionized water line was fitted onto the air inlet and the 

bubbler was continuously flushed with water for several hours. This process was 

followed by replacing the water line with a purified, filtered air line and flushing 

with air for several hours. The cycle of water/air flushing was repeated at least 

three times. Finally, the purified air was used to flush and dry the bubbler over 

a period of about 48 hours, and was followed by a briefer flushing with nitrogen 
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before filling with a new acid sample as described above. The parts removed 

were cleaned and dried thoroughly before replacement. 

To further reduce the possibility of contamination while the experiment was 

not in use, a small dry, purified, and filtered air fl.ow was used to continuously 

flush the system (blown through the dilution air lines). Before the start of an 

experiment, this bleed stream was replaced with the dry nitrogen for at least 

an hour, and the particle counts were checked with the CNC before any vapors 

were added to the system. In most cases an excellent zero particle count was 

measured, and in no instance was an experiment performed unless this zero was 

obtained. 



Thermistor 

Acid bubbler 

thermistor 1 

After heating tape 

thermistor 2 

Humid+dry into mixer 

thermistor 3 

Into CNC 

thermistor 5 

Water bubbler 

thermistor 6 

WA 

EGG probe 
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Table 1 

Thermistor calibrations 

Formula 

T1 = -0.2856V3 + 1.998V 2 

+5.527V + 2.829 

T 2 = 9.901 V + 0.3082 

T3 = -0.2779V 3 + 1.728V 2 

+6.561 V + 4.957 

Ts = -0.3280V3 + 2.313V 2 

+4.675V + 3.967 

T6 = -0.3275V3 + 2.28ov 2 

+4.952V + 3.196 

Tp = -0.06378V 3 + 1.ossv 2 

+3.995V - 28.87 

Uncertainty in temperature reading: 0.04°C. 



Flowmeter 

Flowmeter 1 (acid) 

Flowmeter 1 (humid) 

Flowmeter 3 (acid) 

Flowmeter 4 (dry) 

Flowmeter 4 (humid) 

Flowmeter 5 (dry) 
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Table 2 

Flowmeter calibrations 

Flowrate (cm3 min- 1 ) 

FIA= -229.278(s/100) 3 

+788.173(s/100) 2 

-315.091(s/100) + 76.5939 

FIH = -229.278(s/100) 3 

+788.173(s/100) 2 

-315.09l(s/100) + 76.5939 

F3A = -0.0157x3 

+0.9347x2 + 1.8063x + 64.0232 

F4D = -0.01579x3 

-0.3353x2 + 93.9314x - 13. 7095 

F 4H = 0.1168x3 

-1.1336x2 + 115.48x + 42.88 

F5D = -0.1649s3 

+0.8608s 2 + 66.84s + 91.80 
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Table 2, continued 

Flowmeter 6 (humid) 

Flowmeter 7 (acid) 

s = float position 

x = Magnehelic reading 

Uncertainty in humid flows: 3% 

Uncertainty in all other flows: 1.5% 

F6H = 0.007518s3 

-0. 7 493s2 + 98.507 s + 108.06 

F1 A = 0.001237 s 3 

-0.2570s2 + 53.087s - 216.7 
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Figure Captions 

Figure 1. Pressure drop across and efficiency of Teflon filters. Courtesy of K. 

Okuyama. 

Figure 2. Schematic of CNC. (Agarwal and Sem, 1980.) 

Figure 3. Counting efficiency of CNC. (Wen and Kaspar, 1986.) 

Figure 4. Configurations used for thermistors. (Teflon fittings partially shown.) 



-275-

0.5 

'! 0.4 ... 
:11 
ol 

!:l 0.3 .... ... 
~ 

R 0,2 

I 0.1 

GEL.MAH TF-200 / 

e : SINGLE FILTER 

0 :DOUBLE FILTER/0 

e / 
0 / 

/e 
e 

0.0 
0 1000 2000 

FLOW RATE PER UNIT FLirER AREA, CM3/HIN CM2 

GELMAN TF-200 

TOTAL FLOW RATE IS 1 LITER/MIN 

e e 
! e .... 

I 10~0 -
ffi 

0 A, 

0 0 0 

0 
e :SINGLE FILTER 0 
0 :DOUBLE FILTER 

10-9 

0.01 0.05 0.1 

PARTICLE DIAMETER, MICRON METER 

Figure l 



> 
0 
z 
w 
0 
i:i: 
IL. 
w 
C, 

~ 
I-z 
:::> 
0 
0 

COLLECTING LENS 

1.0 

-276-

Condenser Tube 
(AT 10- Cl 

CONDENSING 
LENS 

Aerosol Inlet-;; 

ALCOHOL POOL 

Figure 2 

• ,:- • • __ i_ • •• 
I • o I I :~ • 10 .... 

• ••I 
✓.08 \\ 
" •i:00 

0.5 t1 PHOTOMETER MOO~ 

II 0 ZnCI 

ABS. COUNT MODE 

I • ZnCI • INORGANIC SPHERES I 
•o • ROOM AIR • ORGANIC SPHERES 

/4 • Fo2o3 AGGREGATES 

0 
0.01 0.1 

PARTICLE DIAMETER (fJm) 

Figure 3 

10 



:EFLON7 
TUBING 

TEPLON 
FITTING 

~ 

FIGURE 4A 

FIGURE 4B 

-277-

GLASS TUBING 

THERMISTOR 

HEAT SINK 

TYGON TUBING 

SILICONE RUBBER SEALANT 

STAINLESS STEEL CASING 



-278-

c program labanal.for to analyze laboratory data 
C 

c first, read in expt ID: 
C 

write(*,10) 
10 format(lx, 'Enter date and expt number: ') 

read(*,*) date,exptno 
C 

write(*,20) 
20 format(lx, 'Enter 1 if acid constant or 2 if humid constant: ') 

read(*,*) iconst 
C 

write(*,25) 
25 format(lx, 'Enter lab pressure in inches mercury: ') 

read(*,*) plabi 
plab=plabi*25.4 

C 
write(20,35)date,exptno,plab 
write(30,35)date,exptno,plab 
write(40,35)date,exptno,plab 
write(21,35)date,exptno,plab 
write(31,35)date,exptno,plab 

35 format( 'Date: ',f8.2,2x,'Expt.#: ',f8.2,2x,'Plab: ',f8.2/) 
C 

write(*,30) 
30 format(lx, 'Enter flow setting of canst species in ccm: ') 

read(*,*) flow 
C 

if (iconst.eq.l)then 
acid=flow 
write(*,40) 

40 format(/lx, 'enter data: ',/lx) 
go to 100 
endif 

C 

if (iconst.eq.2)then 
humid=flow 
write(*,40) 
go to 200 
endif 

C 
c loop to read in flows, thermistor readings, pressures, and CNC data 
C 

C 

100 do 1000 j=l,1000 

write(*,50) 
50 format(lx, 'Enter time: ') 

read(*,*) time 
write(*,60) 

60 format(lx, 'Enter dry flow: ') 
read(*,*)dry 
write(*,70) 

70 format(lx, 'Enter humid flow: ') 
read(*,*)humid 
write(*,80) 

80 format(lx, 'Enter water bubbler pressure (psig): ') 
read(*,*) pbwi 
pbw=(pbwi*760./14.7)+plab 
write(*,90) 

90 format(lx, 'Enter acid bubbler pressure (psig): ') 
read(*,*) pbai 
pba=(pbai*760./14.7)+plab 
write(*,110) 

110 format(lx, 'Enter thermistor readings (1,2,3,P,5,6): ') 
read(*,*)tl,t2,t3,tp,t5,t6 
write(*,120) 
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120 format(lx, 'Enter CNC reading: ') 
read(*,*)cnc 
write(*,130) 

130 format(lx, 'Enter CNC +/- reading: ') 
read(*,*)cncvar 

C 

c write out input data: 
C 

C 

write(21,140)tirne,acid,hurnid,dry,pbwi,pbai 
write(31,14l)time,tl,t2,t3,tp,t5,t6 

c Now have all data read in. Next, 
c compute the temperatures from thermistor readings: 
C 

call thenn(tl,t2,t3,tp,t5,t6) 
C 

c Compute the saturation vapor pressures needed at the appropriate 
c temperatures: 
C 

c Saturation water pressure inside bubbler: 
C 

call pwat(t6,pw6) 
C 
c saturation water pressure at reheater temperature: 
C 

call pwat(tp,pwr) 
C 

C acid vapor pressure inside bubbler: 
C 

call pacid(tl,pal) 
C 

c acid vapor pressure at reheater temperature: 
C 

call pacid(tp,par) 
C 

c Ready to compute the relative acidity and relative humidity: 
C 

C 

y=pw6/(pbw-pw6) 
ftot=((l.+y)*humid)+dry+acid 
rh=plab*y*humid/(pwr*ftot) 
ra=plab*pal*acid/(pba*par*ftot) 

c Correct CNC reading less than 1000 for coincidence error: 
C 

cnc=cnc*exp(cnc*S.*35.e-6) 
C 
c write out data: 
C 

C 

C 
140 
141 
142 

C 
1000 

C 

write(20,140)tirne,acid,humid,dry,ftot,pbw,pba 
write(30,14l)tirne,tl,t2,t3,tp,t5,t6 
write(40,142)tirne,rh,ra,cnc,cncvar 

write(*,142)tirne,rh,ra,cnc,cncvar 

format(7f8.2) 
format(7f8.3) 
format(f7.2,2x,2f8.3,2fl2.2) 

continue 

c nearly identical loop for water constant: 
C 

C 

200 do 2000 j=l,1000 

write(*,50) 
read(*,*) time 



write(*,60) 
read(*,*)dry 
write(*,71) 
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71 format( lx, 'Enter acid flow: ') 
read(*,*)acid 

C 

write(*,80) 
read(*,*) pbwi 
pbw=(pbwi*760./14.7)+plab 
write(*,90) 
read(*,*) pbai 
pba=(pbai*760./14.7)+plab 
write(*,110) 
read(*,*)tl,t2,t3,tp,t5,t6 
write(*,120) 
read(*,*)cnc 
write(*,130) 
read(*,*)cncvar 

c write out input data: 
C 

C 

write(21,140)time,acid,humid,dry,pbwi,pbai 
write(31,14l)time,tl,t2,t3,tp,t5,t6 

call therrn(tl,t2,t3,tp,t5,t6) 
C 

C 

C 

C 

C 

call pwat(t6,pw6) 

call pwat(tp,pwr) 

call pacid(tl,pal) 

call pacid(tp,par) 

c Ready to compute the relative acidity and relative humidity: 
C 

C 

y=pw6/(pbw-pw6) 
ftot=((l.+y)*humid)+dry+acid 
rh=plab*y*humid/(pwr*ftot) 
ra=plab*pal*acid/(pba*par*ftot) 

c Correct CNC reading less than 1000 for coincidence error: 
C 

cnc=cnc*exp(cnc*S.*35.e-6) 
C 
c write out data: 
C 

C 

C 
2000 

C 

C 

write(20,140)time,acid,humid,dry,ftot,pbw,pba 
write(30,14l)time,tl,t2,t3,tp,t5,t6 
write(40,142)time,rh,ra,cnc,cncvar 

write(*,142)time,rh,ra,cnc,cncvar 

continue 

stop 
end 

c subroutine to compute acid vapor pressure: 
C 

C 

C 

subroutine pacid(t,pa) 

tkel=273.15+t 
plog=(-8006.48/tkel)+(2.14237*(alog(tkel)))+7.45208 
pa=exp(plog) 

return 
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end 
C 
c subroutine to compute water vapor pressure: use interpolation 
C 

C 

C 

C 

C 

C 

C 

C 

subroutine pwat(t,pw) 

if(t.ge.19.8.and.t.lt.20.0)call 
1 vle(19.8,20.0,t,17.319,17.535,pw) 

if(t.ge.20.0.and.t.lt.20.2)call 
1 vle(20.0,20.2,t,17.535,17.753,pw) 

if(t.ge.20.2.and.t.lt.20.4)call 
1 vle(20.2,20.4,t,17.753,17.974,pw) 

if(t.ge.20.4.and.t.lt.20.6)call 
1 vle(20.4,20.6,t,17.974,18.197,pw) 

if(t.ge.20.6.and.t.lt.20.B)call 
1 vle(20.6,20.8,t,18.197,18.422,pw) 

if(t.ge.20.8.and.t.lt.21.0)call 
1 vle(20.8,21.0,t,18.422,18.650,pw) 

if(t.ge.21.0.and.t.lt.21.2)call 
1 vle(21.0,21.2,t,18.650,18.880,pw) 

if(t.ge.21.2.and.t.lt.21.4)call 
1 vle(21.2,21.4,t,18.880,19.113,pw) 

if(t.ge.21.4.and.t.lt.21.6)call 
1 vle(21.4,21.6,t,19.113,19.349,pw) 

if(t.ge.21.6.and.t.lt.21.B)call 
1 vle(21.6,21.8,t,19.349,19.587,pw) 

if(t.ge.21.8.and.t.lt.22.0)call 
1 vle(21.8,22.0,t,19.587,19.827,pw) 

if(t.ge.22.0.and.t.lt.22.2)call 
1 vle(22.0,22.2,t,19.827,20.070,pw) 

if(t.ge.22.2.and.t.lt.22.4)call 
1 vle(22.2,22.4,t,20.070,20.316,pw) 

if(t.ge.22.4.and.t.lt.22.6)call 
1 vle(22.4,22.6,t,20.316,20.565,pw) 

if(t.ge.22.6.and.t.lt.22.B)call 
1 vle(22.6,22.8,t,20.565,20.815,pw) 

if(t.ge.22.8.and.t.lt.23.0)call 
1 vle(22.8,23.0,t,20.815,21.068,pw) 

if(t.ge.23.0.and.t.lt.23.2)call 
1 vle(23.0,23.2,t,21.068,21.324,pw) 

if(t.ge.23.2.and.t.lt.23.4)call 
1 vle(23.2,23.4,t,21.324,21.583,pw) 

if(t.ge.23.4.and.t.lt.23.6)call 
1 vle(23.4,23.6,t,21.583,21.845,pw) 

if(t.ge.23.6.and.t.lt.23.B)call 
1 vle(23.6,23.8,t,21.845,22.110,pw) 

if(t.ge.23.8.and.t.lt.24.0)call 
1 vle(23.B,24.0,t,22.110,22.377,pw) 

if(t.ge.24.0.and.t.lt.24.2)call 
1 vle(24.0,24.2,t,22.377,22.648,pw) 

if(t.ge.24.2.and.t.lt.24.4)call 
1 vle(24.2,24.4,t,22.648,22.922,pw) 

if(t.ge.24.4.and.t.lt.24.6)call 
1 vle(24.4,24.6,t,22.922,23.198,pw) 

if(t.ge.24.6.and.t.lt.24.B)call 
1 vle(24.6,24.8,t,23.198,23.476,pw) 

if(t.ge.24.8.and.t.lt.25.0)call 
1 vle(24.8,25.0,t,23.476,23.756,pw) 

if(t.ge.25.0.and.t.lt.25.2)call 
1 vle(25.0,25.2,t,23.756,24.039,pw) 
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if(t.ge.25.2.and.t.lt.25.4)call 
1 vle(25.2,25.4,t,24.039,24.326,pw) 

if(t.ge.25.4.and.t.lt.25.6)call 
1 vle(25.4,25.6,t,24.326,24.617,pw) 

if(t.ge.25.6.and.t.lt.25.B)call 
1 vle(25.6,25.8,t,24.617,24.912,pw) 

if(t.ge.25.8.and.t.lt.26.0)call 
1 vle(25.B,26.0,t,24.912,25.209,pw) 

return 
end 

c interpolation subroutine 
C 

subroutine vle(sl,s2,sm,wl,w2,wm} 
C 

wm=wl-((sl-sm)*(wl-w2}/(sl-s2}) 
C 

C 

return 
end 

c subroutine that computes thermistor temps from calibration curves 
c Note: therrnistor2 was replaced and recalibrated during experiments. 
c Data presentation reflects this. 
C 

subroutine therrn(tl,t2,t3,tp,t5,t6) 
C 

tl= (tl*l0.1317) + 
1 0.713495 

C 

t2= (t2*9.90123) + 
1 .308175 

C 

t3= ((t3**3)*(-.277944))+ 
1 ((t3**2)*1.72787) + 
1 (t3*6.56104) + 
1 4.95704 

C 

tp= ((tp**3)*(-.0637771)) + 
1 ((tp**2)*1.0882) + 
1 (tp*3.99484) + 
1 (-28.867) 

C 
t5= ((t5**3)*(-.32795)) + 

1 ((t5**2)*2.31285) + 
1 (t5*4.67537) + 
1 3.96667 

C 

t6= ((t6**3)*(-.327525)) + 
1 ((t6**2)*2.27982) + 
1 (t6*4.95167) + 
1 3.19595 

C 

return 
end 
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RA=30% 

Date: 3.21 Expt #: 2 Plab: 734.82 

time acid humid dry Pbw,g Pba,g 

5.34 594.80 .00 1401. 90 .00 3.60 
5.47 594.80 401.60 989.30 .58 3.60 
6.18 594.80 807.90 606.90 .78 3.60 
6.34 594.80 1195.20 198.00 .94 3.60 
6.52 594.80 1401. 80 .00 1.05 3.60 
7.08 594.80 1401. 80 .00 1.05 3.60 
7.22 594.80 1195.20 198.00 . 94 3.60 
7.40 594.80 1195.20 198.00 .94 3.60 
7.59 594.80 807.90 606.90 .78 3.60 
8.15 594.80 1401.80 .00 1. 03 3.60 
8.36 594.80 1401. 80 .00 1. 03 3.60 

time therl ther2 ther3 probe therS ther6 

5.34 2.52 2.73 2.24 6.47 2.60 2.07 
5.47 2.52 2.76 2.24 6.47 2.56 2.06 
6.18 2.52 2.83 2.24 6.47 2.53 2.06 
6.34 2.52 2.86 2.24 6.47 2.51 2.06 
6.52 2.54 2.91 2.24 6.47 2.52 2.06 
7.08 2.52 2 .91 2.24 6.47 2.52 2.06 
7.22 2.52 2.87 2.24 6.47 2.54 2.06 
7.40 2.52 2.85 2.24 6.47 2.50 2.06 
7.59 2.52 2.81 2.24 6.47 2.51 2.06 
8.15 2.52 2.88 2.24 6.47 2.49 2.06 
8.36 2.52 2.88 2.24 6.47 2.48 2.06 

Date: 3.21 Expt.#: 2.00 Plab: 734.82 

time acid water dry total Pbw Pba 

5.34 594.80 .00 1401. 90 1996.70 734.82 920.94 
5.47 594.80 401.60 989.30 1995.27 764.81 920. 94 
6.18 594.80 807.90 606.90 2028.58 775.15 920.94 
6.34 594.80 1195. 20 198.00 2015.78 783.42 920.94 
6.52 594.80 1401. 80 .00 2028.94 789 .11 920.94 
7.08 594.80 1401. 80 .00 2028.94 789.11 920.94 
7.22 594.80 1195.20 198.00 2015.78 783.42 920.94 
7.40 594.80 1195.20 198.00 2015.76 783.42 920.94 
7.59 594.80 807.90 606.90 2028.56 775.15 920.94 
8.15 594.80 1401.80 .00 2028.96 788.07 920.94 
8.36 594.80 1401. 80 .00 2028.94 788.07 920.94 

Date: 3.21 Expt.#: 2.00 Plab: 734.82 

time t1 t2 t3 tp ts t6 

5.34 24.89 27.36 25.18 25.22 25.95 20.26 
5.47 24.89 27.67 25.19 25.23 25.63 20.24 
6.18 24.88 28.28 25.19 25.23 25.24 20.24 
6.34 24.89 28.59 25.20 25.23 25.12 20.24 
6.52 25.03 29.08 25.21 25.24 25.14 20.24 
7.08 24.90 29.16 25.21 25.25 25.20 20.24 
7.22 24.90 28.73 25.22 25.25 25.34 20.24 
7.40 24.90 28.50 25.21 25.25 25.00 20.23 
7.59 24.90 28.09 25.21 25.24 25.06 20.22 
8.15 24.89 28.80 25.21 25.25 24.88 20.23 
8.36 24.90 28.87 25.21 25.24 24.82 20.22 
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Date: 3.21 Expt. #: 2.00 Plab: 734.82 

time RH RA CNC +/-

5.34 .000 .230 11.00 .00 
5.47 .146 .230 11.50 .00 
6.18 .286 • 22f> 12.00 .OD 
6.34 .421 .228 1-# .. 00 3.00 
6.52 .486 .229 3 92.1~0 44.00 
7.08 .486 .226 30S.OO 39.00 
7.22 .420 .228 140.00 10.00 
7.40 .420 .228 70.00 6.00 
7.59 .285 .226 12.00 .00 
8.15 .486 .226 80.00 3.00 
8.36 .486 .226 77 .00 4.00 
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RA=30% 

Date: 3.22 Expt #: 2 Plab: 734.82 

time acid humid dry Pbw,g Pba,g 

6.33 594.80 .00 1401. 90 .00 3.00 
6.50 594.80 401.60 989.30 .58 3.00 
7.20 594.80 1401. 80 .00 1.05 3.00 
7.30 594.80 1401.80 .00 1.05 3.00 
7.46 594.80 1195. 20 198.00 .95 3.00 
7.58 594.80 1195.20 198.00 .95 3.00 
8.17 594.80 1004.20 405.30 .87 3.00 
8.30 594.80 1004.20 405.30 .87 3.00 
8.47 594.80 807.90 606.90 . 78 3.00 
9.10 594.80 1195. 20 198.00 .95 3.00 
9.25 594.80 1401.80 .00 1.05 3.00 

time therl ther2 ther3 probe ther5 ther6 

6.33 2.53 2.69 2.24 6.47 2.53 2.42 
6.50 2.53 2.67 2.24 6.47 2.49 2.42 
7.20 2.52 2.84 2.24 6.47 2.50 2.42 
7.30 2.52 2.85 2.24 6.47 2.50 2.42 
7.46 2.52 2.83 2.24 6.47 2.51 2.42 
7.58 2.52 2.83 2. 24 6.47 2.51 2.42 
8.17 2.52 2.81 2.24 6.47 2.51 2.42 
8.30 2.52 2.80 2.24 6.47 2.49 2.42 
8.47 2.52 2.78 2.24 6.47 2.49 2.42 
9.10 2.52 2.82 2.24 6.47 2.51 2.42 
9.25 2.52 2.83 2.24 6.47 2.50 2.42 

Date: 3.22 Expt. #: 2.00 Plab: 734.82 

time acid humid dry total Pbw Pba 

6.33 594.80 .00 1401. 90 1996.70 734.82 889.92 
6.50 594.80 401.60 989.30 1997.73 764.81 889.92 
7.20 594.80 1401.80 .00 2037.15 789 .11 889.92 
7.30 594.80 1401. BO .00 2037 .13 789.11 889.92 
7.46 594.80 1195. 20 198.00 2022.81 783.94 889. 92 
7.58 594.80 1195. 20 198.00 2022.81 783.94 889.92 
8.17 594.80 1004.20 405.30 2033.73 779.80 889. 92 
8.30 594.80 1004.20 405.30 2033.73 779.80 889.92 
8.47 594.80 807.90 606.90 2033.42 775.15 889.92 
9.10 594.80 1195. 20 198.00 2022.83 783.94 889.92 
9.25 594.80 1401.80 .00 2037.15 789 .11 889.92 

Date: 3.22 Expt. #: 2.00 Plab: 734.82 

time t1 t2 t3 tp t5 t6 

6.33 24.95 26.97 25.25 25.30 25.28 23. 92 
6.50 24.94 26.70 25.24 25.28 24. 93 23.90 
7.20 24.91 28.42 25.22 25.26 24 .95 23.86 
7.30 24.91 28.49 25.21 25.25 25.01 23.85 
7.46 24.90 28.37 25.21 25.25 25.04 23.86 
7.58 24.89 28.33 25.20 25.24 25.09 23.86 
8.17 24.89 28.12 25.19 25.24 25.07 23.87 
8.30 24.89 28.03 25.20 25.24 24.94 23.87 
8.47 24.89 27.86 25.19 25.24 24. 94 23.87 
9.10 24.89 28.20 25.20 25.24 25.11 23.87 
9.25 24.88 28.30 25.19 25.24 25.02 23.86 
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Date: 3.22 Expt.#: 2.00 Plab: 734.82 

time RH RA CNC +/-

6.33 .000 .238 11.00 .00 
6.50 .183 .238 11.00 .00 
7.20 .606 .233 5500.00 500.00 
7.30 .606 .233 5700.00 400.00 
7.46 .525 .235 5800.00 700.00 
7.58 .525 .235 3660.00 200.00 
8.17 .441 . 234 278.00 35.00 
8.30 .441 .234 170.00 25.00 
8.47 .357 .234 14.00 .00 
9.10 .525 .235 500.00 30.00 
9.25 .607 .233 4250.00 50.00 
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RA=30% 

Date: 4.15 Expt.#: 1.00 Plab: 731. 27 

time acid humid dry Pbw,g Pba,g 

11. 28 594.80 211.40 1196.70 0.50 4.10 
11.49 594.80 1195.20 198.00 0.95 4.10 
12.06 594.80 1401. 80 0.00 1.03 4.15 
12.21 594.80 1195.20 198.00 0.95 4.15 
1. 23 594.80 1004.20 405.30 0.87" 4.15 
1.48 594.80 1401.80 0.00 1.03 4.15 

Date: 4.15 Expt.#: 1.00 Plab: 731. 27 

time therl ther2 ther3 probe ther5 ther6 

11.280 2.361 2.507 2. 213 6.439 2.492 2.064 
11. 490 2.358 2.696 2.209 6.436 2.602 2.062 
12.060 2.355 2. 728 2.207 6.434 2.574 2.062 
12.210 2.353 2.683 2.206 6.433 2.540 2.063 
1. 230 2.347 2.590 2.199 6.426 2.510 2.064 
1.480 2.346 2.815 2.198 6.425 2.567 2.064 

Date: 4.15 Expt.#: 1.00 Plab: 731. 27 

time acid hwnid dry total Pbw Pba 

11.28 594.80 211. 40 1196.70 2007.99 757.12 943.24 
11.49 594.80 1195.20 198.00 2015.87 780.38 943.24 
12.06 594.80 1401.80 0.00 2029.11 784.52 945. 82 
12.21 594.80 1195.20 198.00 2015.89 780.38 945.82 
1.23 594.80 1004.20 405.30 2027.88 776. 25 945.82 
1.48 594.80 1401.80 0.00 2029.16 784.52 945.82 

Date: 4.15 Expt.#: 1.00 Plab: 731. 27 

time tl t2 t3 tp t5 t6 

11.280 24.634 25.131 24.926 24.947 24.905 20.249 
11. 490 24.604 27.002 24.886 24.917 26.014 20.228 
12.060 24.574 27.319 24.866 24.897 25.732 20.228 
12.210 24.553 26.873 24.855 24.887 25.390 20.238 
1. 230 24.493 25.952 24.785 24.816 25.087 20.249 
1. 480 24.482 28.180 24. 774 24.806 25.661 20. 249 

Date: 4.15 Expt.#: 1.00 Plab: 731. 27 

time RH RA CNC +/-

11. 28 0.078 0.223 0.00 0.00 
11.49 0.428 0.222 22.00 0.00 
12.06 0.496 0.220 165.00 15.00 
12.21 0.429 0.221 10.00 0.00 
1. 23 0.362 0.220 0.04 0.00 
1. 48 0.500 0.220 65.00 0.00 
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RA=50% 

Date: 3.22 Expt #: 1 Plab: 734.82 

time acid humid dry Pbw,g Pba,g 

1.43 1011. 60 .00 1009.60 .00 5.70 
2.04 1011.60 396.10 606.90 .44 5.75 
2.24 1011.60 605.70 405.30 .53 5.75 
2.35 1011.60 605.70 405.30 .53 5.75 
2.52 1011.60 807.90 198.00 .63 5.75 
3.05 1011. 60 807.90 198.00 .63 5.75 
3.20 1011.60 1004.20 .00 .73 5.80 
3.32 1011. 60 1004.20 .00 .73 5.80 
4.11 1011. 60 407.90 606.90 .44 5.85 
4.13 1011. 60 512.30 495.60 .47 5.85 
4.48 1011.60 605.70 405.30 . 54 5.90 
5.07 1011. 60 807.90 198.00 .64 5.95 
5.15 1011.60 807.90 198.00 .64 5.95 
5.38 1011. 60 1004.20 .00 . 72 6.00 
5.48 1011. 60 1004.20 .00 . 72 6.00 
6.04 1011. 60 .00 1009.60 .00 6.05 

time therl ther2 ther3 probe ther5 ther6 

1.43 2.52 2.69 2. 24 6.46 2.54 2.41 
2.04 2.52 2.79 2.24 6.47 2.61 2.41 
2.24 2.53 2.83 2.24 6.47 2.63 2.41 
2.35 2.53 2.83 2.25 6.47 2.64 2.41 
2.52 2.52 2.85 2.25 6.48 2.65 2.41 
3.05 2.53 2.86 2.25 6.48 2.66 2.42 
3.20 2.53 2.93 2.25 6.48 2.61 2.42 
3.32 2.53 2.94 2.25 6.48 2.58 2.42 
4.11 2.53 2.81 2.25 6.48 2.62 2.42 
4.13 2.53 2.81 2.25 6.48 2.55 2.42 
4.48 2.53 2.83 2.25 6.48 2.53 2.42 
5.07 2.53 2.87 2.25 6-48 2.58 2.42 
5.15 2.53 2.89 2.25 6.48 2.59 2.42 
5.38 2.53 2.90 2.25 6.48 2.55 2.42 
5.48 2.53 2.90 2.25 6.48 2.58 2.42 
6.04 2.53 2.78 2.25 6.48 2.55 2.42 

Date: 3.22 Expt.#: 1.00 Plab: 734.82 

time acid humid dry total Pbw Pba 

1.43 1011.60 .00 1009.60 2021.20 734.82 1029.52 
2.04 1011.60 396.10 606.90 2026.51 757.57 1032.10 
2.24 1011.60 605.70 405.30 2040.73 762.22 1032.10 
2.35 1011.60 605.70 405.30 2040.73 762.22 1032.10 
2.52 1011.60 807.90 198.00 2041.52 767.39 1032.10 
3.05 1011.60 807.90 198.00 2041.54 767.39 1032.10 
3.20 1011. 60 1004.20 .00 2045.47 772. 56 1034.69 
3.32 1011.60 1004.20 .00 2045.49 772.56 1034.69 
4.11 1011.60 407.90 606.90 2038.73 757.57 1037.27 
4.13 1011.60 512.30 495.60 2034.95 759.12 1037.27 
4.48 1011. 60 605.70 405.30 2040. 77 762.74 1039.86 
5.07 1011.60 807.90 198.00 2041.57 767.91 1042.44 
5.15 1011.60 807.90 198.00 2041.57 767.91 1042.44 
5.38 1011.60 1004.20 .00 2045.55 772.05 1045.03 
5.48 1011. 60 1004.20 .00 2045.53 772.05 1045.03 
6.04 1011.60 .00 1009.60 2021.20 734.82 1047.61 

Date: 3.22 Expt.#: 1.00 Plab: 734.82 

time t1 t2 t3 t4 t5 t6 
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1.43 24.86 26. 96 25.17 25.19 25.36 23.84 
2.04 24.88 27.91 25.20 25.23 26.09 23.81 
2.24 24.93 28.31 25.24 25.28 26.26 23.83 
2.35 24.97 28.31 25.27 25.31 26.39 23.83 
2.52 24.89 28.54 25.29 25.34 26.46 23.84 
3.05 25.01 28.60 25.31 25.35 26.58 23.85 
3.20 25.01 29.29 25.30 25.34 26.05 23.85 
3.32 25.00 29.45 25.29 25.34 25.75 23.86 
4.11 25.00 28.13 25.30 25.35 26.20 23.89 
4 .13 25.00 28.12 25.30 25.35 25.52 23.89 
4.48 25.00 28.31 25.28 25.33 25.27 23.88 
5.07 24.98 28. 72 25.28 25.33 25.80 23.88 
5.15 24.99 28.88 25.28 25.33 25.88 23.88 
5.38 24.98 29.03 25.27 25.32 25.44 23.88 
5.48 24.98 29.02 25.27 25.32 25.83 23.87 
6.04 24.98 27.79 25.27 25.32 25.52 23.91 

Date: 3.22 Expt.#: 1.00 Plab: 734.82 

time RH RA CNC +/-

1. 43 .000 .346 33.00 .00 
2.04 .179 .344 43.00 .00 
2.24 .270 .341 1700.00 150.00 
2.35 .270 .341 1250.00 150.00 
2.52 .357 .338 11600.00 200.00 
3.05 .357 .341 10700.00 600.00 
3.20 .440 .340 104000.00 1000.00 
3.32 .440 .340 105000.00 2000.00 
4.11 .183 .340 30.00 .00 
4.13 .230 .340 47.00 .00 
4.48 .270 .339 150.00 10.00 
5.07 .358 .337 3200.00 100.00 
5.15 .358 .338 3300.00 60.00 
5.38 .441 .336 76000.00 500.00 
5.48 .441 .336 74800.00 500.00 
6.04 .000 .340 27.00 .00 
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RA=50% 

Date: 4.12 Expt.#: 1.00 Plab: 731. 77 

time acid humid dry Pbw,g Pba,g 

5.12 1011.60 0.00 1009.60 0.00 5.80 
5.20 1011. 60 199.10 802.00 0.33 5.80 
5.30 1011.60 605.70 405.30 0.51 5.80 
5.42 1011. 60 605.70 405.30 0.51 5.80 
5.55 1011.60 807.90 198.00 0.63 5.80 
6.05 1011. 60 807.90 198.00 0.63 5.80 
6.20 1011. 60 1004.20 0.00 0.70 5.80 
6.30 1011.60 1004.20 0.00 0.70 5.80 
6.43 1011.60 407.90 606.90 0.42 5.80 

Date: 4.12 Expt.#: 1.00 Plab: 731. 77 

time therl ther2 ther3 probe therS ther6 

5.120 2.380 2.540 2.231 6.456 2.596 2.079 
5.200 2.380 2.591 2.231 6.456 2.602 2.077 
5.300 2.381 2.649 2.232 6.458 2.593 2.077 
5.420 2.381 2.691 2.233 6.458 2.634 2.076 
5.550 2.382 2.691 2.234 6.460 2. 614 2.075 
6.050 2.383 2.709 2.234 6.460 2.629 2.075 
6.200 2.383 2.705 2.234 6.460 2.629 2.074 
6.300 2.383 2.702 2.234 6.460 2.566 2.074 
6.430 2.383 2.646 2.235 6.460 2.579 2.074 

Date: 41288.00 Expt.#: 1.00 Plab: 731. 77 

time acid humid dry total Pbw Pba 

5.12 1011. 60 0.00 1009.60 2021. 20 731. 77 1031. 64 
5.20 1011. 60 199.10 802.00 2017.59 748.84 1031.64 
5.30 1011. 60 605.70 405.30 2037.29 758 .14 1031.64 
5.42 1011.60 605.70 405.30 2037.28 758 .14 1031.64 
5.55 1011. 60 807.90 198.00 2036.91 764.35 1031.64 
6.05 1011. 60 807.90 198.00 2036.91 764.35 1031.64 
6.20 1011. 60 1004.20 0.00 2039.79 767.96 1031.64 
6.30 1011.60 1004.20 0.00 2039.79 767.96 1031.64 
6.43 1011.60 407.90 606.90 2036.34 753.49 1031.64 

Date: 41288.00 Expt.#: 1.00 Plab: 731. 77 

time tl t2 t3 tp ts t6 

5.120 24.827 25.457 25.109 25.118 25.953 20.401 
5.200 24.827 25.962 25.109 25.118 26.014 20.381 
5.300 24.837 26.537 25.119 25.138 25.923 20.381 
5.420 24.837 26.952 25.129 25 .138 26.335 20. 371 
5.550 24.847 26.952 25.139 25.159 26.134 20.361 
6.050 24.857 27 .131 25.139 25.159 26.285 20.361 
6.200 24.857 27.091 25.139 25.159 26.285 20.350 
6.300 24.857 27.061 25.139 25.159 25.651 20.350 
6.430 24.857 26.507 25.149 25.159 25.782 20.350 

Date: 41288.00 Expt.#: 1.00 Plab: 731.77 

time RH RA CNC +/-

5.12 0.000 0.345 0.07 0.00 
5.20 0.074 0.346 0.01 0.00 
5.30 0.220 0.342 2450.00 250.00 
5.42 0.220 0.342 1300. 00 100.00 
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RA=60% 

Date: 4.15 Expt.#: 2.00 Plab: 731. 27 

time acid humid dry Pbw,g Pba,g 

10.00 1198.40 807.90 0.0D 0.56 7.20 
10.15 1198.40 807.9'0 0.00 0.56 7.20 
10.31 1198. 40 5.07 .. G..-0 303.90 0.42 7.25 
10.45 1198.40 6!05.70 198. oo· 0.46 7.30 

Date: 4.15 Expt.#: 2.00 Plab; 731. 27 

time therl ther2 ther3 probe therS ther6 

10.000 2.374 2.612 2.221 6.449 2.553 2.060 
10.150 2.369 2.634 2.219 6.445 2.541 2.060 
10.310 2.365 2.638 2.2..16 6.442 2.584 2.061 
10.450 2.362 2.643 ::2.~•TI, 6.440 2.597 2.061 

Date: 4.15 Expt.#: 2_ {);fi) Plab: 731. 27 

time acid humid ary total Pbw Pba 

10.00 1198. 40 807.90 0.00 2025.63 760.22 1103.51 
10.15 1198.40 807.90 0.00 2025.63 760.22 1103.51 
10.31 1198.40 507.60 303.90 2022.1'7 752.98 1106.10 
10.45 1198.40 6.05 .. 70 198.00 2016.70 755.05 1108.68 

Date: 4.15 Expt.#: 2.00 Plab: 731.27 

time tl t2 t3 t4 ts t6 

10.000 24.766 26.170 25.038 25.048 25.521 20.208 
10.150 24.715 26.388 24.987 25.007 25.400 20.208 
10.310 24.675 26.428 24.957 24. 977 25.833 20.218 
10.450 24.645 26.477 24. 926 24.957 25.963 20.218 

Date: 4.15 Expt.#: 2.00 Plab: 731. 27 

time RH RA CNC +/-

10.00 0.293 0.381 9200.00 500.00 
10.15 0.294 0.381 6500.00 600.00 
10.31 0.187 0.380 25.00 0.00 
10.45 0.223 0.380 135.00 25.00 
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RA=60% 

Date: 4.14 Expt.#: 1.00 Plab: 731. 77 

time acid humid dry Pbw,g Pba,g 

11. 20 1198.40 211. 40 607.30 0.27 6.95 
11. 35 1198. 40 293.70 499.60 0.28 6.95 
11. 50 1198.40 401.60 391.10 0.35 7.00 
12.01 1198 .40 401. 60 391.10 0.35 7.00 
12.15 1198.40 507.60 303.90 0.40 7.00 
12.25 1198. 40 807.90 0.00 0.56 7.02 

2.13 1198. 40 807.90 0.00 0.56 7.10 
2.32 1198. 40 605.70 198.00 0.46 7.15 
2.49 1198. 40 507.60 303.90 0.43 7.15 
3.10 1198 .40 293.70 499.60 0.30 7.15 
3.25 1198. 40 211.40 607.30 0.27 7.15 

Date: 4.14 Expt.#: 1.00 Plab: 731. 77 

time therl ther2 ther3 probe therS ther6 

11.200 2.372 2.289 2.222 6.446 2.497 2.062 
11. 350 2.367 2.370 2.217 6.440 2.452 2.063 
11. 500 2.362 2.421 2.212 6.435 2.450 2.061 
12.010 2.359 2.446 2.210 6.433 2.463 2.061 
12.150 2.355 2.463 2.206 6.429 2.428 2.061 
12.250 2.352 2.522 2.203 6.427 2.461 2.060 

2.130 2.336 2.489 2.187 6.412 2.416 2.061 
2.320 2.336 2.467 2.188 6.413 2.461 2.061 
2.490 2.337 2.468 2.188 6.414 2.462 2.062 
3.100 2.338 2.444 2.188 6. 414 2.464 2.062 
3.250 2.338 2.439 2.189 6.415 2.473 2.062 

Date: 41488.00 Expt.#: 1.00 Flab: 731. 77 

time acid humid dry total Pbw Pba 

11. 20 1198.40 211. 40 607.30 2022.26 745.73 1091.09 
11.35 1198 .40 293.70 499.60 1998.87 746.25 1091.09 
11.50 1198.40 401.60 391.10 2000.85 749.87 1093.68 
12.01 1198.40 401. 60 391.10 2000.85 749.87 1093.68 
12.15 1198.40 507.60 303.90 2022.18 752.45 1093.68 
12.25 1198.40 807.90 0.00 2025.61 760.73 1094. 71 

2.13 1198.40 807.90 0.00 2025.63 760.73 1098.85 
2.32 1198.40 605.70 198.00 2016.69 755.56 1101.43 
2.49 1198.40 507.60 303.90 2022.16 754.01 1101.43 
3.10 1198. 40 293.70 499.60 1998.86 747.28 1101. 43 
3.25 1198.40 211. 40 607.30 2022.26 745.73 1101.43 

Date: 41488. 00 Expt.#: 1.00 Plab: 731. 77 

time t1 t2 t3 t4 ts t6 

11.200 24.746 22.972 25.017 25.018 24. 956 20.228 
11. 350 24.695 23.774 24.967 24. 957 24.502 20.238 
11. 500 24.645 24.279 24. 916 24. 907 24. 481 20.218 
12.010 24.614 24.527 24.896 24. 887 24. 613 20.218 
12.150 24.574 24.695 24.855 24. 846 24.259 20.218 
12.250 24. 543 25.279 24." .~5 24.826 24.592 20.208 

2.130 24.381 24.952 24. S::-3 24.675 24 .138 20.218 
2.320 24.381 24.735 24.673 24. 685 24.592 20.218 
2.490 24. 391 24.744 24.673 24. 695 24.603 20.228 
3.100 24.401 24.507 24.673 24.695 24.623 20.228 
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3.250 24.401 24. 457 24.683 24.705 24. 714 20.228 

Date: 41488.00 Expt.#: 1.00 Flab: 731. 77 

time RH RA CNC +/-

11. 20 0.079 0.387 0.01 0.00 
11. 35 0.111 0.392 46.00 0.00 
11. 50 0.151 0.391 666.00 25.00 
12.01 0.151 0.390 130.00 10.00 
12.15 0.189 0.386 1600.00 100.00 
12.25 0.297 0.385 41500.00 2500.00 

2.13 0.300 0.383 9500.00 150.00 
2.32 0.227 0.383 190.00 20.00 
2.49 0.190 0.382 7.50 0.00 
3.10 0.112 0.387 0.01 0.00 
3.25 0.080 0.382 0.01 0.00 
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RA=60% 

Date: 4.06 Expt.#: 1.00 Plab: 732.28 

time acid hwnid dry Pbw,g Pba,g 

1.46 1198.40 401. 60 391.10 0.37 6.60 
1. 59 1198.40 293.70 499.60 0.34 6.60 
2.13 1198.40 211.40 607.30 0.28 6.60 
2.44 1198.40 0.00 799.20 0.00 6.60 
2.51 1198.40 0.00 799.20 0.00 6.60 
2.56 1198.40 0.00 799.20 0.00 6.60 
3.12 1198.40 293.70 499.60 0.34 6.65 
3.24 1198.40 293.70 499.60 0.34 6.65 
3.36 1198. 40 401.60 391.10 0.36 6.65 
3.46 1198.40 401. 60 391.10 0.36 6.65 
3.53 1198. 40 211. 40 607.30 0.28 6.65 
4.11 1198. 40 507.60 303.90 0.42 6.65 
4.20 1198.40 507.60 303.90 0.42 6.65 
4.34 1198.40 807.90 0.00 0.56 6.65 
4.51 1198.40 807.90 0.00 0.56 6.65 
5.04 1198.40 605.70 198.00 0.47 6.70 
5.15 1198.40 605.70 198.00 0.47 6.70 
5.25 1198.40 293.70 499.60 0.32 6.70 

Date: 4.06 Expt.#: 1.00 Plab: 732.28 

time therl ther2 ther3 probe ther5 ther6 

1.460 2.351 2.856 2.204 6.430 2.638 2.073 
1. 590 2.353 2.855 2.205 6.432 2.666 2.074 
2.130 2.354 2.854 2.208 6.435 2.667 2.075 
2.440 2.357 2.844 2.211 6.439 2.690 2.077 
2.510 2.358 2.842 2.212 6.440 2.701 2.078 
2.560 2.359 2.844 2.212 6.441 2.702 2.078 
3.120 2.360 2.863 2. 214 6.442 2.703 2.076 
3.240 2.361 2.872 2. 214 6.443 2.704 2.076 
3.360 2.362 2.893 2.215 6.443 2.701 2.077 
3.460 2.362 2.903 2.215 6.444 2.702 2.076 
3.530 2.363 2.899 2.216 6.445 2.715 2.077 
4.110 2.364 2.925 2.216 6.445 2.715 2.076 
4.200 2.364 2.937 2.217 6.446 2.734 2.076 
4.340 2.364 2.969 2.217 6.447 2.719 2.076 
4.510 2.365 2.976 2.217 6.447 2.697 2.076 
5.040 2.365 2.984 2.217 6.447 2.698 2.076 
5.150 2.366 2.970 2.218 6.448 2.711 2.076 
5.250 2.366 2.943 2.218 6.448 2.695 2.077 

Date: 4688.00 Expt.#: 1.00 Plab: 732.28 

time acid hwnid dry total Pbw Pba 

1.46 1198.40 401.60 391.10 2000.90 751.41 1073.51 
1. 59 1198.40 293.70 499.60 1998.89 749.86 1073.51 
2.13 1198.40 211.40 607.30 2022.30 746.76 1073.51 
2.44 1198.40 0.00 799.20 1997.60 732.28 1073.51 
2.51 1198.40 0.00 799.20 1997.60 732.28 1073.51 
2.56 1198.40 0.00 799.20 1997.60 732.28 1073.51 
3.12 1198.40 293.70 499.60 1998.90 749.86 1076.09 
3.24 1198.40 293.70 499.60 1998.90 749.86 1076.09 
3.36 1198.40 401.60 391.10 2000.94 750.89 1076.09 
3.46 1198.40 401. 60 391.10 2000. 93 750.89 1076.09 
3.53 1198.40 211.40 607.30 2022.31 746.76 1076.09 
4.11 1198. 40 507.60 303.90 2022.27 754.00 1076.09 
4.20 1198.40 507.60 303.90 2022.27 754.00 1076.09 
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4.34 1198.40 807.90 0.00 2025.80 761. 23 1076.09 
4.51 1198.40 807.90 0.00 2025.80 761. 23 1076.09 
5.04 1198. 40 605.70 198.00 2016.81 756.58 1078.68 
5.15 1198.40 605.70 198.00 2016.81 756.58 1078.68 
5.25 1198. 40 293.70 499.60 1998.91 748.83 1078.68 

Date: 4688.00 Expt.#: 1.00 Plab: 732.28 

time tl t2 t3 t4 ts t6 

1. 460 24.533 28.586 24. 835 24.856 26.375 20.340 
1. 590 24.553 28.576 24.845 24. 877 26.656 20.350 
2.130 24.564 28.566 24.876 24.907 26.666 20.361 
2.440 24. 594 28.467 24.906 24. 947 26.896 20.381 
2.510 24.604 28.447 24. 916 24.957 27.006 20.391 
2.560 24.614 28.467 24.916 24.967 27.016 20.391 
3.120 24.624 28.655 24.936 24. 977 27.026 20.371 
3.240 24.634 28.745 24.936 24.987 27.036 20. 371 
3.360 24.645 28.952 24. 947 24.987 27.006 20.381 
3.460 24.645 29.051 24.947 24.997 27.016 20.371 
3.530 24.655 29.012 24.957 25.007 27 .146 20.381 
4.110 24.665 29.269 24.957 25.007 27 .146 20.371 
4.200 24.665 29.388 24.967 25.018 27.335 20. 371 
4.340 24.665 29.705 24.967 25.028 27.186 20.371 
4.510 24.675 29. 774 24.967 25.028 26.966 20.371 
5.040 24.675 29.853 24.967 25.028 26.976 20. 371 
5.150 24.685 29.715 24. 977 25.038 27.106 20.371 
5.250 24.685 29.447 24. 977 25.038 26.946 20.381 

Date: 4688.00 Expt. #: 1.00 Plab: 732.28 

time RH RA CNC +/-

1.46 0.152 0.396 8700.00 1300.00 
1.59 0.112 0.396 51.00 4.00 
2.13 0.080 0.391 0.04 0.00 
2.44 0.000 0.395 1.31 0.00 
2.51 0.000 0.395 0.37 0.00 
2.56 0.000 0.395 0.10 0.00 
3.12 0.111 0.394 18.00 0.00 
3.24 0.111 0.394 12.00 0.00 
3.36 0.152 0.394 1800.00 150.00 
3.46 0.151 0.394 1240.00 70.00 
3.53 0.079 0.390 0.02 0.00 
4.11 0.189 0.390 4300.00 400.00 
4.20 0.188 0.390 2900.00 300.00 
4.34 0.296 0.389 40000.00 2000.00 
4.51 0.296 0.389 34000.00 3000.00 
5.04 0.224 0.390 6000.00 300.00 
5.15 0.224 0.390 4250.00 450.00 
5.25 0.111 0.393 0.03 0.00 
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RH=l5% 

Date: 3.19 Expt #: 1 Plab: 736.35 

time acid humid dry Pbw,g Pba,g 

6. 25 .00 303.30 1698.00 .00 .00 
6.45 502.80 303.30 1206.30 .56 2.20 
7.00 1198.40 303.30 495.60 .30 5.50 
7.12 1497. 30 303.30 198.00 .23 6.60 
7.25 1708.30 303.30 .00 .20 7.30 
7.40 1708.30 303.30 .00 . 20 7.60 
8.55 1708.30 303.00 .00 .20 7.60 

time therl ther2 ther3 probe therS ther6 

6.25 2.49 2.78 2.20 6.43 2.64 2.07 
6.45 2.48 2.83 2.20 6.43 2. 77 2.06 
7.00 2.49 2.85 2.21 6. _.) 2.89 2.06 
7.12 2.49 2.85 2.21 6.43 2.87 2.06 
7.25 2.49 2.82 2.21 6.43 2.85 2.06 
7.40 2.48 2.78 2.20 6.43 2.76 2.06 
8.55 2.49 2.81 2.21 6.43 2.86 2.06 

Date: 3.19 Expt.#: 1.00 Plab: 736.35 

time acid humid dry total Pbw Pba 

6.25 .00 303.30 1698.00 2008.84 736.35 736.35 
6.45 502.80 303.30 1206.30 2019.61 765.30 850.09 
7.00 1198. 40 303.30 495.60 2004.64 751.86 1020.70 
7.12 1497. 30 303.30 198.00 2005.97 748.24 1077.57 
7.25 1708.30 303.30 .00 2018.99 746.69 1113.76 
7.40 1708.30 303.30 .00 2018.98 746.69 1129.27 
8.55 1708. 30 303.00 .00 2018.67 746.69 1129.27 

Date: 3.19 Expt.#: 1.00 Plab: 736.35 

time tl t2 t3 tp ts t6 

6.25 24.62 27.81 24.83 24.86 26.44 20.29 
6.45 24.49 28.33 24.80 24.84 27.66 20.22 
7.00 24. 53 28.53 24.86 24.89 28.87 20.21 
7.12 24.55 28.48 24.87 24.90 28.72 20.20 
7. 25 24.54 28.19 24.87 24.91 28.44 20.19 
7.40 24.52 27.83 24.85 24.89 27.57 20.19 
8.55 24.55 28.17 24. 87 24.91 28.60 20.19 

Date: 3.19 Expt.#: 1.00 Plab: 736.35 

time RH RA CNC +/-

6.25 .117 .000 .00 .00 
6.45 .112 .208 7.55 .00 
7.00 .114 .416 53.00 .00 
7.12 .115 .493 93.00 .00 
7.25 .114 .532 294-.00 .00 
7.40 .114 .532 1081.00 .00 
8.55 .114 .533 1400. 00 .00 
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RH=l5% 

Date: 3.08 Expt #: 1 Plab:736.09 

time acid humid dry Pbw,g Pba,g 

6.22 .00 303.30 1698.00 .83 .00 
6.30 .00 303.30 1698.00 .83 .00 
6.43 202.00 303.30 1494.30 .70 1.02 
6.52 202.00 303.30 1494. 30 .70 1.02 
7.03 302.80 303.30 1390. 40 .66 1.42 
7.09 302.80 303.30 1390.40 .66 1.42 
7.20 502.80 303.30 1206.30 .57 2.20 
7.23 502.80 303.30 1206.30 .57 2.20 
7.32 707.60 303.30 1009.60 .48 2.80 
7.40 796. 20 303.30 907.10 .46 3.40 
7.52 1011.60 303.30 694.50 .37 4.40 
8.00 1198.40 303.30 495.60 .30 4.95 
8.05 1198.40 303.30 495.60 .30 4.95 
8.16 1011. 60 303.30 694.00 .36 4.50 
8.25 1095.40 303.30 606.90 .33 4.75 
8.33 1198.40 303.30 495.60 .30 5.00 
8.41 1497. 30 303.30 198.00 .23 6.10 
8.47 1497. 30 303.30 198.00 .23 6.10 
8.58 1689.10 303.30 .00 .18 6.90 
9.05 1689.10 303.30 .00 .18 6.90 
9.17 1497. 30 303.30 198.00 .23 6.30 
9.22 1497. 30 303.30 198.00 .23 6.30 
9.31 1689.10 303.30 .00 .18 6.95 
9.46 1198.40 303.30 495.60 .30 5.30 
9.55 502.80 303.30 1206.30 .55 2.40 

10.00 .00 303.30 1698.00 .83 .00 

time therl ther2 ther3 probe ther5 ther6 

6.22 2.55 2.53 2.24 6.46 2.41 2.06 
6.30 2.55 2.53 2. 24 6.46 2.46 2.06 
6.43 2.54 2.53 2.24 6.46 2.46 2.06 
6.52 2.54 2.51 2.23 6.46 2.44 2.06 
7.03 2.54 2.52 2.23 6.45 2.43 2.06 
7.09 2.54 2.53 2.23 6.45 2.43 2.06 
7.20 2.54 2.53 2.23 6.45 2.44 2.06 
7.23 2.54 2.54 2.23 6.45 2.45 2.06 
7.32 2.54 2.54 2.23 6.45 2.46 2.06 
7.40 2.54 2.53 2.23 6.45 2.46 2.06 
7.52 2.53 2.53 2.23 6.45 2.45 2.06 
8.00 2.54 2.52 2.23 6.45 2.43 2.06 
8.05 2.53 2.53 2.23 6.45 2.46 2.06 
8.16 2.53 2.53 2.23 6.45 2.45 2.06 
8.25 2.53 2.53 2.23 6.45 2.45 2.06 
8.33 2.53 2.54 2.23 6.45 2.45 2.06 
8.41 2.53 2.52 2.23 6.45 2.45 2.07 
8.47 2.53 2.52 2.23 6.45 2.45 2.07 
8.58 2.53 2.49 2.23 6.45 2.46 2.07 
9.05 2.53 2.49 2.23 6.45 2.46 2.07 
9.17 2.53 2.49 2.23 6.45 2.44 2.07 
9.22 2.53 2.51 2.23 6.45 2.45 2.07 
9.31 2.53 2.49 2.23 6.45 2.46 2.07 
9.46 2.53 2.50 2.23 6.45 2.44 2.07 
9.55 2.53 2.52 2.23 6.45 2.44 2.07 

10.00 2.53 2.53 2.23 6.45 2.45 2.71 
10.00 2.53 2.53 2.23 6.45 2 .45 2.07 

Date: 3.08 Expt.#: 1.00 Plab: 736.09 

time acid humid dry total Pbw Pba 
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6.22 .00 303.30 1698.00 2008.38 779. 00 736.09 
6.30 .00 303.30 1698.00 2008.39 779.00 736.09 
6.43 202.00 303.30 1494.30 2006.75 772. 28 788.83 
6.52 202.00 303.30 1494.30 2006.76 772. 28 788.83 
7.03 302.80 303.30 1390.40 2003.68 770.21 809.51 
7.09 302.80 303.30 1390. 40 2003.67 770.21 809.51 
7.20 502.80 303.30 1206.30 2019.62 765.56 849.83 
7.23 502.80 303.30 1206.30 2019.62 765.56 849.83 
7.32 707.60 303.30 1009.60 2027.76 760.91 880.85 
7.40 796.20 303.30 907.10 2013.87 759.87 911. 87 
7.52 1011. 60 303.30 694.50 2016. 71 755.22 963.57 
8.00 1198. 40 303.30 495.60 2004.65 751. 60 992.01 
8.05 1198.40 303.30 495.60 2004.66 751. 60 992.01 
8.16 1011. 60 303.30 694.00 2016.22 754.70 968. 75 
8.25 1095.40 303.30 606.90 2012. 94 753.15 981. 67 
8.33 1198. 40 303.30 495.60 2004.66 751. 60 994.60 
8.41 1497.30 303.30 198.00 2006.00 747.98 1051.47 
8.47 1497.30 303.30 198.00 2006.00 747.98 1051. 4 7 
8.58 1689.10 303.30 .00 1999.84 745.40 1092.83 
9.05 1689.10 303.30 .00 1999.84 745.40 1092.83 
9.17 1497.30 303.30 198.00 2006.02 747.98 1061.81 
9.22 1497.30 303.30 198.00 2006.02 747.98 1061. 81 
9.31 1689.10 303.30 .00 1999.85 745.40 1095.41 
9.46 1198.40 303.30 495.60 2004.69 751. 60 1010.11 
9.55 502.80 303.30 1206.30 2019.66 764.53 860.17 

10.00 .00 303.30 1698.00 2008.42 779.00 736.09 

Date: 3.08 Expt.#: 1.00 Plab: 736.09 

time tl t2 t3 tp ts t6 

6.22 25.22 25.40 25.20 25.20 24 .10 20.21 
6.30 25.20 25.39 25.19 25.17 24.56 20.23 
6.43 25.10 25.33 25.16 25.14 24 .61 20.24 
6.52 25.07 25.11 25.15 25.12 24.39 20.25 
7.03 25.05 25.23 25.13 25.10 24.29 20.25 
7.09 25.04 25.31 25.12 25.09 24. 32 20.24 
7.20 25.04 25.37 25.12 25.08 24.42 20.24 
7.23 25.03 25.41 25.11 25.08 24 .45 20.24 
7.32 25.04 25.42 25.11 25.08 24.56 20.23 
7.40 25.03 25.40 25.11 25.08 24. 56 20.23 
7.52 25.02 25.34 25.11 25.08 24.49 20.23 
8.00 25.03 25.28 25.11 25.08 24.33 20.23 
8.05 25.02 25.32 25.11 25.08 24.58 20.24 
8.16 25.01 25.35 25.10 25.07 24.45 20.24 
8.25 25.02 25.37 25.11 25.08 24.53 20.25 
8.33 25.00 25.43 25.10 25.07 24.52 20.25 
8.41 25.00 25.21 25.10 25.07 24.52 20.26 
8.47 25.01 25.23 25.10 25.07 24. 52 20.26 
8.58 25.01 24.99 25.10 25.07 24.61 20.28 
9.05 25.00 24.96 25.10 25.07 24.60 20.28 
9.17 25.00 24.99 25.10 25.06 24.39 20.30 
9.22 25.00 25.12 25.09 25.07 24.52 20.30 
9.31 25.01 24.92 25.10 25.06 24.61 20.30 
9.46 25.01 25.05 25.09 25.06 24.40 20.31 
9.55 25.00 25. 24 25.08 25.06 24.43 20.31 

10.00 25.01 25.37 25.08 25.06 24.44 20.31 

Date: 3.08 Expt.#: 1.00 Plab: 736.09 

time RH RA CNC +/-

6.22 .108 .000 .01 .00 
6.30 .108 .000 .01 .00 
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6.43 .llO . 094 5.15 .00 
6.52 .llO .093 5.20 .00 
7.03 .llO .137 ll.30 .00 
7.09 .llO .137 ll.80 .00 
7.20 .llO .215 30.70 .00 
7.23 .llO .215 31. 00 .00 
7.32 .llO .290 49.40 .00 
7.40 .lll .318 59.30 .00 
7.52 .ll2 .381 80.60 .00 
8.00 .ll3 .441 618.00 35.00 
8.05 .ll3 .441 575. 00 35.00 
8.16 .ll2 .379 74.40 .00 
8.25 .ll3 .406 85.90 .00 
8.33 .ll3 .439 300.00 25.00 
8.41 .114 .519 555. 00 32.00 
8.47 .ll4 .519 666.00 50.00 
8.58 .ll5 .565 20900.00 2300.00 
9.05 .ll5 .565 17700.00 1900.00 
9.17 .114 .514 18000.00 3000.00 
9.22 .ll4 .514 12100.00 1000.00 
9.31 .ll5 .565 5270.00 670.00 
9.46 .ll4 .433 310.00 .00 
9.55 .111 .212 25.00 .00 

10.00 .llO .000 .00 .00 
10.00 .llO .000 .28 .00 
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R}{.=40% 

Date: 3.09 Expt #: 1 Plab: 736.09 

time acid humid dry Pbw,g Pba,g 

12.24 .00 807.90 1206.30 1.06 .00 
12.30 .00 807.90 1206.30 1.06 .00 
12.39 202.00 807.90 1009.60 . 95 1.02 
12.47 202.00 807.90 1009.60 .95 1.02 
1.00 409.10 807.90 802.00 . 85 1. 83 
1.14 502.80 807.90 694. 50 .79 2.25 
1.25 594.80 807.90 606.90 .76 2.50 
1.36 796.20 807.90 405.30 .67 3.90 
1.44 796.20 807.90 405.30 .67 3.90 
2.13 1011. 60 807.90 198.00 .60 4.50 
2.23 1198.40 807.90 .00 .55 5.15 
2.30 1198.40 807.90 .00 .55 5.15 
2.45 1011.60 807.90 198.00 .59 4.65 
2.58 905.00 807.90 290.70 .64 4.30 
3.12 1198.40 807.90 .00 .56 5.25 
3.22 1198. 40 807.90 .00 .56 5.25 
3.43 796.20 807.90 405.30 .67 3.90 
3.46 796.20 807.90 405.30 .67 3.90 
3.56 905.00 807.90 290.70 .65 4.20 
4.00 905.00 807.90 290.70 .65 4.20 
4.12 594.80 807.90 606.90 .76 2.80 
4.16 594.80 807.90 606.90 .76 2.80 
4.29 202.00 807.90 1009.60 .94 1.02 
4.40 .00 807.90 1206.30 1.05 .00 

time therl ther2 ther3 probe ther5 ther6 

12.24 2.54 2.52 2.23 6.45 2.58 2.07 
12.30 2.54 2.62 2.23 6.45 2.61 2.07 
12.39 2.53 2.59 2.23 6.45 2.49 2.07 
12.47 2.53 2.58 2.23 6.45 2.71 2.07 
1.00 2.53 2.58 2.23 6.45 2.47 2.07 
1.14 2.53 2.59 2.23 6.45 2.47 2.07 
1.25 2.53 2.59 2.23 6.45 2.47 2.07 
1.36 2.53 2.59 2.23 6.45 2.46 2.07 
1.44 2.53 2.59 2.23 6.45 2.46 2.07 
2.13 2.53 2.53 2.22 6.44 2.43 2.07 
2.23 2.52 2.53 2.22 6.44 2.44 2.07 
2.30 2.53 2.54 2.22 6.44 2.46 2.07 
2.45 2.53 2.65 2.22 6.44 2.45 2.07 
2.58 2.52 2.65 2.22 6.44 2.43 2.07 
3.12 2.52 2.62 2.22 6.44 2.43 2.07 
3.22 2.52 2.61 2.22 6.44 2.44 2.07 
3.43 2.52 2.55 2.21 6.44 2.44 2.07 
3.46 2.52 2.54 2.21 6.44 2.45 2.07 
3.56 2.52 2.56 2.21 6.44 2.47 2.07 
4 .00 2.52 2.57 2.21 6.43 2.48 2.07 
4.12 2.52 2.66 2.21 6.44 2.53 2.07 
4.16 2.52 2.68 2.21 6.44 2.56 2.07 
4.29 2.52 2.70 2.22 6.44 2.58 2.07 
4.40 2.52 2.72 2.22 6.44 2.62 2.07 

Date: 3.09 Expt.#: 1.00 Plab: 736.09 

time acid humid dry total Pbw Pba 

12.24 .00 807.90 1206.30 2032.88 790.89 736.09 
12.30 .00 807.90 1206.30 2032.88 790.89 736.09 
12.39 202.00 807.90 1009.60 2038.33 785.21 788.83 
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12.47 202.00 807.90 1009.60 2038.33 785.21 788.83 
1.00 409.10 807.90 802.00 2037.97 780.04 830.70 
1.14 502.80 807.90 694.50 2024.25 776. 94 852.42 
1. 25 594. 80 807.90 606.90 2028.69 775. 38 865.34 
1. 36 796.20 807.90 405.30 2028.61 770.73 937.72 
1.44 796. 20 807.90 405.30 2028.62 770. 73 937.72 
2.13 1011. 60 807.90 198.00 2036.81 767.11 968.75 
2.23 1198.40 807.90 .00 2025.68 764.53 1002.35 
2.30 1198.40 807.90 .00 2025.67 764.53 1002.35 
2.45 1011. 60 807.90 198.00 2036.82 766.60 976.50 
2.58 905.00 807.90 290.70 2022.86 769.18 958.40 
3.12 1198.40 807.90 .00 2025.65 765.04 1007.52 
3.22 1198. 40 807.90 .00 2025.64 765.04 1007.52 
3.43 796. 20 807.90 405.30 2028.57 770.73 937.72 
3.46 796.20 807.90 405.30 2028.58 770.73 937.72 
3.56 905.00 807.90 290.70 2022.78 769.70 953.23 
4.00 905.00 807.90 290.70 2022.78 769.70 953.23 
4.12 594.80 807.90 606.90 2028.64 775.38 880.85 
4.16 594. 80 807.90 606.90 2028.64 775.38 880.85 
4.29 202.00 807.90 1009.60 2038.31 784. 69 788.83 
4.40 .00 807.90 1206.30 2032.89 790.38 736.09 

Date: 3.09 Expt. #: 1.00 Flab: 736.09 

time t1 t2 t3 tp ts t6 

12.24 25.07 25.23 25.08 25.05 25.80 20.31 
12.30 25.06 26.21 25.09 25.06 26.08 20.31 
12.39 25.01 ·25. 97 25.09 25.06 24. 94 20.32 
12.47 25.00 25.84 25.08 25.05 27.10 20.32 

1.00 24.99 25.89 25.08 25.05 24.68 20.33 
1.14 24. 99 25.91 25.07 25.04 24.72 20.33 
1. 25 24.98 25.95 25.07 25.04 24.69 20.33 
1. 36 24.95 25.91 25.07 25.04 24 .62 20.33 
1.44 24.95 25.92 25.06 25.03 24.56 20.34 
2.13 24.93 25.35 25.03 25.00 24.26 20.34 
2.23 24.91 25.36 25.02 25.00 24.39 20.34 
2.30 24.92 25.44 25.02 25.00 24.55 20.33 
2.45 24.92 26.51 25.01 24.99 24.53 20.34 
2.58 24.90 26.51 25.00 24.98 24.33 20.34 
3.12 24.88 26.25 24. 98 24.96 24.30 20.33 
3.22 24.86 26.18 24.97 24. 94 24.34 20.32 
3.43 24.83 25.55 24.95 24.93 24 .42 20.30 
3.46 24.83 25.50 24.95 24. 92 24.48 20.31 
3.56 24.83 25.62 24 .93 24.92 24.68 20.29 
4.00 24.83 25.71 24. 94 24.91 24. 77 20.29 
4.12 24.83 26.61 24.94 24.93 25.33 20.29 
4.16 24 .83 26.83 24. 95 24. 94 25.54 20.29 
4.29 24.85 27.02 24.97 24. 97 25. 77 20.29 
4.40 24.90 27. 20 24.99 24.99 26.19 20.31 

Date: 3.09 Expt.#: 1.00 Flab: 736.09 

time RH RA CNC +/-

12.24 .284 .000 .01 .00 
12.30 .284 .000 .01 .00 
12.39 .285 .092 2.58 .00 
12.47 .285 .092 4.35 .00 
1.00 .288 .177 12.68 .67 
1.14 .291 .213 26.50 1.00 
1. 25 .291 .248 49.80 1. 20 
1. 36 . 293 .306 190.00 10.00 
1.44 .293 .306 197.00 19.00 
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2.13 .294 .375 3700.00 .14 
2.23 . 296 .431 25000.00 1400.00 
2.30 .296 .431 28500.00 3700.00 
2.45 . 294 .372 4360.00 120.00 
2.58 .295 .341 717.00 75.00 
3.12 . 297 .429 18400.00 2500.00 
3.22 .297 .429 18600.00 2300.00 
3.43 .294 .305 80.00 .00 
3.46 .294 .306 70.00 .00 
3.56 .295 .343 165.00 5.00 
4.00 .295 .343 168.00 10.00 
4.12 .292 . 243 31. 00 .00 
4.16 .292 . 243 31.00 .00 
4.29 .286 .091 4.57 .00 
4.40 .285 .000 .01 .00 
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RH=40% 

Date: 3.20 Expt #: 1 Plab: 734.82 

time acid humid dry Pbw,g Pba,g 

4.58 .00 807.90 1206.30 1.07 .00 
5.08 409.10 807.90 802.00 .87 1. 83 
5.20 409.10 807.90 802.00 .87 1. 83 
5.31 594.80 807.90 606.90 .78 3.00 
5.39 594.80 807.90 606.90 .78 3.00 
5.53 796.20 807.90 405.30 .70 4.00 
6.07 796.20 807.90 405.30 .70 4.00 
6.22 1011. 60 807.90 198.00 .63 4.90 
6.33 1011. 60 807.90 198.00 .63 4.90 
6.44 1198 .40 807.90 .00 .56 5.65 
6.57 1198.40 807.90 .00 .56 5.65 
7.15 594.80 807.90 606.90 .78 3.30 
7.33 905.00 807.90 290.70 .66 4.40 
7.48 1011.60 807.90 198.00 .63 4.90 
8.05 1011.60 807.90 198.00 .63 4.90 
8.38 1198. 40 807.90 .00 .56 5.90 
8.47 1198.40 807.90 .00 .56 5.90 
8.55 796.20 807.90 405.30 .70 4.40 
9.08 409.10 807.90 802.00 .87 2.25 
9.15 1198.40 807.90 .00 .56 5.90 
9.26 1198. 40 807.90 .00 .56 5.90 
9.33 1198.40 807.90 .00 .56 5.90 

time therl ther2 ther3 probe ther5 ther6 

4.58 2.51 2.50 2.22 6.44 2.61 2.04 
5.08 2.51 2.58 2.22 6.45 2.58 2.04 
5.20 2.51 2.73 2.22 6.45 2.65 2.04 
5.31 2.51 2. 71 2.22 6.45 2.67 2.04 
5.39 2.51 2. 71 2.22 6.45 2.66 2.04 
5.53 2.51 2.70 2.23 6.45 2.53 2.04 
6.07 2.51 2.68 2.23 6.45 2.46 2.04 
6.22 2.51 2.69 2.22 6.45 2.46 2.04 
6.33 2.51 2.69 2.22 6.45 2.46 2.04 
6.44 2.51 2.69 2.23 6.45 2.46 2.04 
6.57 2.51 2.68 2.22 6.45 2.46 2.04 
7.15 2.51 2.70 2.22 6.45 2.48 2.04 
7.33 2.51 2.69 2.22 6 .45 2.46 2.04 
7.48 2.51 2. 72 2.23 6.45 2.48 2.04 
8.05 2.51 2.74 2.22 6.45 2.52 2.04 
8.38 2.51 2. 71 2.23 6.45 2.50 2.04 
8.47 2.51 2.73 2.23 6.45 2.53 2.04 
8.55 2.51 2.73 2.23 6.45 2.53 2.05 
9.08 2.51 2.73 2.23 6.45 2.52 2.04 
9.15 2.51 2.85 2.23 6.45 2.57 2.04 
9.26 2.51 2.89 2.23 6.46 2.59 2.04 
9.33 2.51 2.89 2.23 6.46 2.46 2.04 

Date: 3.20 Expt.#: 1.00 Plab: 734.82 

time acid humid dry total Pbw Pba 

4.58 .00 807.90 1206.30 2032.51 790.14 734.82 
5.08 409.10 807.90 802.00 2037.57 779.80 829.43 
5.20 409.10 807.90 802.00 2037.57 779. 80 829.43 
5.31 594.80 807.90 606.90 2028.29 775 .15 889.92 
5.39 594 .80 807.90 606.90 2028.28 775 .15 889. 92 
5.53 796.20 807.90 405.30 2028.19 771. 01 941. 62 
6.07 796.20 807.90 405.30 2028.21 771.01 941. 62 
6.22 1011. 60 807.90 198.00 2036.41 767.39 988.16 
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6.33 1011. 60 807.90 198.00 2036.41 767.39 988.16 
6.44 1198.40 807.90 .00 2025.31 763. 77 1026.93 
6.57 1198.40 807.90 .00 2025.30 763.77 1026.93 
7.15 594.80 807.90 606.90 2028.32 775.15 905.43 
7.33 905.00 807.90 290.70 2022.47 768.94 962.30 
7.48 1011. 60 807.90 198.00 2036.42 767.39 988.16 
8.05 1011.60 807.90 198.00 2036.42 767.39 988.16 
8.38 1198.40 807.90 .00 2025.34 763. 77 1039.86 
8.47 1198. 40 807.90 .00 2025.34 763. 77 1039.86 
8.55 796.20 807.90 405.30 2028.27 771. 01 962.30 
9.08 409.10 807.90 802.00 2037.64 779.80 851.15 
9.15 1198.40 807.90 .00 2025.34 763.77 1039.86 
9.26 1198.40 807.90 .00 2025.34 763.77 1039.86 
9.33 1198.40 807.90 .00 2025.34 763. 77 1039.86 

Date: 3.20 Expt. #: 1.00 Plab: 734.82 

time tl t2 t3 tp ts t6 

4.58 24. 75 25.06 25.01 25.00 26.10 19.97 
5.08 24.73 25.82 25.0'4 25.04 25.83 19.98 
5.20 24.73 27.32 25.02 25.02 26.55 19.98 
5.31 24. 72 27.15 25.02 25.02 26.68 19.99 
5.39 24.73 27.13 25.03 25.03 26.56 19.98 
5.53 24.75 27.09 25.06 25.05 25.26 19.99 
6.07 24.75 26.80 25.06 25.04 24.62 20.00 
6.22 24.75 26.92 25.05 25.04 24.54 20.01 
6.33 24.74 26.93 25.05 25.04 24.60 20.01 
6.44 24.75 26.90 25.06 25.04 24.63 20.02 
6.57 24.75 26.85 25.05 25.04 24.54 20.01 
7.15 24.75 27.00 25.05 25.05 24.81 20.01 
7.33 24.74 26.92 25.05 25.05 24.55 20.01 
7.48 24.74 27.23 25.06 25.05 24.80 20.02 
8.05 24.75 27.47 25.05 25.06 25.19 20.02 
8.38 24.75 27.16 25.06 25.07 25.02 20.05 
8.47 24.76 27.30 25.07 25.08 25.33 20.05 
8.55 24. 77 27.32 25.07 25.09 25.28 20.06 
9.08 24.76 27.31 25.08 25.10 25.22 20.05 
9.15 24.79 28.54 25.09 25.10 25.68 20.05 
9.26 24.80 28.91 25.10 25.12 25.88 20.05 
9.33 24.79 28.91 25.11 25.12 24.58 20.05 

Date: 3.20 Expt.#: 1.00 Plab: 734.82 

time RH RA CNC +/-

4.58 .279 .000 .00 .00 
5.08 .281 .173 4.55 .00 
5.20 .282 .173 5.99 .00 
5.31 .285 .235 100.00 .00 
5.39 . 284 . 235 78.00 3.00 
5.53 .286 .298 270.00 20.00 
6.07 .286 .298 153.00 12.00 
6.22 .287 .359 970.00 72.00 
6.33 .287 .359 812.00 36.00 
6.44 .290 .412 9500.00 600.00 
6.57 .290 .412 9900.00 1000.00 
7.15 .285 .231 16.00 .00 
7.33 .288 .332 60.00 .00 
7.48 .287 .359 360.00 30.00 
8.05 .286 .359 330.00 30.00 
8.38 .290 .405 4800.00 500.00 
8.47 .289 .405 5000.00 300.00 
8.55 .286 .291 60.00 .00 
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4.99 
2500.00 
2750.00 
2900.00 

.00 
200.00 
250.00 
100.00 
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RH=50% 

Date: 4.13 Expt.#: 1.00 Plab: 731. 77 

time acid humid dry Pbw,g Pba,g 

1.21 0.00 1004.20 1009.60 1.19 0.00 
1.40 409.10 1004.20 606.90 0.95 2.75 
1.50 594.80 1004.20 405.30 0.87 3.80 
2.22 796.20 1004.20 198.00 0.77 4.85 
2.38 1011. 60 1004.20 0.00 0.72 5'. 90 
2.50 1011. 60 1004.20 0.00 0. 72 5.90 
3.07 796.20 1004.20 198.00 0.77 4.93 
3.23 594.80 1004.20 405.30 0.86 3.95 
3.36 409.10 1004.20 606.90 0.95 2.90 
3.45 0.00 1004.20 1009.60 1.18 0.00 

Date: 4.13 Expt. #: 1.00 Plab: 731. 77 

time therl ther2 ther3 probe ther5 ther6 

1.210 2.357 2.639 2.200 6.426 2.474 2.067 
1. 400 2. 349 2.655 2.201 6.427 2.574 2.066 
1.500 2.349 2.708 2.202 6.427 2.574 2.066 
2.220 2.352 2.746 2.204 6.431 2.541 2.066 
2.380 2.354 2.706 2.206 6.432 2.590 2.067 
2.500 2.355 2.696 2.207 6.433 2.605 2.068 
3.070 2.356 2.704 2.208 6.434 2.581 2.069 
3.230 2.356 2.754 2.209 6.435 2.590 2.069 
3.360 2.357 -2.714 2.209 6.435 2.589 2.069 
3.450 2.359 2.732 2.209 6.436 2.553 2.070 

Date: 41388. 00 Expt.#: 1.00 Plab: 731.77 

time acid humid dry total Pbw Pba 

1.21 0.00 1004.20 1009.60 2036.90 793.30 731. 77 
1.40 409.10 1004.20 606.90 2043.66 780.89 873.95 
1.50 594.80 1004.20 405.30 2027.89 776. 75 928.24 
2.22 796.20 1004.20 198.00 2022.15 771.58 982.52 
2.38 1011.60 1004.20 0.00 2039.65 769.00 1036.81 
2.50 1011.60 1004.20 0.00 2039.67 769.00 1036.81 
3.07 796.20 1004.20 198.00 2022.20 771.58 986.66 
3.23 594.80 1004.20 405.30 2027.95 776.24 935.99 
3.36 409.10 1004.20 606.90 2043.71 780.89 881.71 
3.45 0.00 1004.20 1009.60 2036.96 792.78 731. 77 

Date: 41388. 00 Expt. #: 1.00 Plab: 731. 77 

time t1 t2 t3 tp ts t6 

1. 210 24.594 26.438 24.795 24.816 24. 724 20.279 
1.400 24.513 26.596 24.805 24.826 25.732 20.269 
1.500 24.513 27.121 24.815 24.826 25.732 20.269 
2.220 24.543 27.497 24.835 24.866 25.400 20.269 
2.380 24.564 27.101 24.855 24.877 25.893 20.279 
2.500 24.574 27.002 24.866 24.887 26.044 20.289 
3.070 24.584 27.081 24.876 24.897 25.802 20.299 
3.230 24.584 27.576 24.886 24.907 25.893 20.299 
3.360 24.594 27.180 24.886 24.907 25.883 20.299 
3.450 24. 614 27.358 24.886 24.917 25.521 20.310 

Date: 41388. 00 Expt. #: 1.00 Plab: 731. 77 
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time RH RA CNC +/-

1. 21 0.353 0.000 0.00 0.00 
1.40 0.357 0.163 0.61 0.00 
1. 50 0.362 0.224 260.00 40.00 
2.22 0.365 0.284 865.00 65.00 
2.38 0.363 0.340 4800.00 300.00 
2.50 0.363 0.340 4700.00 200.00 
3.07 0.365 0.283 530.00 30.00 
3.23 0.361 0.222 62.00 3.00 
3.36 0.356 0.161 0.11 0.00 
3.45 0.352 0.000 0.00 0.00 
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RH=50% 

Date: 4 .14 Expt.#: 2.00 Plab: 731. 01 

time acid humid dry Pbw,g Pba,g 

3.53 796.20 1004.20 198.00 0. 77 5.20 
4.46 1011. 60 1004.20 0.00 0.73 6.23 
5.07 796.20 1004.20 198.00 0.78 5.25 
5.25 594.80 1004.20 405.30 0.87 4.15 
5.49 409.10 1004.20 606.90 0.97 3.02 
6.19 796.20 1004.20 198.00 0.78 5.10 
6.34 1011. 60 1004.20 0.00 0.73 6.23 
7.00 0.00 1004.20 1009.60 1. 23 0.00 

Date: 4.14 Expt.#: 2.00 Plab: 731. 01 

time therl ther2 ther3 probe ther5 ther6 

3.530 2.337 2.491 2.188 6.414 2.418 2.061 
4.460 2.335 2.559 2.187 6 .414 2.470 2.060 
5.070 2.336 2.560 2.188 6.414 2.428 2.061 
5.250 2.336 2.582 2.188 6.414 2.433 2.061 
5.490 2.337 2.603 2.189 6.416 2.512 2.061 
6.190 2.339 2.645 2.192 6.419 2.546 2.062 
6.340 2.340 2.623 2.192 6.419 2.483 2.061 
7.000 2.347 2.572 2.193 6.419 2.456 2.062 

Date: 4.14 Expt.#: 2.00 Plab: 731. 01 

time acid humid dry total Pbw Pba 

3.53 796.20 1004.20 198.00 2022.10 770.82 999.86 
4.46 1011. 60 1004.20 0.00 2039.55 768.75 1053.11 
5.07 796.20 1004.20 198.00 2022.08 771. 34 1002.44 
5.25 594.80 1004.20 405.30 2027.84 775.99 945.57 
5.49 409.10 1004.20 606.90 2043.58 781.16 887.15 
6.19 796.20 1004.20 198.00 2022.10 771. 34 994.69 
6.34 1011. 60 1004.20 0.00 2039.57 768.75 1053.11 
7.00 0.00 1004.20 1009.60 2036.79 794.60 731.01 

Date: 4.14 Expt.#: 2.00 Plab: 731. 01 

time t1 t2 t3 tp ts t6 

3.530 24.391 24.972 24.673 24.695 24.158 20.218 
4.460 24. 371 25.645 24.663 24.695 24.683 20.208 
5.070 24.381 25.655 24.673 24.695 24. 259 20.218 
5.250 24.381 25.873 24.673 24.695 24.310 20.218 
5.490 24.391 26.081 24.683 24. 715 25.107 20.218 
6.190 24.412 26.497 24.714 24.745 25.450 20.228 
6.340 24.422 26.279 24.714 24.745 24.815 20.218 
7.000 24.493 25.774 24.724 24. 745 24. 542 20.228 

Date: 4.14 Expt.#: 2.00 Plab: 731. 01 

time RH RA CNC +/-

3.53 0.367 0.279 140.00 10.00 
4.46 0.365 0.334 1930.00 30.00 
5.07 0.367 0.278 160.00 15.00 
5.25 0.364 0.220 0.60 0.00 
5. 49 0.358 0.160 0.01 0.00 
6.19 0.366 0.280 56.00 0.00 
6.34 0.364 0.334 1450.00 50.00 
7.00 0.353 0.000 0.01 0.00 




