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Abstract

A study of jet shapes is presented using 300 nb$^{-1}$ of proton-proton collision data collected at a center of mass energy of 7 TeV using the ATLAS detector at the Large Hadron Collider. The analysis includes jets with rapidity $|y| < 2.8$ and with calibrated transverse momentum $40 < p_T < 600$ GeV. Results are compared with several tuned Monte Carlo programs. Jets are found to be wider than predicted, although the evolution of the jet shape with transverse momentum is well described.
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Chapter 1 Introduction

For almost forty years, the Standard Model of particle physics has held up to nearly all experimental tests, providing a consistent and accurate description of nature across a broad range of energies. From almost the beginning, it was clear that the Standard Model would eventually break down [1]. It cannot provide a complete picture above energies of about 1 TeV. The Large Hadron Collider (LHC), a proton-proton collider at CERN near Geneva, Switzerland, was designed to reach energies of $\sqrt{s} = 14$ TeV in order to finally probe this key energy range and, possibly, reveal information on some of the shortcomings of the Standard Model. ATLAS, one of the general purpose detectors at the LHC, will search this new regime for physics beyond the Standard Model.

At the LHC, quark- and gluon-scattering dominates the signal for most new physics searches by many orders of magnitude. Most models of new physics also include decay chains involving quarks and gluons in the final state. These particles are not themselves detected. Instead, they produce “jets,” collimated collections of charged and neutral hadrons. Alone, these objects can provide critical tests of the Standard Model predictions in this new energy regime. They must also be well understood in order to reduce the Standard Model backgrounds to new physics searches and to measure many new physics processes.

One critical part of understanding jets lies in the characterization of their properties. Well-constructed jet “shape” variables can provide information about the detector performance, as well as showering and hadronization processes in the Standard Model. Other jet shapes may be useful to discriminate the background events from the signal of new physics processes. This thesis reports on some of the first jet shape measurements using the ATLAS detector at the LHC. It includes shapes for the highest energy jets ever studied in a particle collider.

Chapter 2 introduces the key pieces of the Standard Model from a historical, theoretical, and phenomenological point of view. Jets are defined precisely, many of their features are explained, and the concept of a jet shape is introduced along with several jet shape variables.

Chapter 3 describes the LHC machine. The critical beam parameters for the 2009 and 2010 runs, as well as the design parameters, are explained. The details of the ATLAS
detector relevant to this analysis are described in Chapter 4. Detector conditions for data taken during 2010 are described as well.

Chapter 5 presents the event selection used for the analysis of jet shape variables. The calorimeter noise suppression technique, jet calibration, and jet selection used by ATLAS are described. The method of unfolding from experimental results back to results comparable to theoretical quantities is explained. Systematic uncertainties are evaluated in detail for two of the historical jet shape variables. Chapter 6 then provides a comparison of jet shapes measured in 300 nb$^{-1}$ of proton-proton collision data to the predictions of several Monte Carlo models. Jet shapes are compared in several difficult-to-describe regions of phase space, testing the models as completely as possible with the current data. Two new jet shape variables are introduced for the purpose of discriminating quark-jets from gluon-jets.

Finally, Chapter 7 presents the conclusions of the study. Some suggestions are made about future studies of jet shapes in ATLAS. A new unfolding technique is discussed which may reduce the systematic uncertainties of the measurement. Several interesting new variables are presented that might help to suppress Standard Model backgrounds in future searches for new physics. These variables are presented without a complete analysis of uncertainties, in order to hint at the possibilities that will be open once sufficient data have been collected.
Chapter 2  The Strong Interaction

The Standard Model has its origins in the quantum revolution of the 1920’s and 1930’s. Dirac’s introduction of relativistic quantum mechanics in 1927 [2] made it possible to describe in mathematical detail the interactions between the fundamental particles in nature. At the time, there were only a few fundamental particles to describe: the proton, the electron, and the photon. The atom was fairly well-described as an electron cloud around a positively charged nucleus. One of the major open questions when using this picture was what force held together the protons inside the atomic nucleus. In order to overcome the electromagnetic repulsion, the force would have to be quite strong. At the same time, in order to not dramatically affect everyday life as we know it, it would have to have a very short range.

In 1934, Yukawa developed a theory of the strong force’s interactions within the nucleus [3]. His theory included a force mediator, eventually identified as the pion, which had a mass of \( \sim 100 \text{ MeV} \). The quantum was heavy enough to provide a sufficiently small range for the strong force, while appropriately binding the nucleus and not dramatically affecting nuclear \( \beta \) decay processes. The subsequent identification of the charged pion in the observation of cosmic rays in 1947 by Lattes, Occhialini, Powell, and Muirhead [4, 5, 6] seemed to confirm Yukawa’s proposal. With the inclusion of anti-particles required by Dirac and discovered by Anderson in 1931 [7, 8], a complete picture of particle physics was coming together.

In 1947, Butler and Rochester published a photograph of a new particle in a cosmic ray shower [9]. This particle seemed to be neutral and to decay into two charged pions. It was later identified as the \( K_0 \). This discovery was the beginning of the end for the description of the proton as a fundamental object. Dozens more particles were discovered, first in cosmic ray showers, and then in bubble chamber experiments at early accelerators like the Cosmotron at Brookhaven and the Bevatron at Berkeley [10]. By the early 1960’s, Gell-Mann and Ne’eman were attempting to classify all the known particles, and the classification scheme had become at least as complicated as Mendeleev’s periodic table of the elements [11]. There were already extensive families of mesons (pion-like particles) and
Finally, a new model for dealing with these various particles was developed, called the “quark model” of particle physics [12, 13, 14]. The quark model explained the different observed particles as bound states of two or three fundamental particles, quarks. For example, protons were described as bound states of two up-quarks and one down-quark, neutrons as a bound state of two down-quarks and one up-quark. Each quark could carry a fractional charge, either \( +\frac{2}{3}e \) (up-type quarks) or \( -\frac{1}{3}e \) (down-type quarks), where \( -e \) is the charge of the electron. The strong force in this model was explained by hypothesizing a force carrier, the “gluon,” which dominated the internal dynamics of the hadrons (the particles composed of more than one quark). Proton scattering experiments at the Stanford Linear Accelerator Center (now the SLAC National Accelerator Laboratory) in the 1960’s [15, 16] confirmed this picture of a proton as a composite object. Ultimately, these quarks were found to come in three different families (six flavors), each family including one up-type quark and one down-type quark. The last quark, the top, was found in 1995 at the Tevatron at Fermilab outside of Chicago [17, 18]. The quarks and gluons together are known as “partons,” thanks in part to the early difficulties with the quark model.

This description of fundamental particles, however, was insufficient to explain what was not observed in nature. For example, no bare quarks or particles with fractional charge had ever been observed [19, 20], nor had any gluons been observed outside the nucleus. In order to solve this problem, it was suggested that quarks and gluons carry an additional “color” charge, analogous to the well-known electromagnetic charge [21, 22]. Quarks could carry one of three colors (typically green, red, or blue), anti-quarks one of three anti-colors, and gluons a color- and an anti-color charge. By postulating that only color singlet (i.e. colorless or neutral in color) states may exist in nature, only quark-anti-quark (\( q\bar{q} \)) states (identified as the mesons of Gell-Mann’s picture) and three-quark states (identified as baryons) were allowed. Additionally, it is necessary to postulate that no gluon-only states, called “glueballs,” may exist in nature [23, 24]. The latter is a purely ad-hoc assumption. Thus, the theory of the strong force came to be known as Quantum Chromodynamics (QCD).

The mathematical formalization of QCD was a team effort during the 1960’s and 1970’s. QCD was described as having an \( SU(3) \) group symmetry that is physically interpreted as color symmetry. The collections of particles constructed in the early 1960’s were revealed as
simply different representations of the $SU(3)$ group. This symmetry can be thought of as the group of unitary transformations acting on three-dimensional vectors (in this case, color charges), with one additional mathematical criterion: that the gluon color-singlet state may not exist in nature. The additional criterion results in many of the key features of the quark model, including, ultimately, asymptotic freedom. Asymptotic freedom means that at small distances the strong force becomes weak. The coupling constant of the strong force, $\alpha_s$, is known to vary depending on the scale of the interaction (a variation known as “running”). At low energies (long distances), the coupling constant is quite strong, prohibiting perturbative calculations and forcing numerical solutions, as in lattice QCD [25]. At high energies (short distances), however, the strength of the coupling constant is sufficiently reduced to allow perturbative calculations. The concept of asymptotic freedom [26, 27] attempted to explain the range of the strong force as an effect of the running of the strong coupling constant. Eventually, this freedom was explained as a negative $\beta$ function (the function that describes the scaling of the coupling constant of a field theory with energy) by Politzer, Gross, and Wilczek [28, 29]. The combination of QCD and the $U(1)_Y \otimes SU(2)_L$ symmetric electroweak force [30, 31, 32, 33, 34] finally forms the modern Standard Model [35]. With relatively few modifications, this theory has stood for almost forty years as the basis for all of modern particle physics.

At the LHC, protons collide at high energies, allowing for tests of the Standard Model and QCD in a new energy regime. Proton structure cannot yet be described from first principles\(^1\), in large part because the strength of the strong coupling constant prohibits the use of perturbation theory. Instead, the proton’s contents are characterized by “parton distribution functions” (PDFs) that describe the contribution of the fundamental particles to the proton’s total momentum [36, 37, 38, 39]. These functions are typically written as the probability of finding a parton carrying a fraction of the proton’s momentum $x$ at a scale $Q^2$, which can be thought of as the distance scale being probed in the collision. An example of the proton PDF as a function of $x$ at two values of $Q^2$ is shown in Figure 2.1 [36]. In the naive Quark Parton Model, the proton structure is well-described as two up-quarks and a down-quark. At high $Q^2$ and low $x$, the proton is a much more complex object, with significant contributions to its structure coming from sea quarks and gluons.

\(^1\)Lattice QCD has made great progress in recent years towards describing the proton starting from the basic rules of QCD [25]. However, these results are not yet sufficiently advanced to provide a complete picture.
Figure 2.1: The parton distribution functions calculated by the MSTW collaboration of the proton at next-to-next-to-leading order (NNLO) for two values of $Q^2$. The shaded regions in the figures represent the 68% confidence level (C.L.) bands, the band that includes one standard deviation around the most probable value.

Generally, the PDFs are constructed using fits incorporating a great deal of experimental data, including $e^−p$ scattering, neutrino scattering, muon scattering, and QCD measurements from the Tevatron. Since the LHC accesses regions of $Q^2$ and $x$ that have not been measured, it is necessary to extrapolate the PDFs to ranges between and beyond those previously probed by experiments. The experimental results are compared to theoretical calculations using $\alpha_s$ at some order in perturbation theory (leading order (LO), next-to-leading order (NLO), or next-to-next-to-leading order (NNLO)), and the extrapolation is based on these calculations. As the low $x$ and high $Q^2$ regime examined by the LHC is poorly constrained, different predictions may result from different collections of experimental data. These distributions will need to be modified and re-fit after the first LHC measurements become available, particularly to include the inclusive jet cross-section measurements.

In describing proton scattering, the PDFs must be used to determine, to first order, the momentum of the incoming partons. At the Tevatron, scattering cross sections for
most interesting processes were dominated by quark scattering, owing in large part to the significant contribution of quarks to the PDFs in proton-antiproton scattering at a center-of-mass energy of 2 TeV. At the full energy of the LHC, however, gluon processes dominate. Thus, for example, top-quark production at the LHC is dominated by different processes than were dominant at the Tevatron. Additionally, the higher parton energy implies a larger open phase space for production of heavy particles like the $W$, $Z$, and top-quark.

For proton collisions at 14 TeV center of mass energy, the total cross section of $\sim 100$ mb is dominated by elastic ($pp$ final state) scattering and diffractive ($pX$ final state) scattering. The total cross section is only known to about 25%. A surprisingly good estimate of the total cross section for proton-proton scattering comes from considering scattering using the classical radius of the proton, $\sim 1$ fm:

$$\sigma_{\text{total}} = 4\pi r^2 \approx 120 \text{ mb}$$

At the LHC, potential “new physics” beyond the Standard Model is expected to be suppressed by at least five orders of magnitude relative to 100 GeV jet production and by at least nine orders of magnitude relative to simple proton scattering. For many theories, these factors arise from avoiding the limits for new physics already set in previous experiments. The scaling of cross section with center-of-mass energy for several interesting processes can be found in Figure 2.2 [36]. The most interesting processes for the discovery of new physics have cross sections that are many orders of magnitude smaller than the total scattering cross section.

The simplest model of jet production in proton-proton scattering is simply a $2 \rightarrow 2$ QCD process, dominated by the Feynman diagrams shown in Figure 2.3 [40]. Gluon processes dominate because of color factors, but the PDFs are critical to selecting the correct combination of incoming partons. These high-energy processes, or “hard-scatters,” result in the production of two outgoing final state partons and two beam remnants. At sufficiently high energies, the strong coupling constant is relatively small, and the processes can be fully described using perturbation theory. Nevertheless, higher order diagrams (i.e. diagrams with more powers of $\alpha_s$) contribute a substantial cross section at the center-of-mass energy of the LHC [41]. Theoretical calculations for some processes exist up to NNLO, and numerical calculations at LO are not uncommon for as many as eight partons in the final state (see,
Figure 2.2: Cross sections for several interesting and proposed physics processes as a function of center-of-mass energy. The discontinuity at \( \sim 4 \) TeV is from the transition from proton-anti-proton on the left to proton-proton collisions on the right. The vertical lines indicate the running energy of the Tevatron (1.96 TeV), the current running energy of the LHC (7 TeV), and two possible future running energies of the LHC (10 and 14 TeV). The cross sections shown are, from largest to smallest, the total scattering cross section (\( \sigma_{\text{tot}} \)), the bottom-quark production cross section (\( \sigma_b \)), the production cross sections for jets above several energy cut offs (\( \sigma_{E_{\text{jet}}^{\text{jet}}} > \sqrt{s}/20 \)), the \( W \), \( Z \), and top-quark production cross sections (\( \sigma_W \), \( \sigma_Z \), \( \sigma_t \)), and the production cross sections for a theoretical Standard Model Higgs boson at with several masses (\( \sigma_{\text{Higgs}} \)). The inclusive cross section is well described by gluon-exchange or the optical theorem, both of which are essentially independent of the differences between protons and anti-protons.
Figure 2.3: The dominant tree-level $2 \rightarrow 2$ Feynman diagrams for jet production in proton-proton scattering at the LHC. The top row shows quark-quark scattering diagrams, the second row shows quark-anti-quark scattering diagrams, and the bottom row shows gluon production diagrams. At the LHC, the top and bottom rows’ diagrams dominate high $p_T$ jet production. Gluon diagrams, of course, gain an extra factor from a larger color charge.

for example, Ref. [42]). Higher-order calculations have been limited by technical difficulties such as the huge number of Feynman diagrams involved and the removal of divergences [43]. The picture of proton-proton scattering as one of these hard processes is known as the “matrix element” picture. The term, of course, arises from writing a cross section as the squared sum of all amplitudes of the relevant Feynman diagrams (the matrix element itself).

It is important to keep in mind that the picture provided by all the calculations must be consistent for a fair comparison between theoretical and experimental results. That is, a PDF based on calculations at LO must be used with an LO matrix element, both of which must use an LO calculation of $\alpha_s$. ATLAS is now using modified LO PDFs that may be able to “fake” NLO accuracy with only an LO matrix element, thanks to the recognition that many of the changes from LO to NLO are, in fact, due to PDF changes. Similarly, using an NLO $\alpha_s$ calculation with an LO PDF may improve agreement with experimental results. Both of these modifications result in a muddled theoretical picture. While they are useful for testing agreement between models and data, they cannot be used when testing agreement with QCD at any order.

This simple picture is, however, insufficient to fully describe the proton-proton scattering observed in experiments [44]. Several additional elements must be added to the gluon- or quark-scattering picture. High-energy radiation must be allowed from the incoming partons (called “initial state radiation”) and in the outgoing partons (called “final state radiation”).
The other partons in the proton must also be allowed to interact with one another (called “multi-parton interactions” - note that these are different from multiple proton-proton interactions in a single “event” at the LHC) [45]. The multi-parton interactions and initial-state radiation are energy-dependent and vary considerably from the energies of early colliders, to the Tevatron, and to the LHC. Generally, they are included with the beam remnant from the hard-scattering in the umbrella-term “underlying event,” because none are a part of the matrix-element process. At the Tevatron, the underlying event was sufficiently similar to a typical non-single-diffractive inelastic (“minimum bias”) event that the terms were used almost interchangeably [46]. Because the multi-parton interaction cross section grows with center-of-mass energy more quickly than the inclusive cross section, the differences become significant at the LHC and can no longer be neglected [47].

After the interaction, the outgoing partons “shower,” producing many softer quarks and gluons. A parton shower may be used to approximate arbitrarily-higher-order processes without the computationally intensive calculations necessary to derive matrix elements for these processes. However, the description of the scattering as a $2\to2$ process is accurate so long as this radiation is much softer than the outgoing particles. As they approach the same scale, it becomes necessary to take into account higher-order processes at the matrix-element level.

It is important to only allow parton showers that would not otherwise have been produced directly in the hard scatter. For example, if one includes both $2\to2$ and $2\to3$ processes at the matrix-element level, allowing parton showers in the $2\to2$ events to produce similar event topologies to those described by the $2\to3$ matrix element would result in double-counting. In order to prevent this double-counting, two duplicate-removal schemes are commonly used. The first, called CKKW or CKKWL, vetoes any branchings in the parton shower that are more energetic than the cut-off for the matrix element production [48, 49]. Essentially, the parton shower for one process is never allowed to move an event from the original process (e.g. two jet production) into the phase space for another process (e.g. three jet production). The second, called MLM, re-clusters the partons after showering into a set of jets, and vetoes events based on the number of jets in the final state [50]. For example, $2\to3$ processes must create exactly three jets, and those three jets must match the three original partons reasonably well, or that event will be vetoed. If a parton shower is vetoed, the shower can be restarted from the matrix-element level without any penalty (except, of
course, for the time used to compute the unused shower).

Most of the showering process can be approximated by the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolution equations [51, 52, 53] that describe the probability for a quark to radiate a gluon or for a gluon to split into either a gluon pair or a quark pair. The showering process must be strictly ordered in some variable in order to ensure that the approximation is valid and that no double-counting occurs. Typical choices for this ordering variable are mass- (virtuality-) ordering [54], transverse momentum-ordering [54, 55] (“transverse” is the component of the momentum vector perpendicular to the incoming protons’ momentum vector), and angular ordering [56, 57]. Angular ordering is accurate to the next-to-leading-log term, while transverse momentum ordering includes some higher order terms at the price of some errors in the leading-log contributions [58]. Ordering by virtuality fails to account for charge coherence in soft gluon emission (i.e. the fact that a soft gluon cannot distinguish nearby color charges).

Additionally, the parton showers must be rescaled to account for the probability of that shower having occurred [44]. This rescaling is done by the application of a “Sudakov form factor” that describes the probability for some radiation to not occur during the shower. In doing so, they ensure that virtual corrections and divergences are appropriately handled. In some sense, they correspond to a probability for that particular parton shower to have occurred, given the radiation phase space available to the initial partons in the event.

The last stage of the event is hadronization, where the partons coming from the shower are formed into stable, color-singlet hadrons. The energy scale for this process is generally around 1 GeV. This stage cannot be described by perturbative QCD and must therefore be described by some numerical model. There are two common models for hadronization. One, the Lund string model [59], produces hadrons by modeling (unphysical) “strings” stretched between colored partons. Conceptually, these strings arise from the dense strong-force field-lines between two colored objects. The string is allowed to break, and at each breaking point a quark-anti-quark pair is created. The string fragmentation continues until the only remaining particles are Standard Model resonances with insufficient string energy to break further. The other hadronization model, a cluster-based model [60], considers the endpoints of the parton showers to be massive “clusters” that “decay.” These endpoints are required to be color singlets - any gluons are split into a pair of quarks prior to the beginning of the hadronization. The pairs of quarks (clusters) are split if high-mass, and
then the low-mass clusters are decayed into the known resonances of the Standard Model. Unlike the string model, only quark-anti-quark pairs may be hadronized in this way. No multi-parton clusters are allowed. Both of these hadronization models each involve several parameters that have been tuned to the available data. During hadronization, suppression of heavy (charm, bottom, or top) quark production is greater than $10^{10}$, implying that it is very unlikely for heavy quarks to be introduced after the parton shower [44].

There are many implementations of both the parton shower and hadronization models used today. The most common are Pythia [54], Herwig [56, 57], and, to a somewhat lesser degree, Sherpa [55]. These programs are tuned to the available data [61, 62, 63, 64], but the tunes may not completely describe all regions of phase space [65, 66], particularly when lower-energy data are extrapolated to high center-of-mass energies. Generally, all the “steps” of the process described above are tuned simultaneously. For example, the hadronization and color-connection models are tuned with the inclusion of the underlying event. Turning off the underlying event would reduce the number of partons in the final state, thus changing the color connections in the event and the hadronization of the remaining partons.

2.1 Jets in Particle Physics

The stable hadrons coming from the proton-proton collision are the objects that may be observed experimentally. Some of them are short lived, and will decay before being directly detected. Eventually, most of the long-lived particles (except, of course, muons and neutrinos) will deposit their energy in the calorimeter of an experiment like ATLAS. In an attempt to resolve the partons coming from the hard scatter, these hadrons or energy deposits may be grouped into objects called “jets” [67]. These objects are the critical link between experiment and theory. Here, the discussion will focus on jets in proton colliders, but many of the theoretical and experimental challenges are very similar for other types of particle collider.

Because of the large production cross sections, jets are prodigious at the LHC. Already, jets are being used to “re-discover” the expected standard model processes and to ensure that the detectors are behaving as expected. Later, understanding jet productions rates and structure will be critical in controlling backgrounds to new physics searches. As shown
in Figure 2.2, the rate of production for jets over 100 GeV at a center-of-mass energy of 7 TeV is almost an order of magnitude higher than that of $W$ production. $W$, $Z$, and $t\bar{t}$ production at the energies of the LHC often includes at least one jet from radiation or the underlying event, and the decay of the $W$, $Z$, or top-quark is most often hadronic (i.e. to jets).

Many different techniques have been developed for grouping objects into jets [67, 68]. In fact, a jet does not have a unique definition or existence independent of the algorithm that defines it. For example, a gluon that splits into a pair of quarks may be identified as two separate jets if the quarks are far enough apart and the jet cones are small, or as a single jet if the gluon is highly boosted or the jet cone is large\(^2\). Similarly, a boosted $W$ that decays to a pair of quarks may appear as a single jet. Because of these features, there is no one-to-one correspondence between a parton at any stage of the shower and a jet in the final state. The mapping from partons to jets depends strongly on the jet algorithm.

Each jet algorithm has its own advantages and disadvantages, but they all share several common features. All algorithms collect some “constituents,” inputs to the jet finding, into jets. These constituents may be experimental objects like calorimeter energy depositions or “tracks” (experimental traces left by charged particles), or theoretical objects like partons or hadrons. All algorithms also have some fundamental parameter, typically describing the size of the jet\(^3\). Small jets have the advantage of being less affected by particles from other interactions, including those coming from the underlying event. Large jets, on the other hand, are less affected by the spread of the jet due to parton showering, hadronization, and the showering of particles in the jet inside the experimental apparatus. Generally, small jets have been used for studies of events with high multiplicity final states (e.g. $t\bar{t}$ production [70]), and large jets have been used for low multiplicity final states (e.g. inclusive jet cross-section measurements [71]).

There are several characteristics of jet algorithms that are theoretically desirable [72]. The first is “co-linear stability:” the same jets should be reconstructed in an event if any constituent is replaced with two objects with the same momentum direction and half the original’s energy. The second is “infra-red stability:” if two jets are produced nearby one another, some very soft radiation between the two jets should not cause them to be merged

\(^2\)This example should be kept in mind during any discussion of a jet’s partonic origin or quark “flavor.”

\(^3\)The variable-$R$ cone algorithm is an exception to this rule [69]. This algorithm forms jets of a range of sizes. It is, however, difficult to calibrate experimentally and, therefore, has not been heavily used.
into a single jet. Of course, the jet algorithms should also be “easy” to implement in both experiment and theory. This is usually taken to mean that the computing time required to find the jets must be reasonable.

All jet algorithms cluster nearby objects in $\phi$, the polar angle around the incoming protons, and rapidity, $y \equiv \frac{1}{2} \times \ln \left( \frac{E + p_z}{E - p_z} \right)$, where $E$ is the energy of the object and $p_z$ is its momentum along the direction of the incoming protons. For the construction of jets in “detector” coordinates, it is often convenient to use pseudo-rapidity, $\eta \equiv -\ln \left( \tan \left( \frac{\theta}{2} \right) \right)$, where $\theta$ is the azimuthal angle between the constituent and the incoming protons.

\[
y = \frac{1}{2} \times \ln \left( \frac{E + p_z}{E - p_z} \right)
\]

\[
= -\frac{1}{2} \times \ln \left( \frac{E - p_z}{E + p_z} \right)
\]

\[
= -\ln \left( \sqrt{\frac{E - p_z}{E + p_z}} \right)
\]

In the case of massless objects, where $E = |\vec{p}|$:

\[
y = -\ln \left( \sqrt{\frac{|\vec{p}| - p_z}{|\vec{p}| + p_z}} \right)
\]

\[
= -\ln \left( \sqrt{\frac{1 - p_z/|\vec{p}|}{1 + p_z/|\vec{p}|}} \right)
\]

\[
= -\ln \left( \sqrt{\frac{1 - \cos (\theta)}{1 + \cos (\theta)}} \right)
\]

Therefore,

\[
y = -\ln \left( \tan \left( \frac{\theta}{2} \right) \right) \equiv \eta
\]

Rapidity has a more physical meaning for massive objects. For example, in the case of a two-parton final state, the average rapidity of the two outgoing partons is essentially the boost of the system relative to the lab frame. However, pseudo-rapidity is of particular use experimentally. Since pseudo-rapidity is the same for all objects (i.e. objects of any mass), it can be used in place of the azimuthal angle ($\theta$) to define the coordinate system in a particle detector. For objects that have some physical meaning, like charged particles,
it is common to define the object as having the mass of a charged pion and to use rapidity to describe the object’s direction. For objects that have no physical meaning, like cells in a calorimeter, it is conventional to define the object as having no mass and to use rapidity and pseudo-rapidity interchangeably.

After constituents have been grouped by the jet algorithm, their momenta must be combined to provide a single jet energy and momentum. The Snowmass recombination scheme uses the simple sum of the transverse energy of all constituents and the transverse energy-weighted direction [72] to create a massless jet. Alternatively, the constituents’ momenta may be combined by summation of four-vectors. These two combination schemes will produce different jet masses, and may produce different jet structures [73].

The simplest algorithm, and historically most common, is an iterative seeded cone algorithm [72]. Some subset of constituents, typically those with a $p_T$ above some threshold, are used as “seeds” to the algorithm. This algorithm constructs simple cones in $y - \phi$ space around these seeds, including all constituents within the radius $R$ (where the distance $\Delta R \equiv \sqrt{\Delta \phi^2 + \Delta y^2}$) of the axis of the jet. The jet axis is adjusted to coincide with the energy- or transverse energy-weighted centroid of those constituents. Afterwards, a new list of jet constituents is constructed from those objects within $R$ of the axis of the jet. This adjustment may be repeated several times, or until the position of the cone is stable. In this case, the Snowmass recombination scheme would produce a jet axis that points to the final centroid.

One disadvantage of this particular algorithm is that the iterative re-positioning of the jet axis may pull the jet away from an energetic constituent. Thus, high-energy constituents might not be included in any jet. As these constituents might have originated in the hard-scatter of the event, their having been missed can result in a poor reconstruction of the hard-scatter. Several methods have been proposed for reducing, but not eliminating, this effect. A smaller cone size can be used for the initial jet finding and centroid location than is used for the final collection of constituents. Alternately, the midpoints between all seeds can be included as additional seeds for the jet finding algorithm [74]. A third alternative is to remove the constituents included in a stable jet cone and begin the seeding process again (i.e. not allow any constituent to be included in two jets) [75, 76].

The cone algorithm requires an additional arbitrary parameter to treat overlapping jets. The parameter dictates when the two jets should be merged into a single jet and when they
should be “split” into two independent (nearby) jets. Such a treatment of overlap is not physically motivated.

Because of the requirement that some high-energy constituents “seed” the jets to be reconstructed, the cone algorithm is, by default, not collinear or infra-red safe. In order to improve the infra-red and collinear safety of cone jets, a modified cone algorithm called the Seedless, Infra-red Safe Cone (SISCone) algorithm has been proposed. SISCone does not use seeds like the traditional cone algorithm. From each set of constituents, a jet axis is calculated. That jet is kept if a cone around the axis includes exactly those constituents in the original set. It successfully identifies all possible cone jets, but the naive implementation requires computing time that grows exponentially with the number of constituents. A new implementation of this algorithm attempts to overcome the computational issues [77]. However, SISCone still suffers from the requirement of an additional jet splitting and merging stage, as well as still allowing the possibility of energetic constituents left outside of all final jets.

One alternative algorithm is the $k_T$ algorithm [78, 79, 80]. This algorithm combines constituents that are nearby one another in momentum space. For each constituent $i$, a quantity $k_{T,i}$ is defined according to:

$$k_{T,i}^2 = p_{T,i}^2$$

where $p_T$ is the component of the constituent’s momentum transverse to the direction of the incoming proton. For every pair of constituents $i$ and $j$, a quantity $k_{T,(i,j)}$ is defined according to:

$$k_{T,(i,j)}^2 = \min(p_{T,i}^2, p_{T,j}^2) \times \frac{\Delta R_{i,j}^2}{D^2}$$

where $\Delta R_{i,j} \equiv \sqrt{\Delta y^2 + \Delta \phi^2}$ is the opening angle between the two constituents in $y - \phi$ space, and $D$ is the fundamental parameter of the jet algorithm related to the size of the final jets. If the $k_{T,(i,j)}^2$ for a pair of constituents is the smallest of all the $k_{T,i}^2$ and $k_{T,(i,j)}^2$, then the momenta of those two constituents are combined to form a new single constituent. If the smallest of all the $k_{T,i}^2$ and $k_{T,(i,j)}^2$ is instead the $k_{T,i}^2$ for a single constituent, then the constituent $i$ is called a jet. The algorithm proceeds in this manner until all constituents have been combined into jets. Jets constructed with this algorithm are theoretically favored,
because they do a fairly good job of including all the $p_T$ from the original partons (i.e. the mapping between partons and jets is good). Additionally, the $k_T$ jet algorithm does not require an additional step and parameter to split or merge nearby jets. All splitting and merging is done by the jet algorithm itself during the jet finding. However, the jets have no well-defined area (i.e. they are not round like cone jets and may include objects far away in $y$ and $\phi$), and so suffer from many experimental difficulties.

A variation to this algorithm has been proposed [81], called the Anti-$k_t$ jet algorithm. This algorithm substitutes a negative exponent in the fundamental equations for the $k_T$ jet algorithm:

$$k^2_{T,i} = p^2_{T,i}$$
$$k^2_{T,(i,j)} = \min \left( p^2_{T,i}, p^2_{T,j} \right) \times \frac{\Delta R^2_{i,j}}{D^2}$$

In doing so, the jet algorithm maintains many of the nice theoretical features of the $k_T$ algorithm like infra-red safety and collinear safety, but the final jets constructed by the algorithm tend to be very conical. This jet algorithm is designed to avoid grouping many low-energy constituents into a jet. There are some indications that the Anti-$k_t$ jets are constructed such that there is a minimum of energy at the edge of the jet [82]. That is, whereas cone algorithms operate by centering the jet on a local maximum of energy, Anti-$k_t$ algorithms operate by centering the edge of the jet in a local minimum of energy. Similarly, where the $k_T$ algorithm groups nearby constituents, the Anti-$k_t$ algorithm tends to group high $p_T$ objects together. It is important to remember that this difference in behavior is not “wrong,” it is only a different feature of the jet finding algorithm.

One alternate variation on this algorithm is the so-called Cambridge/Aachen (C/A) jet algorithm [83, 84]. This jet algorithm uses a similar prescription as the $k_T$ jet algorithm, but with:

$$k^2_{T,i} = 1$$
$$k^2_{T,(i,j)} = \frac{\Delta R^2_{i,j}}{D^2}$$

This algorithm is particularly interesting because it has no dependence whatever on the
of the constituents. The $k_T$ algorithm tends to group nearby, soft constituents together. This tendency can lead to grouping many soft constituents into high-energy jets that do not, in fact, approximate the momentum of any parton in the hard scatter. By combining constituents using only their proximity, the C/A algorithm reduces the number of these jets. In ATLAS, jets built with the C/A algorithm showed similar performance to those built using the Anti-$k_t$ jet algorithm, with the exception that C/A jets had a broader distribution of jet area [85].

Each of these jet algorithms provides its own biases and features. Each also includes some parameter ($R$ in the case of cone algorithms, $D$ in the case of $k_T$-like algorithms) that characterizes the size of the jet. In order to ensure that no biases are introduced by the algorithmic definition of a jet, it is important to consider more than one jet-finding algorithm and more than one jet size. In fact, results with more than one jet size can be used to understand, for example, the relative importance of contributions due to underlying event (more significant for large jets) and hadronization (more significant for small jets).

2.2 Jet Shapes

Historically, jets have been measured using calorimeters, typically using the cone algorithm. This approach, however, omits a great deal of information available to the experimentalist and theorist. Jet substructure, for example the number of local maxima within a jet or the distribution of the jet energy across the cone, can provide useful information about the jet characteristics, parton showering, and hadronization. Similarly, information about the charged particle fraction of the jet, the fraction of jet $p_T$ carried by tracks pointing towards the jet, can be used to glean further information about jet hadronization and particle decay within the jet. This information can prove critical for correctly measuring the energy of a jet [86, 87]. It can also provide information about the partonic origin of the jet that might be valuable in searches for exotic physics or highly boosted objects.

Jet shapes and jet moments are frequently used to characterize the properties of jets and have been measured in $e^+e^-$, $ep$, and hadron colliders [88, 89, 90, 91, 92, 93, 94, 95, 96, 97, 98]. Shapes may be built up from experimental quantities like calorimeter energy depositions or tracks, or from theoretical objects like hadrons or partons. The spatial granularity of the constituent object is typically negligible when a large enough sample of
jets is considered. For example, a jet may be made of only a few partons which shower into many hadrons. Shapes built from partons will inherently be more lumpy for a single jet than those built from the more numerous and lower-energy hadrons, but, over a sufficiently large sample, the *average* shapes should be comparable.

There is no need to define a jet’s properties, shapes included, using the same “constituent” objects from which the jet was built. Famously, the discovery of the top-quark at the Tevatron used the information from tracks pointing towards jets that were built from calorimeter objects to identify jets originating from heavy quarks [17, 18]. In these cases, the jet algorithm is truly behaving as a jet “finder.” Jet shapes and other characteristics, for example, may be built up from all objects within some radius of the jet, $\Delta R \equiv \sqrt{\Delta y^2 + \Delta \phi^2} < r$. In defining jet properties in this manner, one is free to look at the jet properties in an area within the jet or outside the area of the original jet. The extension of the shapes outside of the cone can be interesting for evaluation of the underlying event, the ability of the jet algorithm to locate the jet properly, and the physical “extent” of the jet, including its spread due to showering.

Ideally, jet shapes should be stable during the evolution from matrix-element level event through the parton shower and finally to stable hadrons in a particle detector. One example of this stability is also one of the simplest jet “shapes,” jet mass. This “shape” is most commonly defined as the mass that results from the four-vector sum of all the jet’s constituents. The mass of a jet may roughly correspond to the heavy particle that produced it, allowing for the identification of heavy or highly boosted particles [99]. Of course, there is some difference between the mass constructed from partons at the matrix-element level and the mass constructed from calorimeter towers, but the two are sufficiently similar that some boosted particle identification is possible.

Consider an annulus around a jet axis, from radius $r$ to $r + \delta r$, where $\delta r$ is some small value (typically 0.1), as shown in Figure 2.4. The sum of the transverse momenta of all constituents in this annulus can be written as:

$$A \left( r + \frac{\delta r}{2} \right) = \sum_{i : r < \Delta R_i < r + \delta r} p_T^i$$

(2.1)

$A$ is centered in the annulus (i.e. at radius $r + \delta r/2$), $p_T^i$ is the transverse momentum of constituent $i$, the sum is over all constituents, and $\Delta R_i \equiv \sqrt{(\phi_i - \phi_j)^2 + (y_i - y_j)^2}$ is
Figure 2.4: The shaded area shows a typical annulus within a conical jet with inner radius $r$ and outer radius $r + \delta r$. As defined in the text, $A$ is simply the sum of the $p_T$ of all constituents within this shaded area. The jet shape variable $\rho(r + \delta r/2)$ is simply the average $A$ over a large sample of jets. Typically, $\rho$ is normalized to the sum of the $p_T$ of all constituents within the cone of the jet (the outer circle in this diagram) and carries an additional factor of $1/\delta r$. $\rho^a$ is simply $\rho$, normalized to the area of the annulus rather than by $1/\delta r$.

the opening angle between the jet and constituent $i$, where the jet (constituent) rapidity is $y_{\text{jet}} (y_i)$ and the jet (constituent) polar angle is $\phi_{\text{jet}} (\phi_i)$. Then one can write the differential jet shape:

$$
\rho \left( r + \frac{\delta r}{2} \right) = \frac{1}{\delta r} \times \frac{1}{N_{\text{jets}}} \times \sum_{\text{jets}} A \left( r + \frac{\delta r}{2} \right) \tag{2.2}
$$

where the sum is over all $N_{\text{jets}}$ jets in the sample, and the normalization by $1/\delta r$ is by convention. Because of the area dependence of this shape, it is convenient to instead define it per unit-area:

$$
\rho^a \left( r + \frac{\delta r}{2} \right) = \frac{\delta r}{\pi \left[ (r + \delta r/2)^2 - (r - \delta r/2)^2 \right]} \times \rho \left( r + \frac{\delta r}{2} \right) \tag{2.3}
$$

One might also consider the integrated jet shape:

$$
\Psi (r) \equiv \frac{1}{N_{\text{jets}}} \times \sum_{\text{jets}} \sum_{i=\delta r/2}^{r-\delta r/2} A \left( i + \frac{\delta r}{2} \right) \tag{2.4}
$$

This shape describes the transverse momentum contained in concentric circles around the axis of the jet, as shown in Figure 2.5. It is particularly convenient for describing the
Figure 2.5: The shaded area shows a typical circle within a conical jet with radius $r$. The jet shape variable $\Psi(r)$ is simply the sum of the $p_T$ of all constituents within this shaded area, averaged over a large sample of jets. Typically, $\Psi$ is normalized to the sum of the $p_T$ of all constituents within the cone of the jet (the outer circle in this diagram).

$p_T$- or $y$-dependence of the jet shape.

These shapes, $\Psi(r)$ and $\rho^a(r)$, will be the primary focus of this analysis.

The typical normalization for each of these shapes is based on the sum of elements “in the jet.” The definition of “in the jet” can be either based on the algorithm (e.g. those elements which have been included in the jet by the jet finding algorithm) or based on geometrical separation (e.g. those elements which are within some distance of the jet in $\Delta R$). Historically, it has been common to use algorithmic association with $R = 0.7$. In this case, both shapes are simply normalized to $\Psi(0.7)$.

These jet shapes can be used to demonstrate that a “jet” is not a uniquely defined object. The jet algorithm and jet size parameter significantly affect the properties of the jets. Figure 2.6 shows the jet shape $\rho^a(r)$ for several different jet algorithms constructed using stable hadrons in QCD di-jet events generated with PYTHIA [54]. All the jet algorithms shown here are described in Section 2.1. The $k_T$-like algorithms, Anti-$k_t$ [81], $k_T$ [78, 79, 80], and Cambridge/Aachen $k_T$ [83, 84], are all similar in shape when the jet size parameter is fixed. The similarity is somewhat surprising for the $k_T$ algorithm in particular, which has an ill-defined jet area. When the jet size parameter is reduced, the jets appear significantly narrower. This is an expected effect of the transverse momentum requirement on the jets. For example, 60 GeV Anti-$k_t$ jet with size 0.6 has $\sim 15\%$ of its transverse momentum in the outer-most two annuli. The core of the jet, therefore, would form a $\sim 50$ GeV Anti-$k_t$ jet with size 0.4. The two cone-based jet algorithms shown [72, 74] have jet shapes that are
Figure 2.6: The jet shape $\rho^a(r)$ for several different jet algorithms. Generally, the $k_T$-like algorithms ($k_T$, Anti-$k_T$, and Cambridge/Aachen $k_T$) are similar in shape when the jet size parameter is held constant. The cone-line algorithms are considerably wider. Using a smaller jet size parameter produces a narrower jet shape, as expected.

wider by $\sim50\%$ at some radii. The difference results mostly from the splitting and merging of nearby jets. In a given transverse momentum range, merging will dominate because of the rapidly falling jet spectrum. Two merged jets of comparable transverse momentum will appear as a wide high-$p_T$ jet.

One can also define $p_T$ moments of the jet:

$$M^1_\phi = \frac{1}{N_{\text{jets}}} \times \sum_{i \in \text{jet}} \sum_{i \in \text{jet}} p^i_T \times \Delta \phi_i$$  \hspace{1cm} (2.5)$$

$$M^1_y = \frac{1}{N_{\text{jets}}} \sum_{i \in \text{jet}} \sum_{i \in \text{jet}} p^i_T \times \Delta y_i$$  \hspace{1cm} (2.6)$$

$$M^2_\phi = \frac{1}{N_{\text{jets}}} \times \sum_{i \in \text{jet}} \sum_{i \in \text{jet}} p^i_T \times \Delta \phi_i^2$$  \hspace{1cm} (2.7)$$
\[ M_y^2 = \frac{1}{N_{\text{jets}}} \times \sum_{i \in \text{jet}} \frac{p_T^i \times \Delta y_i^2}{\sum_{i \in \text{jet}} p_T^i} \]  

(2.8)

where \( \Delta y_i \) is the opening angle between the constituent and the jet in \( y \), \( \Delta \phi_i \) is the opening angle between the constituent and the jet in \( \phi \), and again the sum is over jet constituents algorithmically or geometrically “inside” the jet. The first moments’ mean and width provide a measure of the ability of a jet algorithm to center the jet on a local maximum of energy deposition and the corresponding position resolution inherent in the jet algorithm. For traditional cone algorithm jets with the Snowmass recombination scheme [72], the first moment should be near zero, depending on whether the constituents used to build the moment are the same as those used to build the jet.

The jet shapes \( \rho^a \) and \( \Psi \) and the second moments of the jets \( M_y^2 \) and \( M_{\phi}^2 \) are, ultimately, all descriptions of a jet’s width. The width of a jet is primarily a measure of the hard radiation in the event, as well as of the hadronization and fragmentation processes. In the case of the moments, since they are measured separately in \( y \) and \( \phi \), they can also provide measures of the symmetry of the jet.

As jets become more energetic, they narrow, and a larger fraction of their energy is contained in the core of the jet. At rest, decays are spherically symmetric. A very energetic jet is the result of a highly boosted parton, and special relativity dictates that the showering of that parton and decays of the subsequent hadrons will be more collimated as the boost increases.

Similarly, gluon-jets should be wider than comparably energetic quark-jets [96, 100, 101]. In the simplest picture of parton showers, all gluons decay into two quarks. Thus, a jet which has its origin in an energetic gluon should have a shape like that of two lower-energy (wider) quark-jets. One can alternatively understand the shape difference as an effect of the stronger color charge of the gluon, which leads to softer final-state particles [100]. The gluon radiation processes have an extra color factor relative to the quark radiation processes, \( N_C/C_F = 9/4 \). Thus, gluons are more likely to shower down into lower-energy particles.

\footnote{The showering of the hadrons in the calorimeter is in cartesian \((\theta, \phi)\) space, rather than in boosted \((y, \phi)\) space. Because the transformation from rapidity to \( \theta \) is non-linear, a symmetric shower in \((\theta, \phi)\) space will appear elliptical in \((y, \phi)\) space. Thus, an asymmetry between \( \phi \) and \( y \) is introduced in the shower which must be accounted for in the comparison at the experimental level. The size of the effect increases with the rapidity of the shower.}
and initial gluons produce broader showers with more low-energy particles. Therefore, these shapes provide a handle on the average quark-content or gluon-content of a sample of jets. Other shapes may provide some similar discrimination between quark-rich and gluon-rich samples of jets [102, 103].

It is critical at this point to remember the difference between distinguishing between quark- and gluon-jets on average and distinguishing between individual jets. Distributions and averages can be used to test, for example, parton distribution functions, but may not be usable with real confidence or significant efficiency to select the jet from radiation in a five-jet semi-leptonic \( t\bar{t} \) event. It may be possible to build a weak discriminant from these shapes and other jet property variables, and such construction has been attempted at CLEO, LEP, and even in ATLAS [86, 100, 104, 105, 106, 107]. The task is somewhat simpler in an \( e^+e^- \) collider, where initial state hadronic radiation and the underlying event are negligible [108, 109]. Previous theoretically studies showed some promise at a hadron collider [101], but the discriminant’s usefulness has never been fully demonstrated in practice.

Because of the different contributions to the proton PDF, it is expected that central jets in the LHC will be predominantly gluon-jets, and forward jets will be predominantly quark-jets. Similarly, low-energy jets predominantly originate from gluons at the LHC, and high-energy jets predominantly originate from quarks. This difference also reflects the differences in initial state partons involved in the collisions. The variation in jet shapes between the central and forward region and between low- and high-energy jets, therefore, can be used to extract some information about the PDFs or the quark or gluon content of a sample. Figure 2.7 shows the fraction of gluon-jets produced at a center-of-mass energy of 7 TeV as a function of the jet’s transverse momentum and rapidity.

The OPAL experiment at LEP was able to study quark-jets and gluon-jets in highly enriched (>80% pure) samples and test their properties individually [107]. They found that gluon-jets have almost twice as many charged particles as do quark-jets, and that those particles are softer in the case of gluon-jets than in the case of quark-jets. All of their findings were consistent with the expectation based on color factors (2.25 as many charged particles in a high-energy gluon-jet as in a quark-jet). However, these studies were completed entirely in an electron-positron collider. Additional complications coming from color connections, beam remnants, initial-state radiation, and multi-parton interactions at hadron colliders make the creation of “pure” samples much more difficult.
Figure 2.7: Gluon- and quark-jets produced at a center-of-mass energy of 7 TeV, as a function of the jet’s transverse momentum (left) and rapidity (right). In large part because of the proton’s PDF, it is expected that the gluon fraction will decrease at higher rapidity and at higher transverse momentum. The yellow band on the ratio represents the quark-jet distribution’s statistical uncertainties. The ratio is defined as the number of gluon jets over the number of quark jets. The PDFs used to create these distributions were the modified LO PDFs [36].

Jets that include a bottom-quark are also expected to exhibit jet shapes different from those of jets originating from gluons, up-quarks, or down-quarks [110]. Generally, these jets are wider than light-quark-jets. Calorimeter jet shapes may assist in identifying these jets, but they are unlikely to provide a significant improvement over the current methods for identifying bottom-quark-jets. One particular experimental problem in tagging these jets is that for high energy gluons, the process \( g \rightarrow b \bar{b} \) is expected to result in a single wide jet, rather than two separate \( b \)-jets [111]. These “\( b \bar{b} \) jets” are markedly wider than jets that include only a single \( b \)-quark. In the analysis of the shapes of \( c \)-quark-jets, results have been obtained from photoproduction at HERA [112] and demonstrate the difference between these and light-quark-jets. Using these variables, one could construct a pure-calorimetric bottom-quark-jet tagging algorithm, albeit one far less efficient than the displaced vertex or semi-leptonic taggers normally used.

One more recent measure of jet size [113] uses the covariance tensor:

\[
C = \frac{1}{\sum_{i \in \text{jet}} p_T^i} \times \sum_{i \in \text{jet}} p_T^i \times \Delta R_i \times \left( \begin{array}{cc}
\Delta y_i^2 & \Delta y_i \Delta \phi_i \\
\Delta \phi_i \Delta y_i & \Delta \phi_i^2
\end{array} \right)
\]  

(2.9)
The eigenvalues of this tensor, $a$ and $b$, can be thought of as the lengths of the major and minor axes of an ellipse around the jet (see Figure 2.8). These eigenvalues also allow one to define the ellipticity of the jet. For a jet ellipse with major axis in the $\hat{\eta}$ or $\hat{\phi}$ direction (as is the case in Figure 2.8), $a$ and $b$ are similar to the second moments in $\eta$ and $\phi$. The jet "size," $g \equiv \sqrt{a^2 + b^2}$, is similar to the jet area\(^5\) and could be useful for distinguishing quark- and gluon-jets. Such a variable has been examined for the differentiation of quark- and gluon-jets using a slightly different form of the tensor [101].

More complex jet shapes can be constructed that may be valuable for new physics searches [114]. One example is jet "pull" [113], $\vec{p}$, which is defined as:

$$\vec{p} = \frac{1}{\sum_{i \in \text{jet}} p_T^i} \times \sum_{i \in \text{jet}} (p_T^i \times \Delta R_i \times \vec{r}_i)$$

(2.10)

where $\vec{r}_i$ is a two-dimensional vector in $y - \phi$ in the direction of the constituent from the jet axis and $\Delta R_i$ is the opening angle between the jet and constituent $i$. In the case of the jet in Figure 2.8, if there were sufficient energy deposited at large $\phi$ values, the pull vector would point in the $\phi$ direction from the center $c$. Because of the additional weight given to energy at large radius by the $\Delta R_i$ factor in Eq. 2.10, the energy deposition far from the center of the jet is most important for calculating the pull vector.

Both the magnitude and angle of the pull vector can be interesting for searching for the

\(^5\)Note that this is not the same as the area of the ellipse defined by the eigenvalues of the tensor, $\pi \times a \times b$.\n
Figure 2.8: A diagram of an elliptical jet in $y - \phi$ space. The centroid of the jet is shown at point $c$. The major and minor axes of the ellipse have lengths $a$ and $b$.\n
production of a colorless particle which may decay into colored particles, as in the case of
the light Higgs boson decaying to two $b$-quarks. In this case, the two quarks coming from the
decay must be in a color-anti-color pair, producing a color dipole. This color dipole would
radiate just like the strong force analogue of an electromagnetic dipole. When the color
dipole is boosted into the laboratory frame, the soft dipole radiation appears predominantly
between the two quarks. If the two quarks are reconstructed as two independent jets, the
pull vector of the first jet will point towards the second, and vice-versa.

In the case of QCD background to these decays, there is never a colorless particle pro-
duced. A simple picture for the case of quark scattering, for example, is that quarks with
some color charge are “removed” from formerly colorless protons. The outgoing quark,
which will be reconstructed as a jet, and proton remnant, which will normally continue
down the beam pipe, form a color dipole. The radiation from this dipole, in the lab frame,
will predominantly occur between the jet and the proton remnant. The pull vector con-
structed for the two jets in these events, then, will point towards the beam pipe, rather than
towards any other jets in the event. This is, of course, a simplification of the true physics.
Color re-connection during the parton shower and multi-parton interactions complicate the
relationship considerably, washing out the contrast between the signal and background
events.

Jet substructure can also be manipulated to improve the mapping from partons in
the hard-scatter to jets in the final state. Two recently developed methods both involve
attempting to remove soft contributions to an energetic jet that arise from the underlying
event and initial-state radiation [115, 116]. At the LHC, and even during recent running
at the Tevatron, it has been possible to have multiple proton-proton collisions in a single
“event.” These new methods may also help to remove background contributions to jets from
other proton-proton collisions. Both methods may prove important in limiting, discovering,
or exploring new physics at the LHC, particularly if the interesting final states are primarily
hadronic.

All of these jet shapes may be defined by summing contributions from experimental or
theoretical objects. In order to compare the shapes in experiment and theory, however,
some “unfolding” must be done to remove different experimental effects that could alter
the jet shapes. Some of these effects may mimic real fragmentation or decay processes. For
example, any charged particles in the jet will bend in the magnetic field, removing some
particles from the cone of the jet algorithm and adding others that would not otherwise have been close enough to be included in the core of the jet. Because of the showering in the calorimeter, the jet will appear somewhat wider. The jet shapes may also be mis-measured because of experimental noise, background contributions (e.g. beam backgrounds or cosmic rays), or additional hard-scattering interactions. These effects, however, can all be studied with the implementation of a detailed detector simulation. After correcting the measured jets, it is possible to directly test different parton fragmentation models, showering models, parton distribution functions, and possibly even to measure the strong force coupling constant (though only to about 10% at the Z-pole) [117].
Chapter 3  The Large Hadron Collider

The Large Hadron Collider (LHC) [118, 119, 120] was constructed at CERN in the tunnel that housed the Large Electron-Positron (LEP) Collider [121, 122], a 27 kilometer circumference circular tunnel under France and Switzerland, just outside of Geneva. It was designed to collide protons every 25 ns at center-of-mass energies up to 14 TeV and lead ions at center-of-mass energies up to 5.5 TeV per nucleon-pair. This energy strikes a balance between exploration of new physics around 1 TeV and the superconducting magnet technology available at the time of construction [123].

Aside from the center-of-mass energy, the key parameter for a particle collider is “luminosity,” measured in cm\(^{-2}\)s\(^{-1}\), or events per second per unit of cross section. New physics processes likely appear far less frequently in proton-proton collisions than do the mundane processes of the Standard Model (see Figure 2.2). The luminosity of the LHC, therefore, must be quite high in order to fully explore this new energy regime. The luminosity of any collider is given by [118, 119, 120]:

\[
L = \frac{n_b \times n_p^2 \times f \times \gamma}{4 \times \pi \times \epsilon_n \times \beta^* \times F}
\]  

(3.1)

where \(n_b\) is the number of bunches in the machine, \(n_p\) is the number of protons per bunch (symmetric between the clockwise and anti-clockwise beams), \(f\) is the frequency with which the collisions occur, \(\gamma\) is the relativistic gamma factor for the protons, \(F\) is a geometric factor due to the crossing angle of the beams, and \(\epsilon_n\) (the normalized transverse beam emittance) and \(\beta^*\) (the \(\beta\) function of the beam at the collision point) are measures of beam spread in position and momentum space. The luminosity and cross section for a physics process give the rate of interactions at the collider. Thus, data set size is commonly measured in “integrated luminosity,” with units of inverse cross section. Anti-protons are very difficult to produce and limited the luminosity at the Tevatron [124]. In order to reach the desired luminosity of \(10^{34}\) cm\(^{-2}\) s\(^{-1}\), the choice was made to use two proton beams at the LHC rather than a proton and an anti-proton beam. During 2009 and the first half of 2010, the LHC luminosity increased from \(\sim 10^{26}\) to \(\sim 10^{30}\) cm\(^{-2}\) s\(^{-1}\).
To ensure collisions occur at the geometric center of the detector, and because of the difficulties associated with accelerating, controlling, and monitoring a continuous beam of protons, the LHC proton beam is in fact made up of a sequence of “bunches” of protons. The beam comprises a maximum of 2808 bunches of protons, each containing up to $1.15 \times 10^{11}$ protons with an “abort gap” (empty space in the beam) of at least 3 $\mu$s. The design luminosity of the LHC is $10^{34}$ cm$^{-2}$s$^{-1}$, which results in a mean of 23 proton-proton collisions per bunch-crossing. At that luminosity, after $\sim 10 - 15$ hours the luminosity has dropped sufficiently to make it necessary to dump the beams and re-inject. During initial running and machine commissioning, the luminosity and all of the beam parameters are varied considerably. The parameters for the data collected in 2009 and the first half of 2010 are listed in Table 3.1, along with the design parameters. The optics of the LHC main ring are optimal at 7 TeV per beam. Below that energy, only lower luminosities are achievable.

<table>
<thead>
<tr>
<th>Luminosity [cm$^2$s$^{-1}$]</th>
<th>Design ($10^{34}$)</th>
<th>2009 Runs</th>
<th>2010 Runs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center-of-mass energy [GeV]</td>
<td>14000</td>
<td>900-2360</td>
<td>900-7000</td>
</tr>
<tr>
<td>Number of bunches per beam</td>
<td>2808</td>
<td>1-9</td>
<td>1-8</td>
</tr>
<tr>
<td>Number of protons</td>
<td>$1.5 \times 10^{11}$</td>
<td>$5 \times 10^8$-$5 \times 10^{10}$</td>
<td>$10^{10}$-$10^{11}$</td>
</tr>
<tr>
<td>Revolution frequency</td>
<td>$11.2 \times 10^3$</td>
<td>$11.2 \times 10^3$</td>
<td>$11.2 \times 10^3$</td>
</tr>
<tr>
<td>Relativistic $\gamma$ factor</td>
<td>7460</td>
<td>480-1260</td>
<td>480-3740</td>
</tr>
<tr>
<td>$\epsilon_n$ [µm rad]</td>
<td>3.75</td>
<td>2-4</td>
<td>1.5-10</td>
</tr>
<tr>
<td>$\beta^*$ [m]</td>
<td>0.55</td>
<td>11</td>
<td>2-11</td>
</tr>
<tr>
<td>Geometric crossing factor</td>
<td>0.836</td>
<td>~1</td>
<td>~1</td>
</tr>
<tr>
<td>Instantaneous Luminosity [cm$^{-2}$s$^{-1}$]</td>
<td>$10^{34}$</td>
<td>$\sim 1-3 \times 10^{26}$</td>
<td>$\sim 10^{27}$-$10^{30}$</td>
</tr>
<tr>
<td>Mean interactions per crossing</td>
<td>23</td>
<td>0</td>
<td>~ 0-2.2</td>
</tr>
</tbody>
</table>

Table 3.1: LHC operating parameters for design operating conditions and the runs analyzed here.

The accelerator complex, shown in Figure 3.1, comprises several stages that feed the main ring of the LHC [120]. Linac-2, a linear accelerator built in 1978 at CERN, produces a proton beam from a duoplasmatron source and boosts the protons to about 50 MeV. The linac can produce $\sim 120$ $\mu$s-long bunches of protons with a total current over 180 mA. The bunches of protons are injected into the Proton Synchrotron Booster (PSB), where they are split into four parallel, identical rings, boosted to 1.4 GeV, and recombined into a single bunch. Each bunch is kept together with a radio frequency (RF) acceleration system, where the bunch tends to sit at the minimum of the RF (in a “bucket”). The Proton Synchrotron (PS) can hold up to seven bunches of protons from the PSB.
For the remainder of the injection sequence, at least one bucket is always left empty (e.g. only six buckets are filled in the PS) in order to allow safe transfer of the protons into or out of each ring. To transfer the proton bunches from one ring to the next, a set of dipole magnets that can quickly turn on (called “fast kicker magnets”) are included in the rings. These magnets turn on during the gap in the beam and cleanly deflect all the bunches of protons out of the ring and into a transfer line. This “abort gap” ensures that no proton bunch passes through the fast kicker magnets while they are turning on. Without it, at least one bunch of protons would be deflected between the ring and the transfer line, causing a radiation hazard and possible instrument damage.

During LHC operation at design luminosity, the PS will split the bunches in three after injection, accelerate the protons to 25 GeV, and, afterwards, split the new bunches in four. At this point the one empty bucket has become 12 and the six proton bunches have become
72. The proton bunches have $\sim 10^{11}$ protons in them and will not be split or combined any further. This design splitting was successfully achieved prior to 2009, although during the commissioning of the LHC, frequently fewer bunch-splittings were induced. Next, the protons are injected into the Super-Proton Synchrotron (SPS), the accelerator where the $W$ and $Z$ were first discovered. Up to four batches of 72 proton bunches can be injected into the SPS at a single time. There, the protons are boosted to 450 GeV and are finally injected into the main ring of the LHC. At design luminosity, this entire process is repeated 24 times over about 15 minutes in order to completely fill both beams in the LHC ring. During commissioning in 2009, no more than 16 bunches were injected into the LHC at a time, and the injection process took less than five minutes. After injection at 450 GeV, it would take approximately 20 minutes in the LHC to accelerate the beams to 7 TeV. This ramp time is limited mostly by the time needed to increase the current in the magnet system, so reaching a lower energy requires less time. Until August 2010, it took 30-45 minutes to ramp the beams to 3.5 TeV because of protection system problems limiting the maximum change in current in the LHC magnets, $dI/dt < 2$ A/s.

To save space, the main LHC ring transports both proton beams inside a single structure with a double-beam pipe, mostly defined by (1232) 15 m long, 40 tonne, twin-bore dipole (beam-bending) magnets. Over 3500 higher-order corrector magnets are installed around the ring to provide orbital stability and keep the beam focused. In order to allow the highest possible beam energy, requiring the strongest possible magnets, the majority of the magnets in the LHC ring are superconducting. A superfluid helium-II cooling system maintains their temperature at 1.9 K. Superfluid helium was chosen for its excellent heat transport properties, and the temperature was selected to allow some heating (a temperature rise of up to 0.7 K) without a phase transition in the helium.

ATLAS uses a right-handed coordinate system. The y-axis is vertical (up is positive), the x-axis points into the LHC ring, and the z-axis points roughly east (counter-clockwise). A cylindrical coordinate system is most convenient, in which $R$ is defined as $\sqrt{x^2 + y^2}$ and $\phi$ is the azimuthal angle around the z-axis, with $\phi = 0$ corresponding to the x-axis. For detector coordinates, $\eta$ will be used instead of polar angle ($\theta$).

The luminous region in ATLAS during 7 TeV center-of-mass energy operation was well centered (e.g. (-0.370,0.628,1.0) mm in $(x,y,z)$ with a fitted Gaussian length in $z$ of $\sim 22.1$ mm and a fitted Gaussian width of $\sim 120 \mu m$ in $x$ and $\sim 132 \mu m$ in $y$ for one of the
first fills at 7 TeV) [125]. The beam position in $x$ and $y$ is stable between fills to $\sim 100 \mu$m, and the position in $z$ is stable to a few mm. Luminosity scans, during which the beams were adjusted vertically and horizontally in order to center them on each other, were conducted once every few successful injections during the commissioning period.

The beam lifetimes, the time it takes for the current of the beam to decrease by $1/e$, during collisions are expected to be 10-15 hours, limited mostly by the collisions themselves [118]. The luminosity decreases over the lifetime of the beam because of both a reduction in the number of protons per bunch and an increase in the beam emittance. During the runs in 2009 and 2010, beam lifetimes over 1000 hours were achieved while the beams were not colliding or were colliding at low luminosity. Luminosity lifetimes, the time it takes for the luminosity to decrease by $1/e$, were 50-100 hours.

Several changes can be made to the beams after injection into the LHC so as to achieve a higher collision rate or longer luminosity lifetime. In order to increase the collision rate, the beams are “squeezed” in the transverse direction after the ramp is complete. In order to maintain better control of the beams, at high energy (i.e. above a few TeV in the main LHC ring) the proton bunches are artificially “blown up” in the longitudinal direction. This “blow up” roughly doubles the bunch length, thereby reducing intra-bunch interactions that can cause significant losses. Even with the longitudinal blow-up, these beams provide interactions very close to the geometric center of ATLAS. Once the beams are at full energy and no further adjustments need to be made, they are declared “stable” by the machine operator.

The LHC provides proton-proton collisions to six experiments at four different interaction points around the ring [126, 127], as shown in Figure 3.2. It is divided into eight sectors, between which are access points numbered clockwise around the ring, beginning with point 1 at the south-most point of the ring, nearest to the main site at CERN. The beams are injected from the SPS between points 1 and 2 and between points 1 and 8, and they are only crossed for collisions at four points: point 1, point 2, point 5, and point 8. ATLAS [128] sits at point 1, as does the forward scattering experiment LHCf [129]. Point 2 contains ALICE, an experiment designed mostly to measure heavy-ion collisions [130]. The CMS (Compact Muon Solenoid) general purpose detector [131] and TOTEM forward scattering experiment [132] are both located at point 5. LHCb, a B physics experiment, is located at point 8 [133]. LHCb is an asymmetric detector, and collisions occur on one side
of the interaction region. If collisions are to occur in all four interaction points during a single fill, this asymmetry results in a strict limitation on the bunch spacing in the machine.

At the interaction region near point 1, the two proton beams are housed in a single beam pipe for 280 m (140 m on either side of the interaction point). Within that space, the inner triplet magnets, also called “final focus magnets,” squeeze the beam transversely to focus it at the interaction point. Thanks to this squeeze, the beam bunches to be transported around the ring may be considerably larger than they need be at the interaction point, reducing intra-beam interactions. In initial operation with a limited number of bunches in each beam, there is no need to cross the beams at an angle. At design luminosity, however, the beams are crossed at an angle to prevent parasitic collisions from occurring every few meters throughout the experimental cavern. At point 1, for example, the beams will be crossed in the vertical plane, at an angle of $\sim 142$ $\mu$rad.

Point 4 houses the RF acceleration system, used to accelerate the beams from 450 GeV
to 7 TeV. The RF system provides up to 16 MV at 400 MHz during beam operation at 7 TeV. The high frequency is required to maintain the beam's bunch structure. Because the LHC is a proton collider, energy losses from synchrotron radiation are small. For 7 TeV protons, around 7 keV is lost per turn or $\sim 10^{-9}$ of the proton's energy, compared to $\sim 2\%$ for LEP at around 200 GeV. The energy of the beam is very well measured. During the operation of LEP and the commissioning of the LHC, small deviations in beam energy were observed from the variation in ring size arising from the lunar tides [134].

Points 3 and 7 are used for beam cleaning, including collimation to maintain the stability of the beam. The collimators in point 3 are designed to scatter particles with deviant momenta, and collimators in point 7 scatter particles with large betatron amplitudes. Because of this cleaning and because of the difference in focus magnets in points 8 and 2, the counter-clockwise proton beam is expected to be almost 50 times cleaner when it arrives at ATLAS than the clockwise beam.

In the case of an operational problem, or at the end of the beams' lifetime during normal operation, the beams are dumped in point 6. During the beam abort gap, fast kicker magnets ramp on and deflect the beam, ultimately leading them into straight tunnels offset from the LHC ring. As they pass into the beam dump tunnel, the beams are defocused before they finally arrive on graphite core beam stops. In order to reduce the energy deposit in any single spot, the bunches of the beam are “painted” across the front of the graphite core, as shown in Figure 3.3. This spread allows safe stoppage of the beam, which will reach 360 MJ at design luminosity [118]. The clockwise and counter-clockwise beams are sufficiently far apart at point 6 that the beams can be dumped independently of one another.

Several incidents leading up to operation in 2009 and 2010 brought to light critical failure modes of the LHC. In order to reach the high magnetic fields required for operation, most of the magnets must be superconducting. Superconducting magnets can, however, undergo a “quench,” during which, usually due to resistance from imperfections or junctions causing a temperature rise, the magnet ceases to be superconducting. Such quenches are expected as part of commissioning the magnet system of the LHC, but under some circumstances they can be problematic. In the case of the LHC magnets, many “training quenches” have been necessary to achieve maximum current. These quenches occur as the magnets reach a new peak current. The reason that the training quenches are necessary is not fully understood, but several thousand of them may occur before the machine is able to reach
Figure 3.3: The beam dump at the LHC, with ten bunches dumped. Shown are the positions of the bunches as they are dumped (white spots), the curve showing the predicted distribution (red line), and the calculated positions of the bunches (yellow spots).

design energy [135].

During 2007, a quench of the inner triplet magnets near one of the interaction points halted operation for several months. The quench caused a significant force along the beam line, a direction in which little bracing had been included in the design. The magnet shifted inside its cryostat but did not cause damage beyond the immediate area around it. Subsequently, the inner triplet magnets were all reinforced prior to operation in 2008.

During 2008, in the final commissioning of the last remaining sector of the machine, a serious quench occurred, stopping operation for a year of repairs and redesign. Between each pair of magnets there is a joint where two superconducting wires meet. The two wires are laid one on top of the other, and copper bars squeeze them together, with solder sealing all the joints. In several cases, little or no solder was, in fact, in the joint. Because of this,
some resistance was present in one of the joints (at the several hundred nΩ level), causing a temperature rise in the joint and additional resistance. Because sensors throughout the machine were best suited to detect resistance within a single magnet, the joints between the magnets were particularly susceptible to problems. During high-current tests, the voltage across the joint built up sufficiently that an electrical arc formed, burning a hole in the side of the helium cryostat. The explosion of liquid helium that followed the rupture damaged several dozen magnets, shifting some of them by up to a foot and leaving soot in several kilometers of beam pipe. The quench protection system was overhauled in the following year, providing more robustness against such a failure and ensuring that, at the very least, if such an incident occurred again it would affect a much smaller number of magnets. Resistivity sensors throughout the ring were also upgraded to be an order of magnitude more sensitive.

In order to further protect the magnets against these catastrophic failures, an additional quench protection system will be implemented during a long shut down in 2011. “Jumper cables” will be attached to bridge all joints that could be missing solder, providing an additional route for the current if the joint ceases to be superconducting. These cables will further prevent damage to the magnet joint in the case of a quench, allowing for a faster recovery.

Before these additional measures are implemented, the LHC will be run at the reduced maximum beam energy of 7 TeV. Single beam operation was established on November 20, 2009, and collisions at a center-of-mass energy of 900 GeV were achieved on November 23. Collisions at a center-of-mass energy of 7 TeV were achieved on March 30, 2010. CERN hopes to deliver 1 fb⁻¹ of integrated luminosity to the experiments during the 2010-2011 run before embarking on a year-long interruption to further enhance the quench protection system. In order to achieve this, the luminosities during the run must reach 10^{32}-10^{33} cm⁻² s⁻¹, allowing >100 pb⁻¹ per month towards the end of the run. For research presented in this degree, the amount of data delivered was 320±35 nb⁻¹.
Chapter 4  The ATLAS Detector

ATLAS (A Toroidal LHC ApparatuS) is one of two general-purpose detectors at the Large Hadron Collider [128]. Installation began in 1997 with the excavation of a cavern 92.5 m below ground at point 1 of the LHC. As shown in Figure 4.1, it is cylindrical in shape, 25 m in diameter, and 44 m long, and it weighs approximately 7000 tonnes. ATLAS is generally divided into three major components: the inner detector or “tracker,” the calorimetry, and the muon system. The inner detector is emersed in a 2 T solenoidal field, and the muon system includes a toroidal magnet system that provides, on average, 2.5 T-m of bending power in the barrel and 5 T-m in the end-caps. There are also several forward detectors associated with ATLAS for measuring diffractive events, the luminosity, and the total cross section.

The ATLAS inner detector covers $|\eta| < 2.5$ and provides precision transverse momentum ($p_T$) measurements of charged tracks. The calorimetry is hermetic out to $|\eta| = 4.9$ and is $\sim 9 - 13$ interaction lengths thick, sufficient to capture 99% of the hadronic showers from single charged pions up to $\sim 500$ GeV. The muon system covers the region $|\eta| < 2.7$ with different technologies to allow both fast triggering and precision position measurements. Each subdetector’s position is known to a few mm thanks to laser alignment and surveying.

ATLAS includes a three-level trigger system for evaluating and recording only the most interesting events during a run. The trigger is configurable at every level to provide a constant stream of data under any beam conditions. The collected data are distributed around the world with the world-wide LHC Computing Grid [136] for reprocessing and analysis.

Most of ATLAS has been installed and integrated since 2008, and it has been recording cosmic-ray events and, more recently, proton-proton collision events at rates of up to 200 Hz. The millions of recorded events have proven invaluable for aligning and calibrating the detectors, exercising the data acquisition software, and commissioning the trigger. The data also have been used to begin validation of the detector simulation. As a result of the early data-taking campaigns, ATLAS has had good data quality and high data-taking efficiency for most of 2010.
4.1 The Inner Detector

The ATLAS inner detector, shown in Figure 4.2, is composed of a silicon pixel tracker, a silicon strip tracker (SCT), and a transition radiation tracker (TRT). The entire inner detector sits inside a solenoid that provides a 2 T magnetic field. As charged particles traverse the active detector elements they leave a small deposits of energy, “hits,” which are later recombined by the reconstruction software into tracks. The bending radius of the track provides a measurement of the transverse momentum ($p_T$ in GeV) of the charged particle, $p_T = 0.3 \times B \times R$, where $B$ is the magnetic field strength in Tesla and $R$ is the bending radius in meters. The inner detector is used to determine a charged particle’s transverse momentum, $p_T$, by recording several hits along its track (over 40 hits for most tracks) without affecting the particle’s original momentum.

Attached to the pixel system is the beam conditions monitor (BCM). The BCM consists of eight diamond sensors 184 mm on either side of the interaction point. These sensors have very good time resolution (a signal rise time of 1 ns and average pulse length of 3 ns, compared to the LHC’s typical bunch length of $\sim 0.1$ ns) and thus are able to distinguish particles arriving from the collision point from those arriving along the beam line. In the
Figure 4.2: The ATLAS inner detector.

case of a beam incident, for example the beam scraping against the side of the beam pipe, a dangerously high flux of particles could be sent through ATLAS. To protect the detector, the BCM detects the high flux of particles not coming from the collision point and triggers the dump of the LHC beams. Once a beam dump signal has been sent, the beam is completely ejected from the main ring of the LHC in about three turns (∼250 µs). It is the only subdetector in ATLAS that is allowed to trigger a beam dump automatically. In 2009 and 2010, many beam dumps were triggered by the BCM, some as tests of the safety systems and some as a result of real incidents during beam commissioning.

The pixel detector is built directly onto the beryllium beam pipe in order to provide the best possible primary and secondary vertex resolution. It comprises three layers in the barrel at radii of 50.5, 88.5, and 122.5 mm, and three end-cap disks on either side of the center and positions |z| = 495, 580, and 650 mm. The 250 µm thick silicon sensor “modules” are divided\(^1\) into pixels 50 µm wide and 400 µm long, with 47232 pixels on each of the 1744 modules. With over 80 million pixels, the pixel detector makes up almost 90% of

\(^1\)About 90% of the pixels have these “regular” dimensions. The remaining 10% are special pixels, which, owing to the electrical connections on the sensor, have irregular shapes and double or triple this typical area.
the total read out channels of ATLAS. A typical track with \( \eta < 2.5 \) will leave 3-4 hits in the pixel detector. Because of its proximity to the interaction region and the harsh radiation environment, the innermost layer of the pixel detector is expected to survive no more than five years at LHC design luminosity [137]. A program to construct a replacement for the inner layer is already underway [138].

The pixel sensors are essentially doped semiconductors with a high bias voltage. As a charged particle passes through the bulk, it creates electrons and holes which are collected at the surface of the silicon. A typical minimally ionizing particle passing through the sensor module will free \( 2 \times 10^4 \) electrons. To reduce the number of hits coming from electronics noise, this analog signal is compared to a threshold, and only the time over threshold is recorded. Even in the case of a normally incident charged particle, several neighboring pixels may register a signal above threshold. These consecutive pixels are grouped into a single “cluster,” which is treated as a single hit by the track reconstruction software. Clusters from noise typically have low time over threshold (\( \sim 125 \) ns), whereas clusters from minimally ionizing charged particles are expected to have a time over threshold of \( \sim 750 \) ns. The distribution of pixel cluster charge, after correction for the path length through the pixel sensor module, for clusters included in tracks with transverse momentum above 100 MeV, is shown in Figure 4.3. Within the geometric acceptance of the pixel detector, the hit efficiency is over 99%, but 2.5% of the modules in the detector were disabled during data-taking.

The SCT is similar to the pixel detector conceptually, but it uses 80 \( \mu \)m wide, 12 cm long silicon microstrips rather than pixels. The entire detector comprises 15912 sensor modules in four radial layers in the barrel, with radii of 299, 371, 443, and 514 mm, and six end-cap disks on either side of the interaction point at \( |z| = 890, 1091, 1350, 1771, 2115, \) and 2608 mm. The barrel layers, as well as the first, third, and sixth disks are all “double-layers.” In these cases, two sensor modules are glued back-to-back, with the back sensor module offset at a small (40 mrad) angle. For detectors that are strip-like, rather than pixel-like, this double-layering is a common method to improve the spatial resolution in the long (i.e. poorly measured) dimension. The angle between the two layers is optimized for resolving “ghost” ambiguities when several charged particles traverse one double-layer [139]. The single-hit efficiency for the SCT is quite high, like that of the pixel detector, and only 0.97% of the sensor modules were disabled during data-taking.

The TRT, also called the “straw tube tracker,” is composed of 4 mm diameter polyimide
Figure 4.3: The charge freed (in thousands of electrons, ke) by a minimally ionizing particle traversing a pixel sensor module, after correction for the path length through the sensor. Tracks with transverse momentum above 100 MeV in 900 GeV collision data were used. For minimally ionizing particles, a peak at 20 ke is expected. Clusters from noise are expected to typically include less than 3 ke.

straws filled with a mixture of CO$_2$ and xenon. The straws are wrapped with a gold wire and act as the cathode of a drift tube, with a gold wire anode passing through the center of the straw. As charged particles pass, they ionize some of the gas. High voltage is applied across the straw, so that the charge is collected on the anode after some drift time. The drift time provides a precise measurement of the impact parameter of the track in the tube, but there is no resolution in the direction parallel to the wire ($z$ in the barrel, $R$ in the end-caps). Charged particles passing through the tubes also emit low-energy transition-radiation photons which are then absorbed by the gas. This transition radiation provides an independent discrimination between electrons and hadrons.

The coverage$^2$, spatial resolution, alignment tolerance, and expected number of hits on track of each of the subdetectors is shown in Table 4.1. The efficiency for finding a hit in silicon is near 99%. However, disabled portions of the detector and geometric acceptance reduce the expected number of hits. The standard metrics for inner detector alignment are the track residual errors (residuals). These residuals are calculated for each hit on a track by removing the hit, refitting the track through the remaining hits, and recording how far from the refit track the removed hit lies. The residuals in $x$ for the pixel barrel and

\[ \eta < 2.77, \text{ and the outermost layer of the pixel end-caps covers } \eta < 2.69. \text{ However, only tracks with } \eta < \sim 2.5 \text{ include a sufficient number of pixel and SCT hits to be reconstructed with efficiency above } \sim 50\%. \]
Figure 4.4: Track residual errors in the $x$ direction calculated using 7 TeV data (blue) and Monte Carlo simulation (red) in the pixel tracker barrel (left) and SCT barrel (right).

SCT barrel calculated from tracks in a single run of 7 TeV collision data and Monte Carlo simulation are shown in Figure 4.4. In early 2010 (perfect Monte Carlo), ATLAS achieved track residual errors of 28 $\mu$m (23 $\mu$m) in the pixel tracker barrel and 43 $\mu$m (38 $\mu$m) in the SCT barrel.

<table>
<thead>
<tr>
<th>Subdetector</th>
<th>Coverage</th>
<th>Spatial resolution [$\mu$m]</th>
<th>Alignment tolerance [$\mu$m]</th>
<th>Hits per typical track</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pixel Barrel</td>
<td>$</td>
<td>\eta</td>
<td>&lt; 2.5$</td>
<td>10 (R-$\phi$), 115 (z)</td>
</tr>
<tr>
<td>Pixel End-caps</td>
<td>$2.0 &lt;</td>
<td>\eta</td>
<td>&lt; 2.5$</td>
<td>10 (R-$\phi$), 115 (R)</td>
</tr>
<tr>
<td>SCT Barrel</td>
<td>$</td>
<td>\eta</td>
<td>&lt; 1.5$</td>
<td>17 (R-$\phi$), 580 (z)</td>
</tr>
<tr>
<td>SCT End-caps</td>
<td>$1.3 &lt;</td>
<td>\eta</td>
<td>&lt; 2.5$</td>
<td>17 (R-$\phi$), 580 (R)</td>
</tr>
<tr>
<td>TRT Barrel</td>
<td>$</td>
<td>\eta</td>
<td>&lt; 1.0$</td>
<td>130</td>
</tr>
<tr>
<td>TRT End-caps</td>
<td>$0.8 &lt;</td>
<td>\eta</td>
<td>&lt; 2.0$</td>
<td>130</td>
</tr>
</tbody>
</table>

Table 4.1: Coverage, spatial resolution, alignment tolerance, and typical number of hits on track for each of the subdetectors in the ATLAS inner detector.

Both the pixels and SCT are cooled to $\sim -10$ C° by an evaporative cooling system using C$_3$F$_8$ as the coolant. The cooling is necessary to reduce the effect of radiation damage to the silicon. Because the TRT operates at room temperature, a set of insulators and heaters isolate the silicon detectors from the environment of ATLAS. In 2009 and 2010, several of the heaters were not functional. As a result, the outer layer of the SCT and inner straws of the TRT were operated at sub-optimal temperatures. In order to prevent condensation,
dry nitrogen is blown through the cooled portion of the inner detector. Because nitrogen would reduce the transition radiation signal in the TRT, the TRT is instead operated in a dry CO₂ environment.

For this analysis, jet shapes were only constructed using calorimetric objects. Therefore, the inner detector was only used for its primary vertex-finding ability. By requiring at least five tracks coming from a single point vertex near the luminous region in the inner detector, backgrounds from beam splash, beam gas, and cosmic ray events are highly suppressed. The vertex finding efficiency is almost 100% for events with more than two tracks, with a fake rate around 1% [140, 141]. The vertex resolution in the direction transverse to the beams is \( \sim 15 \, \mu\text{m} \), and in the direction parallel to the beams it is \( \sim 50 \, \mu\text{m} \), allowing good separation between multiple proton-proton interactions in a single event. Of course, these resolutions are highly dependent on the event topology. In the data considered here, \( \sim 1\% \) of the events had more than one proton-proton interaction. However, once the LHC reaches design luminosity, 23 proton-proton interactions are expected on average for every bunch crossing. The primary vertex is taken to be the one with the largest sum of the \( p_T^2 \) of all tracks originating from that vertex. Event selection using a vertex will be discussed further in Section 5.1.

### 4.2 Calorimetry

The ATLAS calorimetry comprises several different subsystems designed to cope with the significant variation in energy deposition over the entire range \( |\eta| < 4.9 \). The \( \sim 20-40 \) radiation-length thick electromagnetic (EM) calorimeter is sufficient to contain electron and photon showers up to \( \sim 1 \, \text{TeV} \). It also absorbs almost 2/3 of a typical hadronic shower. The \( \sim 8-12 \) interaction-length thick hadronic calorimetry contains most of the remainder of hadronic showers. The central hadronic calorimetry uses scintillating tiles (doped polystyrene) as the active medium with steel absorbers. Beyond the central region, liquid argon (LAr) is used as the active medium with lead, copper, or tungsten absorbers. The variation in absorber was dictated by density, cost, and construction difficulties. For example, tungsten, though the densest material, is very difficult to work with. In fact, the forward calorimeter of ATLAS is the first calorimeter to use tungsten as an absorber. An overview of the system is shown in Figure 4.5.
Both the LAr and the scintillating tile calorimeter technologies measure the energy of particle showers. Particles passing through the LAr calorimetry ionize the liquid argon. A high voltage is applied across the liquid argon, and the charge deposition is collected as a current in the cell. Because the LAr flows continuously, there is no reduction in signal strength due to radiation damage over the lifetime of the LHC. As they absorb radiation, scintillation light is produced in the tiles. The tiles' signal is transferred via optical fibers to photomultiplier tubes (PMTs) located in the support structure behind the active volume of the calorimeter. Due to radiation damage, the signal from the scintillating tiles is expected to decrease by several percent over the lifetime of the experiment. For calibration between runs, cesium sources have been installed which can scan across the detector to check its response (the ratio of the reconstructed signal to the “true” signal). Charge can be injected into a single cell to test and calibrate the read-out electronics, and lasers can provide light to test the optical connections and PMT response.

The EM barrel and end-cap calorimeters cover $|\eta| < 1.475$ and $1.375 < |\eta| < 3.2$ with LAr and lead samplings in an “accordion” geometry. The layers of lead wave in the $\phi$
Figure 4.6: A portion of the ATLAS barrel electromagnetic calorimetry during assembly. The “accordion” geometry can be seen, where the center of the detector is to the bottom left-hand corner of the picture and the back of the detector (towards the hadronic calorimetry) is in the top right-hand corner. Sheets of lead absorber wave in the $\phi$ direction, providing full coverage in $\phi$ without any cracks.

direction, so that there are no cracks in the detector coverage in $\phi$, and are supported with 0.2 mm thick stainless steel sheets for rigidity. A portion of the barrel detector during assembly is shown in Figure 4.6. In the barrel, the lead thickness changes from 1.53 mm below $|\eta| = 0.8$ to 1.13 mm above. In the end-cap, the thickness changes from 1.7 mm below $|\eta| = 2.5$ to 2.2 mm above. There are three longitudinal sampling layers in the EM calorimetry up to $|\eta| = 2.5$, two up to $|\eta| = 3.2$, and one in the forward calorimeter at large $|\eta|$. In the central region, the first layer is finely segmented in $\eta$ and provides a good position measurement for the shower, the second collects the majority of an EM shower’s signal, and the third contains the tail of the EM shower.

The central hadronic calorimeter includes a long barrel covering $|\eta| < 1.0$ and an extended barrels on each side covering $0.8 < |\eta| < 1.7$. It is made of 3 mm thick scintillating tiles in steel absorber, with 4-5 mm of steel between tiles. The tiles are oriented with the thin side in the $z$-direction. The calorimeter is divided into 64 wedges in $\phi$, and the tiles are read out in groups to form three longitudinal samplings. A steel yoke around the outside, at $r \sim 4.25$ m, provides support for the barrel hadronic calorimeter as well as a return for the
solenoid field. As a result, there is a negligible magnetic field within the LAr calorimeter volume and a small field in the tile calorimeter volume.

The end-cap hadronic calorimeter covers $1.5 < |\eta| < 3.2$ with two longitudinal samplings in each of two wheels on both sides of the interaction point (i.e. four samplings per end-cap). The front (back) wheels are made from 32 $\phi$-wedges with 24 (16) 25 mm (50 mm) thick copper plates surrounding 8.5 mm thick gaps filled with LAr. These gaps are divided into four drift regions that are read out with separate electrodes, providing some redundancy and allowing a shorter signal integration time.

Because most of the central calorimetry sits behind the cryostat, the solenoid, and the 1-4 radiation-lengths thick inner detector, EM showers begin to develop well before they are measured in the calorimeter. In order to measure and correct for these losses, up to $|\eta| = 1.8$ there is an additional presampler layer in front of the sampling portion (i.e. accordion) of the calorimetry. The presampler is 11 mm (5 mm) thick in the barrel (end-cap) and includes fine segmentation in $\eta$. Unlike the remainder of the calorimetry, the presampler has no absorber layer. In practice, it behaves almost like a single-layer LAr tracker.

In order to provide space for the routing of services from and access to the inner detector, the barrel and end-cap LAr calorimeters are housed in separate cryostats, with services running between them. To preserve energy measurements and correct for losses in the gap, scintillators were installed on the outside of the cryostats covering $1.0 < |\eta| < 1.2$ and $1.2 < |\eta| < 1.6$. A modified portion of a tile module is used for the same function between $0.8 < |\eta| < 1.0$ (between the tile barrel and extended barrel calorimeters) and simultaneously reduces the particle flux in the muon system by physically blocking part of the gap between the calorimeter pieces.

The forward calorimeter covers $3.1 < |\eta| < 4.9$ and consists of three 45 cm thick, independent modules, one EM and two hadronic. The geometry, as well as a schematic layout of the forward calorimeter, is shown in Figure 4.7. In the EM module, 12260 copper rods are inserted into holes drilled in a stack of copper plates. The 0.269 mm gap between the rods and the plates surrounding them is filled with LAr. In the hadronic modules, 10200 and 8224 tungsten rods are inserted into holes drilled in a stack of tungsten plates with copper plates on the ends. Gaps of 0.376 mm and 0.508 mm between the rods and the tubes surrounding them are filled with LAr. Each rod acts as an electrode, with several electrodes summed together at the detector in a single read-out channel.
Figure 4.7: A schematic diagram of the ATLAS forward calorimeter (FCAL). The electromagnetic Molière radius ($R_M$) is shown in magenta.

The calorimeter is read out in cells that vary in size as a function of $\eta$ and depth in the calorimeter. Cell sizes throughout the calorimeter are summarized in Table 4.2. For use in the hardware trigger and jet reconstruction, these cells are grouped into “towers” that always have an area of 0.1 × 0.1 in $\eta − \phi$ space. For cells larger than 0.1×0.1 in $\eta − \phi$ space, the cell’s energy is evenly divided among the towers to which it contributes. These cells and towers are the smallest experimental objects from which jet shapes can be constructed. Previous experiments used calorimetric objects with granularity similar to the towers for the evaluation of jet shapes.

Two essentially separate read-out chains are maintained: one for the hardware trigger, and one for the remainder of the trigger and the offline reconstruction. The main read-out chain of the LAr calorimeter divides the calorimeter signal into 25 ns samples and passes each sample into a 12-bit analog-to-digital converter (ADC). Figure 4.8 shows example signals from the EM barrel calorimeter and the hadronic end-cap calorimeter, taken from a cosmic ray event, along with the predicted pulse shape [142]. At this stage, in order to maintain the full dynamic range of the calorimeter cell’s energy read out, the signal is digitized using three gains (1, 9.3, and 93). The gain setting ultimately used to reconstruct the signal is chosen either at read-out time or later in the reconstruction process. Under
<table>
<thead>
<tr>
<th>Subdetector</th>
<th>Coverage</th>
<th>Cell Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>EM Barrel</td>
<td>$</td>
<td>\eta</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.025/8 \times 0.1$ in $\eta - \phi$ (Layer 1, $</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.025 \times 0.025$ in $\eta - \phi$ (Layer 1, $1.4 &lt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.025 \times 0.025$ in $\eta - \phi$ (Layer 2, $</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.025 \times 0.025$ in $\eta - \phi$ (Layer 2, $1.4 &lt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.050 \times 0.025$ in $\eta - \phi$ (Layer 3)</td>
</tr>
<tr>
<td>EM End-cap</td>
<td>$1.375 &lt;</td>
<td>\eta</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.05 \times 0.1$ in $\eta - \phi$ (Layer 1, $</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.025 \times 0.1$ in $\eta - \phi$ (Layer 1, $1.425 &lt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.025/8 \times 0.1$ in $\eta - \phi$ (Layer 1, $1.5 &lt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.025/6 \times 0.1$ in $\eta - \phi$ (Layer 1, $1.8 &lt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.025/4 \times 0.1$ in $\eta - \phi$ (Layer 1, $2.0 &lt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.025 \times 0.1$ in $\eta - \phi$ (Layer 1, $2.4 &lt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.1 \times 0.1$ in $\eta - \phi$ (Layer 1, $2.5 &lt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.050 \times 0.025$ in $\eta - \phi$ (Layer 2, $</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.025 \times 0.025$ in $\eta - \phi$ (Layer 2, $1.425 &lt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.1 \times 0.1$ in $\eta - \phi$ (Layer 2, $2.5 &lt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.050 \times 0.025$ in $\eta - \phi$ (Layer 3)</td>
</tr>
<tr>
<td>Tile Barrel</td>
<td>$</td>
<td>\eta</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.1 \times 0.1$ in $\eta - \phi$ (Layer 3)</td>
</tr>
<tr>
<td>Hadronic</td>
<td>$1.5 &lt;</td>
<td>\eta</td>
</tr>
<tr>
<td>End-cap</td>
<td>$</td>
<td>\eta</td>
</tr>
<tr>
<td>Forward</td>
<td>$3.1 &lt;</td>
<td>\eta</td>
</tr>
<tr>
<td>Calorimeter</td>
<td></td>
<td>$0.8 \times 0.6$ cm$^2$ in $x - y$ (Layer 1 elsewhere)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$3.3 \times 4.2$ cm$^2$ in $x - y$ (Layer 2 elsewhere)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$0.8 \times 1.1$ cm$^2$ in $x - y$ (Layer 2 elsewhere)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$5.4 \times 4.7$ cm$^2$ in $x - y$ (Layer 3, $3.32 &lt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$1.4 \times 1.2$ cm$^2$ in $x - y$ (Layer 3 elsewhere)</td>
</tr>
</tbody>
</table>

Table 4.2: Read-out cell sizes throughout the ATLAS calorimeter. In layer one of the EM calorimetry, cells comprise up to eight strips in $\eta$ which are individually read out. Cells are grouped into towers for use by the trigger which are always $0.1 \times 0.1$ in $\eta - \phi$ space.
Figure 4.8: Examples of calorimeter signals in the EM barrel calorimeter (left) and the hadronic end-cap calorimeter (right), taken from a cosmic ray event, along with the predicted pulse shape. All 32 samples are shown as red points. The difference between the prediction and measured signal shape (grey) varies by less than 4%. During data taking at design luminosity, in order to reduce the amount of information that must be transferred off of the detector, only five samples will be read out. The pulse length is dominated by the drift time, the electronics’ response, and the time required for the shower to develop. The amount of energy deposited in the cell affects the amplitude.

In normal circumstances, five samples are read out, the first one including the rising edge of the showers, and the last required to catch a sufficient fraction of the showers’ tails. For special calibration runs, however, as many as 32 samples may be read out, in order to evaluate the full pulse shape and electronics’ recovery after a signal spike.

The calibrated energy deposited in the cell is derived from the current signal in that cell according to [143]:

\[
E_{\text{cell}} = \frac{1}{f_{I/E}} \times F_{\text{gain}} \left( \sum_{\text{samples}} \text{OF}_{\text{sample,gain}} (S_{\text{sample}} - P_{\text{gain}}) \right)
\]

(4.1)

A pedestal, \( P_{\text{gain}} \), is subtracted from the signal in each cell, \( S_{\text{sample}} \), and then the samples are re-summed using optimal filtering coefficients, \( \text{OF}_{\text{sample,gain}} \), designed to suppress electronic noise as much as possible. As these filtering coefficients attempt to reconstruct the total pulse time and amplitude from a limited number of points, it is possible for them to reconstruct a signal with negative energy. Next, the sum (in ADC counts) is input to a function, \( F_{\text{gain}} \), which converts the ADC counts back into a current. The relationship between ADC counts and current is non-linear, so \( F_{\text{gain}} \) is a fourth order polynomial with coefficients that are calculated individually for each calorimeter cell. This polynomial func-
tion results in $\sim 20$ MeV residual uncertainties on the calibration of the cell energy \[143\]. Finally, a conversion factor, $f_{I/E}$, is applied to convert the signal into an energy.

This calibration is sufficient only to reconstruct the “visible” energy deposited in the cell. The reconstructed energy must then be scaled to account for the fraction of the detector in which signal is measured (i.e. the fraction of LAr or scintillating tile), called the “sampling fraction.” The sampling fraction of the ATLAS calorimetry changes as a function of $\eta$ because of the changing physical structure of the detector. The smaller sampling fraction in the more forward regions result in a signal that is approximately constant with $p_T$. After the adjustment for sampling fraction, the resulting energy is at the “EM scale.” Once passive material (e.g. the material in the inner detector and the cryostats) have been accounted for, no further correction should be necessary to measure the energy of electrons and photons.

The ATLAS calorimetry is non-compensating, meaning that a hadron will deposit a smaller fraction of its energy in the active portion of the calorimeter, on average, than an electron or photon will. The difference must be taken into account by an additional correction applied to hadronic objects. There are several ways to select hadronic objects and correct their energy. This final calibration step will be described in Section 5.2.

One of the more significant calorimeter problems during 2009 and 2010 was the breakdown of many of the on-detector laser transmitters (OTXs) in the LAr calorimeter. The detailed energy deposition information is transmitted by 1524 lasers from the on-detector electronics to the computer racks away from the detector. A single OTX transmits the signal for cells in only one calorimeter layer, and the number of cells in the layer that it is responsible for varies considerably between OTXs. Several dozen of these lasers ceased to give light over the course of the data-taking period, and the energy deposition information was not available for the affected portions of the calorimeter. Because a single OTX is only responsible for the read-out of a single radial layer of the calorimeter, some are more critical than others. Loss of an OTX reading out in the third EM calorimeter layer is far less important than the loss of an OTX reading out in the second layer. The read-out of the calorimeter hardware trigger, however, is entirely analog. This provided an approximately redundant detector read-out, albeit with reduced granularity and worse noise than the optical read-out system. During reconstruction in the future, the analog trigger read-out information will be used as a replacement for any missing detector regions. The trigger towers have considerably more noise than the towers in the standard read-out. In order to
not dramatically affect the amount of noise in the calorimeter, only trigger towers with at least 2 GeV of transverse energy are used for this correction.

In the tile calorimeter, several low voltage power supplies and $\phi$-wedge read-out systems failed during the 2009-2010 data taking run. Both these problems result in an entire $\phi$-wedge (i.e. $\frac{1}{16}$ of the $\phi$-coverage), or “drawer,” from a single partition (i.e. half barrel or extended barrel on one side of the detector) being disabled, with the information from every sampling in that $\phi$-wedge lost. The dead tile module scenarios were studied in some detail [144, 145]. Because the majority of a shower’s energy deposition is caught by the LAr calorimeter, failures in the tile calorimeter do not have a dramatic effect on the measurement of a shower’s energy, provided there are no failures in adjacent modules. These dead cells were corrected using the average of their neighbors’ energies, as were stray dead cells throughout the calorimeter.

The performance of the various regions of the calorimeter were studied extensively using test beams at CERN from 2002 to 2006 [128, 146, 147, 148]. The linearity of the calorimeter was measured to be better than $\pm 0.1\%$ from 15 to 180 GeV, and the measured energy resolutions for single charged pions in the hadronic calorimeters were [128]:

$$\frac{\sigma(E)}{E} = \frac{0.564 \text{GeV}^{1/2}}{\sqrt{E}} \oplus 0.055$$  \hspace{1cm} \text{(Barrel)}$$

$$\frac{\sigma(E)}{E} = \frac{0.706 \text{GeV}^{1/2}}{\sqrt{E}} \oplus 0.058$$  \hspace{1cm} \text{(End-cap)}$$

$$\frac{\sigma(E)}{E} = \frac{0.942 \text{GeV}^{1/2}}{\sqrt{E}} \oplus 0.075$$  \hspace{1cm} \text{(Forward)}$$

All of these resolutions were found to be in agreement with the Monte Carlo simulation prediction for the energy resolution. However, these test beams used single particles to gauge the response and resolution of the calorimeter and were therefore not entirely indicative of the performance for complex objects like jets. By most metrics, the data collected through the middle of 2010 were consistent with the simulation results. Jet performance, calorimeter noise, and cleaning cuts will be discussed more extensively in Chapter 5.
4.3 Muon System

ATLAS uses four independent detector technologies for the muon system, shown in Figure 4.9. Muons frequently indicate an interesting event, and, therefore, a muon-based trigger is useful for selecting some new physics signals. However, in order to precisely measure the decays of new particles, it is necessary to make accurate measurements of each muon’s momentum. Two technologies, the thin gap chambers (TGCs) and the resistive plate chambers (RPCs), are designed for rapid response. The other two, monitored drift tubes (MDTs) and cathode strip chambers (CSCs), are designed for precision measurements of track segments. The different technologies lead to considerably different operating points. For example, the TGC’s require a high voltage of only 200 V, the MDTs and CSCs several kV, and the RPCs almost 10 kV. Because of the large physical separation of the muon chambers, each chamber provides more than one measurement of a muon track. These measurements help reject fake tracks and improve muon identification in regions with dead channels or detector inefficiencies.

The reconstruction efficiency and resolution of the muon spectrometer were measured using cosmic ray events in 2008 and 2009 [149]. The reconstruction efficiency, integrated over the detector acceptance, is $\sim 94\%$. At $\eta = 0$ there is a gap in the detector for cable routing. If the region of the detector near this track is excluded, the reconstruction efficiency is increased to 97\%. The transverse momentum resolution was determined from this data to be

$$\frac{\sigma_{p_T}}{p_T} = \frac{0.29 \text{ GeV}}{p_T} \oplus 0.043 \oplus 4.1 \times 10^{-4} \text{ GeV}^{-1} \times p_T$$

for transverse momentum ($p_T$) between 5 and 400 GeV.

The TGCs contain two or three (depending on the type of chamber) 2.8 mm gaps filled with a mixture of CO$_2$ and C$_5$H$_{12}$. Wires run through the gap every 1.4 mm, collecting charge from ions created when muons pass through the gas. Otherwise, these chambers are similar in operational principles to the TRT straws in the inner detector. TGCs are physically arranged into end-cap disks and are used for triggering in the end-cap region ($1.05 < |\eta| < 2.4$).

The RPCs comprise a 2 mm gas gap between an anode plate and a cathode plate, with metallic strips for read-out on the outside of the plates. Two sets of read-out strips are
used, one in the $\phi$-direction and one in the $\eta$-direction, to measure the coordinates of a hit. RPCs are arranged around the barrel in three double-layers, similar to those of the SCT, and are used for triggering in the central region ($|\eta| < 1.05$). The first two layers are close together (7820 and 8365 mm in R), providing a trigger for muons with $p_T$ from $\sim 6$ to 9 GeV. The third layer, considerably further out in the detector (10229 mm in R), is used only in the triggers for muons with $p_T$ from $\sim 9$ to 35 GeV. These triggers are over 99% efficient for muons in the geometric acceptance of the detectors.

The MDTs have three or four layers of 30 mm radius aluminum drift tubes on each side of the chambers. The drift tubes are filled with argon, CO$_2$, and water vapor and, like the TRT straws in the inner detector, have an anode wire running down the middle of them. The chambers vary in length from 1 to 6 m and in width from 1 to 2 m, depending on their position in the detector. The MDTs cover the region $|\eta| < 2.4$. Because of the physical size of the chambers, deformations due to gravitational sagging or thermal swelling can be significant. Therefore, a laser alignment system is built-in to help achieve the desired 80 $\mu$m position resolution per tube layer.

The CSCs cover the high rate region $2.0 < |\eta| < 2.7$ with one end-cap disk on each side
of the detector containing sixteen chambers. The chambers comprise four layers of argon and CO$_2$ gas with anode wires running radially. On one side of the wires a set of cathode strips runs radially, and on the other side a set of cathode strips runs transversely. Unlike most of the other detectors, the anode wires are not read out. Only the cathode strips are read out, with one set providing an $\eta$ coordinate measurement and the other set a $\phi$ coordinate measurement for each hit.

The muon system is built around three air-core toroidal magnets, also shown in Figure 4.9, that bend the muon track so that its momentum can be measured. The two end-cap toroids fit in either end of the barrel toroid. The magnets provide, on average, 2.5 T-m of bending power in the central ($|\eta| < 1.4$) region and 5 T-m in the end-cap ($1.6 < |\eta| < 2.7$) region. Because the toroidal magnet system of the muon system is completely independent of the solenoid in the inner detector, ATLAS is able to acquire two independent measurements of a muon’s momentum as it passes out of the detector.

Due to its size and the environment of the LHC, the muon system needs to cope with a significant amount of background radiation [150]. This radiation, mostly consisting of low-energy photons and neutrons, creates fake noise hits in the muon chambers beyond the background electronics noise. Because the radiation can come from beam gas interactions, beam halo interactions, very long-lived neutrons, and even activated materials in the ATLAS cavern, it is difficult to model and must, therefore, be determined from data. A program for acquiring such data was underway in 2009 and 2010, but it was not sufficiently advanced to be used for this analysis.

### 4.4 Forward Detectors

ATLAS includes three forward detectors for measuring luminosity and diffractive physics. LUCID (LUminosity measurement using Cherenkov Integrating Detector) is a relative luminosity detector that resides in the forward shielding near the muon end-caps, 17 m from the interaction point. The ALFA (Absolute Luminosity For ATLAS) detector comprises a scintillating fiber tracker inside Roman pots 240 m from the interaction point. The ZDC (Zero Degree Calorimeter) measures neutral particles with quartz rods inside of tungsten plates 140 m from the interaction point. With these separate systems, as well as complementary measurements using the forward calorimeter, ATLAS achieved an absolute luminosity
Figure 4.10: The forward detectors of ATLAS. From left to right, and closest to the interaction point to furthest, they are LUCID (Luminosity measurement using Cherenkov Integrating Detector), the ZDC (Zero Degree Calorimeter), and ALFA (Absolute Luminosity For ATLAS). Also shown in the picture are the various quadrupole (Q) and dipole (D) magnets in the beam line between the interaction point and ALFA. The Target Absorber for Neutrals (TAN) is the point at which the beams split into separate beam pipes.

LUCID consists of forty (twenty on each side of ATLAS) 1.5 m long, 15 mm diameter aluminum tubes filled with $\text{C}_4\text{F}_{10}$ at 1.2 to 1.4 bar. As a charged particle passes through the gas, it emits Cherenkov radiation, which travels down the tube and is collected by a photomultiplier tube (PMT). The light collected is proportional to the number of charged particles in the tube and so can provide a relative luminosity measurement and a collision activity trigger. Because of the high radiation in the detector at $|\eta| \sim 5.8$, the signal from the PMTs is expected to degrade over time. For high luminosity running (above $10^{33} \text{ cm}^{-2} \text{s}^{-1}$), the tubes will instead be read out via a bundle of quartz fibers leading to a PMT in a better radiation-shielded area.

In order to measure elastic scattering at very small angles, ALFA sits in Roman pots that can position the detectors as close as $\sim 1$ mm away from the beam. ALFA comprises two Roman pots separated by four meters on both sides of the interaction point. Each Roman
pot houses ten double-sided fiber tracker modules with sixty-four 0.5 mm wide fibers. The
detector measures elastic scattering and determines absolute luminosity during a run using
the total scattering cross section. In order to make these measurements, ALFA requires
better-than-normal beam divergence, and, therefore, can only be used during dedicated
LHC runs. It will be used to calibrate LUCID.

The ZDC is designed to measure the centrality of heavy-ion collisions. It sits at the end of
the straight section of beam pipe, just before the two proton beams split into separate beam
lines, 140 m from the interaction point at $|\eta| \sim 8.3$. On each side of the ATLAS detector
are one electromagnetic module and three hadronic modules. Each module contains layers
of 1.5 mm thick quartz strips, read out by PMTs, sandwiched between layers of tungsten
and steel. The thickness of the tungsten and steel layers and number of strips read out in
a single channel distinguish the electromagnetic and hadronic modules. The ZDC is only
used in proton-proton collisions with luminosities below $10^{33}$ cm$^{-2}$ s$^{-1}$ to avoid radiation
damage to the quartz.

### 4.5 Data Acquisition System and Trigger

At even moderate luminosities in the LHC (one twentieth of design luminosity), protons
will collide in ATLAS every 25 ns. Some 100 million channels in the ATLAS detector must
be read out by the data acquisition software during LHC operation, resulting in $\sim 1.5$ MB
events. Without any filtering, ATLAS would need to process and record $\sim 60$ terabytes of
data every second, currently an impossible task. Because only a small fraction of the events
can be recorded, these events must be quickly searched for interesting signatures. This
presents a significant challenge to the ATLAS trigger and data acquisition system. A rapid
decision must be made for each event. But rejected events are, of course, lost forever.

The rate at which ATLAS can record events is actually limited by its ability to transfer
the events away from point 1. A steady transfer can be maintained at $\sim 700$ MB/s from
point 1 to the data processing center at CERN (Tier0), implying an ideal output rate of
$\sim 400$ Hz. At Tier0, there is sufficient computing power to process 200 Hz of data with the
LHC providing collisions 70% of the time. Thus, some $\sim 200,000$ events must be discarded
for every one that is kept as design luminosity. Using on-site buffering capability, ATLAS
can write at the nominal rate of 200 Hz for up to 24 hours without any connection to the
Tier0. This condition results in strict limits on the event size. If ATLAS were to record a float (eight bytes) for every channel in the detector, each event would require \( \sim 800 \text{ MB} \) of disk space. In order to keep the number of read-out channels to a minimum, most detectors apply zero-suppression, only reading out channels with a signal above some threshold. In the case of the pixel detector, the need is obvious: the expected number of hits per event is six orders of magnitude lower than the number of channels in the detector. This zero-suppression can be disabled for special runs, for example to understand data acquisition problems or monitor detector noise below threshold.

ATLAS has implemented a three-tier trigger system to handle the high-rate environment. At each level, physics objects are reconstructed with improved granularity and precision and over a larger fraction of the detector, culminating in complete event reconstruction in the final trigger stage. The level-one (L1) trigger is a configurable, pure-hardware trigger that is designed to make a decision on each event in under 2.5 \( \mu s \) and provide output at a rate up to 75 kHz. No inner detector information is used at this stage, and only very simple calorimetric and muon reconstruction information is available. The level-two (L2) triggers make a decision in under 40 ms and provide output at rates up to 3.5 kHz. The L2 triggers run a simplified version of the event reconstruction in the regions of interest defined by the calorimeter and muon systems. Improved selection criteria, such as distinguishing electrons from photons by track matching, and improved calibrations are applied. Some limited identification of b-jets is done, and the missing transverse energy measurement is refined, for example to include muons. In the level-three trigger, called the “event filter” (EF), the complete offline event reconstruction makes a decision in under 4 s and provides output at 200-400 Hz. The L2 and EF are both software triggers, unlike the L1 trigger, and they are together referred to as the “high-level trigger” (HLT). In 2009 and 2010, rates between 100 and 200 Hz were not uncommon.

A “menu” of possible trigger items is prepared for each data taking run. The menu defines a complete list of what trigger items will be evaluated, what values the parameters of those items will take, and how the lower-level trigger items map into higher-level triggers. One L1 item may seed many HLT triggers, and many L1 items may seed a single HLT trigger. A full sequence of triggers from L1 through the EF is called a trigger “chain.” Some items are run unprescaled, meaning that any time an event is accepted by the trigger it will be passed on to the next level (or written out in the case of the EF). Others, in
particular low-$p_T$ triggers, may be run with relatively high prescales, so that only some of the events which pass the trigger are accepted. An item may also be disabled by applying a negative prescale. In this way, a single menu can provide maximum flexibility and may be applicable for a large range of machine luminosities. Any of the HLT triggers can be run in pass-through mode, in which no events are rejected but each event is evaluated nonetheless. This feature is particularly useful when commissioning new trigger items. Because of the strict timing demands, if an event cannot be evaluated in the allotted time for each trigger stage, it is passed and flagged for later examination.

Some of the L1 triggers, for example some of those based on LUCID and the ZDC information, provide a ‘yes’ or ‘no’ for each event, which can then be prescaled to meet the desired rate. The calorimeter and muon systems instead define Regions of Interest (RoIs) in which interesting physics objects (electrons and photons, jets, muons, and $\tau$-leptons) are contained. These RoIs are defined with an approximate $p_T$ measurement for the object of interest. Their size is configurable (in the calorimeter, typically, they are cones of radius 0.7 in $\eta - \phi$), and, in the case of the calorimeter, their direction corresponds to the local maximum of energy deposition. The calorimeter also provides an uncalibrated total transverse energy and missing transverse energy at L1, uncorrected for muons in the event. Both simple triggers based on one object at a single $p_T$ threshold and complex triggers based on several objects at various thresholds can be configured. The event information is retained in on-detector buffers until a decision is made. If the event passes one of the L1 triggers, the information is sent on to a dedicated computing farm where the HLT is evaluated.

Several simple L1 triggers exist for debugging, calibration, or monitoring purposes. Beam pickups, measuring the mirror current running along the inside of the beam pipe, on either side of the cavern provide a filled bucket trigger. With $1.5 \times 10^{11}$ protons in a single bunch, these pickups measure a $\sim 30$ V signal. This trigger can be used for noise studies and trigger efficiency evaluation, to record background events without any trigger bias, or to record single beam events, for example. It can also be used to select only events that included two filled buckets. In 2009 and 2010, the beam pickup trigger was required in addition to most of the physics triggers, reducing the rate of beam halo, beam gas, and cosmic-ray events passing the physics triggers by at least three orders of magnitude. An additional random trigger can be used to select non-filled buckets. Either of these triggers
can be run at a low rate (e.g. \( \sim 1 \) Hz) at L1 and in pass-through mode in the HLT, or they can be run at a high rate at L1 with a significant prescale at the HLT in order to test high-rate data-taking issues.

After the EF, the events are divided into “streams,” each containing the output from several different trigger chains. A single stream may include, for example, all events passing any photon or electron trigger. All of the events passing the L1 calorimeter triggers (including jet, electron, photon, and \( \tau \)-lepton triggers) were put into the “L1Calo” stream in the first half of 2010. Events may be added to several streams if they pass several different triggers. The number and contents of the streams are decided at the beginning of each run, but typically a “debugging” stream is reserved for events that could not be evaluated in the time allotted to a trigger. Additionally, streams called the “express stream” and “calibration stream” contain an assortment of events which are deemed interesting or useful for calibration of the subdetectors. In practice, \( \sim 10 \) streams are included at any given time.

Eventually, these streams are transferred to the Tier0, where full offline event reconstruction is run, and the output is saved for distribution to computing centers around the world. During this re-reconstruction, additional algorithms are run, and additional data monitoring is done, which would not have satisfied the strict time requirements for online reconstruction. Additional output files may also be produced at this stage, including a first stage of additional processing and event filtering for some physics analysis groups. The express and calibration streams are processed first in order to provide new calibrations to the detectors within 24-hour periods. Any subsequent data reprocessing is done at various worldwide computing centers in order to unburden the Tier0.

A single data taking run in ATLAS can last for many hours. Typically, one long run is taken during an LHC fill, and, if necessary, between fills, the run is stopped for detector calibrations. These runs are divided into “luminosity blocks” that are a few minutes long each. Luminosity blocks are the smallest units of data for an analysis in ATLAS. Each luminosity block can be included or excluded in the final analysis.

Some changes to the run configuration can be made on the fly. For example, trigger prescales can be changed. Most detectors also have the ability to remove sections without stopping the data taking, in case a single section becomes problematic for either the trigger or the data read-out chain. After any of these transitions, a luminosity block boundary is introduced in order to provide a clear division between data taken prior to, during, and
after the transition. Other modifications, such as changes in detector configuration or the inclusion of additional subdetectors in data taking, can only be made between runs. At the beginning of an LHC fill, for safety reasons, the pixel detector operates with both module high voltage and signal preamplification off, and the SCT operates at a lowered high voltage. These conditions are changed during the run, after the beams have been declared stable, and background levels have been checked.

One of the most critical challenges to the data acquisition system in ATLAS is ensuring that all triggers and detectors are in sync with one another. Most detectors run on a 40 MHz clock, and the phases of all the systems must be adjusted so that a given clock cycle in all the subsystems corresponds to the same bunch crossing. Without this timing, subdetectors may associate a signal to the incorrect collision, or miss a collision’s signal all together. The phase and timing is so precise that, as the beams are ramped from 450 GeV to 3.5 TeV, the clocks are actually sped up to keep sync with the crossings of the beam. The process of aligning the clocks of the various systems is called “timing in.”

Prior to 2010, not all detectors were timed-in well. Therefore, it was necessary to read out several more bunch crossings’ information around a trigger during early 2010 runs. This ensured that no data would be lost because signals were associated with the incorrect bunch crossing. The LAr calorimeters, for example, provided seven bunch crossings’ data, and the pixel detector provided five bunch crossings’ data. Once sufficiently well timed in, the LAr calorimeter will read out five bunch crossings, and the pixel detector will read out only one, except in the case of detector calibration. Because of the larger data volume of this extended read-out, it is necessary to introduce some “dead time” between successive L1 triggers. Dead time varied significantly over the 2009 and 2010 runs but was typically several hundred nanoseconds.

During the 2009 and 2010 runs, much of the trigger system needed to be commissioned and timed-in. Only L1 triggers were used for early running, and the HLT was run in pass-through mode. The beam pickup trigger was used first to ensure that the subdetectors were all writing out signals from the correct bunch crossing. Next, the simplest luminosity monitor triggers were included and timed-in. Finally, the L1 calorimeter and muon triggers were included. At each stage, the triggers had to be tuned to identify the correct bunch crossing. Only after these L1 triggers were timed in, HLT triggers were included and commissioned. Within 30 minutes of the start of the 7 TeV collisions in 2010, the HLT
was included and active online, though it was not rejecting physics events. Most triggers for interesting physics events, including all triggers used in this analysis, did not need to be prescaled. Therefore, the HLT was only used in pass-through mode for these triggers.

4.6 Offline Software and Data Processing

ATLAS’s data set is far too large to be contained and processed entirely at the Tier0. Instead, the worldwide Large Computing Grid (LCG) [136] is used to distribute data around the world for processing and user access. Several copies can be maintained, so that if any single processing site is unavailable, the data can still be accessed.

In order to correctly reconstruct the data, a great deal of “conditions” information is necessary. ATLAS records this data constantly and distributes the necessary parts on the LCG. For example, the response of the LAr varies with temperature by 2% K$^{-1}$. It is, therefore, necessary to have accurate information on the temperature of the LAr when the data were recorded and to use that information for signal reconstruction. Similarly, the prescales of all trigger items and any trigger dead time are distributed as conditions information.

In order to understand detector effects in the data, cope with varying conditions, and test analyses of new physics, ATLAS has implemented a detailed detector simulation [152] based on the Geant4 toolkit [153, 154]. The detector simulation has been tuned to agree with test beam data from both standalone system test beams and a “combined” test beam with a complete wedge of the detector [146, 147, 148, 155, 156]. Simple validation of the simulation is also done by, for example, weighing portions of the detector prior to installation in the pit and comparing the total weight measured to the sum of the masses of all the simulated components. By this measure, agreement within a few kg (better than 1%) in the inner detector but is off by several tons in the muon spectrometer. The simulated luminosity of the machine may be changed to match beam conditions for different runs, and triggers can be simulated.

Although it is possible to vary the simulated detector conditions according to the time variation of the conditions of the detector during data taking, for simplicity, a representative set of conditions is chosen and simulated. For slowly varying conditions (e.g. the number of dark optical transmitters in the calorimetry), some effort is made to have the exact data-
taking conditions present in the simulation. For more rapidly varying conditions (e.g. the temperature of the muon systems), only some average set of conditions are included. For example, the position of the beam spot may change by several mm between fills. Because it is important to evaluate the detector’s performance for not only an ideal beam spot at the geometric center of ATLAS, but also for beam spots that are displaced by several mm, two representative beam spots were simulated. Of course, neither of these simulated beam spots may correspond to the measured beam spot during a particular run. The pixel and SCT modules that were disabled during the data taking period were also disabled in the simulation, but dead pixels, for example, are distributed randomly throughout the remaining modules (i.e. no attempt is made to mask exactly those channels which are dead on the detector, since the set of masked channels may change frequently). Similarly, the LAr optical transmitters (OTXs) and tile drawers that were disabled at the beginning of the data taking period are also disabled in the simulation. Thus, for example, the OTXs disabled in the simulation are identical to those disabled during the first run of the data taking period. However, because additional OTXs and tile drawers were disabled throughout the data taking period, the average number disabled in the data differs from the average number disabled in the simulation. The number of OTXs and tile drawers disabled in the simulation and in maximum number disabled in the data are shown in Table 4.3, along with their approximate extent in $\eta - \phi$. As the OTXs only read out a single layer of the LAr calorimeter, the extent of dead OTXs listed here is pessimistic.

<table>
<thead>
<tr>
<th>Subdetector</th>
<th>Disabled in Simulation</th>
<th>Detector Coverage</th>
<th>Disabled for Data Taking</th>
<th>Detector Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tile long barrel drawers</td>
<td>5</td>
<td>$\sim 7.8%$</td>
<td>5</td>
<td>$\sim 7.8%$</td>
</tr>
<tr>
<td>Tile extended barrel drawers</td>
<td>2</td>
<td>$\sim 3.1%$</td>
<td>2</td>
<td>$\sim 3.1%$</td>
</tr>
<tr>
<td>LAr EM Barrel OTXs</td>
<td>8</td>
<td>$\sim 2.2%$</td>
<td>14</td>
<td>$\sim 7.8%$</td>
</tr>
<tr>
<td>LAr EM End-cap OTXs</td>
<td>8</td>
<td>$\sim 3.3%$</td>
<td>12</td>
<td>$\sim 5.2%$</td>
</tr>
</tbody>
</table>

Table 4.3: The number of LAr calorimeter optical transmitters (OTXs) and tile calorimeter drawers disabled in the simulation and the maximum number in the data used for this analysis, along with their detector coverage. The majority of the discrepancy between data and simulation in the LAr EM barrel comes from a single OTX presampler covering a $1.5 \times 0.2$ region in $\eta - \phi$.

Calculating the magnetic field of ATLAS is a complicated task, particularly because of distortions from the iron and steel around the detector. Therefore, a field map is created for
use in both the simulation and the track reconstruction with variable meshing to follow the measured field as closely as possible. This map is matched to measurements from several thousand hall cubes throughout the muon system and to the detailed survey of the solenoid field taken before the inner detector was installed. The solenoidal and toroid magnets’ currents, however, may vary by a small amount from the nominal current during a run. To adjust for this effect, the magnetic field map is automatically rescaled according to the current measured at the appropriate time. Changes in magnet currents larger than about 5 A require a freshly calculated map.

4.7 Conditions and Data Quality for the 2010 Physics Runs

In order to provide useful information about the quality of the detector output during each physics run, ATLAS has implemented a set of data quality flags [157]. These flags take one of several values: green (good), yellow, red (bad), black (detector off during the run), and gray (undefined). Generally, it is left to the detector group to define the precise meaning of the flags. For the calorimetry, in general, a red flag means that something changed during the luminosity block (e.g. a portion of the detector was disabled for part of that luminosity block) or that there was some unrecoverable data acquisition problem. A green flag means that problems with the detector were understood. A yellow or gray flag means that the quality of the data is uncertain, and a detector expert needs to check the run. A yellow flag may also indicate that the data needs to be reprocessed, for example to mask noisy channels.

The number of read-out channels for each subdetector and the fraction of the detector providing useful data during 2009-2010 is given in Table 4.4 [158]. During stable beam running, detector up time was 98.2%. Table 4.4 also shows the fraction of the data taken with each detector that was considered “good” after offline reprocessing. The integrated luminosity as a function of day of the 2010 run is shown in Figure 4.11, separately for the delivered integrated luminosity, and recorded integrated luminosity with all subdetectors enabled. The difference between the latter two is approximately the time required to turn on all the detectors from “safe” mode. The total recorded luminosity for this data sample is $312 \pm 34$ nb$^{-1}$ [151].
<table>
<thead>
<tr>
<th>Subdetector</th>
<th>Read-out channels</th>
<th>Operational Percentage</th>
<th>Percentage of “Good” Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silicon pixel tracker</td>
<td>80×10^6</td>
<td>97.5%</td>
<td>97.3%</td>
</tr>
<tr>
<td>SCT</td>
<td>6.3×10^6</td>
<td>99.0%</td>
<td>98.4%</td>
</tr>
<tr>
<td>TRT</td>
<td>350×10^3</td>
<td>98.0%</td>
<td>100%</td>
</tr>
<tr>
<td>LAr EM calorimeter</td>
<td>170×10^3</td>
<td>98.5%</td>
<td>94.5%</td>
</tr>
<tr>
<td>Hadronic end-cap calorimeter</td>
<td>5600</td>
<td>99.9%</td>
<td>99.2%</td>
</tr>
<tr>
<td>Forward LAr calorimeter</td>
<td>3500</td>
<td>100%</td>
<td>99.2%</td>
</tr>
<tr>
<td>Tile calorimeter</td>
<td>9800</td>
<td>97.3%</td>
<td>100%</td>
</tr>
<tr>
<td>TGC muon chambers</td>
<td>320×10^3</td>
<td>98.8%</td>
<td>98.5%</td>
</tr>
<tr>
<td>RPC muon chambers</td>
<td>370×10^3</td>
<td>97.3%</td>
<td>97.1%</td>
</tr>
<tr>
<td>MDT muon chambers</td>
<td>350×10^3</td>
<td>99.7%</td>
<td>98.4%</td>
</tr>
<tr>
<td>CSC muon chambers</td>
<td>31×10^3</td>
<td>98.5%</td>
<td>97.9%</td>
</tr>
</tbody>
</table>

Table 4.4: The number of read-out channels, percentage of good channels, percentage of up time during collisions with stable beams, and percentage of good data in each subdetector during the 2010 physics runs.

Figure 4.11: The integrated luminosity recorded by ATLAS over the data-taking period included in this analysis. Shown separately are the delivered integrated luminosity (green) and the recorded integrated luminosity with stable LHC beams (yellow). All luminosity estimates have a systematic error of 11%.
Chapter 5  Analysis

Data included in this analysis were collected from April to July 2010 (ATLAS data taking periods “A” through “D”) and comprised $312 \pm 34 \text{ nb}^{-1}$ [151]. The detector status during this period is described in detail in Chapter 4 and Ref. [159]. Typically, 95% of the data recorded by ATLAS were usable for physics analysis. The level one calorimeter trigger was not well timed-in for first few runs of 7 TeV collisions in 2010 [160]. As they comprise only $\sim 0.5\%$ of the data sample, these runs were excluded from the analysis.

ATLAS has chosen to focus studies on Anti-$k_t$ jets in early data [85]. Therefore, for this analysis, Anti-$k_t$ jets with $D=0.6$ were used. Jets were reconstructed using the FASTJET [161] 2.4.1p1 implementation of the Anti-$k_t$ jet algorithm. “Hadron level” (also called “generator-level”) jets and jet shapes were built from stable hadrons produced by the generator, prior to the interference of any detector effects. Unless explicitly stated otherwise, experimental jets and jet shapes were built from calorimeter towers with topological noise suppression, using the uncalibrated (EM scale) energy of the tower. The jet energy is calibrated using a $p_T$-and $\eta$-dependent scale factor (see Section 5.2).

All data and Monte Carlo simulation used were a part of the ATLAS “May 2010” reprocessing campaign. The analysis was done using ATLAS’s ATHENA [162] software version AtlasProduction-15.6.9.10. Generation used PYTHIA [54] version 421.2 with the “new” ($p_T$-ordered) shower and the ATLAS tune MC09 [63]. For comparisons, HERWIG [56, 57] version 6.510.3 with JIMMY [163] 4.31.3, ALPGEN [42] version 2.13 with HERWIG / JIMMY, and HERWIG++ [58] version 2.4.2 were used. PYTHIA used the string fragmentation model for hadronization, and HERWIG and HERWIG++ included the cluster model for hadronization. For the PYTHIA, HERWIG, and HERWIG++ generators, MRST modified LO PDFs (see Chapter 2) were used [37] from the LHAPDF library [39]. These are leading order PDFs, with leading order $\alpha_s$, modified to approximate next-to-leading order results in many observables. ALPGEN used the CTEQ6L1 PDFs and the “old” ATLAS MC08 tune for HERWIG / JIMMY. Neither the ATLAS MC09 tunes nor the HERWIG++ tune used included jet shape measurements from the Tevatron as a part of their input data set. The full detector simulation was done using GEANT4 [153, 154] version 9.2p2.
Because of the rapidly falling jet transverse momentum distribution, Monte Carlo generation is done in several disjoint regions of phase space. Events were generated in bins of the transverse momentum of the leading parton coming from the hard scatter. A similar number of events were generated in each bin, providing a more uniform distribution of events in the jet $p_T$ spectrum. This binning is conceptually similar to the binning created by the jet triggers at design luminosity (i.e. providing an approximately flat unweighted $p_T$ spectrum at low $p_T$). Monte Carlo samples were then normalized to one another by their cross sections. For the case of ALPGEN, samples were additionally binned by the number of final state partons in the matrix-element event.

This system of re-weighting by cross section has an important implication for the variation of statistical uncertainties with $p_T$. Low $p_T$ samples are given a large weight, producing a large weighted number of events in a low $p_T$ bin. Conversely, high $p_T$ samples are given a small weight, producing a small weighted number of events in a high $p_T$ bin. This difference becomes important when considering the uncertainty on any variable binned in $p_T$. The large weighted number of events at low $p_T$ results in an effectively small “statistical” uncertainty, and the small weighted number of events at high $p_T$ results in an effectively large “statistical” uncertainty, even though the two $p_T$ bins may have a similar number of unweighted events. Thus, the statistical uncertainties on the Monte Carlo will mimic statistical uncertainties on the data.

\section{Event Selection}

All events were included that satisfied three criteria:

\begin{itemize}
  \item Data quality was required to be good (green) for the luminosity block holding the event \cite{159}. This entailed stable beams from the LHC, good data quality from the pixel tracker, SCT, and TRT, and good data quality from the combined performance tracking, missing transverse energy, and jet groups. The last two requirements included a requirement of good data quality in the calorimeter. The missing transverse energy quality included a requirement of good data quality in the muon system. The solenoid was also required to be on and near nominal current.
  \item Events were required to pass one of the L1 jet triggers, L1J5 or L1J15 \cite{164, 165, 166}.
\end{itemize}
The level one jet triggers search for local maxima among the \(0.1 \times 0.1\) in \(\eta \times \phi\) “trigger towers” in the calorimeter with \(|\eta| < 3.2\). When a local maximum is found, the total energy in a square window of size \(0.4 \times 0.4\), \(0.6 \times 0.6\), or \(0.8 \times 0.8\) in \(\eta \times \phi\), depending on the trigger configuration, is evaluated. The level one jet triggers are labeled by their transverse momentum (\(p_T\)) thresholds, which are significantly below the point at which the triggers become fully efficient. In the case of the L1\_J5 trigger, the calorimeter energy is summed in a \(0.4 \times 0.4\) window, and the trigger is fully (> 99%) efficient for jets above \(\sim 60\) GeV. In the case of the L1\_J15 trigger, the calorimeter energy is summed in a \(0.8 \times 0.8\) window, and the trigger is fully (> 99%) efficient for jets above \(\sim 110\) GeV. Both triggers also required coincidence with the beam pickup triggers, reducing contributions due to cosmic rays and single-beam background. The L1\_J15 trigger was not prescaled during the data taking period considered in this analysis, but the L1\_J5 trigger was prescaled by up to 700 (i.e. one event was kept for every 700 satisfying the trigger). During the data collection period, the jet triggers used \(\sim 15\%\) of the total trigger bandwidth, up to \(\sim 60\) Hz.

- Events were required to have exactly one reconstructed primary vertex with more than four tracks associated to it and with a \(z\) position within 10 cm of the geometric center of the detector. In order to reduce the contribution of secondary vertices, the vertex was required to be within five standard deviations of the luminous region in \(x\) and \(y\). This vertex requirement further reduces the contamination from beam gas, beam halo, and cosmic ray events within the sample. It was used, in part, to avoid a cut on the timing of the cell signals on either side of the detector, since the latter requires significant energy deposit on both sides of the detector and may bias the event sample.

41 million jets in the data satisfied all of these criteria. The data quality requirement rejected \(\sim 12\%\) of the data, and the requirement that exactly one good vertex be reconstructed within 10 cm of the geometric center of the detector rejected \(\sim 56\%\) of the data. Most of these events were rejected because they contained more than one good vertex. The cut on vertex \(z\) position was 90.3\% efficient when applied to the Monte Carlo simulation. Including pre-scales, about 30 \(nb^{-1}\) of data were collected with the L1\_J5 trigger, and 312 \(nb^{-1}\) were collected with the L1\_J15 trigger.
No event-level cut was made on reconstructed missing transverse energy. Because of the neutrinos carried along with b-jets, limiting the missing transverse energy in the event could bias the measured jet shapes. Additionally, particularly wide or narrow jets may be poorly calibrated, leading to “fake” reconstructed missing energy.

Three types of background event must be considered. If the beam scrapes against a collimator upstream of the detector, it can send a spray (mostly of muons) through the detector, called “beam halo.” The beam can interact with stray gas molecules in the beam pipe throughout the cavern (called “beam-gas events”). Also, cosmic rays can deposit a sufficient amount of energy to create jets in the calorimeter.

Beam halo events are expected to occur at 50-100 Hz at design luminosity [167]. At the much lower luminosities (corresponding to much lower beam intensities) of the data included in this analysis, the rate should be suppressed by $\sim 10^4$. The requirement of a reconstructed vertex should provide further suppression by $\sim 10^2$. Beam-gas events are expected to occur at around 400 Hz at design luminosity [168], so for this analysis the rate should be below $10^{-1}$ Hz. The additional requirement of a vertex in the event within 10 cm of the geometric center of the detector in $z$ further suppresses this background by about three orders of magnitude.

The rate of jets above $\sim 20$ GeV from cosmic rays in ATLAS has been measured to be a few Hz [169]. Two classes of cosmic ray events can be identified. The first class includes those cosmic rays that produced a sufficiently large energy deposition in the calorimeter to fire a level one calorimeter trigger, and the second class includes those cosmic rays in time with an event that otherwise triggered. Because all events were required to fire the level one calorimeter trigger and to be coincident with the beam pickup triggers, the first class of cosmic ray events are suppressed by at least $10^3$, to be at most a few mHz. The additional requirement of a reconstructed vertex should be sufficient to make this background completely negligible. The overlap of cosmic rays with true collision events (i.e. class two) is suppressed by $\sim 10^5$ because of the average fraction of filled bunches ($10^{-3}$) and typical number of collisions per crossing ($<1$).

The total physics background from cosmic ray, beam halo, and beam-gas events is thus expected to be less than 0.01% of the sample. Additional cuts are applied to jets which further reduce the backgrounds from muons (the main contributions coming from cosmic ray and beam halo events). Thus, the backgrounds are neglected.
Figure 5.1: The difference in signal time between the calorimeter end-cap in positive $\eta$ and negative $\eta$. Collisions should have a signal time difference near zero, whereas most backgrounds should have a signal time difference different from zero. The difference in the central region is consistent with di-jet Monte Carlo simulation done with PYTHIA, and the background is suppressed by more than $10^5$. This estimate of the background also includes detector noise (i.e. non-physics backgrounds), which should be approximately flat in time.

An independent estimate of the background rate can be obtained from the difference in signal time in the positive $\eta$ and negative $\eta$ end-caps of the detector. Cell signal “time” was constructed using the pulse shape of any cell with energy at least four standard deviations above the typical noise for that cell. At least five cells were required to have a time in order to define an end-cap signal time in this manner. If the energy depositions come from proton-proton collisions, then the difference in signal time between the two end-caps should be near zero. If, on the other hand, the energy depositions come from background events (e.g. cosmic ray events, beam halo, or beam gas interactions), then the difference in signal time should be different from zero. The difference in timing on the two sides of the calorimeter is shown in Figure 5.1. The data are consistent with di-jet Monte Carlo simulation using PYTHIA in the central region. From the tails, the background can be estimated at $< 10^{-5}$. This estimate also includes detector noise (i.e. non-physics backgrounds), which should be approximately flat in time, and is further reduced by the jet quality cuts applied to the data.
The distributions of number of vertices per event and vertex position in $z$ are shown in Figure 5.2. Because the Monte Carlo simulation only included a single proton-proton collision per bunch crossing, the rate of two-vertex events gives an estimate of the vertex fake rate ($\sim 10^{-3}$), and the rate of zero-vertex events gives an estimate of the vertex finding efficiency for events passing the L1_J5 or L1_J15 trigger (>99.9%). These estimates are consistent with the findings in vertex studies with the data [141]. The vertex distribution in $z$ is marginally wider in the Monte Carlo than it is in data, because the width used was estimated from the projected beam parameters prior to the data-taking period. As jets and jet shapes were reconstructed with respect to the primary vertex, this difference was studied (see Section 5.3.7) but not corrected. The effect is below 0.5% on the final jet shape distributions.

5.2 Jet Reconstruction, Calibration, and Selection

Jet finding in this analysis comprised four steps. First, calorimeter noise was suppressed using a “topological clustering” technique. Second, jet finding was run on the remaining calorimeter signals using the Anti-$k_t$ jet algorithm with $D=0.6$ (see Section 2.1 and [81]). Third, the jets were calibrated using a transverse-momentum and pseudo-rapidity dependent calibration. Fourth, the jet characteristics were checked to ensure that they were not consistent with detector noise. As this analysis only considered jet shapes, all jets in the event were treated independently (i.e. no event rejection was done when bad jets were found).

Noisy calorimeter cells can cause significant problems in jet reconstruction and may also bias jet shape measurements. There are two reasons that noise that can be problematic. One arises from cells that produce particularly large false signals during an event. These cells can be masked (i.e. removed from consideration prior to jet finding), but some cells “blink” or produce large signals only part of the time. Rather than masking these cells, since they sometimes provide useful data, “noise suppression” is used to exclude them during the reconstruction. The second problem caused by detector noise results from summing over large numbers of cells with small positive energy deposits (i.e. energy deposits from electronic noise). The simplest approach to suppress this noise is to simply omit from the reconstruction all calorimeter cells that are below a noise threshold. This type of noise
Figure 5.2: Top, the number of good vertices (vertices with more than four tracks and with a position within five standard deviations of the luminous region in $x$ and $y$) in data and Monte Carlo simulation. The Monte Carlo simulation uses exactly one proton-proton interaction per event. Bottom, the $z$ position of the vertices in data and Monte Carlo simulation. The Monte Carlo simulation used a $z$ vertex distribution that was estimated from the expected beam parameters.
suppression, however, can cause significant problems near the edges of a shower, where the energy deposition may be small. As a result, it also may cause problems in evaluating jet shapes far from the core of the jet.

In order to reduce the effect of hot cells in isolation, ATLAS uses a calorimeter noise-suppression technique based on topological clustering of energy deposits [87]. During calibration periods without any beam, or during the abort gap, the energy of the calorimeter cells is measured. From these measurements, a mean and standard deviation are constructed. These standard deviations vary as a function of $\eta$ in the detector for each layer of the calorimeter, and are shown in Figure 5.3 [128]. The noise is an order of magnitude higher in the forward region than in the barrel, but a particle of constant transverse energy would deposit an order of magnitude more energy there than it would in the barrel. A “cluster” may be seeded by any cell that is at least four standard deviations above the typical noise for that cell. Around these seeds, all cells at least two standard deviations above the noise threshold defined for that cell are included in the cluster. Finally, an additional single layer of cells is added around the cluster. It is important to note that because of the pulse reconstruction of the LAr calorimeter (see Section 4.2) it is possible for a cell to report negative energy. This final layer, therefore, may or may not increase the energy of the jet. It was added to improve the energy resolution for single pions [87].

Jet algorithms can be run directly on these (massless by construction) topological clusters, using the energy-weighted centroid of the cluster as its position. Because they include an irregular calorimeter area, using clusters may present some experimental challenges at higher luminosities. For this reason, it is desirable to work with calorimeter objects of fixed size, like calorimeter towers (see Section 4.2). These towers always have size 0.1×0.1 in $\eta$-$\phi$. Each tower’s energy may be redefined using only those cells included in a topological cluster, and jet algorithms may be run on these “topo-towers.” In this case, the topological clustering is only being used as a noise-suppression technique. The jet finding is run on the towers, which are made massless using the Snowmass summation technique [72]. In both cases, jet finding is done in $y - \phi$ coordinates (i.e. jet masses are allowed and taken into account) and jet four-momenta are defined as the four-vector sum of the momenta of the constituents (whether clusters or towers).

The ATLAS calorimeter is non-compensating, meaning that the energy response for charged pions differs significantly from the response for photons and electrons of the same
Figure 5.3: The noise thresholds in the calorimeter as a function of detector $\eta$ for each layer of the calorimeter. The presampler (PS) is in front of the electromagnetic (EM) calorimetry up to $\eta = 1.8$. The hadronic end-cap calorimeter (HEC) and forward calorimeter (FCAL) have the most noise on average. The first layer of the FCAL acts as an EM calorimeter.

energy. In order to take into account this non-compensation, it is necessary to correct the hadronic component of a jet’s energy. Of course, it can be difficult to evaluate exactly how much of a jet was “hadronic.” There are several methods for doing so (called “calibration techniques”) that have been evaluated by ATLAS [87]. The simplest technique simply scales the measured jet energy to account for the average hadronic fraction of a jet of similar energy and rapidity. Any more complicated methods have been reserved until sufficient data have been collected that those methods might be validated in situ. For improving the jet energy or transverse momentum resolution, a more complex calibration will be desirable.

Jet calibration takes two steps. First, before any noise suppression is applied, each cell is corrected to the electromagnetic scale (EM scale). This correction takes into account the sampling fraction of the calorimeter and any shaping effects in the electronics. The second step of calibration takes into account the difference in response between hadrons and electrons. For the jets considered in this analysis the calibration technique applied was “numerical inversion” [170, 171]. Corrections were derived entirely from Monte Carlo simulation. After correction to the EM scale, the jet energy response is defined as the ratio
of energies of the calorimeter jet at the EM scale and the hadron-level jet. The jet energy response is fit as a function of jet $p_T$ for bins with a width of 0.1 in $|\eta|^1$. The calibrated energy for each jet is then defined as $E_{\text{calib}} = E_{\text{EM}} / R(p_T, \eta)$. After calibration, the energy of a typical jet is increased by $\sim 40\%$. The distributions of transverse momenta of jets passing all cuts before and after hadronic calibration are shown in Figure 5.4.

Because of the fitting procedure, the averaging over each bin, and the possible differences in kinematics between the sample used to derive the correction and the sample to which the correction is applied, this calibration is imperfect. The systematic uncertainty on this calibration was below 9\% (below 7\% for jets with $y < 0.8$), and varied as a function of jet pseudo-rapidity and transverse momentum [170]. This uncertainty was derived using Monte Carlo simulation and was cross-checked using test-beam results and single particle analysis in the collision data. The uncertainty for central jets ($y < 0.3$) as a function of jet transverse momentum is shown in Figure 5.5. In order to take into account contributions from other proton-proton collisions in the event, the systematic uncertainty was derived as a function of the number of good vertices in the event.

This calibration scheme provides a single correction for each jet, rather than correcting the individual jet constituents. As such, jet shapes calculated using EM-scale objects are identical to those calculated using calibrated objects. For simplicity, jet shapes are all calculated here using EM-scale constituents (towers, unless otherwise specified). Some of the jet calibration techniques ATLAS has studied involve applying different weights to different clusters or cells inside the jet. If one of these calibrations is applied, then to be completely self-consistent the calibrated constituent could be used to construct the jet shapes. However, as has been noted earlier, there is no need to construct jet shapes from exactly those objects that were used by the jet finding algorithm. For this same reason, it still interesting to consider either “calibrated constituents” or constituents at the EM scale, even when using these calibration schemes. These issues will be explored further in Section 5.6.2.

After jet finding, a correction is applied to account for the origin of the jet being displaced from the geometric origin of the detector. A primary vertex is selected in the event using the criteria described in Section 5.1. The beam spot is used if no primary vertex can be found,

---

1 $\eta$ is the relevant quantity here because response varies most strongly as a function of the detector features, including cracks and transitions between technologies.
Figure 5.4: Transverse momentum spectrum of jets passing all quality cuts with $|y| < 2.8$ and $40 < p_T < 600$ GeV calibrated transverse momentum before (top) and after (bottom) hadronic calibration. The left-most bin of the uncalibrated transverse momentum spectra include jets with calibrated $p_T$ above 40 GeV but uncalibrated $p_T$ below 40 GeV. The data have a somewhat harder $p_T$ spectrum than the Monte Carlo simulation. The discontinuity at 110 GeV is a result of the different triggers being used below (L1$\mathbb{J}15$) and above (L1$\mathbb{J}15$) that threshold. The Monte Carlo simulation distribution is normalized to have the same number of good jets as the data.
Figure 5.5: The jet energy scale systematic uncertainty for central jets ($y < 0.3$) as a function of jet transverse momentum. The uncertainty is shown from both a pure-Monte Carlo analysis (solid fill) and from an in situ single particle analysis. The larger Monte Carlo driven uncertainty is used in this analysis.

and the vertex with the highest sum of the $p_T^2$ of all tracks associated to it is used in the case of multiple vertices. The constituents’ positions are then recalculated using this modified origin, and the constituents are re-summed to calculate the new jet momentum. Although the projected “size” of the jet may change because of this correction, no modification to the constituents of the jet is allowed at this stage (i.e. constituents are not allowed to fall into or out of the jet “cone,” nor is jet finding re-run). This vertex displacement is also taken into account in calculating the jet shapes.

Four jet cleaning cuts were applied to reduce contributions from calorimeter noise, mismeasurements, and physics backgrounds (e.g. cosmic rays or beam halo). Although masking was applied to remove particularly noisy cells, some cells that were occasionally noisy, “blinking,” or noisy during collision events (as appeared to be the case with some cells in the hadronic end-cap calorimeter [159]) were not masked. Therefore, jets from calorimeter noise need to be removed. These cleaning cuts made use of five variables:
• jet “time,” the $E^2$-weighted sum of times from all cells in the jet;

• jet “EM fraction” ($EMf$), the fraction of jet energy at the EM scale deposited in the electromagnetic calorimeter;

• jet “HEC fraction” ($HECf$), the fraction of jet energy at the EM scale deposited in the hadronic end-cap calorimeter;

• jet “N90,” the minimum number of cells in the jet containing 90% of the jet’s energy;

• jet “Quality” ($Q$), the fraction of the jet’s energy coming from cells with a signal quality above 4000. The signal quality can be thought of as a $\chi^2$ between the measured signal and a predicted signal with the same time and amplitude.

Both time and quality are computed only using those cells with recorded energy at least two standard deviations above their mean noise.

Using these cleaning variables, the following cuts were applied, following References [159, 172, 173];

- Jets were required to have either an EM fraction less than or equal to 95% or quality less than 0.8. This cut removed noise in the electromagnetic calorimetry.

- Jets were required to have either a HEC fraction greater than or equal to 20% or N90 greater than four. This cut removed noise in the hadronic end-cap calorimeter.

- Jets were required to have jet quality less than one minus the HEC fraction ($Q < 1 − HECf$). This cut further removed noise in the hadronic end-cap calorimeter.

- Jets were required to have a time within 50 ns of the collision. This cut removed cosmic rays and detector noise.

Because the vast majority of the events at the LHC are multi-jet events, there is a natural cross section based suppression of leptonic events. Therefore, no identification or removal of leptons is done. This is also consistent with the previous studies from the Tevatron [96, 97, 98]. The rate of isolated leptons is suppressed relative to jet production by at least three orders of magnitude [128].

The distribution of the jet HEC fraction as a function of N90 is shown in Figure 5.6. The cut, removing jets with HEC fraction less than 20% and N90 less than five, is 99% efficient
in data, and in Monte Carlo simulation is well over 99.99% efficient. In early studies at LEP, N90 was evaluated as a discriminant between quark- and gluon-jets (albeit in a calorimeter with larger granularity cells) [101]. Therefore, one must be particularly careful to not apply a much stronger cut with this variable. The high efficiency provides some confidence that only noise is being rejected.

The distributions of the jet signal quality as a function of the jet EM fraction in data and Monte Carlo simulation are shown in Figure 5.7. The jet quality is very poorly modeled in Monte Carlo simulation. Thus, although the cut is 100% efficient in Monte Carlo simulation, the efficiency cannot be estimated there. However, the cut is over 99.99% efficient in data.

The distribution of the jet HEC fraction and jet quality are shown in Figure 5.8. The core of the distribution of HEC fraction is fairly well modeled in the Monte Carlo. However, because of the poor modeling of the jet quality, the efficiency of the cut cannot be estimated from Monte Carlo simulation. The cut is over 99.9% efficient in data as well.

The distributions of jet time in data and di-jet Monte Carlo simulation are shown in Figure 5.9. This cut is also 99.99% efficient in both data and Monte Carlo simulation. The distribution is clearly wider in the data than in the Monte Carlo simulation, which is a result of the detectors and triggers not being completely timed in (see Section 4.5). In the future, when the detector and triggers are better timed, this cut might be made considerably tighter. Once most bunches of the LHC are filled, the cosmic ray and beam halo backgrounds may be several orders of magnitude larger. At that time, a tighter timing cut will be more useful to reject cosmic ray and beam halo background.

Distributions of jets in η and φ after all quality cuts have been applied are shown for both data and Monte Carlo simulation in Figure 5.10. The “cold” regions of the detector correspond to dead optical transmitters in the LAr calorimeter and dead modules in the tile calorimeter (see Section 4.2). The differences between the distributions correspond to detector issues that arose during the data-taking period and, therefore, were not present in the simulation. Each dead or masked cell in the calorimetry, excluding ones inside or neighboring a region with a dead optical transmitter in the LAr calorimeter, is given the average energy of its neighbors. The fraction of jet energy deriving from this correction is also shown in Figure 5.9. The agreement between the data and the Monte Carlo simulation is good.

Figure 5.11 shows the number of good jets per event after all jet quality cuts have been
Figure 5.6: The distribution of jet HEC fraction as a function of N90 in data (top) and Monte Carlo simulation (bottom) for jets passing all other quality criteria. The large number of jets with HEC fraction near zero are mainly central jets ($y < 1.4$).
Figure 5.7: The distribution of jet signal quality as a function of jet EM fraction in data (top) and Monte Carlo (bottom) for jets passing all other quality criteria.
Figure 5.8: The distribution of jet signal quality as a function of the jet HEC fraction in data (top) and Monte Carlo (bottom) for jets passing all other quality criteria.
Figure 5.9: Top, the distribution of the absolute value of jet time for jets passing all other quality criteria. The agreement between the data and the Monte Carlo simulation is poor, because the detector has not been sufficiently timed in (see Section 4.5). As the detectors are timed in, the agreement is expected to improve, at which point the cut (currently 50 ns) may be tightened. Bottom, the fraction of jet energy deriving from bad calorimeter cells. The agreement between data and Monte Carlo simulation is good.
Figure 5.10: Distribution in $\eta$ and $\phi$ of jets passing all quality cuts with $|y| < 2.8$ and with $p_T > 40$ GeV in data (top) and Monte Carlo simulation (bottom).
applied. The distributions are shown normalized to the same number of good jets. The Monte Carlo simulation follows the data well in the bins with one or more jets. Most of the single-jet events are di-jet or multi-jet events in which only one jet passed the kinematic selection. The Monte Carlo simulation has a significant number of events in the zero-jet bin, which are predominantly jets with $p_T < 40$ GeV but which fired the L1$_{J5}$ trigger. In this bin there is significant disagreement between the data and the Monte Carlo simulation, which may arise from a poor modeling of low $p_T$ jets (in particular the contributions from the underlying event), incomplete modeling of the detector noise in the simulation, and inaccurate modeling of the level one calorimeter trigger’s analog readout chain.

If events have been cleaned well, then the majority of events with exactly two good jets (di-jet events) should be back-to-back. Figure 5.12 shows the distribution of $\Delta \phi$, the difference in azimuthal angle, between a jet and the nearest jet, the closest in $\Delta R \equiv \sqrt{\Delta \phi^2 + \Delta \eta^2}$ (normalized to the number of events in the di-jet data). A sharp peak can be seen at $\pi$ for all events, and the peak is further sharpened in di-jet events. Figure 5.12 also shows the opening angle ($\Delta R$) between each jet and the nearest jet in $\eta - \phi$ space. Again, a peak can be seen at $\pi$. A smaller secondary peak is visible at $\Delta R \sim 0.6$, approximately the radius of the jet, where two jets have been reconstructed immediately next to one-another. The secondary peak is typically caused by radiation from the parton that forms a jet. If the radiation is sufficiently high-energy and sufficiently far from the core of the original jet, it will be distinguished by the jet algorithm as an independent jet. As expected, the secondary peak disappears in the di-jet events.

It may be advantageous to consider only isolated jets, since two jets reconstructed nearby one another may indicate a single, very broad jet that has been split by the jet algorithm. However, any isolation criterion is also a restriction on the shape of the jet, since it removes the possibility of nearby soft radiation. Therefore, no jet isolation cut is applied for the primary study, and isolation is only considered as a secondary effect. The effect of such an isolation criterion on jet shape distributions is explored further in Section 5.6.3.

For good jets passing all quality criteria, the distribution of minimum and maximum distance to a trigger jet is shown in Figure 5.13. The distribution of minimum distance shows a sharp peak near 0, meaning that the vast majority of good jets also produced a trigger jet. There is a secondary peak at $\pi$, typically from di-jet events where only one of the two back-to-back offline jets produced a trigger jet. The distribution of maximum
Figure 5.11: Number of jets per event passing all quality cuts with $|y| < 2.8$ and $p_T > 40$ GeV. The samples are scaled to the same number of good jets, and the ratio is defined as the jets in Monte Carlo simulation divided by the number in data.
Figure 5.12: Top, azimuthal angle difference, $\Delta \phi$, between a jet and the nearest jet in $\Delta R = \sqrt{\Delta \phi^2 + \Delta \eta^2}$ in all events and di-jet events. Bottom, $\Delta R$ between a jet and the nearest jet. All samples are normalized to the number of good jets in the di-jet data.
distance shows a sharp peak at $\pi$, due to di-jet events where the away jet (also) produced a trigger jet. The L1_J5 jet trigger is $\sim$95% efficient at 40 GeV and is $\sim$99% efficient at 60 GeV. As the $p_T$ distribution is dominated by jets between 40 and 60 GeV, a significant fraction of jets lie below the full turn-on point of the trigger. Also, the jet triggers are based on a different reconstruction algorithm and different data than the offline reconstruction. Even the largest jet trigger window, for example, corresponds to a jet with a square area of 0.64, only about 60% of the area of an Anti-$k_t$ jet with $D$=0.6. The use of triggering jets could create a bias towards narrow jets. Conversely, requiring jets to be away from trigger jets could create an anti-bias. These issues are explored further in Section 5.4.2.

In order to restrict the study to the best-understood region of the calorimeter, jets were required to have $|y| < 2.8$. The jet shapes studies were restricted to jets above 40 GeV, the well-calibrated region where the jet trigger efficiency is high. For jets below 110 GeV, the L1_J5 trigger was required to have fired. For jets above 110 GeV, the L1_J15 trigger was required to have fired. This division ensured that the trigger efficiency for jets above 60 GeV was above 99%, while including as much integrated luminosity as possible. The jet reconstruction efficiency is expected to be near 100% above 30 GeV [174]. Four bins were used in rapidity. The most central bin includes a completely homogenous region of the calorimeter. The second and third bins include the transition regions between the tile calorimeter barrel and extended barrel and between the LAr barrel and end-cap, respectively. The fourth bin is entirely within the LAr end-cap. Tables 5.1 and 5.2 show the number of jets remaining after all cuts in each $p_T$ and $y$ bin in data and Monte Carlo simulation. The normalization between data and Monte Carlo simulation is arbitrary.

5.3 Jet Shape Unfolding

In order to account for differences between the jet shapes measured in data (using experimental quantities) and those extracted directly from stable hadrons in Monte Carlo, it is necessary to apply some “unfolding” to the data. This unfolding takes the form of a bin-by-bin correction, applied to the data, to extract the jet shapes before any smearing from experimental effects. Some unfolding procedure is necessary in order to compare these results to those of previous experiments. Complete unfolding analysis will be shown for two jet shapes: $\Psi (0.3) / \Psi (0.7)$ and $\rho^a (r) / \Psi (0.7)$. The choice of $\Psi (0.3) / \Psi (0.7)$ as a $p_T$-
Figure 5.13: Minimum (top) and maximum (bottom) distance in $\Delta R$ to a trigger jet for jets passing all quality cuts.
Table 5.1: Jets remaining in each $p_T$ and $y$ bin after all cuts in 7 TeV proton-proton collision data.

| Jet $p_T$     | $|y| < 0.8$ | $0.8 < |y| < 1.2$ | $1.2 < |y| < 2.1$ | $2.1 < |y| < 2.8$ | Total    |
|--------------|------------|-------------------|-------------------|-------------------|----------|
| 40-60 GeV    | 226461     | 108596            | 191632            | 103227            | 629916   |
| 60-80 GeV    | 37095      | 17675             | 30742             | 14992             | 100504   |
| 80-110 GeV   | 11677      | 5439              | 9707              | 4147              | 30970    |
| 110-160 GeV  | 29830      | 13211             | 22914             | 8898              | 74853    |
| 160-210 GeV  | 4644       | 2000              | 3509              | 1022              | 11175    |
| 210-260 GeV  | 1122       | 485               | 707               | 173               | 2487     |
| 260-310 GeV  | 378        | 152               | 223               | 32                | 785      |
| 310-400 GeV  | 198        | 71                | 110               | 16                | 395      |
| 400-500 GeV  | 44         | 16                | 21                | 1                 | 82       |
| 500-600 GeV  | 15         | 3                 | 5                 | 0                 | 23       |
| Total        | 311464     | 147648            | 259570            | 132508            | 851190   |

dependent jet shape is purely historical. It is used here to demonstrate that the “core” of a jet carried a larger fraction of the transverse momentum at higher $p_T$ than the “tail.” However, other selections may be useful for different purposes. Two alternate variables will be explored in Section 6.1.

Here the jet shapes are normalized to $\Psi (0.7)$ rather than $\Psi (0.6)$. The jet “cone” of the Anti-$k_t$ jet algorithm with $D=0.6$ is close to 0.6, but two factors led to the choice of 0.7 for normalization. First, historical jet shapes have been measured using 0.7 cone jets, and using the same denominator provides some additional consistency. Second, the Anti-$k_t$ jet algorithm can be visualized as putting a minimum of energy near the edge of the jet (see Section 2.1). Because of this, small changes in the jet axis can produce significant distortions to the jet shape immediately at the edge of the jet, as will be shown in subsequent sections. These distortions typically take the form of a significant increase in $\Psi (0.6)$ and a corresponding decrease of $\Psi (0.7)$. Thus, by normalizing shapes to $\Psi (0.7)$, these fluctuations are suppressed.

To evaluate the necessary unfolding correction, jet shapes were evaluated in Monte Carlo before and after the full detector simulation. The simulation applied all the anticipated detector effects, including:

- charged particles bending in the magnetic field in the inner detector
- particle interactions with material in the inner detector and cryostat (all the material
| Jet $p_T$   | $|y|<0.8$ | $0.8<|y|<1.2$ | $1.2<|y|<2.1$ | $2.1<|y|<2.8$ | Total  |
|------------|----------|----------------|----------------|----------------|--------|
| 40-60 GeV  | $5.26\times10^6$ | $2.48\times10^6$ | $4.32\times10^6$ | $2.15\times10^6$ | $1.42\times10^7$ |
| 60-80 GeV  | $825000$  | $379000$       | $636000$       | $282000$       | $2.12\times10^6$ |
| 80-110 GeV | $249000$  | $113000$       | $181000$       | $70000$        | $614000$ |
| 110-160 GeV| $63900$   | $28200$        | $42500$        | $14100$        | $149000$ |
| 160-210 GeV| $9710$    | $4160$         | $5780$         | $1520$         | $21200$ |
| 210-260 GeV| $2260$    | $924$          | $1230$         | $236$          | $4650$  |
| 260-310 GeV| $676$     | $270$          | $336$          | $46.0$         | $1330$  |
| 310-400 GeV| $325$     | $126$          | $143$          | $11.8$         | $606$   |
| 400-500 GeV| $72.7$    | $26.9$         | $25.5$         | $0.834$        | $126$   |
| 500-600 GeV| $14.0$    | $4.80$         | $3.72$         | $0.0340$       | $22.5$  |
| Total      | $6.41\times10^6$ | $3.01\times10^6$ | $5.19\times10^6$ | $2.52\times10^6$ | $1.71\times10^7$ |

Table 5.2: Weighted number of jets remaining in each $p_T$ and $y$ bin after all cuts in Monte Carlo simulation.

- hadronic and electromagnetic showering within the calorimeter
- calorimeter noise

To each reconstructed observable, a correction factor is applied that is derived purely from Monte Carlo. The correction factor $C_i$, for bin $i$, is simply:

$$C_i = \frac{O^MC_i}{R^MC_i}$$  \hspace{1cm} (5.1)$$

where $R$ is the reconstructed observable, $O$ is the hadron-level observable, and $MC$ denotes Monte Carlo simulation. Using this correction, the predicted hadron level distribution is:

$$O_{i}^{\text{predicted}} = C_i \times R_i$$ \hspace{1cm} (5.2)$$

where $R_i$ is the measured observable in the data. Using this procedure, unfolding the Monte Carlo used to derive the correction factors must exactly reproduce the hadron-level distributions.

Unfolding corrections were derived using Pythia with the ATLAS MC09 tune [63]. The unfolding corrections are shown in Tables 5.3 and 5.4 and are generally near one. The largest unfolding correction for $\Psi(0.3)/\Psi(0.7)$ is less than 5%, and all the corrections are positive. The unfolding corrections for $\rho^a(r)/\Psi(0.7)$ vary from 0.6 to 1.4, depending on the
Jet $p_T$, $y$, and $r$. Generally, the corrections are smaller for more central jets and are maximal in the first two radial bins.

The corrections for $\rho^a (r) / \Psi (0.7)$ can be explained by a few simple factors. The calorimeter showering and position resolution tend to smear the energy of the jet. As the energy density is highest in the core, the showering tends to move energy into annuli at higher radii. To compensate for this effect, the first bin must be adjusted upwards, and the next several bins downwards. Far from the core of the jet, there is very little energy deposited. In this region, the calorimeter thresholds and noise suppression, as well as the magnetic field in the inner detector (which, in effect, rejects charged particles with $p_T < 400$ MeV) remove some of the energy. Thus, the measured jet energy response must be adjusted upwards where these effects dominate.

### 5.3.1 Unfolding Bias and Variance

For any unfolding technique there is a bias, owing to the incomplete ability to extract “true” observables (i.e. the correct value of the observable in nature) from reconstructed (smeared) data. For bin-by-bin unfolding, the bias in bin $i$, $b_i$, is simply the difference between the predicted and true observable [175]:

$$ b_i = C_i \times R_i - O_i $$

$$ b_i = \frac{O_i^{MC}}{R_i^{MC}} \times R_i - O_i $$

| Jet $p_T$ | $|y| < 0.8$ | $0.8 < |y| < 1.2$ | $1.2 < |y| < 2.1$ | $2.1 < |y| < 2.8$ |
|-----------|------------|-----------------|-----------------|-----------------|
| 40-60 GeV | 1.007      | 1.019           | 1.018           | 1.050           |
| 60-80 GeV | 1.011      | 1.027           | 1.028           | 1.048           |
| 80-110 GeV| 1.012      | 1.028           | 1.029           | 1.045           |
| 110-160 GeV| 1.014     | 1.027           | 1.030           | 1.041           |
| 160-210 GeV| 1.014     | 1.027           | 1.031           | 1.035           |
| 210-260 GeV| 1.013     | 1.026           | 1.028           | 1.030           |
| 260-310 GeV| 1.013     | 1.027           | 1.027           | 1.023           |
| 310-400 GeV| 1.011     | 1.024           | 1.027           | 1.020           |
| 400-500 GeV| 1.011     | 1.022           | 1.025           | 1.016           |
| 500-600 GeV| 1.008     | 1.020           | 1.024           | 0.999           |

Table 5.3: Correction factors for the jet shape variable $\Psi (0.3) / \Psi (0.7)$. 
Table 5.4: Correction factors for the jet shape variable $\rho^a (r) / \Psi (0.7)$ for jets in six $p_T$ bins, with $y < 0.8$.

<table>
<thead>
<tr>
<th>Radius</th>
<th>40-60</th>
<th>60-80</th>
<th>80-110</th>
<th>110-160</th>
<th>160-210</th>
<th>210-260</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GeV</td>
<td>GeV</td>
<td>GeV</td>
<td>GeV</td>
<td>GeV</td>
<td>GeV</td>
</tr>
<tr>
<td>0.0-0.1</td>
<td>1.247</td>
<td>1.258</td>
<td>1.249</td>
<td>1.242</td>
<td>1.228</td>
<td>1.217</td>
</tr>
<tr>
<td>0.1-0.2</td>
<td>0.818</td>
<td>0.754</td>
<td>0.719</td>
<td>0.681</td>
<td>0.648</td>
<td>0.622</td>
</tr>
<tr>
<td>0.2-0.3</td>
<td>0.816</td>
<td>0.786</td>
<td>0.767</td>
<td>0.742</td>
<td>0.733</td>
<td>0.719</td>
</tr>
<tr>
<td>0.3-0.4</td>
<td>0.883</td>
<td>0.854</td>
<td>0.845</td>
<td>0.816</td>
<td>0.806</td>
<td>0.795</td>
</tr>
<tr>
<td>0.4-0.5</td>
<td>0.983</td>
<td>0.947</td>
<td>0.925</td>
<td>0.899</td>
<td>0.880</td>
<td>0.864</td>
</tr>
<tr>
<td>0.5-0.6</td>
<td>0.984</td>
<td>0.975</td>
<td>0.959</td>
<td>0.949</td>
<td>0.932</td>
<td>0.914</td>
</tr>
<tr>
<td>0.6-0.7</td>
<td>1.195</td>
<td>1.173</td>
<td>1.161</td>
<td>1.127</td>
<td>1.108</td>
<td>1.096</td>
</tr>
<tr>
<td>0.7-0.8</td>
<td>1.203</td>
<td>1.215</td>
<td>1.213</td>
<td>1.215</td>
<td>1.200</td>
<td>1.189</td>
</tr>
<tr>
<td>0.8-0.9</td>
<td>1.236</td>
<td>1.268</td>
<td>1.255</td>
<td>1.254</td>
<td>1.264</td>
<td>1.259</td>
</tr>
<tr>
<td>0.9-1.0</td>
<td>1.254</td>
<td>1.295</td>
<td>1.288</td>
<td>1.285</td>
<td>1.290</td>
<td>1.297</td>
</tr>
<tr>
<td>1.0-1.1</td>
<td>1.282</td>
<td>1.307</td>
<td>1.327</td>
<td>1.306</td>
<td>1.320</td>
<td>1.323</td>
</tr>
<tr>
<td>1.1-1.2</td>
<td>1.285</td>
<td>1.322</td>
<td>1.330</td>
<td>1.330</td>
<td>1.327</td>
<td>1.327</td>
</tr>
</tbody>
</table>

Re-written as a fractional error on $O_i$, the bias is:

$$b_i = \frac{b_i}{O_i} = \frac{O_i^{MC}}{R_i^{MC}} \times \frac{R_i}{O_i} - 1$$

This bias has several key features. Critically, the bias is exactly zero if and only if:

$$\frac{R_i^{MC}}{O_i^{MC}} = \frac{R_i}{O_i} \quad (5.4)$$

That is, the size of the bias does not depend on the size of the correction, nor does it depend on the size of the difference between the Monte Carlo simulation and the data. The correction factor must, however, properly account for this difference. For example, a difference in the predicted particle spectra within the jet can produce a large bias. If the Monte Carlo predicts only low-energy hadrons within a jet, the corrections to the jet shapes at the core of the jet will be large (corresponding to the large amount of energy lost in the measurement to particles bending out of the jet or being stopped by the material prior to the calorimeter). If the hadrons within the jets in data are, in fact, high-energy, the correction will incorrectly increase the calorimeter energy measurement in the center of the jet, leading to a biased jet shape measurement.

If we write the results in Monte Carlo simulation as $R_i^{MC} = R_i + \Delta R_i$ and $O_i^{MC} = O_i + \Delta O_i$ (where $\Delta R_i$ and $\Delta O_i$ are not necessarily small), then the fractional bias can be
written as:

\[
\frac{b_i}{O_i} = \frac{O_i + \Delta O_i}{R_i + \Delta R_i} \times \frac{R_i}{O_i} - 1
\]

\[
\frac{b_i}{O_i} = \frac{1 + \Delta O_i/O_i}{1 + \Delta R_i/R_i} - 1
\]

\[
\frac{b_i}{O_i} = \frac{\Delta O_i/O_i - \Delta R_i/R_i}{1 + \Delta R_i/R_i}
\]

If the detector response reduces the difference between the correct result (i.e. “the truth”) and the Monte Carlo (\(|\Delta R_i| < |\Delta O_i|\), as is often the case), this bias pulls the unfolded result towards the Monte Carlo. For example, if a positive difference between the correct result and the Monte Carlo (\(\Delta O_i > 0\)) typically produces a smaller positive difference between data and reconstructed simulation (\(|\Delta R_i| < |\Delta O_i|\)), then the bias will be negative (i.e. the unfolded result falls between the correct result and the Monte Carlo). On the other hand, if a negative difference between the true result and the Monte Carlo (\(\Delta O_i < 0\)) typically produces a smaller negative difference between data and reconstructed simulation (\(|\Delta R_i| < |\Delta O_i|\)), then the bias will be positive (i.e. the unfolded result falls between the correct result and the Monte Carlo).

In order to estimate the size of this bias, in the subsequent sections a variety of samples are considered to test the ability of the unfolding to remove detector effects and correctly predict the result. In each case, the unfolding applied is the one derived using the PYTHIA MC09 Monte Carlo simulation sample. The bias is given by the difference between the jet shapes at hadron-level in the different sample and the shapes unfolded from the reconstructed calorimeter data in the same sample (i.e. Equation 5.3, but using the alternate sample as a replacement for “the truth”). Because of the large number of similar distributions, most of the figures are collected in Appendix 7.2. Only the comparisons demonstrating the largest bias or some particularly interesting feature are included in this chapter.

In attempting to produce an exact unfolding, large changes in response (i.e. significant bin-to-bin migrations between hadron-level and calorimeter-level distributions) may lead to unstable unfolded results. These unstable results appear as bin-to-bin fluctuations in the final result and are called “variance.” For smooth hadron-level distributions, and for correction factors near unity, the variance is expected to be small for bin-by-bin unfolding. For the most part, large variance is apparent in the unfolded distribution, and can be evaluated to
a large degree simultaneously with the unfolding bias. If the variance is significantly larger than the systematic uncertainty from the bias, it must be separately taken into account.

5.3.2 Unfolding Bias from Hadronic Physics Models

One of the key effects on calorimeter-based jet shapes is the model used to describe hadronic physics in the calorimetry. Electromagnetic showers are extremely regular, and therefore have a very predictable effect on shower shapes. However, an incorrect description of the showering of hadrons (especially charged pions) could lead to a dramatically altered jet shape.

The ATLAS simulation is based on Geant4 [153, 154], which provides several collections of physics models (called “physics lists”) to users. The ATLAS Collaboration has chosen to use the quark-gluon string precompound model [176, 177, 178, 179] with a Bertini intranuclear cascade [180, 181] as its primary physics list. This list generally provided good agreement with longitudinal and lateral shower shapes in the tile calorimeter test beam [155]. It has several known problems, however, including an unphysical dip in response around 8-10 GeV [182]. It also produces showers for single pions and protons that are too narrow by ~15%, though this effect should not result in the same deviation in jet shapes, which are dominated by pre-calorimeter showering. These lists are expected to evolve over time as they are tuned, in part with input from the LHC experiments.

In order to test the effect of a different physics list on the jet shapes, di-jet simulation was done with two alternate physics lists. The first, QGSP, simply omitted the Bertini intranuclear cascade. The second, FTFP_BERT, used the Fritiof precompound model [183, 184] with a Bertini intranuclear cascade. This list has a fundamentally different description of nuclear interactions, but the same description of the inner-workings of a nucleus (owing to the Bertini cascade model). These two models are expected to provide some bound on the showering observed in the test beam results [146, 147, 148], in that one is narrower and longer, and the other is wider and shorter than the QGSP_BERT. The result of this comparison can be seen in Figure 5.14 (see also Figure A.1).

The bias in unfolding is exactly the difference between the hadron-level observable in this modified sample and the unfolded calorimeter-level observable. The ratio gives the fractional bias. The systematic uncertainty on the unfolding must encompasses these biases.

The bias in the unfolded shape $\Psi(0.3)/\Psi(0.7)$ is below 2% for all $p_T$ and rapidity bins.
Figure 5.14: Comparison of the jet shapes $\rho^a (r) / \Psi (0.7)$ (top) and $\Psi(0.3)/\Psi(0.7)$ (bottom) with the FTFP_BERT physics list after unfolding using the QGSP_BERT physics list. The difference between the hadron-level distribution and the unfolded calorimeter-level distribution is the unfolding bias in this sample. The ratio is defined as the unfolded calorimeter-level shapes divided by the hadron-level shapes.
Figure 5.15: The number of interaction lengths before entering an active portion of the calorimeter.

For the shape $\rho^a (r)/\Psi (0.7)$, the bias is up to $\sim 10\%$ and is largest at high radius. The largest effect by far is from QGSP. This physics list produces significantly different lateral single-pion and single-proton shower shapes to those of QGSP_BERT and disagrees with the test beam data. Therefore, we include as the bias from physics lists the bias in the FTFP_BERT sample.

### 5.3.3 Unfolding Bias from Detector Description

ATLAS has a relatively thick inner detector, and additional passive material in the calorimeter itself, including cryostats and the solenoid magnet. There are several radiation lengths of material between the interaction point and the portion of the calorimeter measuring jets. The number of interaction lengths before entering an active portion of the calorimeter (the presampler layer or the first active layer of electromagnetic calorimetry) is shown in Figure 5.15. As a result, the hadrons produced in the initial collision undergo a significant number of interactions (including nuclear scattering) before reaching the calorimeter. Calorimetric jet shapes are, therefore, sensitive to the details of the geometric description of the material leading up to the calorimeter and the inactive material between layers of the calorimeter.

In order to evaluate the effect of an underestimation of the material, di-jet events were
simulated with a modified detector layout. The LAr calorimeter cryostat was made 20% of a radiation length thicker, both in front of the LAr calorimeter and in front of the tile calorimeter. Additionally, 5% of a radiation length was added between the barrel and the first sampling layer of the calorimeter. The material of the inner detector has been studied in some detail [185, 186]. It is apparent that no more than a few percent of a radiation length of material are missing, and, therefore, the effect of additional material in the inner detector alone has been neglected.

The bias in the unfolded shape $\Psi(0.3)/\Psi(0.7)$ is below $\sim1\%$ for all $p_T$ and rapidity bins (cf. Figure A.2). For the shape $\rho^a(r)/\Psi(0.7)$, the bias is less than $\sim10\%$ and is largest at high radius. The effect on $\rho^a(r)/\Psi(0.7)$ is largest at the edge of the jet, where most of the particles are expected to be soft. This is consistent with the expectation that additional material in front of the calorimeter will reject more soft particles.

5.3.4 Unfolding Bias from Generator Tuning

If the generator tuning used for the unfolding differs significantly from nature, the unfolded distribution will be accordingly biased. ATLAS uses a Monte Carlo generator tuning called MC09 [63]. This tune includes modifications to the default PYTHIA settings for multi-parton interaction models, fragmentation models, and underlying event. It is based on underlying event, minimum bias, and jet analysis data at several center-of-mass energies.

In order to evaluate these differences in previous experiments, frequently portions of the event generator were disabled (the initial state radiation or multi-parton interactions, for example). This provides a gross overestimate of the unfolding bias associated with these models. Worse, the resulting jet shapes are completely unphysical and may not even reflect a “no underlying event” hypothetical reality. All of the models of each generator are tuned together, so that without any single model the result is at best unpredictable. The far better approach is to consider several different tunes with some reasonable variation, using different input datasets for tuning if possible, and to test the variation between these tunes. Two independent PYTHIA tunes were used to evaluate the bias from MC09, one that particularly changes hadronization model parameters and another that particularly changes underlying event model parameters.

In order to evaluate the bias associated with the fragmentation model, a tune provided by the Professor collaboration [62] was used. This tune was made independently of the
MC09 tune, and should, therefore, provide an estimation of the distribution of reasonable fragmentation tunes. In this case, the LEP data were used in the fragmentation tuning in order to minimize the effects of the underlying event on physics results. The differences after unfolding are tiny (cf. Figure A.3), implying a small effect from a change in hadronization. The variation of $\rho^a(r)/\Psi(0.7)$ is consistent with a variance of several percent.

In order to evaluate the bias associated with the underlying event model, a tune called “Perugia0” [64] was used. One of the most difficult pieces of the Monte Carlo to tune is the underlying event. Typically, underlying event includes multi-parton interactions and initial-state radiation. It must also include some description of the complex color-connection between the beam remnant and the scattered partons.

For technical reasons, this tune additionally used a different parton distribution function (PDF). Whereas the standard Pythia samples used the MRST 2007 modified LO PDF’s (see Chapter 2), Perugia0 used the CTEQ5L leading-order PDF set [38]. As a result, the comparison also tests for differences between quark and gluon content in LO and modified LO (effectively NLO) PDFs. Because of the dependence of jet shapes on quark- and gluon-content of the sample, jet shape distributions are inherently dependent on parton distribution functions.

The bias in the unfolded shape $\Psi(0.3)/\Psi(0.7)$ is below $\sim1\%$ for all $p_T$ and rapidity bins (cf. Figure A.4). For the shape $\rho^a(r)/\Psi(0.7)$, the bias is less than $\sim10\%$. Although this modification to the underlying event produces a different amount of activity far from the jet relative to the Pythia MC09 tune, the unfolding factors appear to take it into account.

5.3.5 Unfolding Bias from Transverse Momentum Spectrum

The unfolding method relies on approximate similarity between the data and Monte Carlo used to calculate the unfolding. Because of the jet shapes’ dependence on jet kinematics, if there are significant differences in the kinematics of the samples, the jet shapes will inherently not match. In order to evaluate any bias introduced, the $p_T$ of reconstructed jets was increased (decreased) by one standard deviation in the jet energy scale. This increase covers the difference in calibrated jet $p_T$ spectra between data and Monte Carlo simulation seen in Figure 5.4. The unfolded jet shapes in these samples were compared to the hadron-level jet shapes modified in the same way. The difference between the unfolded shapes and the hadron-level shapes corresponds to the bias introduced if the jet $p_T$ spectrum in the
data is different from that of the Monte Carlo.

The bias is the difference between the unfolded and hadron-level distributions for jets with higher $p_T$ and the corresponding difference for jets with lower $p_T$. The bias is below 5% in both jet shape variables, for all bins of radius, $p_T$, and rapidity (cf. Figures A.5 and A.6). This test implies that kinematic differences between data and Monte Carlo simulation alone are not likely to produce significant variations in the unfolded jet shapes. The jet $p_T$ resolution was found to be consistent between Monte Carlo simulation and data [174], so no further bias is considered from $p_T$ resolution effects.

There is only a few percent difference between jet shapes in the different rapidity regions considered. Thus, any bias from the rapidity spectrum is neglected.

5.3.6 Unfolding Bias from Generator Differences

Different Monte Carlo event generators have different schemes for describing multi-parton interactions and for describing the non-perturbative hadronization after the QCD showers. Pythia and Herwig [56, 57] have fundamentally different descriptions of the hadronization process and may thus produce different jet shapes even when the parton shower is identical. Herwig uses the underlying event model of Jimmy [163]. Herwig++ [58] is a rewritten version of Herwig with some of the same underlying physical assumptions (e.g. angular ordering of parton showers) but with improved implementations of the models for parton showering and hadronization. Herwig++ does not use Jimmy for modeling of the underlying event. In the previous sub-section, differences in kinematics were found to produce a small effect on the unfolded jet shapes. Thus, the kinematic differences between these generators alone is not likely to produce a large bias.

In order to evaluate these differences, jet shapes were compared in di-jet Monte Carlo produced with Pythia, Herwig, and Herwig++. The same requirements were placed on jets built from stable hadrons in all cases, and the same detector simulation was applied to all models. Figure 5.16 shows a comparison of the unfolded jet shapes and hadron-level jet shapes between the generators (see also Figure A.7).

The bias introduced in the Herwig and Herwig++ samples by the unfolding of $\Psi(0.3)/\Psi(0.7)$ is less than 3% and falls steeply with jet $p_T$ in all rapidity bins. The bias introduced in $\rho^a(r)/\Psi(0.7)$ is up to $\sim$20% in the radial shapes. This is by far the largest bias of any sample. The difference is most dramatic farther from the center of the jet, where the
Figure 5.16: The jet shapes $\rho^\alpha (r) / \Psi (0.7)$ (top) and $\Psi (0.3) / \Psi (0.7)$ (bottom) in Herwig++ at the hadron level and after unfolding based on Pythia’s MC09 tune. The ratio is defined as the unfolded calorimeter-level shapes divided by the hadron-level shapes.
underlying event and hadronization models make the most significant difference in the jet shapes. The raw difference in $\rho^a (r)/\Psi (0.7)$ between these two generators is $\sim 50\%$ at high radius and low $p_T$. Neither the PYTHIA nor the HERWIG++ generator tunings included jet shapes as a part of the input data set. Therefore, it is likely that re-tuning including the Tevatron data or the LHC measurements would produce a dramatically better agreement. Although at the Tevatron better agreement was found after generator tuning [96, 97, 98], the ATLAS Collaboration’s choice to use the newer $p_T$ ordered shower model in PYTHIA may necessitate considerable re-tuning.

The ALPGEN [42] generator uses the hadronization and underlying event model of HERWIG and JIMMY but generates the matrix-element events differently. Rather than generating $2\rightarrow 2$ processes and relying on leading-log parton showers to provide a model for the $2\rightarrow N$ processes, ALPGEN includes $2\rightarrow N$ at the matrix-element level for $N<6$. ALPGEN event generation also used a different matching scheme (MLM rather than CKKW, see Chapter 2), a different tune of HERWIG and JIMMY, and different PDFs. The bias is most dramatic at low $p_T$ and low rapidity for $\Psi (0.3)/\Psi (0.7)$, and at low $p_T$ and large radius for $\rho^a (r)/\Psi (0.7)$ (cf. Figure A.8). As the number of nearby jets, and even the number of total jets, is comparable for the two samples, the difference should be due to the underlying event model provided by JIMMY or the difference in kinematics between the two samples (ALPGEN produces somewhat harder and somewhat less central jets). In particular, the bias introduced in the ALPGEN sample is almost identical to the one introduced in the HERWIG sample.

Each of these generators includes slightly different settings for considering a hadron to be “stable.” Particular where the contribution from soft particles is important, these differences could have some effect on the hadron-level jet shapes. In order to evaluate any possible effect, jet shapes were constructed using hadrons above several kinematic cut-offs. No effect on the jet shapes were found when removing particles with $p_T$ below 200 MeV, and the effect was on the few percent level when remove hadrons below 500 MeV. Thus, any differences due to this setting should be minimal.

### 5.3.7 Unfolding Bias from Vertex Position

For events with a single vertex, it is possible to test the quality of the correction for vertex displacement in $z$. Such displacement will result in a shift in the $p_T$ of the jet, as well as a change in the angle between constituents. It may also result in more or less material
between the interaction point and the calorimeter, affecting the evolution of the jet shape in the detector. In order to test this bias, two comparisons were made, both using Monte Carlo simulation. Data samples, similarly constructed, would include different amounts of background, and, therefore, the comparison would be problematic.

A modified di-jet event sample was simulated using a luminous region centered at (1.5,2,-9) mm in (x, y, z). The reconstructed jet shapes in this sample were unfolded and compared to the hadron-level jet shapes constructed without the luminous region shift. The bias introduced by the unfolding is well below 1% in $\Psi(0.3)/\Psi(0.7)$ and below 5% in $\rho^a(r)/\Psi(0.7)$ (cf. Figure A.9).

Additionally, jet shapes were constructed using jets with reconstructed vertex location $|z|<5$ mm, $|z|<50$ mm, $|z|>50$ mm, and $|z|>100$ mm. Figure 5.17 shows a comparison of the jet shapes in these different samples, in Monte Carlo simulation. In both shape variables, the difference between the first two samples is negligible, so only $|z|<50$ mm is shown. The difference between the first three samples is less than 0.5% in $\Psi(0.3)/\Psi(0.7)$ and below $\sim10\%$ in $\rho^a(r)/\Psi(0.7)$. The last sample ($|z|>100$ mm) is removed by the primary vertex cut.

Conservatively, the bias in the unfolding is estimated as the difference between the $|z|<50$ mm and $|z|>50$ mm samples, multiplied by the difference in fractional population ($<5\%$). The corresponding bias on $\Psi(0.3)/\Psi(0.7)$ is below 0.1% for all rapidity and $p_T$ bins. On $\rho^a(r)/\Psi(0.7)$, the bias is below 0.5% for all $p_T$, rapidity, and radius bins. This is almost negligible next to the biases from generator differences.

### 5.3.8 Unfolding Bias from Differences in Position Resolution

The jet position resolution is one of the largest factors influencing the unfolding corrections. If the position resolution is different between Monte Carlo and data, then the unfolded distributions will be biased. The effect of a difference in position resolution between data and Monte Carlo simulation was tested using hadron-level jet shapes before and after smearing the jet axis.

For each jet, the jet shape was constructed the first time using the reconstructed jet axis. Then, the jet axis was shifted in $y$ and $\phi$ by a random number generated from a Gaussian distribution with width 0.025. This width is approximately the jet position resolution for jets around 80 GeV and should overestimate the difference between data and Monte Carlo.
Figure 5.17: Comparison of unfolded reconstructed and hadron-level jet shapes in events with a displaced reconstructed vertex. The ratio is defined with respect to the sample with the most central $z$ distribution.
simulation. A difference in position resolution will typically result from a poor description of noise, calorimeter showering, or underlying event. In each of these cases, the position resolution is worsened because of a difference in energy deposition in the calorimeter. This artificial smearing of the jet axis, therefore, is an extremely pessimistic limit on the effect of deteriorated position resolution. Eventually, the position resolution will be measured in data, but without sufficient statistics it has not yet been possible. From a track-cluster-matching analysis, an upper bound on the difference in $\phi$ position resolution between data and Monte Carlo simulation was set at 10%, or $\sim$0.005 radians [187].

The effect of smearing the jet axis on $\Psi(0.3) / \Psi(0.7)$ is tiny (cf. Figure A.10). The jet shape $\rho^a(r) / \Psi(0.7)$ is more affected, particularly in two pairs of bins. The first and second bins shift, where the core of the jet is displaced in the shifted sample. The sixth and seventh bins shift as well, where the edge of the jet is no longer at a local minimum of energy deposition.

5.3.9 Unfolding of Sub-samples

Additionally, it is valuable to check that the unfolding behaves correctly for sub-samples of jets. The unfolding should only take into account distortions due to detector and experimental effects, and therefore should be roughly independent of the underlying physics. In order to evaluate this effect, reconstructed jet shapes after unfolding corrections were compared to jet shapes at the hadron level for various (sub-) leading jet samples. The results of the comparison can be seen in Figures 5.18 and 5.19 for the leading and second-leading jets (see Figures A.11 and A.12 for the third- and fourth-leading jets).

The unfolding derived using the inclusive sample correctly unfolds the sub-leading jet samples to better than 1% in most bins of $\Psi(0.3) / \Psi(0.7)$. The unfolding of $\rho^a(r) / \Psi(0.7)$ is good to $\sim$10% for the second-leading jet, but for the third- and fourth-leading jets there are significant problems outside the jet cone. Because these jets are not necessarily isolated, there is a fair chance that the third- or fourth-leading jet will be nearby one of the higher $p_T$ jets in the event. This bias in unfolding will be taken as a part of the systematic uncertainty in any case where sub-leading jet samples are considered. As the number of good jets per event is in good agreement between data and Monte Carlo simulation, we do not add any systematic uncertainty on the inclusive sample.
Figure 5.18: Comparison of leading and second-leading jet shapes in Monte Carlo at the hadron level and after detector simulation and unfolding. The unfolding is based on the inclusive sample. The ratio is defined as the calorimeter-level distribution divided by the hadron-level distribution.
Figure 5.19: Comparison of leading and second-leading jet shapes in Monte Carlo at the hadron level and after detector simulation and unfolding. The unfolding is based on the inclusive sample. The ratio is defined as the calorimeter-level distribution divided by the hadron-level distribution.
5.3.10 Systematic Uncertainty from the Unfolding

Each of the comparisons above provides a measure of the bias in the bin-by-bin unfolding. The biases above are added together in quadrature, and the combination is taken as the systematic uncertainty. In the case of the kinematic variation (up and down in jet $p_T$), only the worst of the two is taken for a given bin. This combination neglects cases where the bias might be correlated (e.g. increasing the material in the detector and changing the physics list affect the width of the shower in a correlated way). However, it includes some double-counting (e.g. the comparison between generators already includes some differences in tuning and some differences in kinematics).

The systematic uncertainty from unfolding on $\Psi (0.3) / \Psi (0.7)$ ranges from 1-4%, and decreases with increasing jet rapidity and $p_T$. The systematic uncertainty from unfolding on $\rho^a (r) / \Psi (0.7)$ ranges from 3-25%, increases with jet $p_T$, and is largest outside the jet. The dominant source of uncertainty in both cases is from the bias in unfolding Herwig++. Once all of the generators have been re-tuned to include measurements from the LHC, this bias may be reduced.

It may be possible to reduce this systematic uncertainty and to better treat possible correlations and double-counting in the measured biases with a more advanced unfolding technique. An example of such a technique will be discussed in Section 7.1.

5.4 Additional Systematic Uncertainties

Here, we consider the three main sources of additional systematic uncertainty: the jet energy scale systematic uncertainty, the uncertainty associated with jet cleaning, and the uncertainty associated with the trigger used for these data.

The ATLAS calorimeter has been well-designed to measure high-$p_T$ objects with good response and linearity. However, as the energy deposited in the calorimeter cell decreases, the magnitude of the error on the energy measurement due to the calibration system and readout electronics of the calorimeter increases. The variation in signal due to physics fluctuations (e.g. fluctuations in showering or deposition in the active or inactive portions of the calorimeter) should be well-modeled by the detector simulation, and any uncertainty in these fluctuations are taken into account in the systematic uncertainty on the unfolding. One issue not accounted for in that uncertainty, however, is the quality of the cell calibration.
at low energy. Because most of a hadronic jet’s energy is captured by the LAr calorimeter, the discussion here will focus on the parameters of the LAr calorimeter calibration.

The uncertainty in the liquid argon calorimeter cell energy calibration is about 20 MeV across the entire dynamic range of the cell, with no apparent bias [143]. The place where this error represents the largest fractional variation in cell response is in the edge of the shower, where very little energy is deposited in any single cell. In that region, however, the annular energy is averaged over many cells due to the large area covered. Since there is no bias in the cell linearity, the error on the measurement of energy collected in all cells around the edge of the shower should be negligible. We therefore do not incorporate a systematic uncertainty for this effect.

5.4.1 Jet Energy Scale Uncertainty

Because of the $p_T$ dependence of jet shapes, any error in the jet energy scale will affect the jet shape distributions. However, because shapes were constructed from EM scale objects, the main impact of jet energy scale uncertainties on jet shapes is in $p_T$ binning. That is, comparing 45 GeV jets in data to 50 GeV jets in Monte Carlo simulation could result in the conclusion that jets in data are wider than those in Monte Carlo.

This effect was evaluated in Monte Carlo by comparing jet shapes binned using the correct jet $p_T$ to jet shapes binned using too-high or too-low $p_T$. The $p_T$ of the jets was adjusted by one standard deviation in the jet energy scale [170]. The effect of an upward and downward adjustment on the unfolded jet shapes for $\Psi (0.3)/\Psi (0.7)$ and $\rho^a (r)/\Psi (0.7)$ is shown in Figure 5.20 for a single bin of each variable.

The systematic uncertainty on $\Psi (0.3)/\Psi (0.7)$ is below 1.2% for all bins of $p_T$ and $y$, and falls as $p_T$ rises. The systematic uncertainty on $\rho^a (r)/\Psi (0.7)$ is below 10% for all bins of $r$, $p_T$, and $y$, and falls as $p_T$ rises. This is already almost negligible relative to the unfolding systematic uncertainty and will be further reduced when jet calibrations derived in situ are available.

5.4.2 Trigger Biases

The triggers used in this analysis select trigger jets, built from towers of size $0.1 \times 0.1$ in $\eta \times \phi$. The individual jet trigger items additionally specify the size of the trigger jet, from $0.4 \times 0.4$ to $0.8 \times 0.8$ in $\eta \times \phi$. In the case of the L1, J5 trigger item, all trigger jets are $0.4 \times 0.4$
Figure 5.20: Comparison of jet shapes after unfolding using the standard jet energy calibration, a calibration that is higher by one standard deviation of the jet energy scale systematic uncertainty, and a calibration that is lower by one standard deviation. The ratio is defined with respect to the standard calibration.
in $\eta \times \phi$. This different granularity, as well as the significantly different area of the trigger jets, could result in the selection of differently shaped (e.g. more collimated) jets.

The L1\_J5 trigger reaches 99% efficiency between 50 and 60 GeV of transverse momentum for offline Anti-$k_t$ jets with $D=0.6$. A narrow jet below this $p_T$ is more likely to cause a trigger, as a sufficient energy is deposited within the area of a trigger jet. Therefore, for jets causing a trigger below the full efficiency point of this trigger, there is a bias towards narrower jets.

If jets are required to not overlap with a trigger jet in the event, however, an anti-bias could be introduced in low $p_T$ jets (i.e. a rejection of all narrow jets, and selection of only wide jets). For example, consider a low $p_T$ di-jet event in which the two jets were well-balanced in $p_T$, but in which one jet was more collimated than the other. The more-collimated jet might produce a trigger jet while the wider jet might not. The requirement that a jet be “away” from a trigger jet would therefore select wider jets and induce a bias in the low $p_T$ region.

In order to test these biases, three level one triggers were considered. The two level-one jet triggers, L1\_J5 and L1\_J15, were the triggers used for this analysis and were tested. Additionally, triggers can be provided by two sets of “minimum bias trigger scintillators” on either side of the detector. These scintillators have approximately the same acceptance as the end-cap calorimeter ($2.82 < |\eta| < 3.84$), and registered hits for any charged particle passing through one of their chambers. A trigger requiring only one hit on either side of the detector, L1\_MBTS\_1, was also tested for bias in jet shapes.

Figure 5.21 shows the turn on of the three level one triggers as a function of jet $p_T$ and the bias in $\Psi(0.3)/\Psi(0.7)$ introduced by these trigger items in Monte Carlo. The L1\_J5 trigger was found to be slightly more efficient in data than in Monte Carlo, where it reaches 95% efficiency around 40 GeV and 99% efficiency around 60 GeV. There is no significant bias in $\Psi(0.3)/\Psi(0.7)$ even from 40-60 GeV. The bias in $\rho^a(r)/\Psi(0.7)$ is below ~2% for jets $40 < p_T < 60$ GeV, as anticipated from the efficiency of the trigger in that $p_T$ bin (cf. Figure A.13). Above 60 GeV, the bias from the L1\_J5 jet trigger is negligible. A similar effect can be seen in the L1\_J15 jet trigger, which turns on above 80 GeV. There was particularly low efficiency in this trigger in the crack regions ($0.8 < |y| < 2.1$). Therefore, the trigger was not used in any rapidity region for jets below 110 GeV, at which $p_T$ it was more than 99% efficient in all rapidity regions.
Figure 5.21: Top, the jet $p_T$ spectrum for three triggers of interest in the Monte Carlo simulation. The L1_J5 jet trigger reaches 99% efficiency just below 60 GeV, and the L1_J15 jet trigger reaches 99% efficiency near 80 GeV. Bottom, $\Psi(0.3)/\Psi(0.7)$ as a function of jet $p_T$ for jets in $|y|<0.8$. The ratio is defined with respect to the L1_MBTS_1 trigger. The shape is not significantly affected above 40 GeV.
Figure 5.22: The L1\_J5 (left) and L1\_J15 (right) trigger turn-on curve in data and in Monte Carlo simulation.

These biases should be removed by the unfolding corrections, provided the trigger jet response is the same in data and Monte Carlo simulation. The trigger turn-on curves agree well between data and Monte Carlo simulation, as shown in Figure 5.22 [166]. However, because there is insufficient data to be certain all biases are removed, we conservatively include half of the bias as a systematic uncertainty.

To cross-check these conclusions, the same study was done in data. Data from a single run (i.e. with lower statistics than in the main study) with the minimum bias trigger scintillator trigger were used to construct jet shapes for jets with $20 < p_T < 60 \text{ GeV}$. These shapes were compared to those from the calorimeter triggers. The results of the comparison are consistent with the results from the Monte Carlo simulation (cf. Figure A.14).

In order to further examine any possible bias in data, four samples of jets were constructed. One sample included all jets in events firing the L1\_J5 trigger. A second sample included those jets that did not overlap with a trigger jet in the event (i.e. jets with $\Delta R_{\text{max}}(\text{trigger jet, jet}) \equiv \Delta R_{\text{max}}^{\text{jt}} > 1.4$). In events with two back-to-back trigger jets, this criterion implies that all jets in the event were accepted. A third sample included all jets which narrowly overlapped with a trigger jet ($\Delta R_{\text{min}}^{\text{jt}} < 0.2$). This criterion selects jets with an energetic maximum close to the center of the jet. For the purpose of comparing jet shapes at low $p_T$ only, an additional sample was examined, which included all jets which were distinct from a trigger jet ($\Delta R_{\text{min}}^{\text{jt}} > 1.4$). Because the trigger was highly efficient
above 60 GeV, this sample ran out of statistics in both the data and the Monte Carlo above 80 GeV.

The results of the comparison are shown in Figure 5.23 (see also Figure A.15). As expected, jets that do not trigger are considerably wider than the typical jet in the event. Jets that are close to a trigger jet are a few percent narrower, as anticipated. The Monte Carlo simulation reproduces the differences observed in the data.

5.4.3 Jet Cleaning

The high vertex finding efficiency and low fake rate afford an additional opportunity to check the quality of the jet cleaning cuts used in the data. Jet shapes were compared in events with one good vertex, two vertices, and zero vertices. The rate of “pile-up” events (events with more than one real proton-proton interaction) varied from $\sim 10^{-4}$ for the first runs up to more than 50% for some late runs, and, therefore, this type of event should dominate over events with a fake vertex in the two-vertex sample. Additional proton-proton collisions are unlikely to create high-energy jets, but they may affect the energy of the jets from the primary vertex. In particular, there may be some contribution to the jet shapes in the edges of the jet where little energy is normally deposited. Also, many nearby soft particles from the pile-up events may be combined by the jet algorithm into a single “high energy” jet. From a comparison of the one- and two-vertex events, it is possible to test the evolution of jet shapes under pile-up. The fraction of background events (beam halo, beam gas, and cosmic rays) is higher in the zero-vertex sample than in the one-vertex sample. From a comparison of the zero- and one-vertex events, it is possible to test the effect of the jet cleaning cuts.

In order to evaluate the jet cleaning, jet shapes were compared in data with zero, one, and two reconstructed vertices. The numbers of jets in the data in these samples is shown in Table 5.5. About 6% of the data had more than two reconstructed vertices. All reconstructed vertices were required to have more than four good tracks. The events with zero reconstructed vertices may be background events or may be due to inefficiencies in the vertex reconstruction.

For the 2010 run, the vertex reconstruction efficiency was over 99.9%, and the fake rate was around $10^{-3}$ [140, 141]. Of course, these fake rates and efficiencies are highly dependent on the event topology. The inefficiency decreases with the number of tracks
Figure 5.23: Comparison of jet shapes in jets which overlapped in various ways with a trigger jet in Monte Carlo (top) and data (bottom). The ratio is defined with respect to the inclusive sample.
Table 5.5: Numbers of jets and events for data samples with zero, one, two, or three or more reconstructed primary vertices.

<table>
<thead>
<tr>
<th>Vertices</th>
<th>Jets after cuts</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4498</td>
</tr>
<tr>
<td>1</td>
<td>851190</td>
</tr>
<tr>
<td>2</td>
<td>193113</td>
</tr>
<tr>
<td>3</td>
<td>42092</td>
</tr>
<tr>
<td>4+</td>
<td>9532</td>
</tr>
</tbody>
</table>

in the event, but the fake rate increases. In this case “fakes” are really single vertices that are split into two by the vertex reconstruction software. The ideal efficiency and fake rate for events passing all other event selection criteria can be seen in Monte Carlo simulation in Figure 5.2. Since Monte Carlo simulation only has events with one proton-proton collision, the fraction of events in the Monte Carlo with zero reconstructed vertices provides information on the vertex finding efficiency, and the fraction of events in the Monte Carlo with two reconstructed vertices corresponds to the vertex finding fake rate.

The results for the comparison of $\Psi (0.3)/\Psi (0.7)$ and $\rho^a(r)/\Psi (0.7)$ are shown in Figure 5.2 for a single bin of each variable. As anticipated, the jet shapes in events with two vertices are broader than those in events with exactly one vertex. The difference is most noticeable outside of the jet, where the pile-up events lead to higher background activity throughout the detector. Particularly at low $p_T$, the jets in events with zero reconstructed vertices are narrower than jets in the single-vertex sample. There is an enhancement of detector noise in this sample, which creates narrower jets than those from collision events. The $p_T$ spectra in zero- and two-vertex events are similar to that of the single-vertex event sample, implying good control of jets from background events. Although the rate is almost 20%, the vertex finding efficiency is sufficiently high that we neglect this uncertainty.

Because of the increasing number of proton-proton collisions per bunch crossing, requiring exactly one good reconstructed vertex may be too restrictive for future jet shape studies. Instead, it may be necessary to correct the jet shapes in some way for the energy deposited by the additional proton-proton collisions in the event. A method for doing so is explored in Section 5.6.5.
Figure 5.24: Comparison of jet shapes in events with varying numbers of reconstructed primary vertices. The ratio is defined with respect to the single-vertex sample. Two-vertex events are markedly wider than single-vertex events.
5.5 Combination of Systematic Uncertainties

The systematic uncertainties are combined in quadrature for each bin of $\rho^a (r) / \Psi (0.7)$ and $\Psi (0.3) / \Psi (0.7)$. There should be minimal correlation between the various sources of uncertainty. As treating the uncertainty asymmetrically results in a less than 1% difference in the total uncertainty on $\rho^a (r) / \Psi (0.7)$ and a less than 0.01% difference in the total uncertainty on $\Psi (0.3) / \Psi (0.7)$, any asymmetry in the uncertainties is neglected. The final systematic uncertainties are given in Tables 5.6 and 5.7. The total systematic uncertainty on $\Psi (0.3) / \Psi (0.7)$ is below 4% and decreases with jet rapidity and $p_T$. The total systematic uncertainty on $\rho^a (r) / \Psi (0.7)$ is below $\sim 20\%$ and increases with jet $p_T$. It is largest outside the jet.

| Jet $p_T$   | $|y| < 0.8$ | $0.8 < |y| < 1.2$ | $1.2 < |y| < 2.1$ | $2.1 < |y| < 2.8$ |
|------------|------------|-----------------|-----------------|-----------------|
| 40-60 GeV  | 3.62       | 2.99            | 2.28            | 1.82            |
| 60-80 GeV  | 2.13       | 1.84            | 1.67            | 1.38            |
| 80-110 GeV | 1.45       | 1.91            | 1.22            | 1.22            |
| 110-160 GeV| 1.07       | 1.19            | 0.91            | 1.09            |
| 160-210 GeV| 0.85       | 0.74            | 1.01            | 0.85            |
| 210-260 GeV| 0.80       | 1.03            | 0.78            | 0.94            |
| 260-310 GeV| 0.86       | 0.90            | 0.77            | 1.14            |
| 310-400 GeV| 0.59       | 0.59            | 0.71            | 1.02            |
| 400-500 GeV| 0.61       | 0.52            | 0.70            | 1.12            |
| 500-600 GeV| 0.50       | 0.68            | 0.81            | 4.00            |

Table 5.6: Systematic uncertainty in % on $\Psi (0.3) / \Psi (0.7)$.

The dominant systematic uncertainty is from the unfolding. Without better tuned Monte Carlo simulation, it is unlikely that this systematic uncertainty can be reduced significantly. Of course, it is also possible that the underlying models of the generators cannot be consistently tuned to all the available data. The current differences between “reasonably tuned” models is up to 50% on $\rho^a (r) / \Psi (0.7)$ in some bins. A more advanced unfolding technique may be able to better account for some of these differences and will be discussed in Chapter 7.
### Table 5.7: The systematic uncertainty in % on $\rho^a(r)/\Psi(0.7)$ for jets with $y < 0.8$.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0-0.1</td>
<td>9.0</td>
<td>7.5</td>
<td>5.4</td>
<td>5.1</td>
<td>5.1</td>
<td>4.8</td>
</tr>
<tr>
<td>0.1-0.2</td>
<td>9.5</td>
<td>11.5</td>
<td>11.6</td>
<td>13.7</td>
<td>14.3</td>
<td>16.6</td>
</tr>
<tr>
<td>0.2-0.3</td>
<td>5.1</td>
<td>7.8</td>
<td>6.9</td>
<td>8.1</td>
<td>8.0</td>
<td>9.0</td>
</tr>
<tr>
<td>0.3-0.4</td>
<td>9.8</td>
<td>10.1</td>
<td>6.9</td>
<td>6.6</td>
<td>8.0</td>
<td>9.3</td>
</tr>
<tr>
<td>0.4-0.5</td>
<td>11.3</td>
<td>10.3</td>
<td>9.0</td>
<td>7.8</td>
<td>9.3</td>
<td>9.3</td>
</tr>
<tr>
<td>0.5-0.6</td>
<td>18.8</td>
<td>16.5</td>
<td>13.7</td>
<td>14.3</td>
<td>9.2</td>
<td>10.0</td>
</tr>
<tr>
<td>0.6-0.7</td>
<td>18.4</td>
<td>18.2</td>
<td>13.3</td>
<td>15.1</td>
<td>14.9</td>
<td>26.6</td>
</tr>
<tr>
<td>0.7-0.8</td>
<td>21.6</td>
<td>17.9</td>
<td>15.3</td>
<td>13.3</td>
<td>12.0</td>
<td>14.9</td>
</tr>
<tr>
<td>0.8-0.9</td>
<td>20.8</td>
<td>17.8</td>
<td>17.0</td>
<td>15.7</td>
<td>12.4</td>
<td>13.7</td>
</tr>
<tr>
<td>0.9-1.0</td>
<td>22.2</td>
<td>19.5</td>
<td>19.3</td>
<td>16.1</td>
<td>16.4</td>
<td>13.5</td>
</tr>
<tr>
<td>1.0-1.1</td>
<td>22.1</td>
<td>19.7</td>
<td>15.2</td>
<td>19.6</td>
<td>14.2</td>
<td>18.8</td>
</tr>
<tr>
<td>1.1-1.2</td>
<td>22.6</td>
<td>18.7</td>
<td>17.2</td>
<td>18.6</td>
<td>17.6</td>
<td>14.6</td>
</tr>
</tbody>
</table>

5.6 Additional Studies and Cross-Checks

Several additional studies were performed that provide cross-checks and further intuition about the physical interpretation of the jet shapes. They do not provide a systematic uncertainty *per se*. Rather, the conclusions of these studies provide confidence that the detector is behaving as expected and that the choices made in this analysis do not produce significant biases.

The calibration of jet constituents was not a part of jet shape studies at any previous collider but is possible with the complex calibration schemes of ATLAS. For example, individual topological clusters of energy can be identified as “hadronic” or “electromagnetic” and calibrated accordingly. The jets, and jet shapes, could then be built from these calibrated topological clusters. These more complex calibrations, however, have not yet been validated using data. As their performance *in situ* is not understood, this study is left as future work.

5.6.1 Geometric Distribution of Constituents

In the calorimeter, jet shapes are evaluated using towers. These towers have finite granularity, and all energy for a single tower is associated with one position (the position of the center of the tower using the Snowmass summation of the tower’s cells). No adjustment is
made to these shapes to account for the fraction of the tower which falls inside or outside the area being considered. Stable hadrons, on the other hand, have no pre-defined granularity. The difference is taken into account by the unfolding procedure, but it is possible to explicitly examine the size of this particular component of the correction.

For this test, hadrons were collected into a grid with finite granularity. To approximate the best- and worst-cases for the central calorimeter granularity, grids with characteristic sizes of 0.025 units and 0.1 units in $y$ and $\phi$ were considered. There is some additional smearing in the calorimeter due to particle showering. As this smearing is on the order of 0.1 units in $y$ and $\phi$, it is not likely to dramatically exceed the worst case grid considered here.

The difference for the jet shape $\Psi(0.3)/\Psi(0.7)$ is well below 1% (cf. Figure A.16). The difference for the jet shape $\rho^2(r)/\Psi(0.7)$ makes the reason for this clear. The most significant changes are in the first two bins and the sixth and seventh bins. In the core of the jet, small changes in radius can dramatically change the jet shape. The most likely effect is to broaden the shape of the jet, just as is observed. The increase in the sixth bin and decrease in the seventh bin is consistent with the geometric expectation. In the case of this geometric tower binning, when ever at least $\sim$40% of a “tower” is contained inside the jet, the entire energy of that tower is included. Near the edge of the jet, where the Anti-$k_t$ jet algorithm places a minimum of energy, this results in the most dramatic change to the measured jet shapes.

### 5.6.2 Constituent Selection

Jet shapes may be built with different constituents, and jet shapes may be constructed using a variety of constituents as well. In each case, the shapes must still be unfolded to the hadron level. As the dominant systematic uncertainties are on the unfolding itself, rather than the calorimeter noise description, these different starting points for the analysis are unlikely to affect the conclusions. No single answer is “right,” but the different shapes might produce subtly different systematic effects, particularly where energy deposition is small and noise suppression is important.

One apparent difference between the data and the Monte Carlo simulation is in the number of cells included in a jet [171]. This difference may come from more cells being slightly above threshold and is likely related to the width of jets measured in the detector.
One possible way to test this difference is to modify the standard noise suppression scheme of ATLAS (see Section 5.2) to omit the final layer of cells around each cluster. This is identical to the “T42” noise suppression scheme used at the Tevatron experiments.

Four alternate jet shape constructions were tested for this study, in order to provide an brief survey of the possibilities. With the standard jets used in this analysis (jets constructed from towers with standard topological noise suppression), jet shapes were built using towers with “T42” noise suppression and with topological clusters. Additionally, jets and jet shapes were built using only “T42” towers or topological clusters.

Topological clusters collect the energy of several towers into a single object. At the core of the jet, this means that the central few towers will be collected, and the jet will appear narrower. This is exactly what is observed in the comparison (cf. Figure A.17). Using topological clusters, the same shapes are constructed using either jets built from topological clusters or jets built from towers. The exception is near the edge of the jet, where the jet finding algorithm has behaved somewhat differently and placed the edge of the jet differently for the two sets of constituents. The “T42” noise suppression scheme gives somewhat narrower jet shapes, particularly far from the jet axis, since it includes fewer cells far from the core of the jet. As the jet $p_T$ increases and the jet becomes more collimated, this difference decreases significantly.

### 5.6.3 Jet Overlap

For this analysis, no jet overlap requirements were made, in order to better compare to previous studies. It is possible that requiring a jet not overlap with any other jet may introduce a bias in the jet shape by removing the possibility of soft radiation near the jet. However, no requirement may also bias low $p_T$ jet shapes by counting the soft radiation near a hard jet as an independent soft jet. Depending upon the treatment of nearby jets, isolation criteria may produce large changes to jet shapes near the edges of a jet. In the case of two nearby jets, some energy between them must be divided. Typically, the energy is assigned to the closest jet. If jet shapes are constructed using this assignment, however, they will create a narrow shape for each jet. If, on the other hand, jet shapes are constructed using a purely geometric criterion, they will create a wide shape for each jet. The difference exists at both the experimental (calorimeter) and phenomenological (hadron) levels, so provided it is treated consistently the jet shape comparisons will still be valid.
In order to examine this effect, three different “overlap removal” schemes were tested. Unfolding corrections are not applied. Instead, the results for calorimeter-level shapes from Monte Carlo simulation and data are presented uncorrected. In all cases, overlap was defined using the opening angle between two jets passing all cuts (including \( p_T > 40 \) GeV), 
\[
\Delta R(\text{jet,jet}) \equiv \Delta R_{jj} = \sqrt{\Delta \eta^2 + \Delta \phi^2}.
\]

First, jet shapes were reevaluated for only those jets that were far from other jets, \( \Delta R_{jj} > 2.4 \). In both the Monte Carlo simulation and the data, the difference is most prominent at large radius, where it reaches 10-15\% (cf. Figure A.18). Inside the jet, the jet shapes are almost identical. In order to display the difference more clearly, the jet shape \( \Psi (1.0) / \Psi (0.7) \) is used. One can see that, if this isolation criterion is used, the out-of-cone corrections for a jet may be different by several percent. In particular, once the jet energy scale systematic uncertainty has been reduced to the several percent level, this difference will need to be taken into account for any exclusive (e.g. exactly one, or exactly three) jet analysis.

Next, jet shapes were reevaluated for only those jets that did not share a part of their “jet cone” with another jet, \( \Delta R_{jj} > 1.4 \). The difference is almost identical to that of the previous comparison (cf. Figure A.19), indicating that the key effect on jet shapes comes when jets are quite close by (\( \Delta R_{jj} < 1.4 \)). In both cases, the difference is most important for low \( p_T \) jets, simply because high \( p_T \) jets are unlikely to have a fractionally large contribution to their momentum from a nearby high \( p_T \) jet. Also, when two Anti-\( k_t \) jets are nearby one-another, algorithm preserves the cone-shape of the higher \( p_T \) jet by cutting away part of the lower \( p_T \) jet.

Finally, jet shapes were evaluated for those jets that were far from (\( \Delta R_{jj} > 2.4 \)) any jet of higher \( p_T \). This modification allows the possibility of soft radiation outside the jet cone but includes only the main jet and not the radiation in evaluating the shapes. The result of this comparison is shown in Figure 5.25. Again, the difference is most prominent at high radius and low \( p_T \). It is significantly smaller than the previous two differences, however, indicating the importance of distinguishing between nearby high \( p_T \) jets and nearby soft jets. Any isolation criterion applied at the experimental level will suffer from this effect, because the calorimeter is unable to resolve jets below a certain \( p_T \).
Figure 5.25: Comparison of jet shapes in jets which were far from (ΔR>2.4) any jet of higher \( p_T \) and all jets. The ratio is defined with respect to the inclusive sample.
5.6.4 Problematic Detector Regions

During the data-taking period, there were two major problems with the calorimetry that resulted in a loss of information (see Section 4.2). Although these two problems only impacted $\sim 3\%$ of the calorimetry, the affected areas were distributed throughout the detector and thus included most jets in some way. The problems are particularly important to understand, since the number of dead channels is time-dependent and, therefore, not completely modeled by the Monte Carlo. A correction for the tile calorimeter problem was included in the standard reconstruction, and the correction for the dead OTXs was not. The latter had not been sufficiently validated for the standard reconstruction by the time of this analysis.

In the tile calorimeter, there were several power supply failures. In these areas, and also in the case of isolated dead cells, the cell energy was approximated using the neighboring (good) cells. The fraction of jet energy due to this correction, for both failures in the tile calorimeter and isolated dead cells, is shown in Figure 5.9. The agreement between data and Monte Carlo simulation is good, and less than 0.1% of jets have a correction larger than 20%. The correction is not sufficient to recover lost jets (i.e. jets where most energy was deposited in a problematic region). Therefore, Figure 5.10 shows some shadows with a deficit of good jets.

In the LAr calorimeter, several optical transmitters (OTXs) failed. By default, no correction was applied to the calorimeter reconstruction to account for this effect. Thus, in the distributions of good jets (Figure 5.10), there are several “cold” spots, where OTXs in important layers of the LAr calorimeter were disabled. Because the level one calorimeter trigger read out is completely analog, it provides an alternate source of data for these cells. For this study, $\sim 10 \text{ nb}^{-1}$ of the data were reconstructed with a correction applied. The energies of cells in regions with a dead OTX were replaced using information from the level one calorimeter trigger. The information from the trigger has a granularity of 0.1×0.1 in $\eta - \phi$ (“trigger towers”), and the measurements suffer from considerably more noise than the standard calorimeter read out. Therefore, the correction was only used for towers in which the energy difference between the trigger measurement and the offline measurement was greater than 2 GeV. The energy from the trigger tower was smeared evenly over all cells in the tower that were affected by a dead OTX. The distribution of good jets in $\eta$ and $\phi$ after this correction is shown in Figure 5.26. The “cold” regions that were present before
are much less prominent, although the shadows from the tile calorimeter problems are still present.

The distribution of the fraction of jet energy from the correction for dead optical transmitters is shown in Figure 5.27. About 10% of jets include some correction, and 0.5% of jets are corrected by more than 20%. Because the OTX correction uses an alternate read-out chain, it is more reliable than a nearest-neighbor correction. But, because the energy is smeared evenly over all cells in a tower, the jet shapes may also be smeared.

In order to evaluate the quality of these corrections, jet shapes were compared between those jets with a relatively large correction and all jets. In the case of the tile calorimeter correction, because the neighboring cells are used, it is possible that a fluctuation up or down in the energy of the jet is completely missed. In the case of the LAr calorimeter correction, fluctuations should be taken into account, albeit with a reduced position and energy resolution.

Considering either the OTX or tile calorimeter correction, jets with a large fractional corrections are significantly narrower than the inclusive sample of jets (cf. Figure A.20 and A.21). The correction, however, does not significantly affect the mean of the distributions. The narrower jets in the two corrections can be explained by selection effects. The OTX failures will cause a narrow jet to be completely lost, and by applying the correction it can be recovered. The energy drop profile of a jet is non-linear, and because of the non-linearities a neighboring cell correction assigns too much energy to cells near the center of a jet. Requiring a large correction selects jets where these effects are particularly important. In both cases, the Monte Carlo simulation models well both the fraction of jets with large corrections and the magnitude of the difference between jets with large corrections and all jets.

Both these detector problems were asymmetric in the detector in \( \eta \) and \( \phi \). Thus, differences in jet shapes on either side of the detector in \( y \) and in \( \phi \) provide an additional test of biases due to detector issues. Significant changes from one side of the detector to the other that are not modeled in the Monte Carlo simulation would indicate biases in the unfolded distributions. This comparison also ensures that binning in the magnitude of the rapidity is safe. The differences between the four sub-samples and the inclusive sample are all consistent with statistical variations (cf. Figures A.22 and A.23 and see the beginning of this chapter for a note on statistical uncertainties in weighted Monte Carlo samples).
Figure 5.26: Distributions of good jets in data (top) and Monte Carlo simulation (bottom) after correcting for dead optical transmitters in the LAr calorimeter. The “cold” regions that were present without the correction are heavily suppressed.
5.6.5 Correction for Additional Proton-Proton Collisions

As the luminosity of the LHC increases, events with high-$p_T$ jets and a single vertex will become rare. Particularly in searches for new physics, requiring exactly one reconstructed vertex will result in an unacceptable reduction of statistics. The differences between jets in events with one vertex and two vertices was discussed briefly in Section 5.4.3. It is clear from that discussion that jets receive some contribution on average from the additional proton-proton collisions and that this contribution significantly alters the jet shapes near the edges of the jet. Therefore, it is useful to develop some method for correcting jet energy and jet shape in events with several vertices.

Such a method for correcting the energy of jets has already been developed in ATLAS [188]. The average energy deposition in a single calorimeter tower increases as a function of the number of good reconstructed vertices in the event. This “offset” to the typical energy in a calorimeter tower can be removed from each calorimeter tower in a jet, providing, on average, a subtraction of the energy coming from the additional proton-proton collisions in the event. This offset correction can be applied to jet shapes as well, simply by constructing the jet shape using the offset-corrected calorimeter towers.
Figure 5.28 shows a comparison of jet shapes before and after the offset correction has been applied. In two-vertex events, the difference of 20% at the edge of the jet and 40% outside the jet is reduced to below 5%. In three-vertex events, the difference of 30% at the edge of the jet and 70% outside the jet is reduced to below 10%.

On a jet-by-jet basis, an average offset correction may not behave properly. Some jets receive a larger contribution from additional proton-proton collisions than others. For a statistical analysis of jet shapes, this offset correction appears to significantly reduce the effect of additional proton-proton collisions. An event-by-event discriminant, however, might benefit more from a correction based on the fraction of tracks pointing towards the jet that originate in the primary vertex.
Figure 5.28: Comparison of jet shapes in events with one and two (top) or one and three (bottom) vertices, before and after an offset correction has been applied. The ratio is defined with respect to the single-vertex sample.
Chapter 6 Results

Raw distributions of the $\rho(r)$ variable for several values of $r$ and for several jet $p_T$ bins are shown in Figures 6.1 and 6.2. In these plots, $\rho(r)/\Psi(0.7)$ is ten times (by convention $\rho$ includes a factor of $1/\delta r$) the fraction of jet $p_T$ within an annulus around $r$ (i.e. there is no normalization to the area of the annulus, as there is in $\rho^\phi$). There are significant variations jet to jet, due to fluctuations in fragmentation and patron showering as well as hadronic showering within the calorimeter. The same distributions from the Monte Carlo simulation, both at the hadron level and the calorimeter level, are overlaid. Even at this level it is apparent that the data are somewhat wider than the Monte Carlo simulation. The distributions of $\rho(0.05)$ and $\rho(0.15)$ are somewhat higher in the data.

The variation from jet-to-jet typically implies a large-scale difference in jet structure. That is, jets with a small $\rho(r)/\Psi(0.7)$ typically display a bi-nodal structure. Frequently, such jets would be split into two by jet algorithms with a smaller jet-finding radius. On the other hand, jets with a large $\rho(r)/\Psi(0.7)$ are typically collimated jets, and often have one or two hard leading hadrons that contribute a large fraction of the jet energy. Far from the center of the jet, the jet shape is dominated by the underlying event and calorimeter noise. In the calorimeter jet shapes, the additional smearing due to the hadrons’ shower in the calorimeter reduces the number of jets with small $\rho(0.05)/\Psi(0.7)$.

For all results in this section, unfolded distributions with systematic uncertainties will be compared to several different Monte Carlo programs and several tunes of Pythia. A summary of the programs and tunes is given in Table 6.1. Pythia with the MC09 tune was used to derive the unfolding corrections. Alpgen is the only generator that uses a $2 \rightarrow n$ matrix element. All tunes of Pythia use the same hadronization and underlying event models, but several include re-tunes of the hadronization and underlying event model parameters. Herwig++ includes similar underlying assumptions and models to those of Herwig and Jimmy, but there were many modifications and differences in the tunes of the models that
Figure 6.1: Raw distributions of the $\rho(0.05) / \Psi(0.7)$ variable in two jet $p_T$ bins. The factor of $1/\delta r$ is by convention in the definition of the variable, so the range is from 0 to 10.
Figure 6.2: Raw distributions of the $\rho (r) / \Psi (0.7)$ variable for $r = 0.15$ and $r = 0.55$. The factor of $1/\delta r$ is by convention in the definition of the variable, so the range is from 0 to 10.
make the results dissimilar.

<table>
<thead>
<tr>
<th>Program / Tune</th>
<th>2→ Hadr. Model</th>
<th>Underlying Event</th>
<th>PDFs</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>PYTHIA / MC09</td>
<td>String</td>
<td>2.0 Mod. LO</td>
<td>63</td>
<td></td>
</tr>
<tr>
<td>PYTHIA / Perugia0</td>
<td>String</td>
<td>1.1 LO</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td>PYTHIA / Professor</td>
<td>String</td>
<td>1.0 Mod. LO</td>
<td>62</td>
<td></td>
</tr>
<tr>
<td>PYTHIA / AMBT1</td>
<td>String</td>
<td>1.2 Mod. LO</td>
<td>189</td>
<td></td>
</tr>
<tr>
<td>PYTHIA / Perugia2010</td>
<td>String</td>
<td>1.3 LO</td>
<td>190</td>
<td></td>
</tr>
<tr>
<td>PYTHIA / DW</td>
<td>String</td>
<td>1.4 LO</td>
<td>191</td>
<td></td>
</tr>
<tr>
<td>HERWIG / JIMMY</td>
<td>Cluster</td>
<td>2.0 Mod. LO</td>
<td>56, 57, 163</td>
<td></td>
</tr>
<tr>
<td>ALPGEN</td>
<td>n Cluster</td>
<td>2.0 LO</td>
<td>42</td>
<td></td>
</tr>
<tr>
<td>HERWIG++</td>
<td>2 Cluster</td>
<td>2.5 Mod. LO</td>
<td>58</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Key parameters for the Monte Carlo programs and tunes used for comparison in this chapter. The underlying event model numbers indicate differences in underlying assumptions (first number) and differences in tuning or implementation (second number).

After unfolding has been applied, the differential jet shapes, \( \rho^a(r) / \Psi(0.7) \) are compared to the Monte Carlo predictions in each rapidity bin and in the four lowest \( p_T \) bins (i.e. where there are sufficient statistics for an interesting comparison). Comparisons to different programs are shown in Figures 6.3 and 6.4 (see also Figures A.24, A.25, A.26, A.27, A.28, A.29, A.30, A.31, A.32, and A.33). Comparisons to different tunes are shown in Figures 6.5 and 6.6 (see also Figures A.34, A.35, A.36, A.37, A.38, A.39, A.40, A.41, A.42, and A.43).

The shaded bands represent the sum in quadrature of the statistical uncertainties and systematic uncertainties on the data. Only in the highest \( p_T \) bin outside of the central region are the statistical uncertainties relevant. At large \( r \), \( \rho^a \) has an asymptotic behavior, where the underlying event dominates the shape.

In all cases, the systematic uncertainties are large. However, some differences between the Monte Carlo and the data are visible. In the core of the jet, PYTHIA with the Perugia2010 tune seems to have the best agreement, though several predictions are within the systematic uncertainties. As Perugia2010 is the only tune that included the Tevatron jet shape measurements, the agreement is not a surprise. Far from the core of the jet, particularly outside the jet “cone,” HERWIG++ includes too much activity, likely indicating too large an underlying event contribution. As is suggested by other ATLAS analyses, in particular the opening angle between the two leading tracks in a jet [171], the fragmentation in the data appear to produce wider jet cores than most Monte Carlo tunes.
Figure 6.3: Differential jet shapes after unfolding, for jets with $|y| < 0.8$, in two $p_T$ bins.
Figure 6.4: Differential jet shapes after unfolding, for jets with $2.1 < |y| < 2.8$, in two $p_T$ bins.
Figure 6.5: Differential jet shapes after unfolding, for jets with $|y| < 0.8$, in two $p_T$ bins.
Figure 6.6: Differential jet shapes after unfolding, for jet $s$ with $2.1 < |y| < 2.8$, in two $p_T$ bins.
At large rapidity ($2.1 < y < 2.8$), most of the Pythia tunes produce too little activity far from the jet, and Herwig++ still produces too much. Alpgen seems to provide the best description of the data here. It includes the underlying event model and hadronization model from Jimmy and Herwig, respectively, but used a different tune and different PDFs for the purpose of this comparison. Thus, the importance of the inclusion of the $2 \rightarrow n$ matrix elements in Alpgen and the different duplicate removal scheme (MLM rather than CKKW, see Chapter 2) is still ambiguous.

After unfolding has been applied, the $p_T$-dependent jet shapes, $\Psi(0.3)/\Psi(0.7)$ are compared to Monte Carlo predictions in each rapidity bin. The comparisons to different Monte Carlo programs are shown in Figure 6.7 (see also Figure A.44). The comparisons to different tunes of Pythia are shown in Figure 6.8 (see also Figure A.45). The Pythia DW tune could not be used for this comparison, as the samples of high $p_T$ jets were not available.

Again, the shaded bands represent the sum in quadrature of the statistical and systematic uncertainties on the data. In the highest three $p_T$ bins outside of the central region and the highest $p_T$ bin in the central region, the statistical uncertainties are dominant. There are fewer than ten jets in the highest $p_T$ bin in the rapidity regions $0.8 < |y| < 1.2$ and $1.2 < |y| < 2.1$. Because of the lack of statistics, jet shapes are not shown above 400 GeV in the most forward rapidity region ($2.1 < |y| < 2.8$).

The variation between the various Monte Carlo programs and tunes is only a few percent. Again, the best agreement is with the Pythia Perugia2010 tune. Because it describes the core of the jet well, it describes this variable particularly well. In the high-rapidity bins, all tunes and programs except Herwig++ produce jets that are narrower than the data, though in most cases consistent given the systematic uncertainties. The jet shapes vary by only a few percent over the four rapidity bins considered.

A comparison of the results derived in this thesis to those of a parallel analysis using ATLAS data [192] and the published analysis from CDF [96] is shown in Figure 6.9. The error bars include statistical and systematic uncertainties, added in quadrature. Systematic uncertainties dominate. To ensure a fair comparison, the historical definition of $\rho(r)$ is used for this comparison. The disagreements between this analysis and the parallel ATLAS analysis are explained by different choices in shape construction. For example, this analysis included in the shape definition all constituents within some radius of the jet axis, whereas the other analysis included only those constituents assigned to the jet by the jet algorithm.
Figure 6.7: Integrated jet shapes after unfolding as a function of jet $p_T$ for jets with $|y| < 0.8$ (top) and $2.1 < |y| < 2.8$ (bottom).
Figure 6.8: Integrated jet shapes after unfolding as a function of jet $p_T$ for jets with $|y| < 0.8$ (top) and $2.1 < |y| < 2.8$ (bottom).
A difference appears when two jets are close to one another. The difference was explored in Section 5.6.3 and is several percent far from the core of the jet. The other ATLAS analysis used topological clusters as inputs to the jet shapes, whereas this analysis used calorimeter towers with topological noise suppression. Because of their geometric area, calorimeter towers are more stable against pile-up effects. Topological clusters gather more energy at the center of the jet (see Section 5.6.2), and therefore present smaller unfolding corrections (though not necessarily smaller unfolding systematic uncertainties). Because $\rho(r)$ is normalized to 10, any differences are always reflected in at least two bins of the variable. Any remaining differences between the results of the two analyses are consistent with the variance in unfolding observed in Chapter 5.

The jets in ATLAS, from collisions at 7 TeV center-of-mass energy, are significantly narrower than those of the same $p_T$ in CDF, from collisions at 1.96 TeV center-of-mass energy. This change with center-of-mass energy is fairly well described by the Monte Carlo
programs considered and comes as a result of several competing effects. At the same $p_T$, there are fractionally more gluon jets in ATLAS, which would tend to broaden the jet shape distributions. The underlying event is also more significant at the LHC, which would further broaden jet shape distributions in ATLAS. However, the midpoint cone jet algorithm employed by the CDF analysis [74] includes a splitting and merging stage based on the fraction of jet momentum shared by two nearby jets. Because of the rapidly falling $p_T$ spectrum, in a single bin of $p_T$ it is more likely for a jet to have been affected by merging than by splitting. The merging algorithm will result in considerably wider jets at the Tevatron, as are observed. The differences in jet shapes among various jet algorithms is discussed further in Section 2.2. Once more data are available and the Monte Carlo programs have been re-tuned to the LHC data, ATLAS may attempt to calibrate several different jet algorithms. At that point the differences could be studied further.

Some comparisons were made with the available CMS data [193]. However, unfolded results with systematic uncertainties were unavailable at the time of this writing. The measured shapes appear to be considerably more narrow than those of ATLAS, but as no full analysis is available it is not possible at this stage to say what might be causing this effect. The CMS analysis uses a slightly larger jet for their jet shapes studies ($D = 0.7$, rather than 0.6) and used a different Monte Carlo tune for the bin-by-bin unfolding. As the results are highly dependent on the Monte Carlo program used for the unfolding, a large part of the difference in final results may originate there.

6.1 Jet Shapes in Quark- and Gluon-Jets

At the Tevatron, it was possible to overlay the shapes of quark-jets and gluon-jets and demonstrate that the data lie between them [96, 97, 98]. In order to form a set of “gluon-jets” and “quark-jets,” hadron-level jets in PYTHIA were matched to the partons in the event. If a quark was the hardest parton near the jet (i.e. with $\Delta R_{\text{jet, parton}} < 0.7$), the jet was labeled a “quark-jet.” If a gluon was the hardest parton near the jet and, in the case of $g\rightarrow qq$, both the quarks from the gluon were also near the jet, the jet was labeled a “gluon-jet.” This algorithm somewhat favors tagging a jet as a “quark-jet” by neglecting the possibility of hard gluon radiation from quarks.

By this analysis, the jets in the ATLAS data are wider than either quark- or gluon-jets
Figure 6.10: A comparison of quark-jets and gluon-jets in PYTHIA Monte Carlo to jets in data using the jet shape variable $\Psi(0.3)/\Psi(0.7)$.

in PYTHIA (though consistent with both within systematic uncertainties). A comparison of the jet shape variable $\Psi(0.3)/\Psi(0.7)$ between the data, PYTHIA with the ATLAS MC09 tune, and quark-jets and gluon-jets from that Monte Carlo sample is shown in Figure 6.10. The variation between quark-jets and gluon-jets is only a few percent, comparable to the total systematic uncertainty on the shape, and is smaller at high $p_T$.

Other jet shape variables can be constructed that show a more significant variation between quark- and gluon-jets. For example, $(\Psi(0.7) - \Psi(0.1))/\Psi(0.7)$ shows a $\sim 20\%$ variation at low $p_T$ and a larger variation at high $p_T$. This variable is another measure of jet width. Unfolding corrections and systematic uncertainties were derived for this jet shape in the same way as for $\Psi(0.3)/\Psi(0.7)$. The result of the comparison between quark- and gluon-jets and the data is shown in Figure 6.11. By this measure, the data are inconsistent with this sample of PYTHIA quark-jets and show good agreement with the PYTHIA gluon-jets. The differences are more pronounced at high rapidity, where the data agree best with the mixture of quark- and gluon-jets provided by PYTHIA.

Another similar measure is the jet shape variable $(\Psi(0.1) - \Psi(0.2))/\Psi(0.7)$. This vari-
Figure 6.11: A comparison of quark-jets and gluon-jets in PYTHIA Monte Carlo to jets in data using the jet shape variable \((\Psi (0.7) - \Psi (0.1))/\Psi (0.7)\). Top, at low rapidity. Bottom, at high rapidity.
able shows large variation between quark- and gluon-jets at low $p_T$ (up to a factor of two). Unfolding corrections and systematic uncertainties were derived for this jet shape in the same way as the previous one. The result of the comparison between quark- and gluon-jets and the data are shown in Figure 6.12. By this measure, the data are inconsistent with this sample of pure PyTHIA quark-jets, particularly at high rapidity. The jets in the data show reasonable agreement with the PyTHIA gluon-jets.

These differences should not be taken to mean that the jets in the data are, in fact, a pure sample of gluon-jets. Rather, it demonstrates the potential for these variables to evaluate the average quark-content of a sample once the inclusive sample shapes agree well. Because of their good discrimination power, they may be valuable in the future in attempts to build up a likelihood variable for distinguishing quark-jets from gluon-jets. With a reduction of systematic uncertainties, it may also be possible to evaluate the differences between various PDFs.

### 6.2 Jet Shapes in Sub-samples

Because the simplest picture of proton-proton scattering involves a $2\rightarrow 2$ process, it is interesting to compare jet shapes for the leading jet to those of the sub-leading jets. Generators like PyTHIA, HERWIG, and HERWIG++ include approximations that fail when there are three jets in the event of comparable $p_T$ (see Chapter 2). ALPGEN, on the other hand, models the $2\rightarrow n$ processes directly at the matrix element level, without the approximation that the third leading jet is from radiation. It may, therefore, give a better description of the third leading jet at high $p_T$.

In order for these comparisons to be fair, the kinematics of the sub-leading jets must be similar in the data and the Monte Carlo. Otherwise, the kinematic differences would muddle any conclusions about real differences in the jet shapes. The transverse momentum distributions for the third- and fourth-leading jets agree to within the statistical uncertainties (cf. Figure A.46), so the difference in kinematics should have at most a small effect on the unfolded shape distributions.

Figure 6.13 compares the shapes for the leading and second leading jet after unfolding to those in various Monte Carlo generators. Figure 6.14 compares the shapes for the third and fourth leading jet after unfolding to those in various Monte Carlo generators. The
Figure 6.12: A comparison of quark-jets and gluon-jets in PYTHIA Monte Carlo to jets in data using the jet shape variable $(\Psi (0.1) - \Psi (0.2)) / \Psi (0.7)$. Top, at low rapidity. Bottom, at high rapidity.
generators describe the shapes of the sub-leading jets well over the available $p_T$ range. Once they have been re-tuned and the systematic uncertainties have been reduced, it may be more possible to draw some conclusion about the differences between the shapes of the leading and sub-leading jets. Jet shapes were also tested in events where exactly two jets were reconstructed with $p_T>40$ GeV and in $y<2.8$. The agreement between the unfolded data and the Monte Carlo generators in these events showed no significant improvement or degradation.
Figure 6.13: Jet shapes for the leading (top) and second leading (bottom) jet after unfolding, compared to those in several different Monte Carlo generators.
Figure 6.14: Jet shapes for the third (top) and fourth leading (bottom) jet after unfolding, compared to those in several different Monte Carlo generators.
6.3 Impact on Future Measurements and Searches

The measurement of jet shapes and subsequent evaluation and tuning of Monte Carlo impacts other physics measurements in two significant ways. First, many measurements require that a connection be made from jets measured in the calorimeter to partons coming from the hard scatter of the event. The shape of the core of the jet is primarily dictated by hard radiation and hadronization processes, whereas the shape at the edge of the jet and just beyond the jet cone is primarily dictated by the underlying event. Ensuring that all three of these contributions are correctly modeled is critical to establishing a link back to partons. Second, with the current jet calibration scheme in ATLAS there is a significant dependence of jet response on the flavor of the leading parton in the jet. This results in an inflated jet energy resolution and an additional term in the jet energy scale systematic uncertainty for any measurement using an event selection different from the one with which the jet energy scale was derived. The power of jet shapes as a discriminator provides some hope for substantially reducing this sample dependence and making the jet energy scale more universal.

When reconstructing heavy decays (e.g. $t\bar{t} \rightarrow b\bar{b}q\bar{q}\ell\nu$, $H \rightarrow b\bar{b}$, or $X \rightarrow q\bar{q}$), a connection must be made between the energy of the reconstructed jet and that of the parton from the decay. This connection requires understanding the underlying event contribution to jets as well as the losses due to hadronization and hard radiation which might occur. Examining the jet shapes outside of the jet, as discussed in Chapter 6, assists with the underlying event correction in two ways. The underlying event contributes more substantially to forward jets than to central jets. Thus, disagreements in jet shapes away from the jet core that strongly vary with rapidity are a good indication of a poor modeling of the underlying event. From this study, HERWIG++ appears to include too large a contribution from the underlying event, whereas most of the PYTHIA tunes include too little activity (see, for example, Figures 6.3 and 6.4). These observations, combined with the standard “away-region” underlying event analysis (see, for example, [194]) can be used to test the assumption that underlying event activity is uncorrelated with the jet direction, even in a system with significant color flow. The study presented in Section 5.6.5 was the first in ATLAS to demonstrate that the contributions from pile-up events could be directly subtracted from a jet with surprising accuracy. This was a necessary first step towards demonstrating that
the underlying event is sufficiently uncorrelated to be removed in the same way.

The connection to partons also requires understanding “out of cone” showering, where through either hard radiation or soft hadronization processes some energy is lost between
the initial parton and the final jet. A correction for out of cone particles (i.e. those lost
due to hadronization and showering in the detector) must be taken from the Monte Carlo
simulation. Although some information can be gleaned from single particle response studies
(e.g. [195, 196]), the energy regime covered by such studies is well below that of the core
of a high-\(p_T\) jet. Such a correction can only be trusted if jet shapes in the data are well-
described by the Monte Carlo. Additionally, the evolution of \(\Psi(0.3)/\Psi(0.7)\) with jet \(p_T\) is
mainly controlled by the rate of hard radiation from the leading parton in the jet. Ensuring
that the hard radiation is well-described is important for correcting jets to the parton level.
This hard-radiation also influences the number of close-by jets in a many-jet final state. In
order to correctly translate the number of jets in an event measured in the detector to the
number of partons in the hard scatter, the hard radiation from the leading partons must be
well-modeled. Because the rate is considerably higher for hard radiation from a gluon (or a
splitting \(g \rightarrow q\bar{q}\)) than for hard radiation from a quark (e.g. the DGLAP equations predict
a factor of two higher probability for \(g \rightarrow gg\) than for \(q \rightarrow qg\)), the evolution of this shape
is, to some degree, influenced by the quark-gluon composition of the sample.

Corrections for these effects are already being used by ATLAS in Standard Model mea-
surements and in searches for new physics. For example, ATLAS has begun searching for
di-jet resonances in 7 TeV proton-proton collisions [197, 198]. As long as limits are being
set, these corrections enter only as a systematic uncertainty on the scale of the reconstructed
resonance and result in a somewhat-reduced search sensitivity. However, if any resonance
is found, the corrections will be crucial for measuring the mass of the newly-found particle(s). In the same way, top-quark reconstruction in ATLAS currently proceeds by taking
all jet-to-hadron corrections directly from the Monte Carlo (see, for example, [199]). Only
when the Monte Carlo correctly describes the underlying event, hadronization, and hard
radiation effects present in the data will such a measurement yield an unbiased top-quark
mass. The results shown in Chapter 6 imply that the PyTHIA tunes DW and Perugia2010
are preferable to the standard ATLAS Monte Carlo tune or to any of the HERWIG variants
considered for deriving these corrections.

An additional significant issue is the flavor-dependence of the jet energy scale calibration
and the possibility of alleviating this problem with a quark-/gluon-jet shape discriminant. The current jet calibration uses a simple $p_T$- and $\eta$-dependent scaling factor to correct jets for the non-compensation of the calorimeter (see Section 5.2). However, because of the different showering and fragmentation, quark-jets and gluon-jets have significantly different average energy responses in the calorimeter. The difference in response between quark and gluon-jets is shown in Figure 6.15 for Anti-$k_t$ jets of size 0.4 and 0.6 [200, 201]. There is a difference of up to 7% at low $p_T$, falling to $\sim$2% at high $p_T$. Both cone sizes are included here to emphasize that this is not simply a result of a too-small or too-large jet size. Because it affects both large and small cones, virtually all measurements will be impacted by the flavor-dependence of the jet response. This flavor-dependence is largest when using a simple scale for jet calibration. More advanced jet calibration techniques that take into account the properties of the jet, including the jet’s width, the depth of the shower in the calorimeter, and the energy density in the core of the jet, may reduce this dependence [201]. The size of the reduction will depend on the final implementation of the jet calibration that is applied. However, no such calibration has yet been validated for use in ATLAS.

The jet calibration used for all ATLAS studies is based on the event selection of the inclusive jet cross-section measurement [170, 172, 173], which is the same event selection as was used for this analysis. Importantly, the calibration was done for a specific combination of quark-jets and gluon-jets. Studies with different event topologies must include the flavor-dependent response as a part of the jet energy scale systematic uncertainty. For example, at low-$p_T$, the inclusive jet spectrum is dominated by gluon-jets. The top-quark mass, however, when measured in either fully-hadronic or semi-leptonic final states (i.e. final states with one or both $W$-bosons decaying into $q\bar{q}$), includes a number of low-$p_T$ quark-jets. The top-quark mass would, therefore, be measured incorrectly as a result of the flavor dependence of the jet response. Moreover, the difference in response may lead to lost $t\bar{t}$ events if the event selection cuts applied are sufficiently tight. Measurements using sub-samples are affected by this uncertainty as well. The measurement of the number of jets per event, for example, uses the same event selection as the inclusive jet cross-section measurement. However, the sample is further sub-divided according to the jet multiplicity of the events. The flavor content of those sub-samples, particularly the high multiplicity events, is not well-known.

\footnote{The non-closure of response (i.e. the fact that the average jet response is not identically one) is included in the jet energy scale systematic uncertainty and is, in part, a result of the calibration based on jet energy when the figure shows response as a function of jet transverse momentum.}
Figure 6.15: The response of quark-jets and gluon-jets after calibration to the hadronic scale with a $p_T$- and $\eta$-dependent scaling factor for Anti-$k_t$ jets with a radius of 0.4 (top) and 0.6 (bottom). A difference of up to 7% is visible at low $p_T$, falling to $\sim$2% at high $p_T$. 
Thus, the bias in response must be taken as a systematic uncertainty on the measurement. Without any work to reduce the flavor-dependence of the jet energy scale, this systematic uncertainty would eventually dominate the total uncertainty on the measurement.

This problem is not alleviated by in situ jet calibration techniques. One common calibration scheme is to require a transverse momentum balance between photons, objects that are very well measured by the calorimeter, and jets, objects which are much more difficult to correctly calibrate due to the non-compensation of the calorimeter [202]. However, the balancing jets in these events are predominantly quark-jets. Thus, the calibration derived for these events is not applicable to samples with moderate or large gluon-jet content. Particularly for the energy range that is best calibrated using this technique, the inclusive jet sample is dominated by gluon-jets, leading to a near-maximal calibration bias.

For current measurements using different event selections, this bias must be included as an additional term in the jet energy scale uncertainty. As the jet energy scale uncertainty is $\sim 7-9\%$ without the additional flavor-dependent term, it increases the total uncertainty by $\sim 20-40\%$. However, with the significantly reduced jet energy scale uncertainty that is expected to follow on the improved detector calibration at the end of the 2010 data taking period, the flavor-dependent term of the jet energy scale uncertainty will be by far the dominant part.

In order to reduce the flavor-dependence of the jet energy scale, the width variables developed in Section 6.1 can be used to provide a parameterized post-hoc jet correction. Applying such corrections has been studied previously in ATLAS [86, 87]. The result of the correction is two-fold. First, the jet energy response dependence on the jet flavor is reduced. Equivalently, the jet energy scale systematic uncertainty for any study using events different from those of the inclusive jet cross-section measurement is reduced. Second, by bringing the response of different classes of jets closer to that of the inclusive sample, the jet $p_T$ resolution is reduced.

In order to evaluate the significance of this bias and the importance of applying some correction in a physics measurement, the reconstruction of the top-quark mass was examined. $t\bar{t}$ events were produced using the MC@NLO event generator [203] interfaced to HERWIG and JIMMY for hadronization and underlying event modeling [57, 163]. In order to fully isolate the effect of flavor-dependent jet mis-calibration, no detector simulation was applied. One of the top-quarks was required to decay leptonically ($t \rightarrow b\ell\nu$, where $\ell$ is either
an electron or muon), and the other was required to decay hadronically \((t \rightarrow b q q)\). This decay topology is the most interesting for examining the jet energy scale dependence on flavor, since it requires the reconstruction of exactly two quark-jets from the hadronically decaying \(W\). Mis-calibrating light quark-jets can lead to either a poor mass reconstruction or missing a top-candidate altogether.

At the Tevatron, the total cross section for top-quark production was almost 25 times lower than it is in 7 TeV collisions at the LHC [204]. The higher center-of-mass energy of the LHC also results in many more events with several jets in addition to those from the \(t \bar{t}\) system. These additional jets, which are typically from gluon initial- or final-state radiation or from secondary parton-parton interactions, result in a higher combinatoric background at the LHC than was present at the Tevatron. Thus, the problems resulting from mis-calibrating only quark-jets are more significant at the LHC and must be treated with additional care.

Selection criteria were defined in order to closely follow the standard ATLAS top-quark analyses [87, 199]. Leptons were required to have \(p_T > 20\) GeV and \(|\eta| < 2.5\). Jets were tagged as “b-jets” if they included a hard b-quark in the parton shower that pointed towards the jet. The flavor tagging of light-flavor (light quark and gluon) jets proceeded as in Section 6.1. All jets were required to have \(p_T > 20\) GeV and \(|\eta| < 4.5\). The b-jets were additionally required to have \(|\eta| < 2.5\) in order to account for the end of the acceptance of both the inner detector and the muon spectrometer, one of which is necessary to experimentally tag reconstructed b-jets. If a jet was within 0.2 in \(\Delta R \equiv \sqrt{\Delta \eta^2 + \Delta \phi^2}\) of a lepton and had less than twice the lepton’s \(p_T\), the jet was rejected. If a lepton was between 0.2 and 0.4 from a jet in \(\Delta R\) or was within 0.2 in \(\Delta R\) and had a \(p_T\) below half of the jet’s \(p_T\), the lepton was rejected. The \(p_T\)-dependent overlap removal is necessary in order to avoid counting leptons or rejecting jets from leptonic b-quark cascades. Roughly 25% of b-jets decay leptonically, and for these decays the cut is highly efficient.

For each lepton in the event, a \(W\)-boson was reconstructed by assuming that the missing transverse energy in the event corresponded the high-energy neutrino from the leptonic \(W\)-decay. The rapidity of the missing transverse energy was chosen to give the correct \(W\)-mass. These leptonic \(W\)-bosons were combined with the b-jets in the event to find combinations within 40 GeV of the top-quark mass. Hadronic \(W\)-bosons were reconstructed from pairs of non-b-tagged jets in the event and were required to be within 20 GeV of the \(W\)-mass.
The b-jets not matched to the leptonic top-quark decay were combined with the hadronic $W$-candidate to form a hadronic top-quark candidate. No attempt was made to correct for out-of-cone showering or the addition of underlying event to the jets (i.e. to fully correct the jets to the parton level). For that reason, the exact value of the reconstructed top-quark mass is not relevant, but the shift in reconstructed mass that results from a flavor-dependent jet mis-calibration is.

Two scenarios were considered. First, all the object reconstruction in the event was done using the true $p_T$ of the jets in the event (“ideal reconstruction”). Then, all jet momenta were shifted according to the bias shown in Figure 6.15 (“mis-calibrated reconstruction”). In this case, jets tagged as gluon-jets were shifted by the bias shown in gluon-jet response, and quark-jets were shifted by the (much smaller) bias shown in quark-jet response. Because they have shapes similar to gluon-jets [111], b-jets were shifted by the smaller quark-jet bias. In order to be self-consistent, the entire event reconstruction was done after applying the shift (i.e. different combinations of jets were allowed to result in reconstructed top-quarks before and after the momentum shift).

Figure 6.16 shows the reconstructed hadronic $W$-boson mass in ideal reconstruction and with the flavor bias in jet response. Over the fairly large combinatoric background the $W$-boson mass peak is clearly distinguishable. However, with the mis-calibration of light quark-jets the position of the peak is shifted by $\sim5\%$. For a tight cut on the hadronically reconstructed $W$-boson mass, this also implies a significant drop in top-quark reconstruction efficiency. An average correction for this shift may be derived specially for this measurement, but if the jet shapes are not correctly described by the Monte Carlo then the correction that is derived would likely be inaccurate.

Figure 6.17 shows the reconstructed hadronic top-quark mass in ideal reconstruction and with the flavor bias in jet response. The top-quark mass peak is again clearly distinguishable over the combinatoric background. The flavor-dependent calibration bias induces a $\sim3\%$ (4.6 GeV) shift in the reconstructed top-mass, a shift about four times larger than the current world-average top-quark mass uncertainty [205]. For these figures, Anti-$k_t$ jets of size 0.6 were used. Comparable biases were observed in Anti-$k_t$ jets with sizes of 0.4 and 0.6.

For a measurement of a well-known final state like $t\bar{t} \rightarrow b\bar{b}q\bar{q}\ell\nu$, it may be possible to apply a first correction for the flavor mis-calibration directly from Monte Carlo.
Figure 6.16: The reconstructed hadronic $W$ mass with and without a flavor-dependent jet calibration bias. A $\sim 5\%$ shift to higher mass is visible over the combinatoric background.

The quark/gluon mixture of the final state is well-known for events without additional jets from radiation. Provided the jet shapes in data are sufficiently well-described by the Monte Carlo (i.e. if the underlying event and hadronization effects are well-described), the inverse of the bias shown in Figure 6.15 can be used as a correction to the jet $p_T$. However, this approach is only possible in final states where the quark/gluon mixture is well known. For new physics scenarios, the mixture will be ambiguous, and such a correction will not be possible. Different scenarios of Supersymmetry, for example, could result in hard jets with either leading quarks or leading gluons [206]. A flavor-dependent mis-calibration may result in both an artificial broadening of a new-physics resonance and the incorrect measurement of a new mass peak or decay edge.

There are many secondary benefits of the jet shape measurements that will improve the uncertainties on future measurements and the reach of future new physics searches. For example, one of the most common ways to reduce the multi-jet background in new physics searches is by requiring an isolated lepton. The rejection power of a set of electron identification criteria, however, is heavily dependent on the shape of the jets that make
The reconstructed hadronic top-quark mass with and without a flavor-dependent jet calibration bias. A $\sim 3\%$ shift to higher mass is visible over the combinatoric background.

up the QCD background. Because the jet production cross section is several orders of magnitude higher than the electron production cross section, even a small change in the jet rejection power can introduce a large QCD background in a search. Without a good understanding of jet shapes in data, the systematic uncertainty on this rejection power remains large.

The inclusive jet spectrum measurements [172, 173] soon will be used to constrain parton distribution functions (PDFs) at high-$Q^2$ and to measure the strong coupling constant, $\alpha_s$. Because the jet calibration is performed using the same sample as the inclusive jet cross-section measurement, there is no flavor-dependent term in the jet energy scale uncertainty for this particular measurement. However, the flavor-dependence of the jet calibration introduces an ambiguity in theoretical interpretation that leads to an inflated uncertainty on the constraint of the PDFs and the measurement of $\alpha_s$. With the bias shown in Figure 6.15, for example, a larger light-quark fraction could produce the same effect as a harder jet $p_T$ spectrum (i.e. a larger $\alpha_s$). As the PDF uncertainty often dominates the measurement of $\alpha_s$ [207], correcting this bias is critical to producing a competitive result.
The potential benefits from the correct measurement of jet shapes and the resulting adjustment of Monte Carlo to correctly describe the data (or, conversely, the potential detriment of an incorrect description of jet shapes in the Monte Carlo) are extensive. The most common interpretation of a jet as representing a unique parton from the hard scattering, a connection which is theoretically difficult to begin with, is complicated further by corrections from the underlying event, hadronization, and hard radiation from the leading parton. Without a correctly tuned model of the behavior of QCD in these non-perturbative and difficult to calculate regimes, the experimental corrections normally applied to translate jet measurements to a partonic interpretation are invalid. Measurements of Standard Model processes as well as searches for new physics are improved by a complete analysis of jet shapes.
Chapter 7  Conclusions and Future Prospects

We have presented an analysis of jet shapes in an inclusive jet sample from proton-proton collisions at $\sqrt{s} = 7$ TeV. The jet shapes $\rho^a (r) / \Psi (0.7)$ and $\Psi (0.3) / \Psi (0.7)$ were compared to predictions from several different Monte Carlo generators for jets with $40 < p_T < 600$ GeV and $|y| < 2.8$. The agreement between the data and Monte Carlo was found to be within the systematic uncertainties in most regions of phase space. However, there is some significant disagreement, particularly at low $p_T$ and high rapidity. The new Monte Carlo generator HERWIG++ shows some promise in being able to describe jet shapes near the center of the jet but shows significant disagreement far from the jet core. Some of this discrepancy is likely due to a poor modeling of the underlying event.

Many of these basic jet shapes are critical for evaluating the jet energy calibration applied by ATLAS. It is necessary to have a correct description of the fraction of the shower beyond the calorimeter region included by the jet algorithm. As high-$p_T$ jets from QCD are significant backgrounds to new physics searches, a detailed calibration such as the one envisioned by ATLAS will need to incorporate these effects. The disagreement observed between data and most Monte Carlo predictions may soon be resolved by a fresh tune of the generator parameters. The good agreement of the Perugia2010 tune with the available data indicates the importance of including these jet shape measurements in the tuning input data set.

Two new jet shape variables were presented which show significantly improved power to distinguish between quark-jets and gluon-jets relative to the historical shape variable definitions. For forward jets, there is significant disagreement between the data and a sample of only quark-jets in PYTHIA. As the shapes of the inclusive samples do not agree, of course, no conclusions can be drawn about the quark content of the inclusive jet sample. With further tuning and an improved systematic uncertainty on the unfolding, it might be possible to make stronger statements about the agreement of the Monte Carlo generators with different flavor jets, and perhaps even about the flavor content of a sample of events. Of course, in a proton-proton collider it is not straightforward to construct a sample of gluon-jets or quark-jets with significant purity. However, by exploiting event topologies like

...
\(\gamma/\text{jet}\) or the evolution of the quark fraction with transverse momentum and rapidity, it may be possible to create samples with sufficiently different quark/gluon composition to test a likelihood variable.

As the ATLAS Collaboration continues to collect data, improve its understanding of the detector, and improve the agreement of the Monte Carlo with the data, several more studies will be possible which were not included in this early work. Once the more advanced jet calibrations have been validated, it should be possible to construct jet shapes from both calibrated and uncalibrated constituents. As long as a simple bin-by-bin unfolding is applied, such a correction may make it possible to reduce the unfolding systematic uncertainty. With higher statistics, provided the effect of pile-up is kept under control, it should be possible to more precisely measure sub-leading jet samples and make a stronger statement about the importance of the higher-order matrix elements. Finally, once a large sample of heavy-flavor jets has been collected it should be possible to measure the jet shapes separately in the inclusive sample and the heavy flavor sample, following [110]. Analyzing jet shapes in these corners of phase space will provide a more complete test of the current models.

Two additional studies will be considered briefly here. First, an alternative unfolding technique will be discussed, which could reduce the systematic uncertainty due to the unfolding in the future. Second, some newer jet shape variables will be examined. These shapes are particularly interesting when searching for new physics as discriminants between QCD jet background and signal events. With the currently available statistics, it is only possible to inspect the distributions in a much lower \(p_T\) range than the one in which they are most interesting.

### 7.1 Unfolding Techniques

The largest systematic uncertainty in this analysis was from the unfolding. The uncertainty may be reduced by new generator tunes which better describe the data. In order to minimize the systematic, a new technique for unfolding was developed which differs fundamentally from other more advanced unfolding methods.

The most common advanced unfolding techniques involve the construction of a “response matrix” in the observable [175, 208]. In the case of radial jet shapes, this response matrix
would be unique for each bin of $p_T$ and rapidity, with one column and one row for each radial bin. The entries in the matrix would describe the migration of energy from one annulus into another. For a hadron-level radial jet shape $\vec{h}$ (a vector, with one element for each radial bin) and a calorimeter-level radial jet shape $\vec{r}$, the unfolding would then be written as:

$$\vec{h} = C^{-1} \times \vec{r} \quad (7.1)$$

where $C^{-1}$ is the inverted response matrix. In the case of jet shapes, such a derivation relies on the detailed tracing of particles from the hard scatter to calorimeter deposition. Effects like calorimeter thresholds and noise make the assignment ambiguous at best. Further, the particle spectra within the jets must be similar between data and Monte Carlo for the unfolding to be valid - or additional dimensions must be added to the response matrix to account for possible variations. Even if such a response matrix can be constructed, it must then be inverted. The inversion of these matrices, which may not be invertible or may suffer from non-physical results, has created a small industry of work [208]. Some of the proposed alternatives, like a Bayesian iterative bin-by-bin unfolding [209], still involve the creation of a “smearing matrix.” While these methods avoid the problem of matrix inversion, they still suffer from the difficulty, at least in the case of jet shapes, of constructing a sensible matrix.

Off-diagonal elements in the correction, however, are important during unfolding. These elements take into account flow from one bin to another. For example, jet energy carried by soft particles will be likely to move bins as the particles bend in the magnetic field. More soft particles in the center of the jet result in not only a lower central jet shape measurement, but also a higher measurement at large radius.

There is an alternative approach to constructing the unfolding matrix that does not rely on the detailed tracing of particles in simulation but still takes into account flow from one part of the jet to another. Conceptually, it relies on a simple formulation that can be thought of as a mathematical attempt to minimize the unfolding bias. Practically, it can be applied to any unfolding problem, requires no further information than the final distributions of the observables, and avoids any matrix inversion. For every Monte Carlo sample $i$, one can define a $\vec{r}_i$ and an $\vec{h}_i$ (i.e. a separate vector for Pythia MC09, Pythia...
Perugia2010, HERWIG, etc). Then, one can attempt to find the matrix $C$ such that:

$$s = \sum_i w_i \times \left| C \times \vec{r}_i - \vec{h} \right|^2$$

(7.2)

is a minimum, where $w_i$ is a weight for each sample, and $\| \|$ denotes the magnitude of the vector. This is simply a formulation of a least squares problem, which is a type of problem that has been studied (and solved) since the time of Gauss and Legendre. In approaching the problem in this manner, one is able to achieve an unfolding with off-diagonal elements (i.e. taking into account bin-to-bin migrations) without ever constructing a response matrix in the traditional manner.

The unfolding matrix derived using this method is not biased by relying on only one sample, as the classical bin-by-bin unfolding method is. Instead, it finds the matrix that best removes the detector effects from the simulation and returns all of the various input samples to their “truth.” As a result, there is no need for nature to be bracketed in any way by these samples. Rather, in order to minimize the unfolding bias one need only include more samples in the input set. In some sense, the different Monte Carlo samples (e.g. PYTHIA and HERWIG) that have been run through the same detector simulation act as different representations of nature. Uncertainties in the detector simulation itself can be fairly included as samples using a single Monte Carlo generator but a variant of the detector simulation. In this method, one is even free to include possibilities that seem unlikely (e.g. more extremal tunes or unrealistic variations in detector conditions) with a reduced weight if, for example, more appropriate samples are not available.

### 7.2 New Jet Shapes

Several new physics models involve quarks and gluons in the final states (see, for example, [87, 210]). However, the QCD jet background typically has a cross section many orders of magnitude higher than the production cross section for any new particles. In order to reduce the background, several new jet shapes variables have been proposed. One such variable, discussed in Section 2.2, is the “pull” vector [113]. This jet shape is particularly helpful in distinguishing QCD di-jet production from di-jets coming from the decay of some colorless particle. Pull relies on color connection in theory and relies on an experiment’s
angular resolution and ability to measure the energy deposits near the edge of a jet. In principle, a jet from QCD will have a pull vector that points in the $\vec{\eta}$ direction (i.e. towards the beam pipe) because of color connections to the beam remnants. In the case of $Z \rightarrow q\bar{q}$ (also $W \rightarrow qq'$ and $H \rightarrow q\bar{q}$), the pull vector of the first quark jet will point towards the second (roughly in the $\vec{\phi}$ direction) and vice-versa because of color connections between the two quark jets.

As this jet shape has not been evaluated in any previous experiment, it is important to consider the experimental effects that may help or harm its use. Any differences in the detector between $\eta$ and $\phi$ resolution could reduce the possible discrimination power of the variable. Because of experimental effects, the jets in the ATLAS calorimeter are not, in fact, symmetric in $\eta$ and $\phi$. For understanding the issues that produce this asymmetry, it is simpler to examine the second $p_T$ moments of the jets. Figure 7.1 shows the second moments in $\eta$ and $\phi$ as a function of jet $p_T$ constructed at the hadron level in Monte Carlo, compared to the same moments constructed from calorimeter quantities (either towers or clusters, see Section 5.2). In all cases, the second moment decreases with rising jet $p_T$, indicating that the jets are more collimated at higher $p_T$. The rejection of low $p_T$ particles near the edge of the jet (due to material effects, noise suppression thresholds, and the magnetic field) results in some of the observed reduction in the second moment. For measuring soft radiation near the edges of jets, as the pull variable attempts to do, these losses can be important.

Another key feature of the second moments distributions is the asymmetry between $\eta$ and $\phi$. At the hadron level, the second moment is symmetric between $\eta$ and $\phi$. The magnetic field will smear the jet in $\phi$, creating a wider second moment in $\phi$ than in $\eta$, just as is observed. That jets in a real calorimeter tend to be broader in $\phi$ than in $\eta$ means that the pull vector of the QCD di-jet background events may tend to point randomly, rather than being predominantly pointed towards the beam pipe. As signal jets are meant to point in the $\vec{\phi}$ direction, this effect may harm the signal to background discrimination of the pull vector. Pile-up, wherein a single event has more than one proton-proton interaction, will also have a negative effect on the variable’s discrimination power, since it will tend to randomly distort the pull vector for a jet. An additional cut on jet ellipticity or pull vector magnitude might ensure that the pull vector is less susceptible to energy fluctuations around the jet. Using tracks to create the pull vector may also reduce some of these difficulties, in particular by reducing the minimum $p_T$ of the included particles and by allowing some
Figure 7.1: Jet second moments in $\phi$ (top) and $\eta$ (bottom), built at the hadron level and at the calorimeter level using both towers and clusters, in Monte Carlo Simulation.
discrimination between particles from different proton-proton interactions. However, such a construction would introduce a dependence on the fraction of the particles that are charged, and so would have to be studied carefully.

There is an additional effect visible in the differences between the second $p_T$ moments formed using hadrons and those formed using either towers or clusters. A cluster may include energy from several towers, and in forming jet shapes all the cluster’s energy is placed at the energy-weighted centroid of that cluster. Towers, on the other hand, gather energy in a small, geometrically defined area. In some sense, towers force the energy distribution to spread. Thus, the second $p_T$ moments for towers are consistently wider than those formed with clusters. The spread, however, is affected by the geometry of the cells within the tower. In the limit that a tower consists of a single cell, the energy of that tower will be placed, by definition, at the geometric center of the tower. In the limit that a tower consists of an infinite number of cells, the energy centroid of the tower is free to move, in principle, anywhere within the geometric limits of the tower. In the ATLAS calorimeter, many towers have finer granularity in $\eta$ than in $\phi$, allowing larger shifts of the energy centroid in $\eta$. From this effect, one expects towers to produce shapes closer to those of clusters in $\eta$ than in $\phi$. This is one possible explanation for the differences observed in Figure 7.1.

Pull will require some study in data in order to ensure that it is not susceptible to these experimental effects. Nonetheless, the pull vector for jets in the calorimeter can already be constructed and examined in Monte Carlo simulation. Figure 7.2 shows the pull vector angle for jets in a single $p_T$ bin and two different rapidity bins. In these QCD di-jet events, there is, as expected, an excess of jets with pull vectors pointing towards the beam pipe (angles near zero and $\pi$). Moreover, one can see that for more forward jets the pull angle tends to point towards the closer beam pipe. Interpreted as an effect of color connections, this implies that jets are more likely to be color connected to the outgoing parton or beam remnant that is closest to them in phase space. In the data available, Figure 7.3 shows the agreement between data and Monte Carlo simulation. The agreement is good with all the available generators.

Color connection nicely explains several of the features observed in Figures 7.2 and 7.3. The asymmetry in the pull angle is enhanced in samples with the Pythia DW tune, which has maximal color connection [191]. The fraction of jets that color-reconnect to the beam remnant opposite to them in phase space (i.e. those that form a pull vector pointing to
Figure 7.2: Pull vector angles for jets with moderate rapidity ($0.8 < |y| < 1.2$, top) and forward rapidity ($2.1 < |y| < 2.8$, bottom) in Monte Carlo simulation. An angle of zero indicates a pull vector that points towards the beam pipe in negative $z$. 
Figure 7.3: Pull vector angles for jets with forward rapidity ($2.1 < |y| < 2.8$) in data and Monte Carlo simulation. An angle of zero indicates a pull vector that points towards the beam pipe in negative $z$. 
the further away beam pipe) should be about 10% \cite{113}. This is consistent with what is observed in the sample of forward jets in Figure 7.2 and further suggests that the observed effect is a result of color connection in the QCD events. The difference between forward jets and central jets at constant $p_T$ may also be explained by the higher fraction of gluon jets in the central region. Because gluon scattering may have more complicated color connections than the quark scattering, the color connection to the beam remnant may be suppressed. Additionally, because gluon jets tend to be wider than quark jets, they may be more susceptible to the threshold effects and distortions described above. At high $p_T$ in both the signal and the background, quark jets are more common than gluon jets. For some searches, in particular searches for the Higgs boson decaying to two $b$-quarks, the signal and background are almost entirely di-quark-jet events. Thus, if the fraction of gluon jets is the explanation for these differences, this bodes well for the signal to background discrimination of the pull angle.

Measurements involving color connection will provide an opportunity to test differences between the available Monte Carlo programs as well. PYTHIA, with its integrated underlying event model, allows color re-connection between partons from the hard scatter and those from the underlying event. However, in part because the underlying event is controlled by an independent program, HERWIG does not allow such color re-connection schemes. Currently HERWIG++ does not allow re-connection to the underlying event, but it may in the future. Such re-connection would dilute any signal and may be important for understanding the pull vector’s discrimination power. At the very least, the pull vector provides one test for the importance of correctly modeling color re-connection.

The ATLAS detector, despite its different calorimeter granularities in $\eta$ and $\phi$, and despite the magnetic field that spreads jets in $\phi$ before they reach the calorimeter, will apparently be able to resolve some color connection effects in QCD di-jet events. With sufficient data, it will, of course, be necessary to understand how these experimental effects might affect signal and background discrimination. More advanced jet shapes and studies, must wait for the Monte Carlo generators to be tuned to correctly model the most basic jet shapes. However, it is already possible to begin studying these shapes in preparation for the search for new physics.
Appendix A

This appendix contains the comparison plots from Chapter 5 and additional plots from Chapter 6. For all Monte Carlo simulation figures, the ratios are defined with respect to the hadron-level observable. For all figures including data, the ratios are defined with respect to the data.
Figure A.1: Comparison of the jet shapes $\rho^a (r) / \Psi (0.7)$ (top) and $\Psi (0.3) / \Psi (0.7)$ (bottom) with the QGSP physics list after unfolding using the QGSP_BERT physics list.
Figure A.2: Comparison of jet shapes with and without additional material in the LAr calorimeter.
Figure A.3: Comparison of jet shapes in Monte Carlo generated with the MC09 and Professor tunes.
Figure A.4: Comparison of jet shapes in Monte Carlo generated with a different underlying event tune and with a different parton distribution function.
Figure A.5: Jet shapes for samples with modified kinematics after unfolding. The bias caused by a harder $p_T$ spectrum in data is approximated by the difference between the black and red points in the two plots.
Figure A.6: Jet shapes for samples with modified kinematics after unfolding. The bias caused by a softer $p_T$ spectrum in data is approximated by the difference between the black and red points in the two plots.
Figure A.7: The jet shapes $\rho(a)(r)/\Psi(0.7)$ (top) and $\Psi(0.3)/\Psi(0.7)$ (bottom) in Herwig/Jimmy at the hadron level and after unfolding based on Pythia’s MC09 tune.
Figure A.8: Jet shapes in ALPGEN at the hadron level and after unfolding. Whereas PYTHIA and HERWIG model only $2 \rightarrow 2$ processes at the matrix-element level, ALPGEN includes processes up to $2 \rightarrow 6$. The hadronization model of HERWIG and the underlying event model of JIMMY are then used to fill in the remainder of the event.
Figure A.9: Comparison of unfolded reconstructed and hadron-level jet shapes in events with a displaced luminous region.
Figure A.10: Comparison of hadron-level jet shapes in jets with and without a smearing of the jet axis.
Figure A.11: Comparison of 3rd leading jet shapes in Monte Carlo at the hadron level and after detector simulation and unfolding. The unfolding is based on the inclusive sample.
Figure A.12: Comparison of 4th leading jet shapes in Monte Carlo at the hadron level and after detector simulation and unfolding. The unfolding is based on the inclusive sample.
Figure A.13: The jet shape variable $\rho^a(r)/\Psi(0.7)$ for two $p_T$ bins near the threshold of the L1 jet triggers in Monte Carlo simulation. The bias is dramatically reduced at higher $p_T$. 
Figure A.14: The jet shapes in data using several different trigger configurations in data. The calorimeter triggers have a bias at low $p_T$. 

\[ \Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2} \]
Figure A.15: Comparison of jet shapes in jets which overlapped in various ways with a trigger jet in Monte Carlo (top) and data (bottom).
Figure A.16: Comparison of jet shapes constructed using stable hadrons with and without collection into a grid with granularity of 0.025 units (red) and 0.1 units (blue) in $y$ and $\phi$. 

$\Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2}$
Figure A.17: Comparison of jet shapes for towers with standard and “T42” topological noise suppression.
Figure A.18: Comparison of jet shapes in jets which were far from another jet (\(\Delta R>2.4\)) and all jets.
Figure A.19: Comparison of jet shapes in jets which did not overlap with another jet ($\Delta R_{jj} > 1.4$) and all jets.
Figure A.20: Comparison of jet shapes for jets with no OTX correction, all jets with the correction, and only jets with a large OTX correction (>20%). Jets with a large correction are significantly wider.
Figure A.21: Comparison of jet shapes for all jets and jets with large tile calorimeter ("nearest neighbor") correction (>20%). Jets with a large correction are significantly wider.
Figure A.22: Comparison of jet shapes for all jets, jets with positive and negative $\phi$, and jets with positive and negative $y$, in Monte Carlo simulation.
\[ \frac{\rho^2(r)}{\Psi(0.7)} \]

\[ \Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2} \]

Figure A.23: Comparison of jet shapes for all jets, jets with positive and negative \( \phi \), and jets with positive and negative \( \eta \), in the data.
Figure A.24: Differential jet shapes after unfolding, for jets with $|y| < 0.8$, in two $p_T$ bins.
Figure A.25: Differential jet shapes after unfolding, for jets with $|y| < 0.8$, in two $p_T$ bins.
Figure A.26: Differential jet shapes after unfolding, for jets with $0.8 < |y| < 1.2$, in two $p_T$ bins.
Figure A.27: Differential jet shapes after unfolding, for jets with $0.8 < |y| < 1.2$, in two $p_T$ bins.
Figure A.28: Differential jet shapes after unfolding, for jets with $0.8 < |y| < 1.2$, in two $p_T$ bins.
Figure A.29: Differential jet shapes after unfolding, for jets with $1.2 < |y| < 2.1$, in two $p_T$ bins.
Figure A.30: Differential jet shapes after unfolding, for jets with $1.2 < |y| < 2.1$, in two $p_T$ bins.
Figure A.31: Differential jet shapes after unfolding, for jets with $1.2 < |y| < 2.1$, in two $p_T$ bins.
Figure A.32: Differential jet shapes after unfolding, for jets with $2.1 < |y| < 2.8$, in two $p_T$ bins.
Figure A.33: Differential jet shapes after unfolding, for jets with $2.1 < |y| < 2.8$, in two $p_T$ bins.
Figure A.34: Differential jet shapes after unfolding, for jets with $|y| < 0.8$, in two $p_T$ bins.
Figure A.35: Differential jet shapes after unfolding, for jets with $|y| < 0.8$, in two $p_T$ bins.
Figure A.36: Differential jet shapes after unfolding, for jets with $0.8 < |y| < 1.2$, in two $p_T$ bins.
Figure A.37: Differential jet shapes after unfolding, for jets with $0.8 < |y| < 1.2$, in two $p_T$ bins.
Figure A.38: Differential jet shapes after unfolding, for jets with $0.8 < |y| < 1.2$, in two $p_T$ bins.
Figure A.39: Differential jet shapes after unfolding, for jets with $1.2 < |y| < 2.1$, in two $p_T$ bins.
Figure A.40: Differential jet shapes after unfolding, for jets with $1.2 < |y| < 2.1$, in two $p_T$ bins.
Figure A.41: Differential jet shapes after unfolding, for jets with $1.2 < |y| < 2.1$, in two $p_T$ bins.
Figure A.42: Differential jet shapes after unfolding, for jets with $2.1 < |y| < 2.8$, in two $p_T$ bins.
Figure A.43: Differential jet shapes after unfolding, for jets with $2.1 < |y| < 2.8$, in two $p_T$ bins.
Figure A.44: Integrated jet shapes after unfolding as a function of jet $p_T$ for jets with $0.8 < |y| < 1.1$ (top) and $1.2 < |y| < 2.1$ (bottom).
Figure A.45: Integrated jet shapes after unfolding as a function of jet $p_T$ for jets with $0.8 < |y| < 1.1$ (top) and $1.2 < |y| < 2.1$ (bottom).
Figure A.46: Transverse momenta of the third and fourth leading jets in various generators at the hadron level. The discontinuity at 110 GeV is caused by the different triggers being used above and below that $p_T$. 
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Abstract

In this study, we explore the impact of different jet algorithms on the transverse momentum distribution of jets in various hadron generators. The data presented in this figure shows a clear distinction between the jets generated by Pythia MC09 and the data collected at the hadron level. The discontinuity at 110 GeV is attributed to the different triggers used above and below this value of transverse momentum ($p_T$). This highlights the importance of trigger settings in experimental physics and the need for careful selection of trigger parameters to ensure consistent data collection.

Methodology

The data was collected using a high-resolution calorimeter and a multi-detector system at the hadron level. The jets were identified using a combination of track-based and calorimeter-based techniques. The transverse momentum ($p_T$) was calculated using the standard momentum conservation formula.

Results

The results show a significant difference in the jet distribution between the data and the Pythia MC09 simulation, particularly at high $p_T$. The discontinuity at 110 GeV is a result of the different trigger settings used in the experiment. This discrepancy suggests a need for further investigation into the trigger parameters and their effects on the jet energy reconstruction.

Conclusion

The study demonstrates the importance of trigger settings in hadron-level physics experiments. The transition at 110 GeV highlights the need for careful calibration of trigger parameters to ensure consistent and reliable data collection. Future experiments should aim to refine these settings to minimize such discontinuities and improve the accuracy of jet measurements.
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