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Abstract

Next generation wireless cellular radio systems are being designed to provide anytime, any-
where communication capabilities to serve a range of applications. The ability to support
mobility is a key reason for the increasing demand for such systems. To accommodate
this demand, efficient resource allocation schemes that can operate over the harsh wireless
channel environment need to be devised. User mobility has a significant influence on the
design and performance of these schemes. The focus of this dissertation is the analysis of
the impact of mobility on such resource allocation schemes.

What impact mobility has depends on the scheme under consideration. We first analyze
the impact of user mobility on the performance of a link adaptation scheme that employs
the recently proposed no-transmission mode. In this scheme, users adapt their modulation
and coding for transmitting data packets based on their estimates of the link condition
and suspend transmissions when link quality is very poor. Based on a simplified system
model, we derive expressions for the system performance as a function of the basic, system-
defining parameters. We show that for a stable system, the channel correlation, a function
of user speed and feed-back delay of estimates, is an important factor that determines the
optimal link adaptation thresholds. We then study a packet based multiple access scheme
called Packet Reservation Multiple Access (PRMA), which can simultaneously handle the
different traffic requirements of periodic, delay intolerant (voice) and bursty, delay tolerant
(data) users. An approximate technique is developed to analyze the impact of user mobility
as well as channel fading and interference-induced packet errors on PRMA. Both these
effects lead to a premature loss of reservation and, consequently, more dropped packets
for voice users. Finally, we look at dedicated channel assignment schemes that assign
an entire channel to a user for the duration of his conversation. We investigate heuristic
prediction based techniques that take into account mobility traffic statistics to modify the
new call access criteria. This is done so as to introduce prioritization for hand-off requests

in hitherto unprioritized channel assignment schemes.



Chapter 1 Introduction

Wireless communication systems hold out the promise of providing anytime and anywhere
tetherless communication capabilities. Cordless telephones, pagers, cellular phones, wire-
less personal digital assistants, and other wireless products are fast becoming an integral
part of our life. The high penetration level of cellular telephones, as high as 70% [1] in
some countries, is an oft quoted example of their popularity. A variety of applications and
services like wireless multimedia, home wireless networks, wireless Internet access, wire-
less local area networks, wireless sensor networks, etc., are being developed or proposed
to tap the immense potential of wireless communications.

One of the prime reasons for the popularity of wireless systems and their promising
tomorrow is the ability to provide tetherless access. Transmitting information over a wire-
less channel frees the users from having to worry about connecting cables and from being
forced to work close to ports where communication services can be accessed. However,
providing such a facility is, technologically speaking, a task easier said than done. One
can see this in the wide disparity between the data rates achievable today in wireless and
wireline networks. Many reasons are responsible for this. We take a look at a few of them
below.

The wireless channel is a harsh and unpredictable environment for transmitting infor-
mation. The transmitted signal undergoes random fluctuations and attenuation while pass-
ing through or getting reflected/scattered from natural and man-made objects. The received
signal may also need to be separated from interfering signals emanating from transmitters
nearby. Furthermore, the desirability of having lightweight wireless hand-held/portable de-
vices, like pagers and cellular phones, imposes severe constraints on the size of the batteries
they can carry, and consequently, the energy that can be stored in them. In addition to this,
the requirements of the different kinds of multimedia traffic that wireless systems need to
handle can differ significantly. A classic example is the contrast between voice and data

traffic. While voice traffic is delay intolerant, error tolerant, and periodic, data traffic is
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typically delay tolerant, error intolerant, and bursty. Finally, the radio spectrum, in which
these channels are provided, is extremely scarce. Therefore, extremely efficient resource
allocation techniques that can best handle the scarce resources like spectrum (bandwidth)
and energy to accommodate a large number of users, and which, at the same time, can meet
the different quality of service requirements of the various services being envisaged, are
needed.

Mobility or tetherless access — the primary reason for the popularity of wireless systems
— itself engenders many challenges that need to tackled. First of all, the characteristics of
the wireless channel between the transmitter and receiver change as either of them moves
from one location to another. How fast these changes occur depends on how fast the trans-
mitter or receiver are moving. Second, the resources, like the wireless channel bandwidth
and transmit power, allocated to the user to enable communication, need to be dynamically
adapted as he moves. Failure to do so can lead to a significant degradation in throughput,
or even connection termination. Third, the information destined for the user needs to be
rerouted on the fly as he moves from one access port to another. We explore the implica-
tions of user mobility on resource allocation in greater detail in later sections.

The significance of the issues raised by user mobility is illustrated by the vastly dif-
ferent levels of support provided for mobility by the different wireless systems prevalent
today. We can, in fact, classify these systems based on the extent to which they support mo-
bility [2]. In the process, we also describe in more detail the various wireless systems [3, 2]
we have previously alluded to. The trade-offs implemented in designing these systems

determine the range and nature of the applications they can support.

1.1 Classification of Wireless Systems

Cordless telephones Cordless telephones provide a short wireless link to replace the cord
connecting the handset to its base unit. The handset must remain within the range of
its base unit. Cordless phones provide the same high quality voice as wired handsets
without any added network complexity because the base unit looks exactly like a

wired telephone to the telephone network. In summary, Cordless phones provide low



3

mobility, and low power, two way tetherless, wireline voice quality communications.

Wide area wireless data systems Wide area systems provide low data rate communica-
tion capabilities over a large coverage area. These systems use high transmitter power
from a few base stations having high antennas that cover large regions.! For example,
Cellular Digital Packet Data (CDPD) provides peak data rates of up to 19.2 kbps. In
summary, wide area wireless data systems provide low data rates to highly mobile

users over a large regional area.

Wireless local area networks (WLANs) WLANSs are an effort to replace the traditional
wired networks found, for example, in today’s offices. They provide data communi-
cations only within a confined region, e.g., a building or a campus. An advantage of
the limited range is the ability to provide high data rates. The IEEE 802.11 specifica-
tion [4] is an effort to standardize these systems. In summary, WLANS provide low

mobility, high speed data communications within a confined region.

Paging/Messaging systems Paging systems provide one way communication capabilities
to highly mobile users over a wide coverage area. The transmitters used for broad-
casting a message to a user can be highly complex and can also use high powers. A
pager is a low complexity, lightweight, and economical device that notifies its user
if he has received a telephone call. Current generation pagers can also communi-
cate a short message to the recipient. In summary, paging systems provide one way

messaging capabilities over a wide coverage area to highly mobile users.

Satellite based mobile systems Satellite based mobile systems provide, by far, the largest
coverage area of all wireless systems. By using satellites as base stations that pro-
vide two way communication capabilities with users on earth, satellite based mobile
systems provide truly global coverage. However, the large distance between the satel-
lites and the users necessitates high transmit powers making the mobile phones bulky.

Moreover, the voice/data quality supported is poor and expensive. In brief, satellite

Metricom's Ricochet [2] is an exception to this rule. It uses a large number of small, inexpensive base
stations with low elevation antennas.
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based mobile systems provide two way limited quality voice/data/messaging over a

global coverage area.

Wireless home networks Wireless home networks [5] interconnect, within the confines
of a home, entertainment appliances like televisions, consumer appliances like re-
frigerators and toasters, as well as co-located equipment like personal computers,
printers, wireline telephones, and cellular phones. The Bluetooth radio system [6],
which seeks to inexpensively replace cables between devices with self-organizing
wireless links, is an effort in this direction. These networks provide coverage only

within a confined region and support only low mobility.

Cellular mobile radio systems Cellular radio systems provide two way voice communi-
cation capabilities, and also data communications in the next generation systems,
even at vehicular speeds over regional or national coverage area. In cellular systems,
the coverage area is divided into cells, each cell being handled by a base station (BS).
A Mobile Station (MS) located in a cell communicates with the cell’s serving BS us-
ing channel(s) that are either assigned a priori or dynamically to the cell. We look at
these systems in greater detail in Chapter 2. In summary, cellular mobile radio sys-
tems provide two way voice and data communications to highly mobile users over a

regional or national coverage area.

The above list is not exhaustive. However, it does illustrate the wide disparity between
various systems in terms of the levels of mobility supported by them.

Even in a given wireless system, the level of support for various services is also a func-
tion of mobility. For example, in next generation cellular system standards, the peak data
rate drops from 384 Mbps for slow moving pedestrian users to 144 kbps for fast moving
vehicular users [1, 7]. Consequently, the priorities assigned to supporting various applica-
tions in next generation standards depend on how fast the user is moving. Knisely et al.’s
classification [8] in Table 1.1 illustrates this point.

One therefore sees that user mobility, while being an important reason for the popularity
of wireless systems, is also a challenging issue to address when designing these systems.

This dissertation focuses on analyzing the impact of user mobility on various aspects of
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wireless system design. The results are directed towards cellular mobile radio systems,
which are affected by mobility in a variety of ways, as discussed in detail in the next section.
The ability of cellular radio systems to suitably handle the implications of user mobility will

determine whether they can satisfactorily meet the growing demand for wireless services.

Application Mobile | Semi-Mobile | Fixed
WWW/Internet access Medium High High
Database access High High High
File transfer Medium High High
Electronic mail Medium High High
Broadcast data Medium Medium Medium
Video telephony Medium Medium Medium
Program sound Low Low Low
Asynchronous circuit data Medium Medium Medium
Group 3 fax (faster than 14.4 kbps) | Medium Medium Medium

Table 1.1: Data service priority for cellular systems as a function of mobility

1.2 Cellular Resource Allocation and User Mobility

Cellular systems need to be optimized at various levels to be able to achieve the required
high spectral efficiencies and handle multiple classes of traffic. The discussion below high-
lights the many relevant resource allocation issues that arise in designing these systems,

and the impact of user mobility on them.

Resources in a channel A variety of resources like transmit power, modulation constel-
lation shape and size, error correction coding scheme, multiple transmit and receive
antennas, etc., are available to the system designer to achieve the required quality of
service over a wireless channel. User motion, changes in interference, and changes
in surroundings make the channel between the base station and the mobile user a
time varying channel. Therefore, techniques for dynamically adapting the resources

to the link condition become necessary for achieving high spectral efficiencies.

A key factor that determines the efficacy of adaptive schemes is the accuracy of the

channel estimates used by them. The faster a user moves, the faster the wireless
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channel de-correlates, and the lesser the accuracy of the estimates. In Chapter 3, we

analyze the impact of user mobility on one such link adaptation technique.

Channels as resources Cellular systems based on TDMA/FDMA divide the spectrum as-
signed to them into a number of orthogonal frequency channels and non-overlapping
time slots. Different approaches have been proposed to allocate and share these
channels among the users. They can be broadly classified into the following two

categories.

Packetized channel sharing schemes Packet based transmission schemes, in which

the information is transmitted in the form of packets, offer a flexible mechanism
to allocate and share channels among different classes of traffic. In addition
to being flexible, packetized channel sharing schemes also can be spectrally
efficient. This is because multiple bursty data users can be accommodated in the
same channel. By making use of the many silence durations that occur during
a talk spurt, even multiple voice users can be multiplexed on the same channel.
To satisfy the constant rate requirements of voice users, packet based schemes
use reservation mechanisms that reserve slots for voice packet transmissions
during talk spurts.
When a voice user moves to another cell, it loses its reservation unless the
resource allocation scheme actively takes steps to allocate the user a reservation
in the new cell. In Chapter 4, we analyze the impact of user mobility on the
performance of a packetized reservation scheme that does not make this new
reservation.

Dedicated channel assignment schemes Dedicated channel assignment schemes al-
locate an entire channel® to a user for the entire duration of his call [9]. These
schemes are suited for handling periodic traffic sources like voice users, who
require a constant transmission rate.

When a user moves from one cell to another, his call has to be handed off to

the new cell. The base station of the new cell therefore needs to allocate traffic

2[n two way communications a pair of channels is allocated for uplink and downlink.
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and control channels to the user. Failure to do so leads to a dropped call, or a
significant degradation in transmission quality due to poor reception of signals
transmitted/received at cell boundaries.

The hand-off traffic that cellular systems handle has increased as the cell sizes
have become smaller to accommodate more users. Channel allocation tech-
niques that can handle this increased hand-off traffic are therefore necessary.
We study the impact of user mobility on such dedicated channel assignment

schemes in Chapter 5.

User mobility also leads to other challenges at the network layer [10], which we do not
look into. The network layer routes traffic meant for a mobile wireless end host to its current
location. For data traffic, this is done by IP addresses, which uniquely identify a particular
end host. However, IP addresses, by virtue of their hierarchical addressing scheme?, are
also used to find a route between two end hosts. Putting these two together results in a
situation fraught with contradiction for mobile computing. The Mobile IP standard [11] is

an effort to address this problem.

1.3 Dissertation OQutline

Having presented arguments to show the impact of user mobility on wireless systems, and
on resource allocation schemes in cellular radio systems in particular, we now give an
outline of this dissertation.

In Chapter 2, we describe cellular systems that are the focus of our study. In particular,
we describe the evolution of current and future cellular standards, their architecture, the
characteristics of wireless channels on which they operate, and how hand-offs occur.

In Chapter 3, we first analyze the impact of user mobility in the form of a time varying
channel between the mobile station (user) and its serving BS. We do so in the context of
the link adaptation problem. In link adaptation techniques, users and BSs cooperate with

each other to estimate the time varying link condition. The transmission rate on the uplink

3This helps reduce the size of look up tables used by routers for routing data traffic.
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or downlink or both is then varied as a function of the fed back link estimate. The link
adaptation thresholds determine which transmission rate is used for a given link estimate.
In case the channel condition is estimated to be below an acceptable threshold, the user
may choose not to transmit at all to avoid generating unnecessary interference. We study
the impact of channel correlation, which determines the accuracy of the link estimates, on
the optimal no-transmission threshold for a co-channel interference-limited TDMA system.
We show that the optimal thresholds depend on the channel correlation. Also, the sensitivity
of the system’s performance to the threshold values depends on how heavily the system is
loaded.

In Chapter 4, we analyze the impact of user mobility when it leads to hand-offs from
one cell to another. We do so in the context of a packetized reservation based access pro-
tocol called Packet Reservation Multiple Access (PRMA) [12], which can simultaneously
handle both periodic, delay intolerant and aperiodic, delay tolerant traffic. We analyze the
impact of user hand-off rate on the voice packet dropping probability in PRMA. Hand-off
of a voice user from one cell to another leads to a premature loss of his reservation, and
consequently entails additional packet transmission delays. We shall see that packet errors
can also lead to similar transmission delays. Therefore, the impact of packet errors due to
channel fading and co-channel interference on PRMA is also analyzed in this chapter. We
develop a signal flow graph based analytical technique for this purpose.

In both the above problems, the models we consider assume that a given number of
users that have already been admitted into the system are contending with each other for
the resources. The admission control mechanism itself plays a significant role in guarantee-
ing a required quality of service. In Chapter 5, we focus on this admission control problem
in the context of dedicated channel assignment schemes. We investigate prediction based
heuristic techniques for introducing new call access control for prioritizing hand-offs in un-
prioritized dedicated channel assignment schemes. We show that using mobility statistics
at the new call access stage helps the system to handle non-uniform traffic. We present our
conclusions in Chapter 6.

An important issue that arises during analysis is the many different phenomena that

take place simultaneously in cellular systems, e.g., fading, interference, traffic arrival and
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departure, mobility, etc. This necessitates the use of approximate techniques for analyzing

cellular systems in the chapters that follow, and is an interesting and ripe area for research.
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Chapter 2 Cellular Mobile Radio Systems

Cellular mobile radio systems — the focus of this dissertation — are the solution to the
problem of accommodating thousands of users in a very limited bandwidth. They are
designed to provide services to slow moving pedestrians as well as fast moving vehicular
traffic. We now describe these systems in more detail.

In Section 2.1, we briefly trace the evolution of cellular systems. This will provide the
context for the standards we refer to later. The cellular system basics and architecture are
explained in Section 2.2 and Section 2.3, respectively. We describe the path loss models
and the time varying multipath fading and attenuation models, which are used in subsequent

chapters, in Section 2.4. Hand-offs in cellular systems are described in Section 2.5.

2.1 Evolution of Cellular Systems

Cellular radio systems have evolved significantly in the two decades of their existence.
While the first generation (1G) and second generation (2G) cellular systems were designed
to primarily handie voice traffic, the next wave of third generation (3G) systems will also
offer significant data traffic handling capabilities. The research community has also begun
working on the fourth generation systems, which promise to be significantly more sophis-
ticated.

Most cellular radio systems in operation today in the world are 2G systems, but the 1G
systems are also in widespread use in the US. The 1G Advanced Mobile Phone Service
(AMPS) network, first deployed in 1983 [13], is based on analog technology with FM
modulation. The 2G systems instead employ digital modulation and have a provision for
implementation of integrated speech and data services. There are multiple 2G standards
in use in Europe, US, and Japan. These standards differ primarily in their air interfaces
— Time Division Multiple Access/Frequency Division Multiple Access (TDMA/FDMA)
or Code Division Multiple Access (CDMA). Global System for Mobile Communications
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(GSM) and IS-54/1S-136 are examples of TDMA standards, whereas IS-95 is an example
of a CDMA standard. The data handling capacity of 2G systems is limited. As a result,
improvements have been proposed for increasing the data rates supported by them. For
example, High Speed Circuit Switched Data (HSCSD) and General Packet Radio Service
(GPRS) are improvements proposed for GSM. In-depth reviews of the evolution of cellular
wireless communications can be found in [8, 14, 15, 16, 17].

Recently, wireline data traffic has grown by leaps and bounds, primarily due to the
popularity of the Internet. This in turn has led to an increasing effort to support and han-
die both data and voice traffic in the 3G wireless systems. Unfortunately, the 3G sys-
tems themselves have several competing air interfaces. Universal Mobile Telecommunica-
tions Services (UMTS) is the 3G evolution preferred for GSM. It uses Wideband CDMA
(WCDMA) as its radio interface technology [1]. Another proposed radio interface standard
is cdma2000 [8]. The Enhanced Data Rates for GSM Evolution (EDGE) [18] standard pro-
vides an evolutionary path from current 2G TDMA standards to 3G services that lie in the
same spectral bands. High Data Rate (HDR) [19] and 1XTREME are similar evolutionary
standards for CDMA systems.

2.2 Cellular Radio System Basics

Cellular radio systems utilize the fall-off in power of a transmitted signal with distance to
reuse the same frequency channel or time slot at another spatially separated location. The
entire coverage area is therefore divided into non-overlapping cells, each cell being con-
trolled by a base station. Using the same frequency in geographically separated cells gives
rise to co-channel interference.! The cells using the same frequency are spaced far enough
apart to prevent the co-channel interference from dominating the signal. In traditional cel-
lular system design, the reuse distance is chosen based on a worst case design criterion that
guarantees a minimum Signal to Interference plus Noise Ratio (SINR) in 90-95% of the

cell area.

! Adjacent channel interference is another source of interference. It arises due to practical, non-ideal filters
that cannot completely annul the signals from users using other channels.



Figure 2.1: Cellular layout: actual coverage shapes and hexagonal footprint approximation

The actual radio coverage area of a cell, over which a minimum quality of service (in
terms of SINR, for example) can be guaranteed, is known as its footprint [20, Chp. 2].
The footprint’s shape depends on propagation conditions existing in the cell [21]. Hexag-
onal, circular, and square footprints are typical footprint shape approximations used in the
literature analyzing cellular systems. This is because of the well known fact that regular
hexagons and squares tessellate, i.e., cover a two-dimensional plane without overlapping.
The shapes in real cellular system deployments may vary from these approximations due
to shadowing, fading, etc. For example, a study [21] based on power measurements con-
ducted at 900 MHz in Manhattan indicates that the footprint is a concave diamond. A
typical cellular layout with a hexagonal footprint is shown in Fig. 2.1. Also shown in the
figure are the constant SINR contour lines that determine the actual cell shape.

A key feature of cellular systems is that they are interference-limited; the interfer-
ence generated by other transmitters is significantly more than thermal noise. While ther-
mal noise can be overcome by increasing the transmit power, doing so does not help in

interference-limited systems since the interference power proportionally increases.
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2.3 Generic Cellular System Architecture

Cellular radio systems consist of three generic subsystems. Borrowing terminology from
the UMTS system architecture, the subsystems are User Equipment (UE), Radio Access
Network (RAN), and Core Network (CN).? UE holds the subscriber’s identity and subscrip-
tion information. RAN handles the radio interface part of the cellular system. It consists
of Base Stations® (BS) and Radio Network Controller (Base Station Controller (BSC) in
GSM). The aspects related to the wireless channels, which exist between the MSs and BSs,
are handled by the RAN. CN handles the switching of calls or traffic between external net-
works and BSCs. It also consists of databases which carry information about user location
and service profile, and a list of visiting users from other cellular networks.

We describe the UMTS architecture in more detail in Appendix 2.A. A detailed de-
scription of 2G system architectures and 3G UMTS architecture can be found in [20, Chp.

10] and [1], respectively.

2.4 Channel Characteristics

When electromagnetic waves travel through the environment, they are reflected, scattered,
and diffracted by walls, buildings, natural terrain, and other objects. Characterizing this
propagation in detail calls for solving Maxwell’s equations with boundary conditions de-
termined by the physical characteristics of the obstructing objects [3]. These characteriza-
tions are clearly complex, and often the physical characteristics are themselves unknown.
Various statistical and deterministic models have therefore been proposed to characterize
the wireless channel, and thereby aid in system specification, analysis, and design. We
shall use these models in the analysis presented in the following chapters.

The channel is characterized by its path loss due to signal propagation, attenuation due
to natural and man-made objects, and fading due to multipath effects. The mathematical

models for these are described below.

>In GSM, these would be called Mobile Station subsystem, Base Station subsystem, and Network Switch-
ing and Operation Support subsystem.
*The Base Station is also referred to as Node B in UMTS.



14
2.4.1 Path Loss Models

Path loss models illustrate the dependence of the received signal power on the distance

between the transmitter and the receiver.

Simple analytical model The following power decay profile with distance d is widely

used in the literature for analyzing cellular systems because of its simplicity [3].
d Yo
P,=PK (Ef’) : 2.1

where P, is the received signal power, P, is the transmitted power, and K is a di-
mensionless constant dependent on the antenna characteristics, wavelength, etc. dg

is a reference distance and 7y is the path loss exponent. For example, in free space

G
4nd

propagation, P, = P, [ ]2, where G| is the product of the transmit and receive
antenna gains in the line of sight (LOS) direction, and A, is the wavelength of the
transmitted wave. While ~y, is 2 for free space propagation, it is typically between 3
and 5 for microcellular environments due to multipath effects. v, may itself change

with the distance d [3].

Empirical models Several empirical models for path loss, based on actual data collected
in various cellular environments, have also been proposed in the literature to accu-
rately factor in variables like receive and transmit antenna heights, tree coverage den-
sity, etc. A detailed description of the various models can be found in [22, Chp. 2].
It must be noted that these models change considerably from one carrier frequency
to another. They also depend on the terrain in which the measurements were made.
To illustrate this point, we discuss in Appendix 2.B two common propagation mod-
els that explicitly characterize path loss as a function of carrier frequency, antenna

heights, terrain, and distance.

We shall use the simpler analytical model of (2.1) in our analysis because it captures
the essence of signal propagation in cellular systems without resorting to highly context

specific and complicated empirical models.
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2.4.2 Attenuation Models

Log-normal shadowing Log-normal shadowing models the variation in outdoor radio
propagation environments caused by attenuation due to obstacles like buildings and

natural objects. The probability distribution of the received signal power % is given

by [3]
3 (101ogyo(¥) = py)?
= — , ¥ >0, 22
where £ = 10/ In(10), py; is the mean of qp = 10log,,(t), and o} is the variance
of de.

2.4.3 Multipath Fading Models

Reflections, scattering, and diffraction from natural and man-made objects in the vicinity
of the BS and MS, and possibly direct line of sight propagation, cause multiple distorted
copies of the transmitted signal, with different propagation delays, to arrive at the receiving
antenna. Small changes in the delays of the arriving signals can cause large changes in their
phases. The constructive and destructive interference of these signals results in noticeable
changes in received signal amplitude and phase. This phenomenon is called multipath
fading [22, Chp. 2][20, Chp. 4][3].

We first list the different one-dimensional probability distributions for the channel fade
amplitude sampled at a given instant in time. Having done so, we then give the correspond-
ing two-dimensional probability distributions that model the time correlation in the channel

as a function of user speed.

Rayleigh fading The Rayleigh fading model applies to a scenario where there is no LOS
path between the transmitter and receiver antennae. The received complex baseband
low pass signal is then modeled as a zero mean complex Gaussian random process.

The received complex envelope z(t) has a distribution given by [22, Chp. 2],[3]

o2
p.(a) = o exp (—ﬁ) , a >0, (2.3)
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where Q = E [2%]. The phase of the received signal ¢(¢) is a uniformly distributed

random variable over the interval [—, ), and its distribution takes the form

1
=, — <7

ps(z)=4¢ %7 . i (2.4)
0, otherwise

We use the Rayleigh distribution in Chapter 4 when we compute expressions for the

probability of packet error as a function of SIR.

Ricean fading When there does exist a LOS component, the in-phase and quadrature com-
ponents of the received signal are modeled as non-zero mean Gaussian processes.

The complex envelope has a Ricean distribution of the form [22, Chp. 2][3]

pele) = 2D o (g (D) (za K1) 2o,

(2.5)
where Q = E [2?], I(.) is the 0'" order Modified Bessel function [23, Chp. 8], and
K is called the Rice factor. K is the ratio of the power of the LOS components to that
of the scattered components. K = 0 corresponds to Rayleigh fading, and as K — oo
the distribution becomes an impulse (no fading). The probability distribution of the

phase of the received signal is given by (2.4).

Nakagami fading The Nakagami fading model is an empirical model that provides a
closer match to experimental data than either Rayleigh or Ricean distributions in
a wide variety of environments. The received envelope follows a distribution given

by [24][22, Chp. 2]

; (2.6)

N —

(a) = 2mma?m! ox _ma2 s
PAY = Timyam P\ )™=

where Q = E [22]. m is called the Nakagami fading parameter; m = 1 corresponds
to Rayleigh fading, while % < m < 1 corresponds to fading conditions more severe
than Rayleigh fading. The distribution becomes an impulse as m — oo. The Rice

distribution can also be closely approximated by means of a mapping between K and
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m [22, Chp. 2]. The phase distribution is assumed to be uniform, as in (2.4).

We use the above Nakagami model for fading channels in Chapter 3.

Envelope correlations

We now list the joint two-dimensional distributions for some of the statistical fading models

given above.

Nakagami fading Let 2; and 2, denote the envelopes of the received signal at two time
instants At apart. Let p denote the correlation coefficient [25, Chp. 7] between z;

and z5. The wide sense stationary joint distribution of z; and z; is given by [24]

Aaan)™ my m+1
pzl,zg(al,a2) ( ! 2) ( )

(1= pL(m)p 172 \Q

2m,/paa; _m(a% + a?)
s (5507 o (i) @

where I,,,_;(.) is the (m — 1)t" order modified Bessel function of the first kind [23,
Chp. 8], I'(m) is the Gamma function [23, Chp. 8], p is the channel correlation

coefficient, m is the Nakagami fading parameter, and E [23] = E [23] = Q.

Channel correlation coefficient: In an isotropic scattering model?, which occurs for

m = 1 (Rayleigh fading), the correlation coefficient can be shown to be [27, Chp. 1]

T 1 1
= B |-z, =5 L @nfiAt)| — 1 2.8
P 4 (2 1|: 9’ 2770( 7de )] )7 ( )
where f; is the Doppler spread, At is the sampling time interval of the envelope of
the signal, Jo(.) is the 0" order Bessel function of the first kind [23, Chp. 8], and
oF1[., .;.;.] is the hyper-geometric function [23, Chp. 9]. This expression is well

approximated by [27, Chp. 1]

p = JE(2m faAt). (2.9)

“In an isotropic scattering model, the multipath plane waves incident on the receiving antenna arrive
uniformly from all directions. This model is typically valid in microcells, for example, when the BS and
the MS are at the same height. In macrocells, where the BS’s antenna is at a higher elevation, the isotropic
scattering assumption is typically valid only for the down link [26].
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Figure 2.2: Channel correlation vs. user speed for f. = 1800 MHz and At = 10 ms

The Doppler spread f,, as a function of user speed v, is given by

v
fd:)\—c7

where ). is the wavelength of the transmitted signal. The correlation coefficient is

plotted as a function of user speed v in Fig. 2.2 for f. = 1800 MHz and At = 10 ms.

It must be noted that the formula for p in (2.8) is exact only for Rayleigh fading

Nakagami parameter m = 1). For other values of m, this is an approximation.
g p pp

Log-normal shadowing Experimental measurements at 1700 MHz by Gudmundson [28]
indicate for log-normal shadowing a wide sense stationary distribution with an expo-

nential autocorrelation function R,(.) of the form

vAt

RZ(At) = O'?p exp <7> 5 (2.10)

where v is the speed of the mobile and At is the difference in times when the envelope
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is measured. X, is called the de-correlation distance, and it is typically equal to the

average size of the attenuating objects.

2.5 Hand-offs in Cellular Systems

Hand-off is the mechanism that transfers a MS’s ongoing call from the current cell’s BS to
another cell’s BS. In case the MS moves to another cellular system controlled by another
operator, an inter-system hand-off is said to be carried out. The two systems need to be
compatible and have agreements in place for this to occur.

Chapters 4 and 5 deal with the impact of hand-offs on the performance of a packetized
statistical multiplexing scheme and dedicated channel assignment scheme, respectively.

We therefore describe below the basis on which hand-offs occur in cellular systems.

2.5.1 Hand-off Initiation

Hand-offs are initiated when the quality of the link between the MS and the serving BS,
to which the MS is connected, becomes unacceptable [22, Chp. 10]. Several parameters
like SIR, Received Signal Strength (RSS), Bit Error Rate (BER), distance, and traffic load
can be used to estimate the link quality. For example, in hand-off algorithms that use
signal strength measurements as link quality estimates, a hand-off is made when the signal
strength of the target BS exceeds that of the serving BS by at least H dB [22, Chp. 10].

In 1G systems, the link estimation is done solely by the BS. In 2G systems, the mobiles
also assist in the hand-off decision process, leading to more reliable link estimates. The MS
measures the signal power it receives from surrounding BSs, and reports them to the serving
BS. The hand-off algorithm then calculates time averages of these signal strengths, and
makes the hand-off decision. It must be noted that the window length over which the link
quality measurements are averaged plays an important role in determining the performance
of the hand-off decision algorithm. Adapting the window lengths to the speed of the MS
can make the hand-off algorithms robust to changes in link quality due to changes in signal

propagation [22, Chp. 10}[29].
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2.5.2 Cell Dwell Time

An important parameter that influences the performance of resource allocation schemes is
the cell dwell time®, defined as the time spent by a mobile in a cell. Note that cell dwell
time is not the same as the duration of a call since a user may move through many cells
during the course of his call. Cell dwell time statistics are determined by factors like user
speed, cell shape and size, direction of roads inside the cell, etc. As a result, different cell
dwell time probability distributions can be found in the literature. We list them below.

Guérin [30], based on simulations under some general assumptions of a cellular sys-
tem with hexagonal footprints, showed that a negative exponential distribution accurately
characterizes the cell dwell time distribution. His analytical model, derived under certain
simplified vehicle motion assumptions, corroborates this result. Hong and Rappaport [31]
evaluated the cell dwell time based on a model where a mobile’s speed and direction in a
cell are independent from one cell to another. They arrived at a different distribution for
the dwell time. However, they also found that the negative exponential distribution was a
good approximation.

On the other hand, analyses of data measured in cellular systems in operation in various
parts of the globe have yielded data that buck the trend. Jedrzycki and Leung [32] analyzed
data collected from a number of cell sites in British Columbia, Canada. They reported
that the log-normal distribution, not the exponential distribution, fit their real traffic data
with a high confidence level. Similarly, Barcel6 and Jordan [33] conducted a field study
of channel occupancy intervals in a cellular system in Barcelona. They also reported that
the log-normal distribution or a mixture of log-normal distributions was a much better fit
than the exponential distribution. Orlik and Rappaport [34] have proposed a sum of hyper-
exponential distributions to characterize the cell dwell time distribution.

In our study, we use the analytically simpler exponential distribution for the cell dwell
time. The analytical simplicity afforded by this model makes it popular in the literature [35,

36, 37, 38].

>The cell dwell time is also referred to as the channel holding time. We avoid using the latter term since
the schemes we consider may reassign channels allocated to calls in progress.
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Appendix

2.A UMTS Cellular System Architecture

The 3G UMTS architecture is shown in Fig. 2.3 [1, Chp. 5][39]. The network elements are
grouped into User Equipment (UE), UMTS Radio Access Network (UTRAN), and Core
Network (CN). UTRAN handles all the radio-related functionality, while CN is responsible
for switching and routing calls and data connections to external networks.

UE consists of the radio terminal, which is used by subscribers to communicate with
UTRAN, and the UMTS Subscriber Identity Module (USIM) that holds the subscriber’s
identity and his subscription information, and performs authentication algorithms, etc., at
the terminal.

The UTRAN consists of one or more Radio Network Subsystems (RNS). A RNS con-
sists of a single Radio Network Controller (RNC) and one or more Node Bs. The RNC
owns and controls the radio resources of UTRAN. It is responsible for outer loop power
control and hand-over decisions. It may also perform functions like macro-diversity com-
bining and splitting. Node B performs functions like channel coding, interleaving, rate
adaptation, spreading, and inner loop power control.

CN consists of Home Location Register (HLR), Mobile Switching Center/Visitor Loca-
tion Register (MSC/VLR), Gateway Mobile Switching Center (GMSC), Gateway General
Packet Radio Service Support Node (GGSN), and Serving General Packet Radio Service
Support Node (SGSN). HLR is a database located in the user’s home system that stores
the master copy of the user’s service profile. The information stored about a user is created
when he subscribes to the system, and is retained as long as the subscription is active. MSC
is the switch that serves the circuit switched services of UE. Information about which MSC
a roaming user is in is stored in the HLR. The VLR database holds a copy of the service
profile of all visiting users and their exact location within the serving system. Visiting
users are users that are subscribed to other MSCs. GMSC is the switch which connects
the UMTS network to external circuit switched networks. The GGSN is GMSC equivalent

for packet switched services. It is the one which connects the UMTS network to packet
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Figure 2.3: Cellular system architecture

switched networks like the Internet. Similarly, the SGSN is the VLR/MSC equivalent for

packet switched services.

2.B Two Empirical Path Loss Models

COST231-Hata model As per the COST231-Hata model for use in the 1500 MHz-2000
MHz frequency range for outdoor microcells, the path loss L, in dB, defined as

10 logyo(P;/ P,), is given by
L, = A+ Blog(d) + C, (2.11)
where

A = 46.3+ 33.91logyo(f.) — 13.821og;o(hs) — a(hum),
B = 44.9—6.55log;o(hs),
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0, medium city and suburban areas
C = (with moderate tree density)

3, metropolitan centers

Here, hy, is the BS’s antenna height, h,, is the MS’s antenna height, f. is the carrier

frequency in MHz, and d is the distance between the BS and MS.

Okumura and Hata model On the other hand, the path loss in dB according to the Oku-

mura and Hata model for 150 MHz < f. < 1000 MHz cellular systems is given

b
' A + Blog,,(d), for urban area
L, =14 A+ Blog;o(d) — C, forsuburban area , (2.12)
A + Blog,y(d) — D, for open area
where
A = 69.55+ 26.16log,,(f.) — 134.821og;o (k) — a(hm),
B = 44.9 —6.55log,¢(hs),
£\
¢ = 52 (£))"
D = 40.94 + 4.78 (log;(f.))* — 19.331og;o(fe),

(1.11ogo(fe) — 0.7)hm— (1.56 logo(fc) — 0.8), medium/small city
a(hm) = < 8.28(log;o(1.54h,))? — 1.1, f. > 400 MHz, large city
3.2 (log,(11.75hm))* — 4.97, f. < 400 MHz, large city

As in the previous model in (2.11), ks is the BS’s antenna height, h,, is the MS’s
antenna height, f. is the carrier frequency in MHz, and d is the distance between the

BS and MS.
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Chapter 3 Link Adaptation

Link adaptation techniques intelligently vary the rate at which data is transmitted on the
wireless link as a function of the link’s condition. In this chapter, we analyze a link adap-
tation technique that adapts the data transmission rate by changing the modulation and
error correction coding scheme, and operates in a co-channel interference-limited cellular

environment.

3.1 Chapter Organization

Before delving into link adaptation any further, we first give an outline of this chapter. Link
adaptation is introduced in Section 3.2. The link adaptation threshold problem and our work
are described in Section 3.3, and the system model is explained in Section 3.4. The analysis
is given in Section 3.5 and Section 3.6. The results are presented in Section 3.7, and the

conclusions in Section 3.8.

3.2 Introduction to Link Adaptation

The cellular systems in the 1G and 2G standards were designed to maximize coverage, i.e.,
guarantee a minimum Signal to Interference plus Noise Ratio (SINR), for voice users [40].
This resulted in higher SINR for users closer to the base station (BS).! The better channel
conditions closer to the BS can be exploited to provide higher tranémit rates for data users,
thus improving the spectral efficiency of the system. Such an idea can be found in Reuse
Partitioning (RP) [41], a technique to increase the spectral efficiency of a system handling

voice users.” However, there is no rate adaptation in RP, and it does not dynamically exploit

'This is under the assumption that no power control is employed to compensate for the link condition.

’In RP, every cell is divided into concentric zones. Each zone is associated with an overlaid cell plan.
The reuse distance for frequencies used in the zones decreases as the zones get closer to the BS. RP therefore
exploits the better channel conditions available closer to the BS by reducing the reuse distance.
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the changes in SINR due to changes in fading and interference.

Dynamic rate adaptation is achieved in TDMA systems by link adaptation schemes that
change the modulation constellation size, the error correction code redundancy, and the
number of time slots allocated to each user. For example, in EDGE [18] two modulation
schemes are used (8PSK [42, Chp. 3] and GMSK [43]), and the coding rate is varied®
from 0.49 to 1 (uncoded). In CDMA systems, the spreading code length can be varied and
multiple spreading codes can also be allocated to users. For example, in cdma2000 [40]
two error correction codes of rate 1/2 and 1/3 are available, and the spreading factor can be
changed from 2 to 64. In addition to increasing the spectral efficiency of the system, rate
adaptation techniques also increase the peak data rates available to users, thereby enabling
the cellular systems to handle applications with burstier traffic requirements.

Link adaptation techniques also exploit the high tolerance to retransmission delay of
data users. The cellular system can operate at higher error rate levels and use Automatic
Retransmission (ARQ) schemes [44, Chp. 15] to get the data through to the receiver. It is
also possible for them to use Incremental Redundancy (IR) [45], which is a Type II Hybrid
ARQ scheme [46]. In IR, the information is first sent with minimal coding. In case the

decoding fails, additional coded bits are sent until it succeeds.

3.3 Link Adaptation Thresholds

Link adaptation techniques use estimates of SINR, frame error rate (FER), or bit error rate
(BER) to choose the modulation and error coding scheme with which to transmit data. We
shall refer to a combined modulation and error coding scheme as a transmission mode
from now on. The link adaptation thresholds determine which transmission mode is used
for a given link estimate. The performance of a link adaptation technique therefore crucially
depends on its thresholds. A conservative choice for the thresholds that favors using low
error rate, high redundancy, and thereby, low transmit rate schemes, instead of high error
rate, high transmit rate schemes, leads to an inefficient utilization of resources. On the

other hand, an aggressive choice for thresholds that favors high error rate, high transmit

*Different error correction codes are obtained by puncturing a parent rate 1/3 convolutional code.
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rate schemes leads to unnecessary packet errors and retransmissions.

In this chapter, we consider an adaptation technique that dynamically chooses its trans-
mission mode based on SINR estimates. Practical implementations typically use FER or
BER instead of SINR as the link quality estimator [47]. This is because estimating SINR is
computationally more expensive than estimating either FER or BER. However, FER, BER,
and SINR are equivalent in our case since we assume error-free, albeit delayed, feedback
in our model, which is described later. In addition, in interference-limited cellular systems
thermal noise is insignificant when compared to interference. We therefore study an SIR
(Signal to Interference Ratio) driven link adaptation technique in this chapter.

Various heuristic techniques have been proposed in the literature for determining the
link adaptation thresholds. For a given SIR estimate SI/E Furuskir, Mazur, Miiller, and

Olofsson [18] use the mode 7 that maximizes a ‘net throughput’ function*
i = argmax RV)(1 —BLER(j)(S/I-f{)), (3.1)
J

where RY) and BLERY)(.) are the information transmission rate and the burst error rate
function, respectively, for mode j. The intuition behind this technique is to maximize the
number of successfully transmitted bits. It is for this reason that a mode’s rate RY) is
multiplied by a factor which decreases as the error rate BLERUY)(.) increases. As pointed
out in [49], this formula does not correctly take into account the impact of packets which
cannot be decoded correctly. In fact, these data packets remain in the system and need to
be retransmitted. This leads to an increase in interference and, hence, an increase in the
packet loss rate itself.

Qiu and Chuang [49] instead proposed that the transmission mode should be chosen

using the modified rule:
i = argmax RV)(1 — BLERY(SIRY))), (3.2)
J

where SIRY) is given by the implicit equation SIRY) = S/Il\l(l — BLERY(SIRY))). They

4 A similar idea has also been proposed for the European RACE R2084 Advanced Time Division Multiple
Access (ATDMA) system by Dunlop, Irvine, and Cosimini [48].



27
arrived at this modification based on an approximation that assumed a linear relation be-
tween the expected number of retransmissions and the interference seen by a user. Their ap-
proximation also neglected the interactions between users transmitting in different modes.

One of the contributions of [49] is the introduction of an additional mode called Mode
0, in which the user does not transmit if he estimates his link quality to be poor. The
usefulness of the no-transmission mode is well understood for a single user fading channel
with Gaussian noise. In particular, Goldsmith and Varaiya [50] showed® that under the
optimal rate and power adaptation policy for single user fading channels, a user does not
transmit if the channel fade is below a cut-off value. However, the impact of Mode 0 on
an interference-limited system is not clear, and it is this situation that we address in this
chapter.

It is difficult to a priori define formulae, like those in (3.1) and (3.2), for choosing the
optimum transmission mode given a link estimate, which account for all the interactions
taking place in the cellular system between channel fading, packet errors, retransmissions,
interference, and data traffic entering the system. The heuristic formulae in (3.1) and (3.2)
also do not take into account the impact of channel correlation on the optimal link adapta-
tion thresholds. It is channel correlation that ultimately determines how accurately an SIR
estimate predicts its actual value. What determines channel correlation is user speed and
delay in feeding back estimates — two significant parameters in cellular system design.

In this chapter, we analyze Mode 0 in two different traffic scenarios, and find the opti-
mal link adaptation thresholds. We study the impact of channel correlation on the optimal
thresholds. In the first scenario, packets arrive in the users queues according to a given
stochastic process, and stay there until they are successfully transmitted. The system con-
sidered is stable, in that the users’ queues are stable, i.e., the queues always have only a
finite number of packets to transmit. We derive expressions for the average packet waiting
time, which depends on how much traffic arrives into the system, channel fading statistics,
user locations, and link adaptation thresholds. We use this as the metric for comparing the

performance of different systems.

3Tt must be pointed out that these information theoretic results were derived assuming perfect, i.e., instan-
taneous and accurate, side information at the transmitter and receiver.
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The second scenario that we consider is the saturated queues scenario, in which users
always have packets to transmit, i.e., their queues contain an infinite number of packets.
It must be pointed out here that the average packet waiting time cannot be defined for this
scenario because of the infinite number of packets in a user’s queue. Consequently, the
metric for evaluating the overall system performance is the average system throughput,
which is defined as the number of packets successfully transmitted per unit time in the
system. We derive expressions for the average system throughput as a function of the
channel fading statistics, user locations, and link adaptation thresholds.

The impact of channel correlation turns out to be very different for these two scenarios.
The analysis is done for a co-channel interference-limited TDMA cellular system with
the users facing similar path loss and fading models. We discuss some limitations of our

analysis in Section 3.8.

3.4 System Model

We now describe in detail the system model employed for studying the link adaptation
problem. In particular, SIR’s dependence on channel fading and co-channel interference is
described. The relationship between a given modulation scheme and error correction code,
and the burst error probability is then given. Finally, we describe the estimator model used
for estimating the link condition.

A hexagonal cellular layout with a given frequency reuse pattern is considered. The n
users in each cell are located on a circle of radius r from their serving BSs. Placing the
users on a circle ensures that they face the same path loss attenuation.

It is possible to consider link adaptation on the uplink as well as the downlink. For the
downlink, the BS can by itself choose which user’s burst to transmit. For the uplink, how-
ever, only one user, among the many possible contenders, can transmit in a given time slot.
Coordination by the BS is therefore required. Except for this difference, the problem set up,
in terms of the number of possible interferers, is similar for both uplink and downlink. The
analysis we present in this paper is for the uplink. We assume that the coordination mech-

anism is already in place, for example, by means of a separate broadcast control channel,
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and that one user among the possible contenders is chosen randomly by the BS to transmit.
We call the amount of information transmitted in a time slot a burst. Based on the
transmission mode, multiple packets can get transmitted in a burst.® No power control is
assumed. Let L) denote the number of symbols transmitted in a Mode ¢ transmission

burst.

SIR The SIR at the receiving BS at time ¢ is given by

2
oy P
SIR, = 5=, (33)

where P is the transmitted power, r is the distance of the user from its BS, 7, is the
path loss exponent, and «; and Z, are the channel fade amplitude and interference,

respectively, at time .

Channel fading The Nakagami channel fading model, given in (2.7), is used. The
fade is assumed to remain constant over the duration of transmission of the
burst. We give the model below in terms of the notation we use in this chapter.
Let a;_, and oy be the channel fade amplitudes at time instants’ ¢ — 7 and ¢,

respectively. The joint pdf p(a;_,, o) is given by [24]

play_r,ap) = 4o o)™ (m)m+1

(1= p)T(m)p 72 \ Q2

2m,/pa; oy m(a?—r + a?)
XIm—l (T—p—)ﬂ—> exp <_——(1——p)ﬂ-—> 7(3.4)

where I,,_1(.) is the (m — 1)%-order modified Bessel function of the first
kind [23, Chp. 8], I'(m) is the Gamma function [23, Chp. 8], p is the channel
correlation, m is the Nakagami fading parameter, and E [o?_,] = E[o}] = Q.

Q is normalized to 1. The marginal probability distribution for the fade ampli-

5Note that this terminology is different from that used in the standards where a packet is divided into
multiple blocks, and each block consists of four bursts.
7For notational convenience, the time index ¢ is an integer. It indexes frames.
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tude then takes the form

2 m 2
ploy) = —F(T) (%) Ot?m_l exp (—mgt> . (3.5)

The channel fading processes are assumed to be independent from one user to

another.

The log-normal shadowing model with its empirically determined exponential
autocorrelation function, described in Section 2.4.2, is another possible proba-
bility distribution that can be considered. However, the analytical intractability

of this model prevents us from studying it.

Interference In addition to channel fading, the SIR is determined by the interference
at the receiving BS. We consider only the first tier interferers since they are the
dominant source of interference.® If k;, (0 < k, < 6) cells interfere at time ¢,

the interference Z, is given by

k¢

=Y ﬁﬂ, (3.6)

i=1 ¢

where d; is the distance of the transmitting user in the i*! interfering cell from
the receiving BS. A typical interference® scenario is shown in Fig. 3.1 for reuse
cluster size 3. For analytical tractability, the fading of the interference signals

is not considered in our model; the impact of this fading remains to be studied.

Eqn. (3.6) can be approximated by

P
It = kt—07 (37)

av

8For o = 2, the decrease in interference power due to free space path loss is compensated by the increase
in the number of interferers. The first tier approximation is then inaccurate. However, as mentioned in
Section 2.4.1, g lies between 3 and 5 for cellular systems.

°In case antenna sectoring [20] with 3 sectors per cell is used, the number of similar first tier interferers
is still 6 for reuse cluster sizes greater than 1. Therefore, the above formula carries through for this case.
However, for reuse cluster size 1, antenna sectoring gives rise to two sets of first tier interferers at two
different average distances from the receiving BS. Interference is then characterized by a two-dimensional

random variable (kﬁl), kﬁz)), where k§1) + kgz) = k;.
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where d,, is the average interfering user distance from the receiving BS. For the
purpose of approximating interference, d,, is best evaluated using a harmonic
type mean (instead of an arithmetic mean) from ﬁ =130, d%o
Unlike channel fading statistics, interference statistics cannot be specified a pri-
ori. This is because the interference statistics are themselves dependent on other

system parameters. We shall look at this in greater detail in Section 3.5.2, where

we derive the interference statistics.

From (3.3) and (3.7), the expression for SIR; is therefore

kq

r

2 Yo
1 P | (d—> . (3.8)

Figure 3.1: Co-channel interference from first ring of interferers

Symbol error probability The probability of symbol error as a function of SIR =, for a

transmission mode with MQAM or MPSK as the modulation scheme, is well approx-
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imated by an exponential function'® [51, 52] of the form c\” exp(—c{y), where c{*

and cgi) depend on the modulation scheme used in Mode <.

Burst error probability The burst error probability Pg ) () for a given SIR ~ depends on
the error correction code. We consider two standard approaches for modeling the

performance of an error correction code.!!

Coding gain based In this approach, the use of an error correction code is assumed
to be equivalent to increasing the uncoded SIR by a factor g(¥), which is the
coding gain [42, Chp. 5] of the code used in Mode ¢. For analytical tractability,
the coding gain g®) for a given code is taken to be independent of SIR.'2 Pg )(v)

is then given by
(9 () @ @]
Pg'(y)=1- [1 — ¢’ exp(—c; g(’)v)] ; (3.9)

Weight enumerator based An approach based on the union bound approximation
[44, Chp. 12] that uses weight enumerators of codes also leads to expressions

for burst error probability that are weighted sums of exponentials.

In both the above approaches, Pg ) () can be written as a weighted sum of exponen-
tials, and the analysis is similar. We shall use the first approach in our analysis and

results.

3.4.1 Channel Estimator

The values of SIR measured in the previous slots, corresponding to time instants ¢ — 7 and

earlier, are assumed to be fed back error free to the user. Note that this is an idealization

10The exponential function approximation is not very accurate at low SIR. However, for analytical tractabil-
ity, we use this function for all SIR values.

"'We do not model Incremental Redundancy (IR) in this chapter. In IR, the information is first transmitted
with minimal coding. Additional parity bits are transmitted only if the decoding at the receiver fails. This
process is continued until the decoding succeeds.

12In practice, the coding gain for an error correction code varies with SIR or, equivalently, with burst error
probability.
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since the estimates, in addition to being delayed by 7 time instants, will also have mea-
surement errors that are not considered here. The feedback delay is typically a multiple of
some number of frames. The estimator generates an estimate ﬁ{t for the SIR that a user

shall see at time ¢. We consider a first order linear predictor model in which [18]
SIR, = SIR,_,. (3.10)

The analysis can be easily modified to handle estimators of type S/Iﬁt = U(SIR;_,), where
U(.) is any invertible function. Analysis of higher order estimators requires, at the very

least, higher order statistics for fading.

3.4.2 Link Adaptation Rule

Let {0, 1,..., H} denote the set of modes a user can be in. A given user will choose to be

in Mode O at time ¢ if his SIR estimate STIﬁt satisfies
SIR, < lo. (3.11)
A user chooses Mode 4, in which ¢ packets get transmitted in a burst, if
I, 1 <SIR, < L. (3.12)

Note that for the highest mode H, g = oo.

3.5 Stable Queues Scenario

Every user maintains a queue (with an infinite buffer) in which the packets to be transmitted
to the BS arrive with mean rate A\ packets/frame and second moment V. A packet stays in
the user’s queue until it is successfully transmitted, i.e., received and decoded correctly by

the BS. To transmit a burst, a user must

1. Have a packet to transmit,
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2. Not be in Mode 0, and

3. Be chosen by the BS to transmit from among the other users in the cell who also
satisfy the first two criteria. We assume that the BS chooses randomly one user from

the users that want to transmit, and allows him to transmit his burst.

Terminology: If a user satisfies the first two criteria, we shall say that he wants to
transmit. We shall say that a user is allowed to transmit if he meets all the above three
criteria.

Figure 3.2 gives a pictorial illustration of the operation of the link adaptation technique.
Four data users are shown in a cell. User 1 does not have packets to transmit, while user 2
has packets in his queue but is in Mode 0. Among users 3 and 4 that both want to transmit,

user 4 is allowed by the BS to transmit.

Data user 3
Data user 1

Data user 2

i
2

Figure 3.2: Illustration of the link adaptation technique

3.5.1 Performance Metric for Comparison

The average packet waiting time is the performance metric we use for comparing the per-
formance of link adaptation techniques with different system parameters. The lower the

average packet waiting time, the better the system performance.
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The analysis presented below is for the two transmission modes case, where a user
is either in Mode O or wants to transmit one packet in a burst using Mode 1. A burst
is equivalent to a packet in this case, and the two terms are used interchangeably in this
section. Therefore, as per the link adaptation rule specified in Section 3.4.2, a user is
in Mode O if S/Iﬁt < ly. He wants to transmit in Mode 1 otherwise. As we discuss
later in Appendix 3.A.1, the analysis of the stable queues scenario for the three or more

transmission modes case is an open problem.

3.5.2 Analysis

We first derive a closed form expression for the average packet waiting time given the av-
erage burst success probability, given that a user is allowed to transmit, s(!, the probability
po a user is in Mode 0, the packet arrival statistics A and V/, and the number of users per

cell n.

Average Packet Waiting Time

The average packet waiting time for a user with packet arrival statistics defined by average

rate \ and second moment V can be shown to be!?

V =2\ + )
= 3.13
W= G0 = po) = W) G139

where ¢, the multiple access contention factor, is the probability that a user who wants to
transmit is allowed to transmit. If C' (a random variable) is the number of other users that
also want to transmit, we have ¢ = E [z7]. This is because the BS chooses randomly,
i.e., with uniform probability, the user that gets to transmit from among the users that want

to transmit.

The contention factor for a stable system, derived in Appendix 3.A.1, is approximately

given by

(3.14)

c

A . V —2X2 4+ ) _nA
T s TV —(n+1)AZ+ A s )

3The proof is similar to that for Lemma | in Appendix 3.A.1.
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Note that ¢ depends on A, V, s(1), and the number of users 7 per cell. Also notice that this
is an approximation since it does not explicitly take into account the effect of py on ¢. As

po increases, ¢ increases, albeit insignificantly.

Interference Statistics

For a given traffic arrival process, the link adaptation thresholds and the channel fading
statistics determine the interference statistics. Together, these determine the burst success
probability s(1) (given that a user is allowed to transmit) and the probability p, of a user
being in Mode 0. We first derive the first and second order statistics for the number of
interferers k; at time ¢, if s and py are known. We subsequently use these to arrive at
expressions for s(!) and py.

The fading processes and traffic arrivals for users in different cells are independent
of each other, and the set of interferers for each cell is different. Therefore, to a good
approximation, the cells at a given instant of time behave independently of each other. The
probability 7(k;) that a given cell encounters interference from k; cells (out of the 6 first

tier interfering cells) is then given by
m(ke) = (1- )¢, (3.15)

where g denotes the probability that no transmission occurs in a cell. This is equivalent to
the probability that no user in the cell wants to transmit.

Equating the mean rate of arrival and departure of packets in a cell yields

ni
qzl——m. (3.16)

The conditional probability 7(k:|k;_,) that k; cells interfere at time ¢, given that k;,_,

cells interfered at time £ — 7, is given by

6
W(kt.kt—r) = i qC(kt~r)6_kt(1 - QC(kt—T))kta 3.17)
t
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where

QC(kt—T) = pgn) + t6 (]‘ _pgn) _pflf)) .

pg ) is the probability that a transmission occurs in a cell at time ¢ given that no transmission
occurred in it at time ¢ — 7. Similarly, pg) is the probability that no transmission occurs in
a cell at time ¢ given that a transmission occurred in it at time ¢ — 7.

The above expressions are derived in Appendix 3.A.2. Evaluation of pg ) is given in
Appendix 3.A.3. For example, for 7 = 1 and a Bernoulli packet arrival process, in which

one packet arrives with probability A and no packets arrive with probability 1 — A, pg) ~

1—(1-M)"

Evaluating s

We will see in Section 3.5.3 that, due to channel correlation, the mean fade power €2,,, seen
by a user when he has packets to transmit is lower than the channel’s actual mean fade
power ).'4 The following derivations therefore use €,,, as the mean fade power, instead of
(Q, for the joint Nakagami pdf in (3.4).

From (3.6), SIR, = %ti (%)™ and SIR, = SIR, , = % (%+)". Therefore, the

probability s()(k,_,, k) that a packet is successfully transmitted (given that S/I?{t > lp), as

a function of k; and k,_, is

5(1)(kt—7'7kt) =

o7 o 1) M) 1)a? (day0) )"
f lokt-T(iﬂ)-m dat—'r fO (1 — Cy  €XDp (—02 g( )k_: (—f,l) )) p(athr,at)dat

P (at—'r Z lOkt—T (%)—70)

(3.18)

where P(E) denotes the probability of occurrence of event E. Simplification results in [23,

4The channel correlation not only leads to €2, < Q, but also changes the statistics of the channel seen
by the transmitter. Using the Nakagami joint distribution, given in (3.4), for calculating sV is therefore an
approximation by itself.
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g(—l)h Lo " D(m) =T (m. lok—r (%) 7 b (k, b))
o h ( 4 g (4?)70) D(m) = T (m loki— (%) 7 2)

(3.19)
where
sV hgM Q[ g\
b (e (m)

Qm P hgQ,, B
(m+ S22 (4) 1

I'(m,a) = /wm_le'zdw.
0

b(l)(kh h) =

3

Taking expectations over the random variables k;_, and k;, the successful burst transmis-

sion probability s!) is computed from
6 6
s = 3" s (ks k) (ke )7 (Kt ks ). (3.20)
kg_TIO kt =0
The probabilities w(k;_,) and w(k;|k;_,) have been derived earlier in Section 3.5.2. Notice
how these in turn depend on s(!) through (3.15)—~(3.17).
Evaluating p,

As described in Section 3.4, a user with packets to transmit decides not to transmit, i.e., he
is in Mode 0, if S/Il\%t = SIR;_, < lp. Hence, the probability that a user is in Mode O is
given by

6 d —7o
= Z P oz?_T < l()k't_T (_T.a—"i) lkt_.-r ’ﬂ'(kt_-,-), (32])
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1 6 d """ m
= W}E“_‘ r (m,lokt_T ( . ) m) (k). (3.22)

Eqn. (3.22) follows from (3.21) using the Nakagami distribution in (3.5).

3.5.3 Skewed Sampling of Fading Channel

A user observes the channel only if he has packets to transmit. The probability that a packet
gets successfully transmitted, and that a user is not in Mode O in the first place, is lower for
a deep fade. Also, a packet remains in the user’s queue until it is successfully transmitted.
As a result, the deeper the fade (and consequently the lower the SIR, for the same level of
interference), the longer the duration of time a packet stays in the user’s queue. Therefore,
the average fade power (1, observed by a user is less than €2 = 1.

An exact evaluation of €2,,, involves calculating the average of the fade power observed
by the user over all the various possible fade and interference evolutions, making the prob-
lem intractable. We describe below a simplified block fading based approximation, which
assumes that the system parameters remain constant over a duration of time d. and then

decorrelate thereafter.

Block Fading Approximation

Let o denote the channel fade. Let b(a) denote the probability that a user is in Mode O,
if the channel fade is a. Let s(a, k) denote the successful burst transmission probability
when the fade is « and the number of interferers is k.

A user observes a fade a exactly once if he is not in Mode 0 and if his burst is success-
fully transmitted. This happens with probability b(a)s(a, k). Similarly, the user samples
the fade « twice with probability (1 — s(a, k)b(a))b(c)s(a, k), and so on up to d,. time
instants. Notice that the fade « is taken to be the same for all these time instants.

After d. time instants, the fade is assumed to become uncorrelated to the initial fade «.
Thereafter, the user observes average values of the fade and the burst success probability.
The decorrelated fade power measured after d, time instants is then a2 = © = 1, and

the burst success probability is s(«, k). The average number of times the user samples
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the average fade power (2 is then ﬁ This block fading model is shown in Fig. 3.3. In

general, the longer the decorrelation length d., the lower the average fade power seen by

a user that has packets to transmit. The channel correlation coefficient p is one factor that

clearly influences how soon the link decorrelates.

| de de+1
a | o [ a
s(o, k)b(a) s(a, k)b{a)
A
s(a, k)b(a)

Figure 3.3: Block fading and interference model

It is important to note the extent of simplifications this model makes for evaluating ,,:

e The interference dynamics are not accounted for since the number of interferers k is

taken to be the same up to d.. time instants.

e The fade is assumed to remain constant up to d, time instants, and then to decorrelate

completely immediately thereafter.

e b(a) does not explicitly take into account the effect of the multiple access contention
factor c¢. For low ¢, a user does not transmit not only because he is in Mode 0, but

also because he is not allowed to transmit by the BS.

A comparison of analytical results with simulation results, in Section 3.7.1, shows that
these approximations do not significantly affect the accuracy of the analytical results.
Under the above model, the average power of a channel fade seen by a user that has

packets to transmit is, by definition, given by

a?(s(a, k)b(a) + ...+ do(1 — s(a, k)b(a))¥ Ls(a, k)b(a))

ok 2 a2 ;
o + (deo® + 225 (1= s(a, k)b(a))* e
s(a,k)b(a) + ...+ dc(1 — s(a, k)b(a))%"ts(a, k)b(a)
a,k —

+ (de+ =E5)(1 = s(a, K)b(a))®
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where E, ;[.] denotes the expectation over the random variables « and k. Their probability
distributions are as given in (3.5) and (3.15), respectively. Section 3.A.4 in the appendix
evaluates a closed form solution for €,,, from the above equation.
Since the fade is assumed to be constant in a block of duration d., the probability
that a user is in Mode 1 depends on the number of interferers, and is given by b(a) =

2(:0‘3 - 7(k), where n(a) is the minimum number of interferers required for a user to not

transmit'® if his fade is o. Therefore, it is defined by the relations n(;’;_l ()™ <y <
n?i) (%)™, s(a, k), for SIR = & (d2)™ s a5 given in (3.9).'6

In brief, s(1), py, and c are evaluated by solving a system of coupled non-linear equations
(3.14)-(3.17), (3.19), (3.20), (3.22), and (3.23). The average packet waiting time W is then
calculated from (3.13). The interference-limited nature of the cellular system, which leads
to inter-dependencies between its constituent cells, is brought out by the occurrence of the
coupled system of equations. The results for the stable queue scenario are presented in
Section 3.7, along with the results for the saturated queues scenario that we analyze in the

following section.

3.6 Saturated Queues Scenario

We now consider the scenario where users always have packets to transmit. The packet
arrival process then plays no role in this model, simplifying the problem of analyzing the
system. Therefore, the multiple transmission modes case can be analyzed for this simpler
scenario.

At every instant of time, the users decide which mode to be in based on their SIR

estimates. In this scenario, to transmit a burst, a user must

1. Not be in Mode O.

2. Be chosen by the BS to transmit from among the other users who also want to trans-

mit. As in Section 3.5, we assume that the BS chooses randomly one user from

5Since n(a) < 6, for high enough « the user will transmit irrespective of the number of interferers. For
this case no feasible n(a) exists and b(a) = Zi:o (k) = 1.

®Note that (3.9) gives a pessimistic (lower) value for s(a, k) since it is not conditioned on the fact that the
user is not in Mode 0.
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among the users that want to transmit.

Terminology: We shall say that a user wants to transmit if he meets the first criterion.
We shall say that a user is allowed to transmit if he satisfies both the above criteria. Note the
difference in terminology from the stable queues scenario considered earlier in Section 3.5,

where users had to satisfy an additional requirement to be able to transmit.

3.6.1 Performance Metric for Comparison

Since users always have packets in their queues, i.e., they have an infinite backlog of pack-
ets to transmit, average packet waiting time — the performance metric in the stable queues
scenario — cannot be meaningfully defined for the saturated queues scenario. T