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Abstract

Materials with micrometer dimensions and their distinct mechanical properties have generated a great interest in the material science community over the last couple of decades. There is strong experimental evidence showing that microcrystalline materials are capable of achieving much higher yield and fracture strength values than bulk mesoscopic samples as they decrease in size. Several theories have been proposed to explain the size effect found in micromaterials, but a predictive physics-based model suitable for numerical simulations remains an open avenue of research. Since the successful design of micro-electro-mechanical systems (MEMS) and novel engineered materials hinges upon the mechanical properties at the micrometer scale, there is a compelling need for a quantitative and accurate characterization of the size effects exhibited by metallic micromaterials.

This work is concerned with the multiscale material modeling and simulation of strength in crystalline materials with micrometer dimensions. The elasto-viscoplastic response is modeled using a continuum crystal plasticity formulation suitable for large-deformation problems. Crystallographic dislocation motion is accounted for by stating the crystal kinematics within the framework of continuously distributed
dislocation theory. The consideration of the dislocation self-energy and the step formation energy in the thermodynamic formulation of the constitutive relations renders the model non-local and introduces a length scale. Exploiting the concept of total variation we are able to recover an equivalent model that is local under a staggered approach, and therefore amenable to time integration using variational constitutive updates. Numerical simulations of compression tests in nickel micropillars using the proposed multiscale framework quantitatively capture the size dependence found in experimental results, showcasing the predictive capabilities of the model.
Contents

Acknowledgements iv

Abstract vi

1 Introduction 1

1.1 Motivation ......................................................... 1
1.2 Multiscale hierarchy in micron plasticity ......................... 5
1.3 Previous work in continuum crystal plasticity .................. 8
1.4 Thesis outline ..................................................... 10

2 Theoretical framework 13

2.1 Dislocation theory ................................................ 13
  2.1.1 Continuously-distributed dislocation theory ................. 13
  2.1.2 Self-energy of a dislocation line ........................... 18

2.2 Non-local continuum single crystal plasticity .................. 20
  2.2.1 Kinematics of crystal plasticity ............................ 20
  2.2.2 Conservation laws .......................................... 27
  2.2.3 Thermodynamic formalism and constitutive formulation .... 30
    2.2.3.1 Elastic energy ...................................... 37
3 Numerical implementation

3.1 Time integration

3.1.1 Variational constitutive updates

3.1.2 Flow-rule update

3.2 Spatial integration using the finite element method

3.2.1 The mechanical problem

3.2.2 Incompressibility and mean-dilatation elements

3.2.3 The vector-potential problem

3.3 Computational aspects

4 Model validation

4.1 Introduction

4.2 Numerical simulation of nickel micropillars

4.3 Results and discussion

5 Conclusions

5.1 Summary

5.2 Future work
List of Figures

1.1 Strength dependence on the diameter in micropillar compression tests. 
Taken from [22]. ................................................................. 4

1.2 Dark-field TEM image of a Cu grain partially damaged by Ga⁺ bombardment. Taken from [47]. ........................................... 5

1.3 Multiscale hierarchy. Pictures taken from [35] and [21]. ................. 6

2.1 Continuous distribution of dislocations. ........................................ 14

2.2 FCC atomic structure and \{111\} slip plane. ................................. 24

2.3 Surface formation in crystals. ................................................... 42

3.1 Special-linear update. ............................................................. 50

3.2 Comparison of flow-rule updates. Exponential case is taken from [75]. . 52

3.3 Dislocation-based model fitting. Experimental data is taken from [31]. 53

3.4 Active slip systems and slip strain. ........................................... 53

3.5 Tetrahedral element with bubbles in its faces. ................................. 59

3.6 Finite element model hierarchy. .............................................. 63

3.7 Performance metrics - speedups. ............................................. 64

4.1 Micropillar sample before and after compression test. Taken from [21]. 66
<table>
<thead>
<tr>
<th>Section</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.2</td>
<td>Representative stress-strain curves for different sample diameters. Taken from [21].</td>
</tr>
<tr>
<td>4.3</td>
<td>Local resolved shear stress for single slip.</td>
</tr>
<tr>
<td>4.4</td>
<td>Stress-strain curves for simulations and experiments.</td>
</tr>
<tr>
<td>4.5</td>
<td>Ni superalloy micropillar - constrained experiment for axial strain 1%, 3% and 12%, from left to right.</td>
</tr>
<tr>
<td>4.6</td>
<td>Ni micropillar simulation - A3 slip strain on deformed configuration for axial strain 1%, 3% and 12%, from left to right.</td>
</tr>
<tr>
<td>4.7</td>
<td>Micropillar strength - simulations and experiments.</td>
</tr>
<tr>
<td>4.8</td>
<td>Dislocation Density - experiments and simulations.</td>
</tr>
</tbody>
</table>
# List of Tables

<table>
<thead>
<tr>
<th>Table</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>Slip systems for FCC crystals.</td>
<td>25</td>
</tr>
<tr>
<td>3.1</td>
<td>Model parameters for copper single crystal.</td>
<td>54</td>
</tr>
<tr>
<td>3.2</td>
<td>FE mesh information and execution times.</td>
<td>64</td>
</tr>
<tr>
<td>4.1</td>
<td>Material model parameters for Ni micropillars.</td>
<td>69</td>
</tr>
<tr>
<td>4.2</td>
<td>Power-law fit constants.</td>
<td>74</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Motivation

Materials at the micrometer scale and their distinct properties have generated great interest in the material science community over the last couple of decades, leading to steady and intense research in this area. There is a vast amount of experimental evidence showing that microcrystalline materials are capable of achieving much higher yield and fracture strengths than the average values exhibited by bulk mesoscopic samples as they decrease in size. In particular, a prominent size-dependent effect was found in indentation tests on the surface of single crystals [86], torsion tests of Cu microwires [30], microbend tests of thin films[87], and more recently in compression tests of Ni [90], Au [36], Cu [48] and Al [66] micropillars. This size dependence is not found in bulk single crystals, where dimensions typically exceed 100µm. From an engineering design standpoint, these findings lead to the conclusion that in crystalline materials with sub-micrometer dimensions, the geometry and size become fundamental design parameters that strongly influence the strength of the material. Since the design of novel engineered materials and small devices like micro-electro-mechanical
systems (MEMS) rely upon the material mechanical properties, there is a great need for a quantitative and accurate characterization of the size effects exhibited by metallic micromaterials.

Size effects in metals have been known in physical metallurgy for more than half a century. In the case of polycrystalline materials, the yield strength shows a dependence on the grain size following the well-known Hall-Petch relation [39, 77], which was proposed in the early 1950s. This increase in strength through grain refinement has been largely exploited for industrial use, and the Hall-Petch relation has been verified for grains that range from millimeters to tens of nanometers [19]. By contrast, size effects in single crystals were considerably overlooked until the 1990s with the development of strain-gradient plasticity theories [27], despite the fact that they were reported in tension tests in Fe, Cu and Ag whiskers by Brenner in 1956 [14].

To date, the deformation mechanisms dictating the strength increase due to size decrease in microcrystals have not been fully understood [22, 68, 48]. Strain-gradient plasticity theories based on the concept of geometrically necessary dislocations and the ensuing crystal lattice curvature [27, 28] were successful in explaining the increase in strength resulting from inhomogeneous distribution of strain in torsion tests of whiskers [30] and indentation experiments in copper single crystals [67]. However, recent experiments in micropillars show large strength increases in the absence of significant gradients in the strain, limiting the applicability of strain-gradient theories
to fully explain these cases. Uchic et al. [90] attributed the increase in strength in single-slip Ni micropillars to the limitation of defect multiplication and storage as the sample diameter decreases. Greer, Oliver and Nix [36] found a similar trend in multislip compression tests of Au micropillars, which they explained using the concept of dislocation starvation. In the dislocation-starvation model, the diameter of the micropillar is assumed to be smaller than the length scale associated to dislocation multiplication by double cross-slip [34]. Then, dislocations will escape the crystal before dislocation breeding takes place, leaving the crystal dislocation-starved. High stresses are then needed to activate sources and nucleate new dislocations from the boundaries and interior, which would explain the observed high strength values.

In the search of a universal scaling law for the strength of crystalline micropillars, Dou and Derby [22] collected experimental data available in the literature on compression tests of micropillars. By setting the dislocation line tension as the controlling physical property and assuming an empirical power-law relation, they found a high correlation between the resolved shear stress normalized by the material shear modulus and the pillar diameter normalized by the Burgers vector magnitude for a variety of face-centered-cubic (FCC) metals (Ni, Au, Cu, Al), see Figure 1.1. This strong correlation corroborates the fact that dislocation motion and interaction with the sample geometry and physical dimensions influences the strength of micropillars, but does not clarify the mechanisms leading to the observed size-scale dependence.
Explanations of size effects in micropillars considering surface mechanisms have been considerably less explored. The FIB technique consists of Ga ion bombardment and necessarily implies ion implantation during the milling of the samples, thus affecting the chemical composition and mechanical properties of the surface. To investigate FIB surface damage, Kiener et al. [47] measured the Ga\textsuperscript{+} concentration on Cu samples. The formation of an amorphous layer due to Ga\textsuperscript{+} implantation was observed, with penetration depths up to 50 nm with concentrations of 20 at.\% close to the sample surface, depending on the incidence angle, ion energy and ion dose. Figure 1.2 shows the grain surface of a polycrystalline copper sample partially exposed to ion bombardment, where the damaged surface can be clearly observed. Similar observations have been found for Au, Pt and W specimens [4, 58].
1.2 Multiscale hierarchy in micron plasticity

Plasticity in metals is the product of complex mechanisms whose dependence and effects span several scales over length and time. Figure 1.3 shows the multiscale hierarchy encountered in micron plasticity. At its most fundamental level, the atomistic level represented by the left box in Figure 1.3, nucleation and motion of vacancies in the crystalline lattice generate defects that perturb the periodic lattice from its perfect configuration. Electronic calculations based on quantum mechanics have been able to describe the behavior of solids and formation and motion of defects at the atomic scale.

Aligned vacancies form line defects or *dislocations*, which can be observed as continuous lines in the sub-micrometer scale, as shown in the center picture of Figure 1.3.
Dislocations are arguably the most important carrier of plasticity at this level, as we discuss next. The crystallographic nature of plasticity was first inferred by Ewing and Rosenhain in 1900 [25], from the observation of slip steps and slip bands on the surface of deformed metals that occur on crystallographic planes along crystallographic directions. Based on this observation, theoretical values for the shear strength were estimated by Frenkel in 1926 [32], which resulted in several orders of magnitude larger than the observed experimental values. These discrepancies were explained in 1934 by Taylor [88], Orowan [70] and Polanyi [78], who theorized about the existence of line defects, in the form of edge dislocations, which facilitated irreversible deformations in crystals, predicting strength values comparable to those found in experimental evidence. The existence of dislocations was only experimentally confirmed in 1953.
by Vogel and co-workers [91], through the observation of pits after surface etching of germanium single crystals, a manifestation of the distortion caused to the perfect lattice distortion by crystallographic defects. Direct observations of dislocations were only possible later on with the invention of transmission electron microscopy (TEM).

Dislocations are represented in elasticity theory by discontinuities in the displacement field, and the standard treatise on dislocation theory is the book by Hirth and Lothe [44]. From a computational modeling standpoint, dislocation motion and the interaction of dislocation lines in a solid can be simulated using discrete dislocation dynamics (DDD) methods. The first simulations using DDD methods were developed by Lepinoux and Kubin [55], Amodeo and Ghoniem [2, 3] and Devincre and Condat [20].

If the length scale of interest is much greater than the characteristic length scale of the problem, i.e., interatomic distance, then a solid can be idealized as a continuum and, to a high accuracy, continuum mechanics predicts its mechanical behavior. This will be the working assumption of this work when modeling materials at the micrometer scale, as represented by the rightmost box in Figure 1.3. Besides its elegant mathematical description, continuum mechanics is amenable to computation using the finite element method, making a powerful tool for the analysis of problems in engineering and science. As pointed out by Needleman [64, 65], direct atomistic simulations and discrete dislocation dynamics simulations prove insightful
in the understanding of crystal plasticity. However, these methods are not viable for the simulation of micrometer-sized samples due to the intractable computational demands they impose. Therefore, the development of dislocation-based continuum crystal plasticity theories plays a crucial role in the feasibility of computational multiscale simulations.

1.3 Previous work in continuum crystal plasticity

The origins of continuum constitutive models for crystal plasticity date back to the seminal work of Taylor in 1938 [89], wherein a continuum model of slip was first considered. Hill [42] addressed the elastoplastic behavior of single crystals, and extended the work of Taylor to the context of linearized continuum mechanics. The generalization to finite kinematics was done by Rice [80], Kratochvil [50], Hill and Rice [43], Asaro and Rice [8] and Havner [41], among others. Traditional crystal plasticity models have been able to accurately represent the plastic response of single crystals with sub-millimeter dimensions. In particular, they all share the same local approach to crystal plasticity, in which hardening of the critical resolved shear stress depends directly on the slip, but not on its spatial gradients. It follows that traditional models are scale invariant, that is, they are unaffected by changes in the sample size.

As already mentioned in Section 1.2, it is widely accepted by the material science community that dislocation evolution is the most important mechanism responsible
for plastic deformations in crystals. This realization notwithstanding, the majority of the traditional crystal plasticity models do not explicitly account for the evolution of dislocation structures. Crystal plasticity models with a more direct consideration of dislocation evolution, in the form of continuous density measures, have been proposed only in the last twenty years, either by establishing a direct correspondence with the slip strain, as pursued by Cuitino and Ortiz [17, 18], or by directly considering the dislocation density as an internal variable itself, an approach taken by Arsenlis and Parks [5, 6]. Although these models introduce a length scale in the formulation, i.e., the magnitude of Burgers vector, they are local constitutive models, and therefore fall in the size-independent crystal plasticity category.

The origins of phenomenological strain-gradient plasticity theories date back to the work of Aifantis and co-workers [94, 62] on shear banding in metals. However, the connection of strain gradients with the continuum theory of dislocations was first made by Fleck and Hutchinson in 1993 [27], and further developed and validated in the work of Fleck et al. [30], where the size dependence of strength in copper wires under torsion was investigated. Fleck and co-workers considered a small-deformation setting, where the total dislocation density is decomposed into a geometrically necessary dislocations density (GND) and a statistically stored dislocations (SSD) density, as envisioned by Ashby in his landmark paper [9]. The GND density expresses the lattice incompatibility due to non-homogeneous plastic deformations, and its connection with continuum dislocation theory had been previously established in the 1960s.
Since the establishment of strain-gradient theories, several developments based on the concept of GND density have been pursued. In the following, we mention some of the works that are relevant to this thesis. Acharya and Bassani [1] extended the theory to the framework of finite kinematics (see also [29]), and considered the hardening response of single crystals to depend on the dislocation density tensor, thus avoiding additional boundary conditions on the slip fields (see [65] for a discussion on the boundary value problems associated to different strain-gradient theories). Following a thermodynamic framework, Gurtin [37, 38] adds to the free energy density a defect energy, which depends on the GND density tensor, and further derives thermodynamic restrictions on the related constitutive models. Assuming a saturation dislocation density, Berdichevsky [10] proposes a simple phenomenological expression for the defect energy based on a scalar measure of the GND tensor, which is further used in the analytical solution of plane-constrained shear of a crystalline layer in single double slip by Le and Sembiring [52, 53].

1.4 Thesis outline

This thesis is organized as follows. Chapter 2 develops a finite-kinematics non-local plasticity model for general elasto-viscoplastic crystalline materials. The continuously-distributed dislocation theory is reviewed, together with its connection with the kine-
matics of single crystals. Following a thermodynamic framework, the free-energy density and dissipation potential are introduced along with their corresponding expressions for crystalline materials. In particular, the crystal defect free-energy term is obtained by appealing to the dislocation self-energy, which introduces strain gradients in the formulation. The concept of total variation is then exploited to recover an equivalent expression for the dislocation self-energy based on the slip field alone. Surface free energy resulting from step formation is considered in the model by using a simple geometrical construction based on the slip strain field.

The numerical implementation of the crystal plasticity model is the focus of Chapter 3. By considering a staggered approach, it is shown that the proposed crystal plasticity model becomes local, and therefore amenable to variational constitutive updates. A novel flow-rule update based on the theory of differential manifolds is presented along with comparison against updates using the computationally more expensive exponential map. The spatial integration of the model is addressed by means of the finite element method, where near-incompressibility issues are tackled using a finite-kinematics extension of the mean-dilatation formulation. Computational aspects and the parallel implementation of the proposed numerical method are presented.

In Chapter 4, the proposed model is demonstrated by numerical simulations of nickel micropillars compression tests. In particular, stress-strain curves for several
micropillar diameters and its comparison with experimental results are presented. The simulated values for strength are represented by a fitted power-law expression, and compared to results found in the literature.

Finally, we present the conclusions from this work along with possible future directions in Chapter 5.
Chapter 2
Theoretical framework

2.1 Dislocation theory

Dislocation theory plays an important role in understanding plastic processes at the micro- and nano-meter scales. From a material science point of view, a dislocation is a crystallographic defect, and a dislocation line defines the boundary between two “perfect” parts of a crystal lattice. Dislocations have been observed experimentally, and they explain plastic slip in crystals. Furthermore, dislocations are responsible for the formation of microstructure in materials. Elasticity theory has been successfully applied to quantitatively model dislocations in solids, and has proven to be a predictive tool in the mechanical behavior of materials.

2.1.1 Continuously-distributed dislocation theory

Consider an element of oriented differential area $\mathbf{n}dS$ with dislocation lines threading it, as shown in Figure 2.1. Let $d\mathbf{b}$ be the Burgers vector resulting from all dislocations threading $dS$. Taking a continuum perspective we assume that dislocations are *continuously distributed* in the sense that there exists a Burgers vector area density
such that the resulting Burgers vector for a differential area can be expressed as

$$\, \text{d} \mathbf{b} = c \, \text{d}S$$ \hspace{1cm} (2.1)

Integration over a finite surface $S$ yields the total Burger vector

$$\mathbf{b}(S) = \int_S \text{d} \mathbf{b} = \int_S c \, \text{d}S$$ \hspace{1cm} (2.2)

Since dislocation lines cannot end inside the volume that contains them, we have that for a closed surface $S_c$

$$\mathbf{b}(S_c) = \int_{S_c} c \, \text{d}S_c = 0$$ \hspace{1cm} (2.3)

Figure 2.1: Continuous distribution of dislocations.

Now consider the case of a tetrahedron, whose surface is closed. Using the previous result and following an argument similar to that of the Cauchy’s tetrahedron theorem, it can be shown that the area density $c$ depends linearly on the normal to the differential area

$$c(n) = A \, n$$ \hspace{1cm} (2.4)

where $A$ is defined as the dislocation-density tensor [69]. Therefore we can rewrite
2.2 as

\[ b(S) = \int_S A n \, dS \]  

(2.5)

It is important to remark that, in representing the behavior of individual dislocation lines by a continuously distributed measure, some individual dislocation information is lost. For example, if the differential volume being represented by Nye’s tensor contains dislocations dipoles only,\(^1\) then the net Nye’s tensor is zero since the resulting Burgers vector is zero. Dislocation dipoles, along with other redundant structures like planar dislocation loops fully contained in the represented volume, do not contribute to the GND tensor, and are considered statistically-stored dislocations (SSD) [5]. We conclude that the continuous representation of dislocations by the Nye tensor only considers non-redundant dislocation structures, which relate to strain-gradient fields, as we explain in section 2.2.1.

We now relate the concept of dislocation-density tensor with continuum measures of deformation. Consider for simplicity a linearized-kinematics framework, where the total displacement field \( u : \Omega \to \mathbb{R}^3 \) defines the deformation in a solid occupying a domain \( \Omega \). Further, assume \( u \in C^1 \). A standard decomposition of the total

\(^1\)A dislocation dipole is a pair of dislocations whose directions are parallel, but Burgers vectors are opposite.
displacement gradient reads

\[ \nabla \mathbf{u} = \frac{\partial \mathbf{u}}{\partial \mathbf{X}} = \beta^e + \beta^p \]  

(2.6)

where \( \beta^e \) is the elastic displacement gradient associated with reversible crystal deformations, and \( \beta^p \) is the plastic displacement gradient (plastic distortion), which we associate with plastic deformations due to dislocation motion.

From continuum mechanics, we require the total displacement gradient \( \nabla \mathbf{u} \) to satisfy compatibility conditions. However, neither the plastic nor the elastic displacement gradients are subject to any such requirement. In fact, the incompatibility of \( \beta^p \) is related to dislocations within the crystal and, in turn, to the dislocation density tensor as we show next. Let \( \Gamma \) be a smooth closed circuit in the undeformed crystal, otherwise known as the Burgers circuit. From the incompatibility of \( \beta^p \) we will generally obtain a non-zero Burgers vector

\[ \mathbf{b}(\Gamma) = \oint_{\Gamma} \beta^p \, d\mathbf{X} \]  

(2.7)

which equals to the sum of the Burgers vectors for all dislocations encircled by \( \Gamma \). Let \( S \) be a smooth surface whose boundary is \( \Gamma \). Then, by Stokes theorem we have

\[ \mathbf{b}(S) = \int_S (\beta^p \times \nabla) \, \mathbf{n} \, dS \]  

(2.8)
Comparing 2.8 to 2.5 we conclude that

\[ A = \beta^p \times \nabla \] (2.9)

which defines the relation between the dislocation density tensor and the plastic distortion tensor. A direct consequence of 2.9 is the divergence-free property of the dislocation density tensor

\[ A \cdot \nabla = 0 \] (2.10)

which embodies the physical requirement that dislocation lines cannot end in the interior of the body. Identity 2.10 also represents the conservation of Burgers vector or Frank’s rule.

Following Ortiz and Repetto [74], we consider the case of a dislocation loop \( C \) contained in a plane with normal \( m \), a configuration typically encountered in crystalline materials, where slip occurs on discrete crystallographic planes. The corresponding dislocation density tensor is

\[ A(X) = b \otimes t(X) \delta_C(X) \] (2.11)

where \( b \) is the Burgers vector of the dislocation, \( t \) is the unit tangent to \( C \) and \( \delta_C \) is the Dirac delta supported on \( C \). Then, the dislocation length contained in the volume
$\Omega$ is

$$L = \int_{\Omega} \frac{||A||_F}{|b|} dV \quad (2.12)$$

where $|| \cdot ||_F$ is the Frobenius norm, and $|b|$ is the Burgers vector magnitude.

### 2.1.2 Self-energy of a dislocation line

Dislocations are represented in elasticity theory by discontinuities in the displacement field, which render the displacement gradient incompatible. A dislocation line generates a stress field within the solid that contains it. We define the dislocation self-energy as the strain energy resulting from the stress field induced by a dislocation in a solid.

**Example 1.** Consider a screw dislocation with Burgers vector $b_z$ contained in a hollow cylinder of length $L$, outer radius $R$ and inner radius $r_0$. From elasticity theory the dislocation self-energy per unit length is

$$\frac{E_{\text{screw}}}{L} = \frac{\mu b_z^2}{4\pi} \ln \frac{R}{r_0} \quad (2.13)$$

where $\mu$ is the elastic shear modulus. For the case of an edge dislocation with Burgers vector $b_x$ we have that the self energy is

$$\frac{E_{\text{edge}}}{L} = \frac{\mu b_x^2}{4\pi(1-\nu)} \ln \frac{R}{r_0} \quad (2.14)$$
where $\nu$ is the Poisson ratio. [44]

In general dislocations have a mixed character, which can be decomposed into edge and screw components. This yields a self-energy that is a superposition of both edge and screw energies, with appropriate values for the corresponding Burgers vectors. A simple analysis using realistic values for $R$ and $r_0$ yields the general expression for the self-energy of a mixed dislocation per unit length

$$E^\text{self}_{\text{mixed}} = \alpha \mu b^2$$

where $\alpha$ is of the order of unity.

From 2.15 we observe that the strain energy of a mixed dislocation is proportional to its length, and therefore an increase in length results in an increase in strain energy. This observation brings the concept of line tension, which is defined as the increase in strain energy per unit increase in the length of a dislocation line. Thus, 2.15 can be seen as the expression for the line tension $T$

$$T = \alpha \mu b^2$$

In writing 2.16 we have assumed that $T$ is independent of the orientation of the dislocation segment, i.e., we consider it an isotropic line tension.

In particular, and within the context of continuously distributed dislocations, we
can use 2.12 to estimate the total dislocation length contained in a volume $\Omega$. Assume further that $\alpha$ takes a constant representative value in $\Omega$, then the total dislocation self-energy in a crystal can be expressed as

$$E_{\text{self}} = TL = \int_{\Omega} T \frac{||A||_F}{|b|} dV \quad (2.17)$$

and the dislocation self-energy density reads

$$W_{\text{self}} = T \frac{||A||_F}{|b|} \quad (2.18)$$

2.2 Non-local continuum single crystal plasticity

Thermodynamics furnishes a general and complete framework to develop constitutive material models. In this section, we identify the fields that describe the material thermodynamic state, and postulate the thermodynamic potentials that relate these fields with the physical governing laws. For a complete discussion of continuum mechanics, see references [59] and [7].

2.2.1 Kinematics of crystal plasticity

Consider a crystalline body occupying a domain $\Omega \subset \mathbb{R}^3$ in its reference configuration, which we assume to be stress free at time $t = t_1$. We adopt a Lagrangian description for the kinematics of the crystal, and represent the motion from the reference to the current configuration by the deformation mapping $\varphi \in C^1(\Omega \times [t_1, t_2], \mathbb{R}^3)$. A
standard measure of deformation is the *deformation gradient*

\[ F(X, t) := \frac{\partial \varphi(X, t)}{\partial X} \quad X \in \Omega \]  

(2.19)

A measure of the volumetric change of an infinitesimal volume element in the solid is given by the Jacobian \( J : \Omega \times [t_1, t_2] \rightarrow \mathbb{R} \), defined by

\[ J(X, t) := \det(F(X, t)) \]  

(2.20)

where \( \det : \mathbb{R}^{3 \times 3} \rightarrow \mathbb{R} \) is the determinant mapping. For the sake of clarity, we drop the arguments of functions in the sequel. Assuming the crystal deformation consists of plastic deformations produced by dislocation motion, and elastic deformations are associated to reversible distortion of the lattice, we consider the multiplicative decomposition of the deformation gradient \( F \) into an elastic deformation gradient \( F^e \) and a plastic deformation gradient \( F^p \), as proposed by Lee [54],

\[ F = F^p F^e \]  

(2.21)

Following Asaro and Rice [8], we further assume that \( F^p \) maps the crystal reference configuration \( \Omega \) to an *intermediate configuration* \( \Omega^p \) where only crystallographic slip occurs, leaving the crystal lattice unrotated and undistorted. In particular, there are no volume changes associated with plastic deformations in incompressible plasticity,
i.e., the plastic deformation gradient satisfies the condition

\[ \det(F^p) = 1 \]  \hspace{1cm} (2.22)

The rotation and distortion of the lattice are described by the elastic deformation gradient \(F^e\), which maps the body in the intermediate configuration into the current configuration. This choice of kinematics uniquely determines the multiplicative decomposition 2.21.

The evolution of the plastic deformation gradient is governed by the flow rule

\[ \dot{F}^p = L^p F^p \]  \hspace{1cm} (2.23)

where \(L^p\) is the plastic velocity gradient. It is customary in crystal plasticity to assume that plastic deformations are the result of slip due to dislocation motion along particular crystallographic systems, defined by the pair \((m^\alpha, s^\alpha)\): the plane normal and Burgers vector direction, respectively, of the \(\alpha\)-slip system in the intermediate or undistorted lattice configuration. Since the Burgers vector \(s^\alpha\) is contained in the plane defined by \(m^\alpha\), it follows from orthogonality that

\[ s^\alpha \cdot m^\alpha = 0 \]  \hspace{1cm} (2.24)

For the case of face-centered-cubic crystal structure, the slip systems are detailed in
Table 2.1. Since the crystal lattice in the intermediate configuration remains undistorted, these vectors are assumed constant throughout the crystal motion. Rice [80] proposed an expression for the plastic velocity gradient based on the superposition of the slip-system contributions

\[ L^p = \sum_{\alpha=1}^{N} \dot{\gamma}^\alpha s^\alpha \otimes m^\alpha \] (2.25)

where \( \gamma^\alpha : \Omega \times [t_1, t_2] \to \mathbb{R} \), \( \alpha = 1, \ldots, N \) are the slip strain fields, or simply slip fields. For convenience, we define the collection of slip fields by the vector \( \gamma : \Omega \times [t_1, t_2] \to \mathbb{R}^N \), and assume initial conditions for the slip fields given by

\[ \gamma(X, t_1) = \gamma_0(X) \quad , \quad X \in \Omega \] (2.26)

The choice of crystallographic slip as the measure of irreversible deformations naturally defines them as internal variables. Moreover, plastic irreversibility requires that

\[ \dot{\gamma}^\alpha \geq 0 \quad \alpha = 1, \ldots, N \] (2.27)

It follows from the orthogonality condition 2.24 that

\[ \text{trace} \ (L^p) = 0 \] (2.28)

i.e., the evolution of plastic deformations governed by 2.25 conforms to the incompressibility condition of plastic processes, as evidenced by experimental observations.
Expression 2.25 together with 2.23 yields the crystallographic flow rule

\[ \dot{F}_p = \left( \sum_{\alpha=1}^{N} \dot{\gamma}_\alpha s^\alpha \otimes m^\alpha \right) F_p \] (2.29)

Equation 2.31 describe the evolution of the plastic deformation gradient in terms of the slip fields, and thus represents a non-holonomic constraint implicitly relating \( \gamma \) and \( F^p \).

![Figure 2.2: FCC atomic structure and \{111\} slip plane.](image)

Next, we establish a connection between the continuous description of dislocation motion and crystal kinematics. Let the deviation from the undeformed configuration be described by a small displacement field \( u \in C^1(\Omega \times [t_1, t_2], \mathbb{R}^3) \), such that \( \varphi = I + u \). Then, the linearization of 2.21 about \( \Omega \) in the direction of the displacement field yields

\[ \nabla u = \beta = \beta^e + \beta^p \] (2.30)
Table 2.1: Slip systems for FCC crystals.

<table>
<thead>
<tr>
<th>Slip System</th>
<th>Plane Normal $m^\alpha$</th>
<th>Slip Direction $s^\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A2</td>
<td>(111)</td>
<td>±[011]</td>
</tr>
<tr>
<td>A3</td>
<td>(111)</td>
<td>±[101]</td>
</tr>
<tr>
<td>A6</td>
<td>(111)</td>
<td>±[110]</td>
</tr>
<tr>
<td>B2</td>
<td>(111)</td>
<td>±[011]</td>
</tr>
<tr>
<td>B4</td>
<td>(111)</td>
<td>±[101]</td>
</tr>
<tr>
<td>B5</td>
<td>(111)</td>
<td>±[110]</td>
</tr>
<tr>
<td>C1</td>
<td>(111)</td>
<td>±[011]</td>
</tr>
<tr>
<td>C3</td>
<td>(111)</td>
<td>±[101]</td>
</tr>
<tr>
<td>C5</td>
<td>(111)</td>
<td>±[110]</td>
</tr>
<tr>
<td>D1</td>
<td>(111)</td>
<td>±[011]</td>
</tr>
<tr>
<td>D4</td>
<td>(111)</td>
<td>±[101]</td>
</tr>
<tr>
<td>D6</td>
<td>(111)</td>
<td>±[110]</td>
</tr>
</tbody>
</table>

where $\beta^e$ is the elastic displacement gradient, and $\beta^p$ is the inelastic displacement gradient, also known as the plastic distortion tensor. Noting that the linearization of $L^p$ is $\dot{\beta}^p$, we can directly integrate the linearized version of flow rule 2.25 to obtain

$$\beta^p = \sum_{\alpha=1}^{N} \gamma^\alpha s^\alpha \otimes m^\alpha$$

(2.31)

At this point, a connection between the continuously-distributed dislocation theory and the crystal continuum kinematics is readily made. We associate slip in each crystallographic system $\alpha$ with the conservative motion of dislocations in the crystal plane defined by $m^\alpha$ and having total Burgers vector with direction $s^\alpha$. Moreover, for each such crystallographic system we define the slip-system dislocation tensor $A^\alpha$
from Kroner’s relation 2.9,

$$A^\alpha = s^\alpha \otimes (\nabla\gamma^\alpha \times m^\alpha) \quad (2.32)$$

From 2.12, the total dislocation length corresponding to the \( \alpha \)-system is computed by

$$L^\alpha = \int_{\Omega} \frac{\|s^\alpha \otimes (\nabla\gamma^\alpha \times m^\alpha)\|_F}{|b|} \, dx \quad (2.33)$$

which, after some algebra (see Appendix B) reduces to

$$L^\alpha = \int_{\Omega} \frac{\|\nabla P^\alpha \gamma^\alpha\|_2}{|b|} \, dx \quad (2.34)$$

where the norm \( \| \cdot \|_2 : \mathbb{R}^3 \to \mathbb{R} \) used in the last expression denotes the Euclidean norm, and

$$\nabla P^\alpha \gamma^\alpha := P^\alpha \nabla\gamma^\alpha \quad (2.35)$$

is the \textit{slip in-plane gradient} where

$$P^\alpha := I - m^\alpha \otimes m^\alpha \quad (2.36)$$

is the \textit{orthogonal-projection operator} onto the plane defined by the normal \( m^\alpha \).
2.2.2 Conservation laws

The motion of a solid is governed by conservation laws. In the following, we consider a solid deforming under quasi-static conditions, and neglect inertial terms in the statement of balance equations. All balance equations are expressed in Lagrangian form, that is, with respect to the reference configuration. Let $S \subset \Omega$ be an arbitrary sub-body and $\partial S$ be the sub-body boundary, and let $\rho_0 : \Omega \times [t_1, t_2] \to \mathbb{R}$ be the mass density per unit undeformed volume. The conservation of mass requires that

$$\frac{d}{dt} \int_S \rho_0 \, dV = \int_S \dot{\rho}_0 \, dV = 0 \quad (2.37)$$

where the first equality is obtained by noting that $S$ does not change in time. Since $S$ is arbitrary, a necessary condition for 2.37 to hold is that the integrand equal zero, that is

$$\dot{\rho}_0 = 0 \quad \text{in } \Omega \quad (2.38)$$

which is also known as the local form of mass conservation.

Let $B : \Omega \times [t_1, t_2] \to \mathbb{R}^3$ be the body forces per unit mass, and $T : \Omega \times [t_1, t_2] \to \mathbb{R}^3$ be the tractions per unit undeformed area. Then, the conservation of linear momentum reads

$$\int_S \rho_0 \, B \, dV + \int_{\partial S} T \, dS = 0 \quad (2.39)$$
Cauchy’s tetrahedron theorem in material form states that

\[ T = P N \]  \hspace{1cm} (2.40)

where \( P : \Omega \times [t_1, t_2] \rightarrow \mathbb{R}^{3 \times 3} \) is the first Piola-Kirchhoff tensor and \( N : \Omega \rightarrow \mathbb{R}^3 \) is the boundary unit outward normal. Thus, equation 2.39 takes the form

\[
\int_S \rho_0 B \, dV + \int_{\partial \Omega} P N \, dS = 0
\]  \hspace{1cm} (2.41)

An application of the divergence theorem on the surface integral of 2.41, together with the arbitrariness of \( S \), yields the local form for the balance of linear momentum

\[ \nabla \cdot P + \rho_0 B = 0 \quad \text{in} \ \Omega \]  \hspace{1cm} (2.42)

which is otherwise known as mechanical equilibrium. Finally, the conservation of angular momentum states that

\[
\int_S \varphi \times (\rho_0 B) \, dV + \int_{\partial \Omega} \varphi \times (P N) \, dS = 0
\]  \hspace{1cm} (2.43)

which can be shown to take the local form

\[ P F^T = F P \]  \hspace{1cm} (2.44)

Since the Cauchy stress tensor is related to the first Piola-Kirchhoff tensor through
the relation

$$\sigma = J^{-1}PF^{-T}$$

we conclude that the conservation of angular momentum implies the symmetry of the Cauchy stress tensor, i.e.,

$$\sigma = \sigma^T$$

The governing equations obtained from conservation laws should be furnished with initial and boundary conditions. We assume initial conditions for the deformation mapping of the form

$$\varphi(X, t_1) = \varphi_0(X), \quad X \in \Omega$$

The domain boundary $\partial \Omega$ is assumed to be the disjoint union of the displacement boundary $\partial \Omega_1$, where essential or Dirichlet boundary conditions follow from the prescription of the displacement field, i.e.,

$$\varphi = \bar{\varphi} \quad \text{on } \partial \Omega_1$$

and the traction boundary $\partial \Omega_2$, where natural or Neumann boundary conditions take the form

$$P\, N = \bar{T} \quad \text{on } \partial \Omega_2$$
where $\mathbf{T} : \partial \Omega_2 \times [t_1, t_2] \rightarrow \mathbb{R}^3$ are the prescribed tractions.

### 2.2.3 Thermodynamic formalism and constitutive formulation

Having identified the fields that represent the kinematics of the problem and their connection with the theory of continuously-distributed dislocations, together with the conservation laws that govern the motion of the solid, we are ready to develop the constitutive model. In this work, we follow an internal-variable thermodynamic framework [56, 57], which governs irreversible processes in solids, and identify the slip fields $\gamma$ as the natural internal variables for crystalline materials. An extension of this thermodynamic formalism to the non-local case, where internal processes depend on the derivatives of the internal variables, is presented in [11]. Throughout this work we consider only isothermal processes, and thus omit the dependence of the material model on temperature, and conversion of plastic work into heat thereof. An extension of the thermodynamic internal-variable formalism that addresses the conversion of plastic work into heat was developed by Rosakis et al. [81].

We start our discussion by postulating the existence of an internal energy $E_S$ stored in a sub-body $\mathcal{S} \subset \Omega$ of the solid, which depends on the kinematic fields describing the motion of the solid, internal variables governing irreversible processes, and the specific entropy $\eta : \Omega \rightarrow \mathbb{R}$, which is a measure of the microstructural disorder of the system. We distinguish between bulk and boundary surface contributions to
the internal energy of the sub-body, and write

\[ E_S = E_S^{\text{bulk}} + E_S^{\text{surf}} \]  \hspace{1cm} (2.50)

The bulk component of the internal energy can be expressed in terms of an internal energy density per unit undeformed volume \( e \) integrated over the sub-body domain

\[ E_S^{\text{bulk}} = \int_S e(F, \gamma, \nabla \gamma, \eta) \, dV \]  \hspace{1cm} (2.51)

while the surface energy is assumed to have the form

\[ E_S^{\text{surf}} = \int_{\partial S \cap \partial \Omega} \Pi(\gamma) \, dS \]  \hspace{1cm} (2.52)

where \( \Pi \) is the energy per unit undeformed area associated with the creation of new surfaces at the boundary of the solid. We remark that in writing 2.52, we have implied that if \( \partial S \cap \partial \Omega = \emptyset \), then \( E_S^{\text{surf}} = 0 \). The implicit assumption that the bulk and surface energy densities depend on \( (F, \gamma, \nabla \gamma) \) and \( \gamma \), respectively, will be justified later during their explicit formulation.

The power of the body forces and tractions applied to \( S \), or external power, is
defined as

\[ P_S = \int_S \rho_0 \mathbf{B} \cdot \dot{\phi} \, dV + \int_{\partial S} \mathbf{T} \cdot \dot{\phi} \, dS \]

\[ = \int_S \rho_0 \mathbf{B} \cdot \dot{\phi} \, dV + \int_{\partial S} \dot{\phi} \cdot \mathbf{P} \mathbf{N} \, dS \quad (2.53) \]

The first law of thermodynamics states that, in the absence of heat fluxes, the internal energy rate in a sub-body \( S \) equals the external power,

\[ \frac{d}{dt} E_S = P_S \quad (2.54) \]

Using the divergence theorem to transform the surface integral in 2.53, conservation of linear momentum and integration by parts, we arrive at an equivalent statement of the first law of thermodynamics given by

\[ \int_S \left[ \frac{\partial e}{\partial \eta} \dot{\eta} + \left( \frac{\partial e}{\partial \mathbf{F}} - \mathbf{P} \right) : \dot{\mathbf{F}} + \sum_\alpha \left( \frac{\partial e}{\partial \gamma^\alpha} - \nabla \cdot \frac{\partial e}{\partial \nabla \gamma^\alpha} \right) \dot{\gamma}^\alpha \right] \, dV + \]

\[ \int_{\partial S \cap \partial \Omega} \sum_\alpha \left( \frac{\partial e}{\partial \nabla \gamma^\alpha} \cdot \mathbf{N} + \frac{\partial \Pi}{\partial \gamma^\alpha} \right) \dot{\gamma}^\alpha \, dS = 0 \quad (2.55) \]

where we define the absolute temperature by

\[ \theta := \frac{\partial e}{\partial \eta} \quad (2.56) \]

Since the sub-body \( S \) is arbitrary, the integrands in 2.55 must be identically zero.
From the volumetric term we obtain
\[
\dot{\theta} \dot{\eta} = - \left( \frac{\partial e}{\partial F} - P \right) : \dot{F} + \sum_{\alpha} - \left( \frac{\partial e}{\partial \gamma^{\alpha}} - \nabla \cdot \frac{\partial e}{\partial \nabla \gamma^{\alpha}} \right) \dot{\gamma}^{\alpha}
\] (2.57)

from which we identify the thermodynamic forces conjugate to the internal variables, or driving forces, by
\[
\tau^{\alpha} := - \left( \frac{\partial e}{\partial \gamma^{\alpha}} - \nabla \cdot \frac{\partial e}{\partial \nabla \gamma^{\alpha}} \right) = - \frac{\delta e}{\delta \gamma^{\alpha}} \quad \alpha = 1, \ldots, N
\] (2.58)

where \( \frac{\delta e}{\delta \gamma^{\alpha}} \) means the variational derivative of the internal energy. Since the internal energy density and surface energy density do not depend directly on the slip strain rate, it follows that a necessary condition for the surface integral in 2.55 to be zero is
\[
\frac{\partial e}{\partial \nabla \gamma^{\alpha}} \cdot \mathbf{N} + \frac{\partial \Pi}{\partial \gamma^{\alpha}} = 0 \quad \text{on} \ \partial \Omega, \ \alpha = 1, \ldots, N
\] (2.59)

which, as it will be apparent later on, provides boundary conditions for the slip fields.

The second law of thermodynamics requires the entropy rate to be positive, which reads
\[
\dot{\theta} \dot{\eta} = - \left( \frac{\partial e}{\partial F} - P \right) : \dot{F} + \sum_{\alpha} \tau^{\alpha} \dot{\gamma}^{\alpha} \geq 0
\] (2.60)

In the sequel, we denote \( \mathbf{\tau} = [\tau^{1}, \ldots, \tau^{N}] \) the vector of driving forces. In order for
the inequality 2.60 to remain valid for all $\dot{\mathbf{F}}$, we require that

$$\mathbf{P} = \frac{\partial e}{\partial \mathbf{F}} \quad (2.61)$$

which is the well-known Coleman relation. Therefore, the second law of thermodynamics imposes the following constraint on the driving forces,

$$\sum \tau^\alpha \dot{\gamma}^\alpha = \mathbf{\tau} \cdot \dot{\mathbf{\gamma}} \geq 0 \quad (2.62)$$

which is also known as the reduced dissipation inequality.

The importance of the internal energy density in the constitutive formulation of materials is clear from the foregoing developments. Alternatively, one may introduce the Helmholtz free-energy density by recourse to the Legendre transform

$$A(\mathbf{F}, \gamma, \nabla \gamma, \theta) := \inf_{\eta} [e(\mathbf{F}, \gamma, \nabla \gamma, \eta) - \theta \eta] \quad (2.63)$$

with equivalent expressions for the Coleman relation, driving forces and entropy taking the form

$$\mathbf{P} = \frac{\partial A}{\partial \mathbf{F}} \quad (2.64)$$

$$\mathbf{\tau} = -\frac{\delta A}{\delta \gamma} \quad (2.65)$$

$$\eta = -\frac{\partial A}{\partial T} \quad (2.66)$$
Boundary conditions given by 2.59 read

$$\frac{\partial A}{\partial \nabla \gamma^\alpha} \cdot \mathbf{N} + \frac{\partial \Pi}{\partial \gamma^\alpha} = 0 \quad \text{on } \partial \Omega, \quad \alpha = 1, \ldots, N \quad (2.67)$$

Evolution laws, also known as rate equations or kinetic relations, must be supplied to determine the evolution of the internal variables. A common assumption in rate-dependent plasticity theories is that the rate of the internal processes is determined solely by the thermodynamic state. A class of such evolution equations can be written as

$$\dot{\gamma} = f(\tau) \quad (2.68)$$

Rate equations of the class of 2.68 are said to derive from an inelastic potential density if there exists a differentiable function $\psi(\tau)$ such that

$$\dot{\gamma} = \frac{\partial \psi(\tau)}{\partial \tau} \quad (2.69)$$

A restatement of 2.69 that will prove convenient in the development of variational constitutive updates is presented next. Introduce the inelastic dual potential density, or dissipation potential density $\psi^*(\dot{\gamma})$ by recourse to the Legendre transform

$$\psi^*(\dot{\gamma}) := \max_{\tau} \tau \cdot \dot{\gamma} - \psi(\tau) \quad (2.70)$$
then, the driving force conjugate to slip can be obtained from the dual potential as

\[ \tau = \frac{\partial \psi^*}{\partial \dot{\gamma}} \]  

(2.71)
due to the properties of the Legendre transform. Substituting the expression for driving forces 2.65 into 2.71 we can express the rate equations as

\[ \frac{\delta A}{\delta \gamma} + \frac{\partial \psi^*}{\partial \dot{\gamma}} = 0 \]  

(2.72)

Up to now, we have considered a general form for the free energy and the dissipation potential. Next, we describe the different mechanisms and processes present in crystal plasticity and their corresponding contribution to the free-energy and dissipation potentials. In metallic materials, the elastic response is ostensibly independent of the internal processes, which justifies an additive decomposition of the bulk free-energy density into elastic energy \( W^e \) and plastic energy \( A^p \) terms

\[ A(F, \gamma, \nabla \gamma) = W^e(F^e) + A^p(\gamma, \nabla \gamma) \]  

(2.73)

Following Ortiz and Repetto [74], we consider the plastic energy density to be composed of a latent hardening term, which depends on the slip fields and accounts for the interaction between slip systems, and a dislocation self-energy that depends on
the gradient of the slip fields, and introduces a length scale to the plasticity model.

Under this assumption, the free-energy density takes the form

$$A(F, \gamma, \nabla \gamma) = W^e(F^e) + W^p(\gamma) + W^{\text{self}}(\nabla \gamma)$$ (2.74)

In the following, we treat in detail the particular expressions for the different free-energy components and dissipation potential employed in the constitutive characterization of crystalline materials.

### 2.2.3.1 Elastic energy

We assume that the elastic response of the crystal follows a Hookean material behavior, and thus express the elastic energy density as

$$W^e(F^e) := \frac{1}{2} \varepsilon^e : \mathbb{C} : \varepsilon^e$$ (2.75)

where $\varepsilon^e$ is the *Hencky* or *logarithmic strain* defined by

$$\varepsilon^e := \frac{1}{2} \ln (F^e T F^e)$$ (2.76)

By virtue of 2.21, we also have

$$W^e(F^e) = W^e(FF^{p-1})$$ (2.77)
By invoking major and minor symmetries of the elastic moduli tensor, together with cubic material symmetries, we can reduce the number of material constants to three, labeled $C_{11}$, $C_{12}$ and $C_{44}$. The corresponding elastic moduli tensor, in Voight notation, reduces to

\[
C = \begin{bmatrix}
C_{11} & C_{12} & C_{12} & 0 & 0 & 0 \\
C_{12} & C_{11} & C_{12} & 0 & 0 & 0 \\
C_{12} & C_{12} & C_{11} & 0 & 0 & 0 \\
0 & 0 & 0 & C_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & C_{44} & 0 \\
0 & 0 & 0 & 0 & 0 & C_{44}
\end{bmatrix}
\]  

(2.78)

### 2.2.3.2 Local plastic stored energy

Ortiz and co-workers [74, 75] proposed a simple model of latent hardening that considers power-law hardening in single slip and off-diagonally dominant isotropic hardening matrix, whose stored energy reads

\[
W^p(\gamma) = \sum_\alpha \tau^\alpha_0 \gamma^\alpha + \frac{1}{n + 1} \tau_0 \gamma_0 \left( \frac{\gamma_{\text{eff}}}{\gamma_0} \right)^{n+1}
\]  

(2.79)

where $\tau^\alpha_0$ is the initial critical resolved shear stress in the slip system $\alpha$, $\tau_0$ is a reference resolved shear stress, $\gamma_0$ is a reference slip strain, $n$ is a hardening exponent, and

\[
\gamma_{\text{eff}} = \sum_\alpha \gamma^\alpha
\]  

(2.80)
is an effective slip strain.

2.2.3.3 Non-local dislocation self-energy

Dislocation self-energy in the context of continuous dislocation theory was addressed in 2.1.2, and the kinematic relation between dislocation density and continuum measures of deformation was presented in 2.2.1. In particular, the dislocation self-energy of one crystallographic system is obtained by substituting 2.32 into 2.17, which yields

\[ E_{\alpha}^{\text{self}}[\gamma_{\alpha}] = \frac{T}{|b|} \int_{\Omega} \| \nabla p_{\alpha} \gamma_{\alpha} \|_2^2 \, dV \quad (2.81) \]

By adding the contribution of all the slip systems, the total dislocation self-energy is

\[ E^{\text{self}}[\gamma] = \sum_{\alpha} E_{\alpha}^{\text{self}}[\gamma_{\alpha}] = \int_{\Omega} \sum_{\alpha} \frac{T}{|b|} \| \nabla p_{\alpha} \gamma_{\alpha} \|_2 \, dV \quad (2.82) \]

and the dislocation self-energy density takes the form

\[ W^{\text{self}}(\nabla \gamma) = \sum_{\alpha} \frac{T}{|b|} \| \nabla p_{\alpha} \gamma_{\alpha} \|_2 \quad (2.83) \]

Anticipating some mathematical difficulties in the solution of systems involving
non-smooth functions like the Euclidean norm in 2.82, we seek an equivalent representation for the dislocation self-energy. We note that the integral in 2.82 corresponds to the projected total variation\(^2\) of the function \(\gamma^\alpha\), which we denote by \(V_{P^\alpha}(\gamma^\alpha, \Omega)\). In particular, one can show\(^3\) that 2.82 admits the following variational characterization,

\[
E_{\alpha}^{\text{self}}[\gamma^\alpha] = \frac{T}{|b|} \sup_{\phi \in C^1_c(\Omega, \mathbb{R}^n) \, \|\phi\|_{L^\infty(\Omega)} \leq 1} \int_{\Omega} \gamma^\alpha \cdot P^\alpha : \nabla \phi \, dV \tag{2.84}
\]

where \(P^\alpha\) was defined in 2.36. In the sequel we assume there exists a solution \(\phi^{\alpha,*} \in C^1_c(\Omega, \mathbb{R}^n)\) to the variational problem 2.84,

\[
\phi^{\alpha,*} := \arg \sup_{\phi \in C^1_c(\Omega, \mathbb{R}^n) \, \|\phi\|_{L^\infty(\Omega)} \leq 1} \int_{\Omega} \gamma^\alpha \cdot P^\alpha : \nabla \phi \, dV \tag{2.85}
\]

which we call the *vector potential*. It follows from 2.84 that the total dislocation self-energy of a crystallographic system can be obtained in terms of \(\gamma^\alpha\) only, at the expense of incorporating additional fields - the vector potentials - into the problem.

We conclude this section by noting the connection of the vector potentials with physical quantities of interest. Writing the dislocation self-energy of one slip system in terms of the solution \(\phi^{\alpha,*}\), it follows that

\[
E_{\alpha}^{\text{self}}[\gamma^\alpha] = \frac{T}{|b|} \int_{\Omega} \gamma^\alpha \cdot P^\alpha : \nabla \phi^{\alpha,*} \, dV \tag{2.86}
\]

\(^2\)For the definition of total projected variation, see Appendix A

\(^3\)See Appendix A
Thus, the equivalent dislocation self-energy density reads

\[ W_{\alpha}^{\text{self}}(\gamma^\alpha) = \frac{T}{|b|} \gamma^\alpha \mathcal{P}_\alpha : \nabla \phi^{\alpha,*} \]  (2.87)

Furthermore, by comparing 2.86 to 2.17, we can express the GND density as

\[ \rho_{GND}^\alpha := \|A^\alpha\|_F = \gamma^\alpha \mathcal{P}_\alpha : \nabla \phi^{\alpha,*} \]  (2.88)

### 2.2.3.4 Step energy

The disruption of intermolecular bonds that occurs when a step is created on the surface of a solid is quantified by the step energy of a material. Largely neglected in engineering macroscopic material models, surface effects in materials at small scales can markedly influence the mechanical response of a solid. Under the assumption of an isotropic and uniform step energy \( \Gamma \), the contribution of newly-created step surfaces to the free Helmholtz energy is proportional to the step surface area \( \Delta S \),

\[ \mathcal{F}^{\text{surf}} := \Gamma \cdot \Delta S \]  (2.89)

When a dislocation escapes from the crystal body, it leaves behind a slip step, and therefore increases the step surface of the crystal by an area proportional to the dislocation’s Burgers-vector magnitude. Therefore, the flux of dislocations escaping a crystal contribute to the Helmholtz free energy by creating new step surfaces.

Consider a single slip system \( \alpha \) in which dislocations escape the crystal through
Figure 2.3: Surface formation in crystals.

a differential surface element $dS$, leaving behind steps, as shown in Figure 2.3. We assume the surface normal to have the same direction as the Burgers vector associated with the slip system. Then, the step area can be conveniently expressed in terms of the slip strain by

$$d\Delta S = \gamma^\alpha d\bar{S}$$  \hspace{1cm} (2.90)

If the surface normal $\bar{N}$ does not coincide with the Burgers vector direction $s^\alpha$, the differential surface area $d\bar{S}$ can be found by projecting the crystal surface normal $N$

$$d\bar{S} = |\bar{N} \cdot (N dS)| = |s^\alpha \cdot N| dS$$  \hspace{1cm} (2.91)

Thus, integrating over the crystal surface $\partial \Omega$, the step free energy is

$$\Gamma \int_{\partial \Omega} d\Delta S = \int_{\partial \Omega} \Gamma \gamma^\alpha |s^\alpha \cdot N| dS$$  \hspace{1cm} (2.92)

Finally, adding the surface effects due to all slip systems we obtain the total step
and the step energy per unit undeformed area reads

$$\Pi(\gamma) = \sum_\alpha \Gamma \gamma^\alpha |s^\alpha \cdot N|$$  \hspace{1cm} (2.94)

### 2.2.3.5 Dissipation potential

In addition to the Helmholtz free energy, a material model needs a dissipation potential to fully describe the irreversible behavior of solids through rate equations. In contrast to the free energy, whose mathematical description can be physically motivated, dissipation potentials prove convenient in the description of evolution laws governing non-equilibrium dissipative processes, and have in general a phenomenological origin. For the case of rate-sensitive metallic crystals, simple phenomenological descriptions of the isothermal rate dependence based on power-law relations have been successfully employed in simulations \([76, 17]\). In this work, we will consider kinetic relations of the form

$$\dot{\gamma}_\alpha = \dot{\gamma}_0 \left( \frac{\max\{0, \tau^\alpha \}}{\tau_0} \right)^{\frac{1}{m}} \hspace{1cm} \alpha = 1, \ldots, N$$  \hspace{1cm} (2.95)

where \(m\) is the rate-sensitivity exponent, and \(\dot{\gamma}_0, \tau_0\) are reference strain rate and flow stress, respectively. As noted by Ortiz and Stainier \([75]\), the dissipation potential
density corresponding to 2.95 is

\[ \psi^*(\dot{\gamma}) = \begin{cases} 
\sum_{\alpha=1}^{N} \tau_0 \dot{\gamma}_0 \left( \frac{\dot{\gamma}_\alpha}{\dot{\gamma}_0} \right)^{m+1} & \text{if } \dot{\gamma}_\alpha \geq 0 \\
\infty & \text{otherwise}
\end{cases} \] (2.96)

2.2.4 Equilibrium and kinetics in non-local crystal plasticity

The equilibrium and rate equations governing the non-local crystal plasticity problem can be summarized in the following initial boundary value problem (IBVP),

\[ \nabla \cdot \frac{\partial A}{\partial F} + \rho_0 B = 0 \quad \text{in } \Omega \]
\[ \varphi = \bar{\varphi} \quad \text{on } \partial \Omega_1 \]
\[ \frac{\partial A}{\partial F} N = \bar{T} \quad \text{on } \partial \Omega_2 \]
\[ \varphi(X, t_1) = \varphi_0(X) \quad \text{in } \Omega \] (2.97)
\[ \frac{\delta A}{\delta \gamma} + \frac{\partial \psi^*}{\partial \dot{\gamma}} = 0 \quad \text{in } \Omega \]
\[ \frac{\partial A}{\partial \nabla \gamma} \cdot N + \frac{\partial \Pi}{\partial \gamma} = 0 \quad \text{on } \partial \Omega \]
\[ \gamma(X, t_1) = \gamma_0(X) \quad \text{in } \Omega \]
In particular, substituting the expressions for the free energy and step energy density, we obtain

\[
\nabla \cdot \left( \frac{\partial W^e}{\partial F} \right) + \rho_0 B = 0 \quad \text{in } \Omega
\]
\[
\varphi = \bar{\varphi} \quad \text{on } \partial \Omega_1
\]
\[
P_\alpha N = \bar{T} \quad \text{on } \partial \Omega_2
\]
\[
\varphi(X, t_1) = \varphi_0(X) \quad \text{in } \Omega
\]
\[
\frac{\partial W^e}{\partial \gamma^\alpha} + \frac{\partial W^p}{\partial \gamma^\alpha} - \nabla \cdot \left( \frac{T}{|b|} \left| \nabla_{\rho^\alpha} \gamma^\alpha \right|_2 \right) + \frac{\partial \psi^*}{\partial \gamma^\alpha} = 0 \quad \text{in } \Omega, \quad \alpha = 1, \ldots, N
\]
\[
\frac{T}{|b|} \left| \nabla_{\rho^\alpha} \gamma^\alpha \right|_2 \cdot N + \Gamma |s^\alpha \cdot N| = 0 \quad \text{on } \partial \Omega, \quad \alpha = 1, \ldots, N
\]
\[
\gamma(X, t_1) = \gamma_0(X) \quad \text{in } \Omega
\]

We note that the IBVP expressed in 2.98 does not, in general, allow for an analytical solution. Moreover, the rate equations and boundary conditions on the slip fields become singular whenever \( \nabla_{\rho^\alpha} \gamma^\alpha = 0 \), which poses an additional challenge to the solution of the non-local crystal plasticity problem.
Chapter 3

Numerical implementation

3.1 Time integration

The numerical time integration of constitutive material models has been a subject of intense research over the last fifty years. A general review of inelastic constitutive updates can be found in [85]. In this work, we follow the variational constitutive updates developed by Ortiz and co-workers [74, 75, 79, 93]. This rather general framework is intended for elasto-viscoplastic solids, and it is particularly well suited for material models conforming to the internal-variable thermodynamic formalism, under which our non-local plasticity model has been developed.

As noted in section 2.2.4, the equivalent formulation of the non-local crystal plasticity model incorporates additional fields, the vector potentials, to the problem, thus increasing its dimensionality. Consequently, one should expect a numerical implementation with a higher number of unknowns that need to be solved for, which in turn implies a more computationally demanding problem. In order to make the numerical problem tractable, it will prove convenient to adopt a staggered-procedure
approach [26], where we consider two independent problems: the mechanical problem,
described by the deformation mapping that determines the current configuration, and
the vector-potential problem. Thus, during a mechanical step, the vector potentials
are held constant, and the deformation mapping is updated. The evolution of the
vector potential is then solved for in a similar fashion, by holding constant the current
configuration while the vector-potentials nodal values are solved for. It follows that,
under this approach, our formulation is local in the internal variables $\gamma$, and therefore
amenable to variational constitutive updates.

3.1.1 Variational constitutive updates

The integration of the free-energy density 2.74 over the crystal domain plus the step
energy 2.93 yields the total free energy of the crystal, which takes the form

$$F[\phi, \gamma] = \int_{\Omega} \left\{ W^e(FF^p - 1) + W^p(\gamma) + \sum_\alpha \frac{T}{|b|}\gamma^\alpha \mathcal{P}^\alpha : \nabla \phi^\alpha, \ast \right\} dV + \int_{\partial\Omega} \sum_\alpha \Gamma_\gamma^\alpha |s^\alpha \cdot N| dS$$

(3.1)

where we have considered the alternative representation for the dislocation self-energy
2.87. We consider distributing the step energy across the thickness of a boundary
layer, whose domain we define by $\Omega_\epsilon$ and thickness we denote by $\epsilon$. Thus, we arrive
to an approximation of the free energy of the form

$$F^\epsilon[\phi, \gamma] = \int_{\Omega_\epsilon} A^\epsilon(FF^p - 1, \gamma, \nabla \phi^\ast) dV$$

(3.2)
where the free-energy density is defined by

\[
A^e(\mathbf{F} \mathbf{F}^p, \gamma, \nabla \phi^*) = W^e(\mathbf{F} \mathbf{F}^p) + W^p(\gamma) + \sum_{\alpha} \frac{T}{|b|} \gamma^\alpha \mathcal{P}^\alpha : \nabla \phi^\alpha + \chi_\epsilon \sum_{\alpha} \frac{\Gamma}{\epsilon} \gamma^\alpha |s^\alpha \cdot \mathbf{N}|
\]

(3.3)

and

\[
\chi_\epsilon(X) := \begin{cases} 
1 & \text{if } X \in \Omega_\epsilon \\
0 & \text{otherwise}
\end{cases}
\]

(3.4)

is the characteristic function for the boundary layer. The consideration of $\epsilon$-neighborhoods for approximating surface terms in energy functionals, and its convergence in brittle fracture problems has been addressed by Schmidt, Fraternali and Ortiz [82].

It follows that, under the consideration of a staggered procedure where $\phi^*$ is kept fixed during a time step, the free-energy density 3.3 is local in the slip fields $\gamma$, thus conforming to the type of free-energy densities upon which the variational constitutive updates are formulated [75, 79]. The idea is then to reduce the evolution problem to a series of equivalent static problems by recourse to time discretization. Consider a generic time interval $[t_n, t_{n+1}]$ with time step $\Delta t = t_{n+1} - t_n$, where all the fields are assumed known for $t = t_n$, and fix the vector potential fields to the previously known values, i.e., $\phi_n^*$. We define the incremental energy density as

\[
W(\mathbf{F}_{n+1}; \mathbf{F}_n, \gamma_n, \nabla \phi_n^*) = \min_{\Delta \gamma \geq 0} \left\{ A^e(\mathbf{F}_{n+1} \mathbf{F}_{n+1}^{-1}, \gamma_{n+1}, \nabla \phi_n^*) - A^e_n + \Delta t \psi^* \left( \frac{\Delta \gamma}{\Delta t} \right) \right\}
\]

(3.5)
where

\[ A_n^t = A^t(F_n F_{n+1}^p, \gamma_n, \nabla \phi_n^*) \]  

(3.6)

and \( \Delta \gamma = \gamma_{n+1} - \gamma_n \). Minimization with respect to \( \gamma_{n+1} \) in equation 3.5 implies

\[ \tau_{n+1} = \frac{\partial \psi^*}{\partial \gamma_{n+1}} \]  

(3.7)

which is the time-discretized version of the rate equations 2.95. Moreover, the stress update is

\[ P_{n+1}(F) = \frac{\partial W(F; F_n, \gamma_n, \nabla \phi_n^*)}{\partial F_{n+1}} \]  

(3.8)

i.e., the stress update possesses a potential structure. The consistency of the variational constitutive updates has been established in [75, 79].

### 3.1.2 Flow-rule update

In writing 3.5 we have assumed \( F_{n+1}^p \) is known from the integration of flow rule 2.31. The numerical integration of flow rules in finite-deformation plasticity has been approached in several different ways in the literature. In particular, the use of the exponential mapping in the integration of finite-deformation flow rules, and first order approximations thereof, has been considered by [92, 24, 16, 61]. One appealing aspect of the exponential mapping is that it yields an updated plastic deformation gradient that automatically satisfies plastic incompressibility, a condition that follows from the tracelessness of plastic flow rules. However, exponential mappings may be
costly to compute, especially their first and second tangents [73], which are usually needed in the solution of non-linear equations using iterative methods like Newton-Raphson. In the following, we propose an incremental update inspired on the theory of differentiable manifolds [60].

As discussed in 2.2.1, the plastic deformation gradient $F^p$ conforms to the incompressibility condition set by 2.22. From a set-theory standpoint, $F^p$ is an element of the special linear group $SL(3) = \{ A \in \mathbb{R}^{3 \times 3} | \det(A) = 1 \}$, and it can be further shown (c.f. [60]) that $SL(3)$ is a differentiable manifold\(^1\), with tangent space being defined by $\mathfrak{s}l(3) = \{ a \in \mathbb{R}^{3 \times 3} | \text{trace}(a) = 0 \}$, the set of traceless matrices. In particular, the plastic velocity gradient defined in 2.25 is an element of the tangent space just defined. Figure 3.1 shows a geometric interpretation of these concepts.

\[ \text{Figure 3.1: Special-linear update.} \]

By *updates* we understand a mapping that takes a point in the tangent space $\mathfrak{s}l(3)$ and projects it back to the manifold $SL(3)$, subject to certain consistency conditions.

\(^1\)and consequently a Lie group
A classical example of updates in Riemannian manifolds and Lie groups is the exponential mapping. For a rigorous definition of updates in differential manifolds, see [71]. Let $A \in SL(3)$ and $a \in sl(3)$. A simple update\(^2\) for the special linear manifold is

$$\text{upd}(a) = \frac{A + a}{\det^\frac{1}{3}(A + a)}$$  \hspace{1cm} (3.9)$$

In the particular case of single-crystal plasticity and assuming a backward Euler approximation for the slip rate, we set $A = F^p_n$ and $a = \sum_\alpha \Delta \gamma^\alpha s^\alpha \otimes m^\alpha$. Thus, the special-linear update inspired on 3.9 reads

$$F^p_{n+1}(\Delta \gamma; F^p_n) = \frac{I + \sum_\alpha \Delta \gamma^\alpha s^\alpha \otimes m^\alpha}{\det^\frac{1}{3}(I + \sum_\alpha \Delta \gamma^\alpha s^\alpha \otimes m^\alpha)} F^p_n$$  \hspace{1cm} (3.10)$$

and Figure 3.1 provides a geometric interpretation of the update. Appendix C contains the expressions for the first and second tangents of the update 3.9.

The proposed special-linear update for the crystallographic flow rule has been integrated into a general finite-kinematics version of a local crystal-plasticity model based on the variational constitutive updates framework. Figure 3.2 shows the comparison of the special-linear and exponential update. The difference in the numerical results between the two updates is only noticeable at moderate strains ($> 10\%$). In order to show the applicability of the proposed flow-rule update, we have performed a parameter fitting using the experimental results for copper single crystals by Franciosi and Zaoui [31], using the dislocation-based hardening model developed by Cuitino and

---

\(^2\)Since it corresponds to the submersion of an element in the tangent space, see [71]
Ortiz [16] in the variational form of Ortiz and Stainier [75]. The experimental data and simulated stress-strain curves for two highly-symmetrical orientations ([001] and [111]) are shown in Figure 3.3. These loading orientations lead to polyslip condition [49], activating eight and six slip systems, respectively. The numerical implementation correctly captures the set of active slip systems, as observed in the slip strain curves in Figure 3.4. The material parameters used in the numerical simulations for copper single crystals are listed in Table 3.1.

![Uniaxial tension test - Flow-rule updates](image)

Figure 3.2: Comparison of flow-rule updates. Exponential case is taken from [75].
Figure 3.3: Dislocation-based model fitting. Experimental data is taken from [31].

Figure 3.4: Active slip systems and slip strain.

3.2 Spatial integration using the finite element method

3.2.1 The mechanical problem

As mentioned in section 3.1.1, the solution to the rate problem in crystal plasticity can be reduced to a sequence of equivalent static problems by means of constitutive
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{11}$</td>
<td>$168.4 \times 10^3$ MPa</td>
</tr>
<tr>
<td>$C_{12}$</td>
<td>$121.4 \times 10^3$ MPa</td>
</tr>
<tr>
<td>$C_{44}$</td>
<td>$75.4 \times 10^3$ MPa</td>
</tr>
<tr>
<td>$\gamma_0$</td>
<td>1.0</td>
</tr>
<tr>
<td>$m$</td>
<td>100</td>
</tr>
<tr>
<td>$\tau_0$</td>
<td>2.0 MPa</td>
</tr>
<tr>
<td>$\rho_0$</td>
<td>$1.0 \times 10^{10}$ m$^{-2}$</td>
</tr>
<tr>
<td>$\rho_{sat}$</td>
<td>$1.0 \times 10^{13}$ m$^{-2}$</td>
</tr>
<tr>
<td>$\gamma_{sat}$</td>
<td>0.5%</td>
</tr>
<tr>
<td>$a_0$</td>
<td>$8.0 \times 10^{-4}$</td>
</tr>
<tr>
<td>$a_1$</td>
<td>$5.7 a_0$</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$10.2 a_0$</td>
</tr>
<tr>
<td>$a_3$</td>
<td>$16.6 a_0$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.3</td>
</tr>
<tr>
<td>$b$</td>
<td>$2.56 \times 10^{-10}$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$75.4 \times 10^3$ MPa</td>
</tr>
</tbody>
</table>

Table 3.1: Model parameters for copper single crystal.

variational updates. By approximating the first Piola-Kirchhoff tensor in the linear momentum balance equation 2.39 by the stress update 3.8, the equivalent static problem for a generic time step $t_{n+1}$ takes the form

$$\nabla \cdot P_{n+1}(\nabla \varphi_{n+1}) + \rho_0 B_{n+1} = 0 \quad \text{in } \Omega$$

$$\varphi_{n+1} = \bar{\varphi}_{n+1} \quad \text{on } \partial \Omega_1$$

$$P_{n+1}(\nabla \varphi_{n+1}) N = T_{n+1} \quad \text{on } \partial \Omega_2$$

(3.11)
where \( \varphi_{n+1} : \Omega \to \mathbb{R}^3 \) is the time-discretized displacement field we need to solve for, and

\[
B_{n+1} = B(X, t_{n+1}), \quad \bar{\varphi}_{n+1} = \bar{\varphi}(X, t_{n+1}), \quad \bar{T}_{n+1} = \bar{T}(X, t_{n+1})
\]

are prescribed functions. Due to the potential structure of the stress update 3.8, the boundary value problem 3.11 resembles an elastostatics problem, and therefore admits the following variational formulation [59, 72],

\[
\Phi[\varphi_{n+1}] = \inf_{\eta \in V} \Phi[\eta]
\]

where \( \Phi[\cdot] \) is the potential energy defined by

\[
\Phi[\varphi_{n+1}] = \int_{\Omega} W(\nabla \varphi_{n+1}; F_n, \gamma_n, \nabla \phi_n^*) \, dV - \int_{\Omega} \rho_0 B_{n+1} : \varphi_{n+1} - \int_{\partial \Omega} \bar{T}_{n+1} : \varphi_{n+1} \, dS
\]

and the space of solutions \( V \in W^{1,\infty}(\Omega, \mathbb{R}^3) \) satisfies the essential boundary conditions 2.48.

Based on the variational restatement 3.12 of the equivalent static problem, we formulate the associated finite-element problem. Following the Rayleigh-Ritz method, we consider a sequence of approximating finite-dimensional subspaces \( V^h \subset V \). In particular, we consider a finite-element discretization of the domain \( \Omega \), and trial
functions $\eta^h \in \mathcal{V}^h$ of the form

$$\eta^h(X) = \sum_{a \in \mathcal{A}} N_a(X) \eta_a$$

(3.14)

where $\mathcal{A}$ is the nodal set for the discretization of $\Omega$, $\eta_a \in \mathbb{R}^3, a \in \mathcal{A}$ are the nodal value of the trial function, and $N_a : \Omega \to \mathbb{R}, a \in \mathcal{A}$ are the basis or shape functions satisfying the Kronecker-delta property

$$N_a(X_b) = \begin{cases} 1 & \text{if } a = b \\ 0 & \text{otherwise} \end{cases}$$

(3.15)

Then, the Ritz approximation is the function $\varphi^h_{n+1} \in \mathcal{V}$ that minimizes the potential energy, i.e.,

$$\varphi^h_{n+1} := \arg \inf_{\eta^h \in \mathcal{V}^h} \Phi[\eta^h]$$

(3.16)

### 3.2.2 Incompressibility and mean-dilatation elements

Standard finite-element formulations based on linear shape functions suffer from volumetric locking in problems involving near-incompressibility. A customary assumption in metal plasticity is the isochoric evolution of the inelastic deformations, as stated in 2.22. Several approaches have been proposed in the literature to deal with such internal constraints and alleviate locking, including local bubble enrichment for dis-
placements [15], mixed formulations [23] and mean-dilatation methods [63] and their
generalization using assumed-strain methods [45], among others. (For a review, see
[46, 23, 40].)

In this work, we consider a mean-dilatation approach for finite kinematics in-
spired in its linear counterpart (c.f. [63]). Following [40], we take the volumetric and
deviatoric components of the deformation gradient to be

\[ F_{\text{vol}} = J^{\frac{1}{3}} I \]  \hspace{1cm} (3.17)
\[ F_{\text{dev}} = J^{-\frac{1}{3}} F \]  \hspace{1cm} (3.18)

which defines the following multiplicative decomposition of the deformation gradient

\[ F = F_{\text{dev}} F_{\text{vol}} \]  \hspace{1cm} (3.19)

It can be shown that a linearization of 3.17 and 3.18 about the undeformed configu-
ration (i.e., \( F = I \)) in the direction of the displacement field \( u \) yields

\[ < D F_{\text{vol}}, u > = \frac{1}{3} (\text{div} \, u) I \]  \hspace{1cm} (3.20)
\[ < D F_{\text{dev}}, u > = \nabla u - \frac{1}{3} (\text{div} \, u) I \]  \hspace{1cm} (3.21)

which is the standard decomposition, in the linearized-kinematics setting, of the dis-
placement gradient into volumetric and deviatoric components.
The concept of mean dilatation can be extended to the context of finite kinematics as follows. The logarithmic volumetric strain is defined as

$$ \theta = \log(J) $$

(3.22)

Let $\Omega_e$ be the domain of the finite element under consideration. Then, the mean dilatation can be obtained by averaging 3.22 over the element volume

$$ \bar{\theta} = \log(J) = \frac{1}{|\Omega_e|} \int_{\Omega_e} \log(J(X)) \, dV $$

(3.23)

Then, based on the decomposition 3.19, we define the mean-dilatation deformation gradient as

$$ \bar{F} = J^{-\frac{1}{2}} F J^\frac{1}{2} I = J^\frac{1}{2} J^{-\frac{1}{2}} F $$

(3.24)

and use this version of the deformation gradient in the evaluation of the material energy density and its derivatives, as needed in the calculation of the finite element energy, nodal forces and tangent stiffness. In addition to the mean-dilatation approach, we consider enriching the linear interpolation basis by adding bubble nodes in the faces of tetrahedral elements, as depicted in Figure 3.5.
3.2.3 The vector-potential problem

The local form of the dislocation self-energy for the slip system $\alpha$ given in 2.84 hinges on the solution of the following variational problem,

$$\sup_{\phi^\alpha \in C^1_c(\Omega; \mathbb{R}^n)} \int_{\Omega} \gamma^\alpha P^\alpha : \nabla \phi^\alpha \, dV \quad (3.25)$$

We note that 3.25 depends only on the slip field of the $\alpha$ slip system, and therefore is independent of other slip systems. Therefore, we will have as many vector-potential independent problems to solve as active slip systems. The solutions to these problems are further needed in the computation of the total dislocation self-energy, as defined in 2.82.

A finite-element formulation for the vector-potential problem can be obtained in a similar fashion to the mechanical problem. We assume the same discretization of the domain used in the mechanical problem, and consider trial functions similar to
3.14, which in this case read

$$
\phi^{\alpha,h}(X) = \sum_{a \in A} N_a(X) \phi_{a}^\alpha
$$

(3.26)

where \( \phi_{a}^\alpha \in \mathbb{R}^3 \), \( a \in A \) are the vector-potential nodal values. The trial function gradient reads

$$
\nabla \phi^{\alpha,h}(X) = \sum_{a \in A} \phi_{a}^\alpha \otimes \nabla N_a(X)
$$

(3.27)

Substituting 3.27 into 3.25 we arrive at the following optimization problem,

Maximize \( \sum_{a \in A} f^{\alpha,a} \cdot \phi_{a}^\alpha \) \hspace{1cm} \text{subject to} \hspace{1cm} \| \phi_{a}^\alpha \|_2 \leq 1 \hspace{1cm} a \in A

(3.28)

where

$$
f^{\alpha,a} = \int_{\Omega} \gamma^\alpha P^\alpha : \nabla N_a(X) \, dV
$$

(3.29)

A few remarks on 3.28 are in order. We first note that solving 3.28 is equivalent to solving a set of independent problems of the form

Maximize \( f^{\alpha,a} \cdot \phi_{a}^\alpha \) \hspace{1cm} \text{subject to} \hspace{1cm} \| \phi_{a}^\alpha \|_2 \leq 1 \hspace{1cm} \forall a \in A

(3.30)

due to the independence of constraints in 3.28. The objective function of the equivalent sub-problem in 3.30 is affine on the vector-potential nodal coordinates, and therefore concave. Further, the constraint function is convex since it is an affine
transformation of a norm, and thus 3.30 represents a set of independent convex problems. Moreover, the origin is always a strictly feasible point of 3.30, and consequently Slater’s conditions hold. In particular, the Karush-Kuhn-Tucker conditions provide necessary and sufficient conditions for optimality [13], which in this case take the form

\[
\begin{align*}
\mathbf{f}^{\alpha,a} + \lambda \frac{\phi^{\alpha,*}_a}{\|\phi^{\alpha,*}_a\|_2} &= 0 \\
\|\phi^{\alpha,*}_a\|_2 - 1 &\leq 0 \\
\lambda &\geq 0 \\
\lambda (\|\phi^{\alpha,*}_a\|_2 - 1) &= 0
\end{align*}
\] (3.31)

It follows that a solution to 3.31 and in turn to 3.30 is

\[
\phi^{\alpha,*}_a = \begin{cases} 
\frac{\mathbf{f}^{\alpha,a}}{\|\mathbf{f}^{\alpha,a}\|_2} & \text{if } \mathbf{f}^{\alpha,a} \neq 0 \\
0 & \text{otherwise}
\end{cases}
\] (3.32)

### 3.3 Computational aspects

Multiscale material models pose a challenge to numerical simulations, due to the many expensive calculations at the material level they involve. In particular, the determination of the local state at the quadrature point level in finite element (FE) simulations using crystal plasticity material models represents a high portion of the total computation time. Moreover, the computation time grows linearly with the number of elements considered in the problem, leading to a compromise between the accuracy of the material model and the accuracy of the FE discretization. In order
to handle such challenging computational demands, one needs to resort to parallel computing.

The numerical framework described in the foregoing has been implemented in Eureka. A very general description of the hierarchy of classes in a FE problem in Eureka, which is standard for modern FE codes in general, is shown in Figure 3.6. As already mentioned, the evaluation of multiscale material models at the quadrature points takes the highest share of the computation time in multiscale simulations. Therefore, for problems where the number of finite elements in the model is not too large and domain decomposition is not necessary, a plausible strategy for parallelization consists in the parallel evaluation of the material response at the quadrature points. We therefore identify the fine-grain task with one material model evaluation, which is performed by the Material class.

There are several advantages to the strategy just described, which in High-Performance Computing (HPC) is known as a Single-Instruction-Multiple-Data (SIMD) model. First, the partition of the problem can be done arbitrarily, that is, one can assign a set of quadrature points to a process regardless of the finite element they belong to. Since the crystal plasticity material model is local, no communications between processes are needed while performing material calculations, and the only information exchange occurs at the initialization of a process, where the material model receives as input the deformation gradient, and when the material response has been computed,

---

3Eureka is a C++ finite element code developed by Michael Ortiz
and the result needs to be communicated to the `Element` class in the quadrature process. Since there is little communication between fine-grain tasks, the task coarsening is simply done by assigning more quadrature points to a single process.

The parallelization strategy just described has been implemented for shared-memory machines using the POSIX threads library. Table 3.2 summarizes the size of the FE model considered in the evaluation of the performance of the parallel implementation, along with the execution time for one evaluation of the model potential energy. A commonly used performance metric in HPC is the speedup, which is defined as

\[
S_p = \frac{T_1}{T_p}
\]

where \( p \) is the number of threads, \( T_1 \) is the execution time of a sequential implementation and \( T_p \) is the execution time of the parallel implementation using \( p \) threads.
Linear or ideal speedup is achieved whenever \( S_p = p \). Figure 3.7 shows the speedups obtained for the parallel implementation developed, based on the results shown in Table 3.2. We conclude that the parallel implementation obtains almost ideal speedup, which is indicative of good scalability, a very desirable feature in the development of parallel computer codes.

<table>
<thead>
<tr>
<th>Elements</th>
<th>DOFs</th>
<th>Execution time (sec)</th>
<th>2 Threads</th>
<th>4 Threads</th>
<th>8 Threads</th>
<th>16 Threads</th>
</tr>
</thead>
<tbody>
<tr>
<td>576</td>
<td>225</td>
<td>118.880</td>
<td>60.239</td>
<td>30.169</td>
<td>15.300</td>
<td>7.870</td>
</tr>
<tr>
<td>1152</td>
<td>441</td>
<td>245.456</td>
<td>121.749</td>
<td>60.749</td>
<td>30.628</td>
<td>16.200</td>
</tr>
<tr>
<td>2304</td>
<td>1065</td>
<td>414.287</td>
<td>206.878</td>
<td>103.987</td>
<td>53.457</td>
<td>27.211</td>
</tr>
</tbody>
</table>

Table 3.2: FE mesh information and execution times.

Figure 3.7: Performance metrics - speedups.
Chapter 4

Model validation

4.1 Introduction

Due to their simple geometry, micropillars in compression tests allow for a more direct study of microplasticity. In contrast with torsion experiments on metallic whiskers, where strain gradients are predominant throughout the sample, micropillar compression tests involve low strain gradients, and therefore allow us to study other deformation mechanisms directly related to the physical dimensions of the sample. Figure 4.1 shows a micropillar sample before and after being tested in compression.

The mechanical response of FIB-machined nickel micropillars was systematically studied by Dimiduk and co-workers [21] by means of quasi-static room-temperature axial compression tests. By varying the micropillar diameter over the range of 1 – 40 $\mu$m, they found a strong dependence of the yield stress on the sample diameter for the case of micropillars with diameter below 10 $\mu$m, while samples with diameters in the 20-40 $\mu$m range would result in yield stresses of the order of nickel bulk sub-millimeter single crystals. The uniaxial stress-strain curves of representative
4.2 Numerical simulation of nickel micropillars

Motivated by the work of Dimiduk et al. [21], numerical simulations of nickel single-crystal micropillars have been performed using the model developed in the foregoing. The sample lattice was oriented so that the vertical axis corresponds to the [2 6 9] direction of the crystal, thus predominantly activating the A3 slip system under uniaxial loading. The Schmid factor associated with this loading condition is 0.48. The top and bottom of the pillar were clamped, and the numerical test consisted in a displacement-controlled compression experiment. Pillar diameters of 1, 2.5, 5, 10 and 30 µm were tested, while the height-to-diameter aspect ratio was fixed at 2.5 for all simulations. The nominal axial strain rate was $1 \times 10^{-1} \text{s}^{-1}$ for all tests. The mesh
Figure 4.2: Representative stress-strain curves for different sample diameters. Taken from [21].

was refined until the longest edge of the largest tetrahedral element measured less than 0.3 pillar diameters.

The material model parameters used in simulations can be found in Table 4.1, and were selected as follows. The elastic moduli $C_{11}, C_{12}, C_{44}, \mu$ were obtained from the literature [84]. The Burgers-vector magnitude $b$ was assumed to be equal to the lattice parameter for nickel. The critical resolved shear stress $\tau_{\alpha}^{c_0}$ matches the average value found by Dimiduk and co-workers [21] in macroscopic nickel crystals. In view of the low hardening rates in easy-glide stage observed in experimental results, we have considered the power-law hardening model described in 2.2.3.2, with parabolic
hardening in single slip and a reference resolved shear stress equal to 10% of the critical resolved shear stress, which approximates a rigid-plastic response, as shown in Figure 4.3. The geometrical factor for the dislocation self-energy $\alpha$ was set to 0.1 to also reflect low hardening in easy glide. Values for the step formation energy of FIB-damaged nickel samples were not in the literature, so its value was selected to best match experimental results. The fitting procedure consisted in iterating the value of the step formation energy until a good match was found for the 1 $\mu$m-diameter pillar case. Then, the fitted step formation energy value was assumed constant for all other micropillar samples.

![Single-slip hardening](image)

Figure 4.3: Local resolved shear stress for single slip.
<table>
<thead>
<tr>
<th></th>
<th>$C_{11}$</th>
<th>$C_{12}$</th>
<th>$C_{44}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elastic Energy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$247.0 \times 10^3$ MPa</td>
<td>$147.0 \times 10^3$ MPa</td>
<td>$125.0 \times 10^3$ MPa</td>
</tr>
<tr>
<td>Local Plastic Energy</td>
<td>$\tau_{\alpha}^0$</td>
<td>$17.5$ MPa</td>
<td>$\tau_0$</td>
</tr>
<tr>
<td>Dislocation Self-Energy</td>
<td>$\alpha$</td>
<td>$0.1$</td>
<td>$\mu$</td>
</tr>
<tr>
<td>Step-formation Energy</td>
<td>$\Gamma$</td>
<td>$90.0$ J/m$^2$</td>
<td></td>
</tr>
<tr>
<td>Dissipation Potential</td>
<td>$\dot{\gamma}_0$</td>
<td>$1.0$</td>
<td>$Y_0$</td>
</tr>
</tbody>
</table>

Table 4.1: Material model parameters for Ni micropillars.

### 4.3 Results and discussion

The simulated and experimental stress-strain curves for nickel micropillars with diameters 1, 2.5, 5, 10 and 30 $\mu$m are plotted in Figure 4.4. We start the discussion by noting the apparent difference in tangent modulus of the simulated and experimental curves. As noted in [21], one of the difficulties of compression tests in microsamples is to obtain perfect alignment between the surface of the flat indenter used to compress the sample and the micropillar top. The discrepancies between the theoretical and experimental loading tangent moduli can be attributed to misalignment, along with the compliance provided by the bottom substrate supporting the pillar on the overall response, as argued by Greer et al. [36].
Several authors consider different levels of strain for the comparison of flow stresses in micropillar tests. The arbitrariness of the strain level considered for determining the sample strength is mainly due to random strain bursts encountered in the stress-strain curves, particularly for small diameter samples, which do not allow for a characteristic curve to be identified in all tests. For the case of Figure 4.2, it can be observed that the flow stress in all cases remains relatively constant for strains greater than 2.8%. We therefore focus on strain levels of 3% when comparing strength of micropillars, and conclude from Figure 4.4 that the numerical simulations quantitatively capture the flow stress, the highest deviation being the case of the 1 µm-diameter pillar.
The dislocation substructures found in a post-mortem specimen using transmission electron microscopy [21] supports the stage I easy-glide assumption for the strain range undergone by the specimens. Hardening rates from numerical simulations are in good agreement with experiments for sample diameters greater than 10 µm, in which both the magnitude and frequency of strain bursts are markedly reduced. As expected, numerical simulations do not introduce strain bursts in the mechanical response, since all the fields in the crystal plasticity model are continuous and smooth in time. The rate of hardening predicted by the model for sample diameters below 5 µm is apparently much higher than the rate found in experiments. However, these results should be interpreted in light of the recent studies by Shade et al. [83], where the effect of lateral constraints on the plastic response of micropillars is investigated. In particular, they show that low-friction top platen experiments, akin to roller top boundary conditions, result in almost no strain-hardening and large strain bursts, both of which are clearly observed in the 1, 2.5 and 5 µm sample-diameter experimental curves. By contrast, high-friction top platen resembling fully-restrained boundary conditions exhibit positive and increasing strain-hardening rates, with smaller and less frequent strain bursts. Since all simulations considered fully-restrained top boundary conditions, the observations of Shade and co-workers reconcile the numerical and experimental curves for sample diameters ≤ 5µm.

The constrained-top experiments of Shade and co-workers show a barreled shape
of the compressed micropillar, together with a much more uniform distribution of slip traces along the height of the specimen than the unconstrained experiments, see Figure 4.5. This is also predicted by the simulations, and shown in Figure 4.6. The ability of the model to reproduce these features found in experiments is noteworthy.

![Figure 4.5](image)

Figure 4.5: Ni superalloy micropillar - constrained experiment for axial strain 1%, 3% and 12%, from left to right.

The relation in experimental data between the resolved shear strength of micropillars and the sample diameter has been explained by several authors using a power-law expression of the form

\[
\frac{\tau}{\mu} = A \left( \frac{d}{b} \right)^M
\]

(4.1)

where \(A\) and \(M\) are constants found by fitting expression 4.1 to the data using least-squares regression. Dou and Derby [22] gathered data for Au, Ni, Cu and Al micropillars available from the literature, and obtained \(A = 0.71\) and \(M = -0.66\).
However, it should be noted that in their analysis, they included very different micropillar shapes, including circular and square cross sections, and crystal orientations, from the highly symmetrical [001] orientation where theoretically eight slip systems are active, to single-slip tests with the loading axis oriented in the [269] direction of the crystal. Dimiduk et al. [21] considered only the case of Ni micropillars and [269] loading direction, and performed a fit to the engineering stress in terms of the pillar diameter, which, after a simple conversion and normalization, yields constants $A = 0.35$ and $M = -0.64$ for diameters below 30 $\mu$m. We have also performed a fit of 4.1 to the flow stresses at 3% strain found in our numerical simulations, and obtained $A = 0.29$ and $M = -0.58$, which is in good agreement with previous values purely based on experimental results. Table 4.2 collects these values, and Figure 4.7 summarizes the analysis, showing the experimental values of Dimiduk et al., together
with the values obtained through numerical simulations and the corresponding fit.

<table>
<thead>
<tr>
<th>Reference</th>
<th>A</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dou and Derby [22]</td>
<td>0.71</td>
<td>-0.66</td>
</tr>
<tr>
<td>Dimiduk et al. [21]</td>
<td>0.35</td>
<td>-0.64</td>
</tr>
<tr>
<td>This work</td>
<td>0.29</td>
<td>-0.58</td>
</tr>
</tbody>
</table>

Table 4.2: Power-law fit constants.

**Ni Micropillar – Compression Tests**

![Graph showing micropillar strength simulations and experiments](graph.png)

Figure 4.7: Micropillar strength - simulations and experiments.

The initial and post-mortem dislocation density of [269]-oriented Ni specimens has been measured by Norfleet and co-workers [68] for sample diameters ranging from 1 to 20 µm. On average, they found that the dislocation density in tested samples is greater than their estimated initial density, with a trend that the final density increases with
decreasing micropillar diameter. From our simulations, the GND density has been calculated using the expression 2.88, and average values of the GND density for the most active system (A3) have been obtained for (111) planes located in the shear-band region. A comparison between the simulated and experimental final densities is shown in Figure 4.8. Although simulations qualitatively predict the trend that smaller pillars have greater final dislocation density, the orders of magnitude of experiments and simulations do not agree. However, we note that a direct comparison of these results is inconsequent, since the GND density represents only a fraction of the total dislocation density, to be complemented by the SSD density, whose evolution is not considered by the present model.

![Figure 4.8: Dislocation Density - experiments and simulations.](image)
Chapter 5

Conclusions

5.1 Summary

We have developed a novel physics-based multiscale model for the mechanical response of micromaterials. A continuum crystal plasticity formulation that takes into account the dislocation evolution in a continuous sense has been developed within a thermodynamic framework. The presented formulation considers the dislocation self-energy and the step formation energy, thus introducing a length scale that is otherwise not present in traditional crystal plasticity models.

Using the proposed model, we have performed numerical simulations of compression tests in nickel micropillars for different diameters, which quantitatively reproduce the size effect found in experiments. The predictive capabilities of the model developed in this work are noteworthy, especially considering that there is only one parameter to calibrate, the step energy, and that the calibration was done by considering only one experimental case.
Phenomenological strain-gradient plasticity methods based on the concept of geometrically necessary dislocations have been successful in explaining size effects in problems where the gradients of the strain field are relevant. However, dramatic size effects have been found in absence of significant gradients in the strain, and for such conditions strain-gradients theories fail to be predictive, highlighting the necessity of incorporating additional mechanisms. Surface effects can markedly influence the behavior of materials as the size of the samples is reduced, as demonstrated by the proposed model. In particular, the surfaces of samples fabricated using the FIB technique are known to have severe damage, which has been observed and measured in terms of Ga\(^+\) penetration and atomic percentage. However, to the best of our knowledge, the mechanical properties of FIB damaged surfaces have not been assessed, and thus surface damage has been largely neglected in the mechanical modeling of micropillar. The proposed mechanical model could provide with an estimate for the step energy in damaged materials based on the fit done to experiments, which remains to be corroborated experimentally.

Due to their complexity, multiscale simulations are computationally very demanding. Therefore, the scalability of a numerical algorithm is critical to the success of the method. In this work, we have demonstrated the high scalability of the method for small-to-moderate meshes that do not require domain decomposition. Moreover, we have provided a closed-form solution to the discretized vector-potential problem, which is also highly scalable due to the little communication requirements.
5.2 Future work

Many aspects of the theory presented here can be the subject of further study. An interesting avenue to pursue is the connection between the line tension model resulting from the assumption of continuously distributed dislocations and dislocation dynamics. In particular, we have assumed that line tension is isotropic and constant throughout the crystal. For example, the line tension values could be obtained from dislocation dynamic simulations that are representative of the dislocation substructure typically found in micromaterials. Theoretical results supporting this connection have been recently developed by Garroni and Müller [33].

We have considered a simple phenomenological expression for the local plastic energy that proves sufficient for the stage I easy-glide regime observed in micropillar compression tests. In particular, dislocation interaction leading to latent hardening is not predominant in this setting, due to the orientation of the pillar lattice, which favors the activation of only one slip system. A physics-based forest-dislocation hardening model that accounts for dislocation interaction and has been successful in predicting stage I and II in single crystals was developed by Cuitino and Ortiz [17]. In their formulation, the dislocation density results from the solution of a simple evolution equation, which is in one-to-one correspondence with the slip strain. Since the present model provides the GND density as a result, we could directly provide
the dislocation density to the forest-dislocation hardening model of Cuitino and Ortiz.

The numerical simulations presented here are restricted to nickel single-crystal micropillars. A natural extension using the same framework is the study of other materials that have also been experimentally investigated, like Au, Cu and Al. Likewise, the present model could be also employed in the simulation of much smaller samples with nanometer dimensions, where surface effects are expected to take an even stronger role in the mechanical response.
Appendix A

Total variation

Definition 1 (Total Variation). Given a function \( f \in L^1(\Omega) \), the total variation is defined as

\[
V(f, \Omega) := \sup_{\phi \in C^1_c(\Omega, \mathbb{R}^n), \|\phi\|_{L^\infty(\Omega)} \leq 1} \int_{\Omega} f \operatorname{div} \phi \, dV
\]

Remark 1. If \( f \in C^1(\Omega) \) it can be shown that

\[
V(f, \Omega) = \int_{\Omega} |\nabla f| \, dV
\]

Moreover, it can also be shown that

\[
V_{P^\alpha}(f, \Omega) := \int_{\Omega} |\nabla P^\alpha f| \, dV = \sup_{\phi \in C^1_c(\Omega, \mathbb{R}^n), \|\phi\|_{L^\infty(\Omega)} \leq 1} \int_{\Omega} f \operatorname{div}(P^\alpha \phi) \, dV
\]

\[
= \sup_{\phi \in C^1_c(\Omega, \mathbb{R}^n), \|\phi\|_{L^\infty(\Omega)} \leq 1} \int_{\Omega} f P^\alpha : \nabla \phi \, dV \tag{A.1}
\]

where \( P^\alpha \) is the orthogonal-projection operator defined in B.5, and \( : \) denotes the tensor product.
full-contraction operation.
Appendix B

In-plane gradient derivation

Let \( M \in \mathbb{R}^{n \times n} \). The Frobenius norm for square real matrices is defined as

\[
\|M\|_2 = \sqrt{\sum_{ij} M_{ij}^2} = \sqrt{\text{Trace}(M^T M)} \tag{B.1}
\]

Now, consider the case \( M = s^\alpha \otimes (\nabla \gamma^\alpha \times m^\alpha) \). Then we have

\[
\|M\|_2 = \sqrt{(s^\alpha \cdot s^\alpha) (\nabla \gamma^\alpha \times m^\alpha \cdot \nabla \gamma^\alpha \times m^\alpha)} \tag{B.2}
\]

however, \( (s^\alpha \cdot s^\alpha) = 1 \) by definition. Continuing in indicial notation we have

\[
\|M\|_2 = \sqrt{\epsilon_{ipq} \gamma^\alpha_p m_q \epsilon_{irs} \gamma^\alpha_s m_r}
= \sqrt{(\delta_{pr} \delta_{qs} - \delta_{ps} \delta_{rq}) \gamma^\alpha_p m_q \gamma^\alpha_s m_r}
= \sqrt{\gamma^\alpha_p \gamma^\alpha_p - \gamma^\alpha_s \gamma^\alpha_s m_s m_q}
= \sqrt{\|\nabla \gamma^\alpha\|^2 - \|\frac{\partial \gamma^\alpha}{\partial m^\alpha}\|^2} \tag{B.3}
\]
where we have used the tensorial identity $\epsilon_{ipq}\epsilon_{irs} = \delta_{pr}\delta_{qs} - \delta_{ps}\delta_{rq}$ and the fact that $m^\alpha \cdot m^\alpha = 1$. The expression B.3 is clearly the Euclidean norm of the projection of the vector $\nabla \gamma^\alpha$ onto the plane defined by the plane-normal $m^\alpha$. Equivalently, let the in-plane gradient be

$$\nabla_{P\alpha} \gamma^\alpha = \mathcal{P}^\alpha \nabla \gamma^\alpha$$  \hspace{1cm} (B.4)$$

where

$$\mathcal{P}^\alpha = I - m^\alpha \otimes m^\alpha$$  \hspace{1cm} (B.5)$$

is the orthogonal-projection operator. Then it is readily verified that

$$\|M\|_2 = \|\nabla_{P\alpha} \gamma^\alpha\|_2$$  \hspace{1cm} (B.6)$$
Appendix C

Submersion mapping and its tangents

Let $GL_+(3) = \{ X \in \mathbb{R}^{3\times3} | \det X > 0 \}$ be the general linear group, and $SL(3) = \{ Y \in \mathbb{R}^{3\times3} | \det Y = 1 \}$ be the special linear group, such that $SL(3) \subset GL_+(3)$. Consider the submersion mapping $g : GL_+(3) \rightarrow SL(3)$ given by

$$g(X) = \frac{X}{\det^{\frac{1}{3}}(X)} \quad \text{(C.1)}$$

or in component notation

$$g_{ij}(X) = \frac{X_{ij}}{\det^{\frac{1}{3}}(X)} \quad \text{(C.2)}$$

Moreover, recall the identities

$$\frac{\partial \det(X)}{\partial X_{ij}} = \text{adj}(X)_{ij} = \det(X)X^{-1}_{ji} \quad \text{(C.3)}$$

$$\frac{\partial X^{-1}_{ji}}{\partial X_{kl}} = -X^{-1}_{jk}X^{-1}_{li} \quad \text{(C.4)}$$
Then, it can be shown that the first tangent of the submersion mapping is

\[
\frac{\partial g_{ij}(X)}{\partial X_{kl}} = \det^{-\frac{1}{2}}(X) \left\{ \delta_{ik} \delta_{jl} - \frac{1}{3} X_{ik}^{-1} X_{ij} \right\} \tag{C.5}
\]

\[= \det^{-\frac{1}{2}}(X) \delta_{ik} \delta_{jl} - \frac{1}{3} X_{ik}^{-1} g_{ij}(X) \tag{C.6}
\]

and the second tangent is given by

\[
\frac{\partial^2 g_{ij}(X)}{\partial X_{pq} \partial X_{kl}} = -\frac{1}{3} \left\{ \det^{-\frac{1}{2}}(X) X_{qp}^{-1} \delta_{ik} \delta_{jl} - X_{lp}^{-1} X_{qk}^{-1} g_{ij}(X) + X_{lk}^{-1} \frac{\partial g_{ij}(X)}{\partial X_{pq}} \right\} \tag{C.7}
\]

\[= -\frac{1}{3} \det^{-\frac{1}{2}}(X) \left\{ X_{qp}^{-1} \delta_{ik} \delta_{jl} + X_{lk}^{-1} \delta_{ip} \delta_{jq} - \left( X_{lp}^{-1} X_{qk}^{-1} + \frac{1}{3} X_{lk}^{-1} X_{qp}^{-1} \right) X_{ij} \right\} \tag{C.8}
\]
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