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Abstract 

Human olfaction is still the primary instrument used in many industries to classify the smell or 

flavor of products. This is a costly process since trained experts are required who can only work 

for relatively short periods of time. Therefore using machine olfaction to perform the task would 

be a significant advance. Many researchers have investigated electronic noses, but currently only 

relatively large" instrument" electronic noses have been built. We have designed an electronic nose 

on a single silicon chip, including adaption, signal processing, and classification. 

The electronic nose chip is composed of four different stages: Sensor stage, Signal Processing 

stage, Database stage, and Classifier stage. 

The sensor stage, as its name suggests, deals with the sensor directly. The sensor we use is 

a carbon black-organic polymer whose relative resistance change is proportional to the given odor 

concentration. The function of the sensor stage is to adapt this resistive sensor to a preset baseline 

value, take the AC signal voltage, then output a current proportional to the signal voltage. So 

the sensor stage outputs a signal current which contains information about the odor concentration. 

An adaptive electronics stage, a peak detector, and a transconductance amplifier are designed to 

complete the sensor stage. Adaptive electronics are implemented to adapt the sensor to be within a 

proper working range of the circuit while tuning out the environment background. Adaption is done 

by constructing an adjustable current source. After adaption is done, the bias current value is held, 

so the sensor voltage at this time contains two different types of information: baseline value and 

signal value. The peak detector traces the input signal to its maximum value, then holds the value 

for further signal processing. This is needed because the signal voltage is defined as the difference 

between the maximum sensor voltage and the baseline sensor voltage. The transconductance ampli

fier converts voltage to current linearly while functioning as high pass filter. The output current is 

equal to the difference between the two input voltages multiplied by some gain (called transconduc

tance). The output of the peak detector, the maximum sensor voltage, is used as the noninverting 

input, while the baseline sensor voltage is used as the inverting input. By the differential input 

characteristic of the transconductance amplifier, the baseline information is cancelled, and only the 

signal information remains. Thus, the output current from the transconductance amplifier contains 

the signal information, i.e., odor concentration. 
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The signal processing stage performs two important tasks for further signal processing. First, 

normalization throughout the signal array is realized. Then the Euclidean distance between the sig

nal vector and the data vector is calculated. A normalizer using city-blocks distance is designed and 

an Euclidean distance calculation circuit is built. A normalization circuit using city-blocks distance 

is implemented to generate a normalized signal vector. This normalized signal vector is stored in 

a SRAM through an AID in the LEARNING State. On the other hand, in the CLASSIFYING 

state, Euclidean distance between the normalized signal vector and the data vector is calculated. 

Euclidean distance circuit is implemented to calculate the Euclidean distance between signal vector 

and data vector. The Euclidean distance is output in the form of a current. This distance measure 

is utilized for classification. 

The database stage stores the signal vector in the data storage device (LEARNING state) or 

outputs the data vector from the data storage device (CLASSIFYING state). This stage also takes 

care of the interface between the electronic nose chip and the outside world. A central control 

unit is designed to generate all the control signals and arrange the time sequence. Eight-bit Static 

Random-Access Memory (SRAM) is used for data storage. AID converter is used to convert the 

signal vector into a digital word. This happens during the LEARNING process. A D I A converter is 

used to convert the data from SRAM into the data vector. This happens during the CLASSIFYING 

process. A current copier cell is designed to maintain the value of the data current. Several current 

copier cells are used to form a data vector. The central control unit is designed to generate all the 

control signals needed and their time sequence. 

The classifier stage receives all the Euclidean distances between signal vector and data vectors, 

and generates the output corresponding to the shortest Euclidean distance, while inhibiting all the 

other outputs. The generated output is denoted as the answer to the pattern recognition problem. 

The current copier cell in the database stage is used to maintain the value of the Euclidean distance 

current. Several current copier cells are used to generate inputs for the LTA circuit. The Loser

Take-All (LTA) is used for parallel classification. Global inhibition can be done by using an LTA 

circuit. 
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Chapter 1 Overview 

Olfaction, the sense of smell, is the main sensory system in humans that contributes to the sensation 

of flavor. Together with other sensations, such as vision and audition, olfaction makes one's life 

more colorful. Imagine walking in a garden full of beautiful flowers without enjoying their wonderful 

fragrance, or eating delicious New York steak without smelling it, one can easily conclude that 

olfaction is so important to our daily life. But it is more than that. There are many applications 

of olfaction not only for an individual's life but also for the industries. Applications include food 

product quality control, safety and security, environmental monitoring, indoor air quality, health 

care, medical diagnosis, pharmaceutical purposes, and military applications. For example, one 

typical olfaction task is for food manufacturers to test for food freshness, to screen of incoming raw 

materials, to control food quality, and to monitor for accidental or intentional contamination. Hines 

at university of Warwick has reported the application for a neural network-based electronic nose to 

non-destructively determine ripeness of banana and apple[l, 2]. 

One olfaction task would be involved in safety and security applications. For example, hazardous 

alarms for toxic and biological agents can be made based on the use of olfaction. Moreover, appli

cations for screening airline passengers and luggage for explosives, and examining vehicles for drugs 

and contraband at airports, cargo terminals, and border crossings all come to mind. In addition, 

olfaction is very useful for environmental monitoring. It can be applied to detect pollution and haz

ardous chemicals that threaten people's life. Odor control is of increasing importance in our lives, 

such as in automobiles, trains, aircrafts, inside and outside of buildings and factories. Moreover, 

it can be used to monitor indoor air quality, as well as industrial and agricultural emissions and 

noxious environmental wastes. Researchers at Warwick university, U.K. have reported an electronic 

nose system for monitoring the quality of potable water and classifying the strain and growth phase 

of cyanobacteria in it[3, 4]. 

Furthermore, odor has been valued by physicians for diagnostic purposes for centuries. Breath, 

sweat, urine, and stools can be analyzed to provide diagnostic information to medical practitioners. 

The Chinese have used smell to help diagnose ailments for thousands of years. For example, breath 

analysis can be used for rapid diagnosis of acute infections, acetone can be detected in the breath of 

diabetics, and halitosis can be detected for stress or stomach disorders. Gardner has reported the 

applications of the electronic nose system to predict bacteria type, examine breath, and diagnose 
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illness [5, 6, 7]. Besides, monitoring of wound infections and body odor in a nursing home would 

improve the quality of life for the elderly. In addition, olfaction can be applied to screen incoming 

raw materials, to monitor production processes, and to maintain security in storage and distribution 

areas in the pharmaceutical industry. 

Olfaction can be utilized in the military to find buried landmines. It can also be used for other 

battlefield applications including biological and chemical agent detection, friend-or-foe identification, 

monitoring aging warheads and artillery shells, anticipating the creation of explosive environments, 

and protecting personnel who must handle these dangerous inventory items. 

These applications of olfaction raise a demand to find a "nose" that meets the needs. The 

biological nose is the first thing that comes to mind. In fact, today the human nose is still the 

primary "instrument" used to assess the smell or flavor of various industrial products. But there 

are many drawbacks, such as individual variability, fatigue, infections, mental state, subjectivity, 

exposure to hazardous compounds, etc. Moreover, it is not a good process economically because of 

the cost to train experts who can only work for relatively short period of time. Thus an alternative 

"nose" that can imitate the function of the biological nose is needed. 

Perhaps the earliest work on odor sensing can be traced back to Moncrieff in 1961[8]. It was 

actually a mechanical nose. The concepts of early electronic noses were reported by Wilkens and 

Hatman back in 1964[9], Buck[lO] in 1965, and Dravnieks[ll] in 1965, but the concept of an electronic 

nose as an intelligent chemical sensor array system for odor classification was introduced 20 years 

later by Persaud at Warwick University in UK[12] in 1982 and Ikegami at Hitachi in Japan in 1985 

and 1987[13, 14]. The term "electronic nose" appeared around the late 1980s as it was used at a 

conference in 1987[15]. In 1989, during a session at a NATO Advanced Workshop on Chemosensory 

Information Processing, artificial olfaction was discussed and the design of an artificial olfactory 

system was further established[16]. The first conference dedicated to the topic of electronic noses 

was held in 1990[17]. 

Since 1990, many researches on a sensor array system for odor classification have been done. 

Several kinds of electronic nose sensors have been investigated. They fall into five main categories: 

conductivity sensors, piezoelectric sensors, MOSFETs, optical sensors, and spectrometry-based sens

ing methods. There are two different types of conductivity sensors: metal oxide[18, 19, 20, 21] and 

conducting polymer[22, 23, 24, 25]. Both of them exhibit a conductance change when exposed to 

odors. Metal oxide has been used extensively and available commercially in electronic nose appli

cations. Oxides of tin, zinc, titanium, tungsten, and iridium doped on platinum or palladium are 
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usually used. Sensor sensitivity ranges from 5 to 500 parts per million. One severe drawback is 

that its operation temperature is usually very high. On the other hand, conducting polymer sensors 

usually operate at ambient temperature, so they do not need a special heater. The electronic inter

face for conducting polymer sensors is very straightforward, making them very suitable for portable 

instruments. Sensor sensitivity ranges from 0.1 to 100 parts per million. The main drawback of 

conducting polymer sensors is their high sensitivity to humidity. Thus some ways to tune out the 

background humidity and sensor drift are necessary. 

There are two types of piezoelectric sensors: quartz crystal microbalance (QCM) [26, 27] and 

surface acoustic-wave (SAW) devices[28, 29]. For the electronic nose applications, they are both 

configured as mass-change-sensing devices. The QCM device is a resonating polymer-coated disk 

with metal electrodes on each side connected to a lead wire. In operation, The device resonates at a 

characteristic frequency when excited with an oscillating signal. When the odor is adsorbed by the 

polymer, the mass of the device increases, thus the resonance frequency is reduced. The reduction 

of frequency is inversely proportional to odorant mass adsorbed by the polymer. QCM usually has 

sensitivity up to lng mass change. One of the disadvantage of QCM is when the dimensions are 

scaled down, the device becomes noisier because of the instabilities due to larger surface-to-volume 

ratio. Another type of piezoelectric sensor is SAW device. Different from QCM, a Rayleigh wave 

travels over the surface of the device instead of its volume. SAW sensors operate at much higher 

frequencies than QCM, hence the frequency change is larger. So the sensitivity of a SAW device can 

be up to lpg mass change. Both SAW and QCM devices need more complicated interface electronics. 

When the volatile organic compounds come in contact with a catalytic metal, there is a reaction 

in the metal. By using a MOSFET odor-sensing device this reaction diffuses through its gate and 

changes the electrical properties of the device[30]. Therefore, the sensitivity and selectivity of the 

device can be optimized by adjusting the type and thickness of the metal catalyst. Usually several 

parts per million sensitivity can be achieved. One of the advantages of using a MOSFET odor

sensing device is its excellent compatibility with IC fabrication processes. So the device can be 

integrated with electronic interface circuits and batch-to-batch variations can be minimized. But 

remember the catalyzed reaction products have to penetrate the catalytic metal layer for the device 

to change its electrical properties. Thus the device needs a window to allow reaction products to 

interact with the gate structures. 

Another type of odor-sensing device is optical-fiber sensors[3l]. Glass fibers with a thin chemically 

active material coating on the sides are configured as the sensing devices. The active material 

contains chemically active fluorescent dyes immobilized in an organic polymer matrix. A light 
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source at a single frequency is used to interrogate the active material. When an odor is applied 

to the sensor, a change in color is detected and measured. By forming an array of these optical

fiber devices an electronic nose can be built. Their sensitivity is usually very high, up to low parts 

per billion. The disadvantages of the device are the complexity of the instrumentation and control 

system and the limited lifetime due to photo bleaching. Dickinson and Kauer at Tufts university 

have reported convergent, self-encoded bead sensor arrays in the design of an artificial nose[32]. 

Gas chromatography, mass spectrometry, and light spectrum are the three different types of 

spectrometry-based sensing methods. The idea is to inject the odor into a spectrometer which 

generates a spectral response characteristic of the odor, such as separated molecular constituents 

(gas chromatography), atomic mass profile (mass spectrometry), or transmitted light frequencies 

(light spectrum). A sensor at the output of the spectrometer detects the characteristic profile. 

When sampled at various instants, a unique pattern can be obtained as coming from an array of 

different parallel sensors. The sensitivity is usually parts per billion and good analytical accuracy 

can be achieved. But this type of odor-sensing devices require complex interface electronics, and 

they seldom perform in real time in the field. 

Table 1.1[33] summaries different technologies for electronic nose sensors, including the princi

ple of operation, their fabrication methods, availability, sensitivity of the sensors, advantages and 

disadvantages. 

Several manufacturers have already commercialized different "electronic noses". They are in

struments that are mostly desktop or laptop in size, depending on their features. Since much of 

the early work of electronic nose technology has been done in Britain, there are many companies 

such as AromaScan, Bloodhound Sensors, and EEV Chemical Sensor Systems in Britain. There are 

several other companies in Europe that commercialize electronic nose instruments such as Airsense 

and Lennartz in German, Alpha M.O.S. in France, and Nordic Sensor Technologies in Sweden. In 

the United States several companies have joined the electronic nose business, including Cyrano, 

Electronic Sensor Technologies, Hewlett-Packard, and Sawtek. Table 1.2[33] is a summary of some 

available electronic nose instruments today in the market, including their sensor type, number of 

sensors, size of the instrument, and their cost. 

Although these "electronic nose" instruments have the ability to mimic the biological nose to 

some extent so that they can be applied to many industrial uses, they are large in volume with high 

cost and high operating power. For the applications such as landmine detection in the military use 

and food freshness examination in the supermarket, it is impractical to bring a desktop or laptop 
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alongside. Today, electronic nose instruments available in the market are either in size of desktop 

or laptop, with very few companies researching on palmtop size electronic nose. The purpose of this 

dissertation is to make a "wearable" electronic nose with the size of, for example, a watch. Therefore, 

innovative methods have been investigated to build up a low cost, low power, small size, and versatile 

sensing platform, such as a "electronic nose chip". There have been some efforts designing nose-on

a-chip by several people[30, 34, 35], but a real electronic nose chip has yet been made. So in this 

dissertation the VLSI circuits needed to build an electronic nose chip are investigated, designed, 

simulated, and tested. 

To design the circuitry needed for the electronic nose chip, the biological nose is studied. The 

human smell begins with sniffing. When we sniff, air samples that contain molecules of odors 

move into nostrils, then past curved bony structure called turbinates. The turbinates create a 

turbulent airflow pattern. Eventually these air molecules would go to the nose's olfactory epithelium 

coated with thin mucus generated by olfactory mucous membrane. The function of the mucus is 

to trap the air molecules for further signal processing and maintain the humidity. The olfactory 

epithelium contains approximately 50 million primary sensory cells. Each of the sensory cells has 

miniscule filaments that extend from the surface of the epithelium into the watery mucus. Each 

filament contains a protein which is the molecular receptor that interacts with the incoming odorant 

molecules. When the air molecule binds to the receptor protein, a cascade of enzymatic reactions is 

initiated, and odor signals are transmitted from the sensory cells in the epithelium through axons to 

the brain's olfactory bulb, where it terminates in a cluster of neural networks called glomeruli. These 

glomeruli neural networks perform recoding, re-mapping, and compression of the sensor signals. 

Then these signals are sent to olfactory cortex, where classification and recognition really take 

place. 

Learning from the biological nose, this dissertation is devoted to design the circuits needed for 

building up a novel VLSI-compatible, versatile, low-cost, small volume, electronic nose chip. First, 

discrete carbon black-organic polymer sensors from Nate Lewis' group at Caltech[25] are chosen 

to imitate the function of receptor proteins in the biological nose. These polymer sensors exhibit 

several desired characteristics, such as good sensitivity, linearity, quick response time, and good 

reproducibility. Moreover, the interface electronics of the polymer sensors can be very simple and 

compact. Unlike metal oxide sensors, these polymer sensors operate at room temperature. Because 

of its characteristics, the carbon black-organic: polymer is a very suitable candidate for the wearable 

electronic nose. Maybe one major drawback of the polymer sensor is its strong sensitivity to humidity. 

So an adaptive circuit which can tune out the environment background needs to be designed. 



6 

The sensor signal is read from the output of the adaptive circuit. By forming an array of different 

polymer sensors a signal vector can be generated. However, this signal vector is still "raw" and needs 

some further signal processing. First of all, the signal vector needs to be normalized because the odor 

concentration is usually unknown. This normalized signal vector is either stored in the memory for 

database storage or compared with existing data vectors. The comparison between the normalized 

signal vector and existing data vectors are done by performing Euclidean distance calculation. A 

nearest neighbor classifier is then implemented to imitate the function as glomeruli neural network. 

Normalization and Euclidean distance calculation are done by designing circuits that perform 

these functions. Bipolar transistors are chosen because of the simplicity resulting from their excellent 

exponential characteristic. Signals are processed in current mode rather than voltage mode because 

it is much easier to perform addition, subtraction, and many mathematical calculations in current 

mode. Therefore, a transconductance amplifier is needed to convert the sensor signal into current 

before normalization. 

Integrated sensor has been researched by Jeff Dickson in our group[36, 37]. Therefore, only VLSI 

circuits needed are investigated in the first generation electronic nose chip. A standard SRAM is 

chosen as the memory to store the data vectors instead of on-chip memory cells. Since SRAM, A/D, 

and D / A are all existing parts available in the market today, this dissertation concentrates on the 

other building blocks of the electronic nose chip. An interface circuit between the nose chip and the 

digital circuits is designed. Of course the future goal for the wearable electronic nose is to implement 

the memories on chip, such as analog memory cells. Throughout the dissertation, analog VLSI is 

used much more extensively than digital. The advantages of using analog VLSI are to reduce power 

dissipation, to speed up the signal processing by performing parallel computation, and to save chip 

area so that more channels of sensors can be implemented on the same chip. 

Chapter 2 serves as a summary for the background knowledge of the carbon black-organic polymer 

sensor. This polymer sensor is utilized as the olfactory cell in the human nose. Its characteristics, 

such as temporal response, reproducibility, and linearity are discussed. A typical sensor array is 

presented. An array of different polymer sensors is used to generate a unique odor signature for each 

odor. These odor signatures form the basis of the electronic nose. Percolation theory, which explains 

the way polymer sensor works, is introduced. Finally, two of the important non-ideal characteristics, 

sensor noise and sensor drift, are discussed. 

In chapter 3, the ftoorplan of the electronic nose chip is presented, and four of the stages which 

compose of the electronic nose chip are introduced: sensor stage, signal processing stage, database 
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stage, and classifier stage. The sensor stage adapts the polymer sensor to a preset baseline value, 

takes the AC signal voltage, then outputs a current proportional to the signal voltage. The output of 

the sensor stage is a signal current which contains information about the odor concentration. Taking 

the outputs from an array of sensors results in a signal vector, and this signal vector is output to 

the signal processing stage. 

The signal processing stage normalizes the signal vector to obtain the signal pattern. This signal 

pattern is stored in the database stage in the LEARNING state or compared to existing odor patterns 

in the CLASSIFYING state. Euclidean distances between normalized signal vector and data vectors 

generated from the database stage are calculated through an Euclidean distance circuit. All the 

Euclidean distances are sent into a Loser-Take-All classifier in the classifier stage. A block diagram 

for the entire floor plan is presented at the end of the chapter. 

In chapter 4 the sensor stage is described in detail. The need and advantage to adapt the sensor 

to the environment are discussed, and several different types of adaptive circuits are presented. The 

performance of the various adaptive electronics are shown and analyzed. A peak detector is designed 

to track the maximum sensor voltage, then a transconductance amplifier is used to extract the signal 

current (feature extraction). The overall performance of the whole sensor stage is tested and shown 

at the end of the chapter. 

Chapter 5 discusses the circuits needed for the signal processing stage. In the beginning, the need 

for normalization is stated. Then a very powerful design principle called the translinear principle 

is introduced. Utilizing the translinear principle, a simple and compact normalization circuit using 

city-blocks distance is designed and tested. An absolute value circuit is built to take the absolute 

value of the difference between the input vector and data vector. Moreover, applying the translinear 

principle again, an Euclidean distance that calculates the Euclidean distance of a vector is designed 

and tested. 

Chapter 6 is devoted to the database stage and chip interface. At first several different methods 

of digital storage are introduced, and SRAM is chosen to be the storage method. Then the chip 

interface is designed according to two different states of the signal processing: LEARNING state 

and CLASSIFYING state. To generate all the control signals for the SRAM and multiplexors in the 

database stage, a central control unit is designed. At the end of the chapter, a current copier cell is 

shown. It is built to memorize the current for a period of time in order to construct the data vector 

and the inputs of the Loser-Take-All circuit. 
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Chapter 7 describes the final stage of the electronic nose chip. Two pattern recognition techniques 

are introduced: series pattern recognition and parallel pattern recognition. Series pattern recognition 

is described shortly and its advantages and disadvantages are analyzed. A Loser-Take-All circuit is 

used to realize the parallel pattern recognition technique. Its performance is tested and its drawback 

is discussed. 

Chapter 8 presents the conclusion of the dissertation. Eight different odor patterns are stored 

in three-dimensional vectors and six different odors are tested using the electronic nose chip. The 

performance of the electronic nose chip is presented, and future works for further improvement of 

the electronic nose chip are suggested. 
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Chapter 2 Sensor 

Sensors are the eyes and ears of modern measurement instrumentation and control systems. They 

can be viewed as a machine's way to "see", "hear", and "touch" the environment. They are widely 

used in both analog and digital instrumentation systems to provide the interface between electronic 

circuits and the real world. Numerous sensors have been investigated to perform many kinds of 

functions. For example, a microphone is a sensor that transforms an acoustic wave into an electric 

signal. In short, a sensor is a device that converts energy derived from a physical phenomenon into 

an electrical current or voltage, for purposes of measurement and control. 

The electronic nose, by its name, is a machine that can smell and distinguish different smells. 

For the electronic nose chip, sensors that can transform different smells into measurable current or 

voltage are needed. Carbon black-organic polymer has been proven to be one of the candidates for 

odor sensing. In this chapter we will give a brief summary about the carbon black-organic polymer 

sensor. Its characteristics, theory, and application as the front end of the electronic nose chip will 

be discussed. 

2.1 Introduction 

To construct an approach to chemical sensing, one of the ideas is to reference and mimic the mam

malian sense of olfaction [38, 39]. For a mammalian, instead of one single sensor in the nose, over 

1000 receptor genes have been discovered in the olfactory system. Learning from the mammalian, 

an array of different sensors is used for odor identification, with every sensor chosen to respond to a 

number of different chemicals [40,41,42,43]. In such an array, no individual sensor responds solely 

to a specific odor, but the collective response of the entire array produces a unique pattern for the 

odor of interest (Figure 2.1). Ideally, in order to respond to the largest cross section of analytes, the 

elements of the sensor array should show as much chemical diversity as possible. Then the response 

of the sensor array produces a distinct pattern, like a signature or fingerprint, that can be utilized 

for odor classification and identification. 

Carbon black-organic polymers are used to form the sensor array. The sensor element is con

structed by dispersing a film consisting of carbon black particles into different insulating organic 

polymers. Carbon black particles offer very stable electrical conductivity, while different organic 

polymers offer chemical diversity throughout the sensor array. When a sensor is exposed to vapor, 
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Figure 2.1: An array of broadly reactive sensors in which each individual sensor responds to a variety 
of odors, but the pattern of differential responses across the array produces a unique pattern for 
each odorant. 

the polymeric phase of the composite swells while carbon black is unaffected, and forms a longer 

conduction path, i.e., an increased resistance. This is a very simple but great means for monitoring 

the presence of a vapor [44, 45]. By constructing an array of carbon black-organic polymers, a 

pattern showing resistance changes among different sensors forms a unique signature for the vapor 

of interest. 

2.2 Temporal response 

A typical sensor response is shown in Figure 2.2 [46]. Before being exposed to vapor, the sensor 

resistance maintains its baseline value R b . The sensor responds at the time an odor vapor is applied 

to its surface, and its resistance increases rapidly in the rise time. The rise time is defined from the 

time the sensor resistance reaches 10% of its equilibrium to the time the sensor resistance reaches 

90% of its equilibrium. After the rise time, the sensor resistance increases gradually to reach its 

equilibrium state Rmax. 

The sensor resistance maintains its equilibrium state Rmax as long as the vapor exists. When 

the vapor is removed, the sensor resistance drops dramatically during its fall time, then decreases 

slowly toward the original baseline Rb. Similar to the rise time, the fall time is defined from the 

time the sensor reaches its 10% decrease to 90% decrease. The sensor resistance basically goes back 

to its original baseline value as time goes on. 

We define the difference between the maximum sensor resistance when reaching equilibrium Rmax 

and the baseline resistance Rb as 

(2.1) 
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Figure 2.2: Temporal resistance response of a typical polymer composite chemiresistor detector 

This differential resistance b:.Rmax is called differential sensor resistance and is very important as 

we will see very soon in section 2.4. 

2.3 Reproducibility 

One of the important requirements for a usable sensor is its reproducibility. In the real world, 

a circuit designer can not tolerate a sensor that can only be used once, except in some special 

applications. Moreover, the sensor should be able to "return" to its initial state every time after a 

measurement is done. If the sensor itself cannot return to the initial state, its usefulness depends on 

whether the circuit designer can implement a circuit to bring the whole circuit back to initial state. 

Figure 2.3 shows the resistance changes of two carbon black-polymer films during repeated, 

periodic exposures to two test solvent vapors[47]. The resistances of the films increased when the 

solvent vapor was present and then returned to their original baseline values after the vapor flow 

was discontinued. The reproducibility of the sensor is very good, making the sensor able to be used 

multiple times. 
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Figure 2.3: Resistances of carbon black composites of (a) PEVA and (b) PVP upon 15 repeated 
exposures to benzene and methanol, respectively 

2.4 Linearity 

For an arbitrary sensor, it would respond to the physical phenomenon in several possible ways. Some 

sensors relate their output voltage or current exponentially to the extent of the physical event, and 

some sensors have a quadratic relationship between its input and output. Many sensors exhibit more 

complicated relationships. But there is a kind of sensor that its output voltage or current shows a 

simple linear dependence to the" amount" of physical event. This linearity characteristic makes the 

sensor very easy to use. Because of the linearity property, the output voltage or current contains 

quantitative information of the physical event, i.e., it enables the machine to quantify the physical 

event directly. 

One of the attractive properties of the carbon black-organic polymer sensor is its linearity. Many 

tests have shown a linear steady-state dc resistance response to analyte concentration[47, 48]. There

fore, the pattern itself forms an odor signature which allows odor classification, and the steady-state 

pattern height enables quantification of the odor concentration. We can describe the linearity by 

writing down an equation: 

(2.2) 
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Figure 2.4: Differential relative resistance increase in a PEO-carbon black composite vs. fraction of 
analyte vapor pressure exposed to the film 

where A is a polymer-related constant, and C represents the odor concentration. Therefore, the 

relative differential resistance 6.Rmax / Rb contains the odor concentration through the constant A. 

Figure 2.4 depicts the steady-state relative differential resistance response 6.Rmax / Rb of carbon

black filled poly(ethylene oxide) film as a function of the analyte concentration[49]. Over the con

centration range in the experiment, the data is well-fit by straight lines passing through the origin, 

showing great linearity characteristics. This linearity property is very useful for the use of normal-

ization in section 2.6. 

2.5 Noise 

Sensors are the eyes, ears, and noses of a machine to contact the outside world. They translate the 

characteristics of the physical world into some measurable electrical signals. An engineering problem 

often related is the level of electrical noise generated in the sensor and electronic system. Since the 

useful information does not depend on the signal information itself, but instead on the signal-to

noise ratio (SNR), noise plays an important role in the discussion. Shurmer et al. have discussed the 

ultimate sensitivity attainable with resistive-based vapor sensors in the limit of Johnson or white 

noise[50j. The main noise source of the resistive carbon black-organic polymer sensors is also thermal 

noise. 

Thermal noise is the most often encountered noise in resistive elements. It is caused by the 
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random thermally excited vibration of the charge carriers in a conductor. This kind of carrier motion 

is very similar to the Brownian motion of particles. When the temperature is above absolute zero, 

the electrons in a resistor are in random motion, and this kind of electron motion has a relationship 

with temperature. When the electrons move randomly in the resistor, there are many little current 

surges randomly in the resister material. Of course the average current of these currents in the 

resistor is zero. But instantaneously there is a current fluctuation in the resistor, and these current 

fluctuation induces noise in the resistor. 

Thermal noise is also called Johnson noise, Nyquist noise, or white noise, and the noise power 

can be shown as 

Nt = kT~f (2.3) 

where Nt is the thermal noise power, k is Boltzmann's constant (1.38 x 10-23 W-s/K), T is the 

temperature of the resistor in kelvins (K), and ~f is the noise bandwidth of the measuring system 

in hertz (Hz). 

Another way to get a sense of the noise is to use rms thermal noise voltage Et : 

(2.4) 

For a typical sensor resistance 100kO and 1kHz noise bandwidth, the rms thermal noise voltage 

is 1. 27f1'v. A lower limit can be set for the measurable voltage to be ten times the rms thermal 

noise voltage, which is 12.7j.lV. Assume Vref is 2V, the bias current is 2V /100kO=20j.lA. So the 

corresponding sensor resistance change ~Rmax is 0.6350, which is 6.35 x 10-4 % resistance change. 

In chapter 4 we will see the carbon black-organic polymer is biased by a current source, which 

outputs a constant current I decided by a reference voltage Vref divided by the sensor resistance 

R b. Assume the sensor resistance changes by ~Rmax' since the output remains constant, the signal 

voltage can be determine as 

So the signal-to-noise ratio can be obtained from equation 2.4 and 2.5 

Vr~f(~Rmax/ Rb)2 

4kTRb~f 

V;ef~R;'ax 
4kTR~~f 

(2.5) 

(2.6) 

According to equation 2.6, there are several ways to enhance the signal-to-noise ratio. First of 
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sensor no. Polymer 
1 poly( 4-vinylphenol) 
2 poly(a-methylstyrene) 
3 poly( vinyl acetate) 
4 poly(sulfone) 
5 poly( caprolactone) 
6 poly( ethylene-co-vinyl acetate), 82% ethylene 
7 poly( ethylene oxide) 
8 poly( ethylene) 
9 poly(butadiene) 
10 poly(vinylidene fluoride) 
11 poly(n-butyl methacrylate) 
12 poly( epichlorohydrin) 
13 poly(ethylene glycol) 

Table 2.1: 13-element carbon black-organic polymer sensor array 

all, decrease the temperature, i.e., cool off the sensor. This intuitively makes sense because thermal 

noise is proportional to temperature. Another parameter proportional to thermal noise is the noise 

bandwidth fj.f. Secondly, raising the reference voltage Vrej helps the SNR. This is because V rej 

is proportional to the output current I of the biasing current source. The higher the bias current, 

the greater the signal power while not affecting the noise power. Moreover, of course when the 

resistance change fj.Rmax becomes larger, the signal power is larger as well. Finally, a smaller 

baseline resistance improves the signal-to-noise ratio. 

2.6 Sensor array 

Instead of using one single sensor for odor classification, an array of carbon black-organic polymer 

sensors is constructed for the task. Several different sensor arrays have been investigated[47, 48, 51, 

34, 52, 53]. One typical sensor array is listed in Table 2.1. 

Figure 2.5 [51] is a typical response for the 13-sensor array exposed to methanol, I-butanol, and 

l-octanol at partial pressure P, corresponding to 10% of the vapor pressure pO of the odorant. The 

response is shown in the form fj.Rmax/ Rb for the reason we have seen in section 2.4. The fingerprints 

for the three odors are very different, demonstrating the ability of the array to classify these three 

different odors. 

The vapor pressures of the test odors in the above experiment are the same. But in the real 

world one can not guarantee that the vapor pressure would be the same for each unknown vapor. 

According to the linearity that has been discussed in section 2.4, one of the ways to resolve this is 
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Figure 2.5: Histograms showing the response patterns of a 13-detector array of carbon black-polymer 
detectors exposed in air to methanol at 11 torr, I-butanol at 0.57 torr, and l-octanol at 5.8 x 10-3 

torr. 

to normalize the signals from the sensor array before comparison. 

For example, in a sensor array which contains s different sensors, the normalized signal would be 

(2.7) 

where j is the sensor number, Rj,b is the baseline resistance of sensor j before exposure to the 

vapor, and t1Rj ,max is the largest differential resistance change observed for the jth sensor during 

the exposure to the vapor. 

This kind of normalization uses the city-blocks distance as the denominator, and is very easy to 

be implemented in analog VLSI using a standard bipolar circuit, as we will see in Chapter 5. 
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2.7 Percolation theory 

The relationship between the resistivity and carbon black content of carbon black-organic polymer 

composites can be explained by percolation theory[54, 55, 56]. When the carbon black concentration 

is low, the composites are insulators since no connected pathway of conductive particles exists across 

the material. As more carbon black is added gradually, there is a point when the resistivity of the 

composite can decrease dramatically with a small variation in the carbon black concentration. This 

resistance change can go up to 10 orders of magnitude. The reason for this sharp transition in the 

resistivity is because a connected pathway of carbon black particles is formed across the material, 

and this point is designated as the percolation threshold. 

When an odor vapor is applied to the carbon-black organic polymer sensor, the polymer compos

ite swells, causing disruption of the conduction pathway and increase of the resistance. Therefore, a 

differential resistance response is observed when odor vapors are applied to the sensor. 

Percolation theory can be displayed more quantitatively by the equations given by[56, 57] 

(z - 2)PePm 
P = A + B + [(A + B)2 + 2(z - 2)PePmp/2 

(2.8) 

A = Pe[-l + (z/2)(1- (lie/f))] (2.9) 

B = Pm [(ZlIe /2f) -1] (2.10) 

where P is the resistivity of a carbon black-organic polymer composite, Pe is the resistivity of the 

carbon black, Pm is the resistivity of the polymer matrix, lie is the volume fraction of carbon black 

in the composite, z is the coordination number of the carbon black particles, and f is their total 

packing fraction (lie::; f). The volume fraction of carbon black in the composite at the percolation 

threshold, lip, is given by 2f / z. 

Setting lip = 0.33 and Pm/ Pe = 1011 a theoretical prediction of equations 2.8 to 2.10 is shown in 

Figure 2.6[47]. An assumption is made that swelling does not affect the volume of the conductive 

element but changes only the total volume, V. So swelling of the insulating polymer matrix produces 

a relative volume change, ~V/V, of the film. 

Two primary regions can be identified in Figure 2.6. When volume change is small enough that 

the carbon black volume fraction in the swollen composite lI~w remains greater than lip, the con-
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Figure 2.6: Relative differential resistance change, ~R/ R, predicted by percolation theory as a 
function of the relative volume change, ~V/V, of a carbon black-polymer composite upon swelling 

nection pathway is reduced but not eliminated by swelling. Thus the relative differential resistance 

response is pseudolinear (cf. Figure 2.6 inset). When Vc > vp > v~w, the resistivity becomes much 

larger. 

This is basically how far we will discuss the percolation theory. Interested readers can refer to 

the references [54,55, 56, 57, 58, 59]. 

2.8 Drift 

In a real environment (for example, in a classroom), even if there are not any odor vapors being 

applied to the polymer sensor, the baseline resistance would not maintain the same value forever. 

In other words, the sensor resistance drifts from time to time. 

There are several sources of sensor drift. The first reason is the background odors. Although no 

odors are applied to the sensor by us, there are still very many odor molecules in the air. Those are 
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the background odors, and their concentrations change from time to time. This background odor can 

not be controlled unless we keep the sensors in a well-controlled environment in the laboratory. But 

remember we are building a "nose" that can smell things in the real world. So the ideal environment 

is not taken into consideration and the background odors generate a source of sensor drift. 

Another source of sensor drift is temperature variation. Since the resistance is decided by the 

length of the conduction pathway in the polymer, temperature drift would cause the volume of the 

polymer to change, resulting in a different length ofthe conduction pathway, i.e., different resistance. 

Since the sensors are openly exposed during operation, without a constant temperature environment, 

the sensor drifts as the temperature drifts. 

One more source of sensor drift is the water vapor in the air. The effect of water vapor is to 

cause the sensor material to swell. So when the water vapor pressure in the air varies, the volume 

of the sensor changes, hence the sensor resistance changes as well. 



22 

Chapter 3 Chip Floorplan 

To construct an electronic nose chip, the carbon black-organic sensors serve as the olfactory cells 

in a real nose. To sense and distinguish a smell, the signals received from the cells are transmitted 

to the brain through olfactory neurons in the olfactory bulb. In a similar way, the signals obtained 

from the polymer sensors have to be processed through some circuitry before being sent into the 

final classifier (brain) to make the final decision. The circuits needed for olfactory signal processing 

are introduced in this chapter and are discussed thoroughly in the next chapters. 

3.1 Introduction 

We have already learned from Chapter 2 that an array of carbon black-organic polymer sensors is 

very suitable for the task of odor classification. The polymer sensor functions as a normal resistor, 

and its resistance changes according to odor concentration. To measure the resistance of the sensor, 

a constant current is applied to the sensor, then the voltage across is measured. From the well-known 

ohm's law R = V /1 the resistance can be obtained. For this dissertation an array discrete polymer 

sensors will be used. 

Adaptive electronics are built to adapt the voltage across the sensor l to some preset baseline 

value by adjusting a current source through a feedback loop. This current source provides a constant 

bias current for the sensor after adaption is done. Then the sensor voltage changes as long as the 

sensor resistance varies corresponding to the odor environment. The differential sensor voltage2 

which encodes the odor concentration information is sent to a peak detector to catch its maximum 

variance, and then input to a transconductance amplifier to produce a current3 proportional to the 

signal voltage, i.e. the output current encodes the odor concentration information. 

Normalization throughout the signal currents from the sensor array4 is performed for further sig

nal processing. Then Euclidean distances between the signal vectors and data vector from database 

are calculated. Finally, all the Euclidean distance currents are sent into a Loser-Take-All classifier 

to perform pattern recognition. 

lsensor voltage 
2signal voltage 
3 signal current 
4 signal vector 
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A central control unit is designed to control the time sequence of all the control signals. An 

SRAM, an AID converter, and a D I A converter are used to store and output the odor patterns. 

Finally, at the end of the chapter, an overall chip floorplan will be given. 

3.2 Stages 

To illustrate the whole electronic nose chip, we divide the whole circuit into four main stages: sensor 

stage, signal processing stage, database stage, and classifier stage. Each stage has its name given by 

the function of that stage. 

3.2.1 Sensor stage 

The sensor stage, as its name suggests, deals with the polymer sensor directly. The function of the 

sensor stage is to adapt the resistive sensor to a preset baseline value, take the AC signal voltage, 

then output a current proportional to the signal voltage. So the sensor stage outputs a signal current 

which contains information about the odor concentration, according to equation 2.2. 

• Adaptive electronics are implemented to adapt the sensor to be within a proper working 

range of the circuit while tuning out the environment background. The adapt ion is done by 

constructing an adjustable current source. After adaption is done, the bias current value is 

held, so the sensor voltage at this time contains two different information: baseline value and 

signal value. 

• A peak detector traces the input signal to its maximum value Vmax , then holds the value for 

further signal processing. This is needed because the signal voltage is defined as the difference 

between the maximum sensor voltage and the baseline sensor voltage. 

• A transconductance amplifier converts voltage to current linearly while functioning as a high 

pass filter. The output current lout is equal to the difference between the two input voltage 

Vp - Vn multiplying by some gain (called transconductance). The output of the peak detector, 

the maximum sensor voltage, is used as the noninverting input Vp , while the baseline sen

sor voltage is used as the inverting input Vn . By the differential input characteristic of the 

transconductance amplifier, the baseline information is cancelled, and only the signal informa

tion is remained. Thus, the output current from the transconductance amplifier contains the 

signal information, i.e., odor concentration. 

3.2.2 Signal processing stage 

The signal processing stage performs two important tasks for further signal processing. First, nor

malization throughout the signal array is realized. Then the Euclidean distance between the signal 
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vector and data vector is calculated. 

• The normalization circuit using city-blocks distance is implemented to generate a normal

ized signal vector. This normalized signal vector is stored in a SRAM through an AID in 

the LEARNING state. On the other hand, in the CLASSIFYING state, Euclidean distance 

between the normalized signal vector and data vector is calculated. 

• The Euclidean distance circuit is implemented to calculate the Euclidean distance between 

signal vector and data vector. The Euclidean distance is output in the form of a current. This 

distance measure is utilized for classification. 

3.2.3 Database stage 

The database stage stores the signal vector in the data storage device (LEARNING state) or outputs 

the data vector from the data storage device (CLASSIFYING state). This stage also takes care of the 

interface between the electronic nose chip and the outside world. A central control unit is designed 

to generate all the control signals and arrange the time sequence. 

• 8-bit Static Random-Access Memory (SRAM) is used for data storage. 

• AID converter is used to convert the signal vector into a digital word. This happens during 

the LEARNING process. 

• DI A converter is used to convert the data from SRAM into data vector. This happens during 

the CLASSIFYING process. 

• Current copier cell is designed to maintain the value of data current. Several current copier 

cells are used to form a data vector. 

• Central control unit is designed to generate all the control signals needed and their time 

sequence. 

3.2.4 Classifier stage 

The classifier stage receives all the Euclidean distances between signal vector and data vectors, raises 

the output corresponding to the shortest Euclidean distance, while inhibiting all the other outputs. 

The raised output is denoted as the answer to the pattern recognition problem. 

• Current copier cell in the database stage is used to maintain the value of Euclidean distance 

current. Several current copier cells are used to generate inputs for the LTA circuit. 

• Loser-Take-All (LTA) is used for parallel classification. Global prohibition can be done by 

using an LTA circuit. 
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3.3 Floorplan 

A complete fioorplan is shown in Figure 3.1. Three different polymer sensors are used at the front 

end, so three sensor stages are constructed. Thus a three-dimensional signal vector is generated from 

the sensor stages, and the data vector is three dimensional as well. For this reason three current 

copier cells (CC) are implemented in the database stage. Eight different odor data are stored in the 

database, so eight current copier cells are used in the classifier stage. All the four stages are shown 

in the fioorplan, and they will be discussed in detail in the following chapters. 



'T
j 

aq
' 

>= .... (!
) W
 

>
-'

 

Q
 

::r
-

oO
' 

::n
 

o o .... '0
 ~ 0'
 

.... (!
) ro
 

n <:
"t- (3 ::s (S
. ::s o en
 

(!
) &
 

06
' 

.S
en

{.:
.7l

" 
.. ~~

ag
t'

 
.~~~

""':
:',J

.l P
r ..

. Yt:
.·:

.:.
i~~

 ....
 ~~a

gt·
 

r 
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
~ 

-.
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-

-
-
-
,
 

I 
I 

,I 
c.:

 I
jR

' 
~~
IP
. 

--
--

l..
...

...
.t 

tL
I _

_
_

_
_

 --
' 

t --
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
--

--
-

-
-

-
-

-
-

-
-

-
-
,
 

I 

'l.o
dR

" 
·f

R
 'l

bm
;U
i~
ti
m 

t
-

t -
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-

r
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
I
 I 

T
ra

ns
co

nd
uc

ta
n.

:.e
 

.lo
;c

lP
'

tL
. _

_
_

_
_

 -
' 

am
pl

ifi
er

 

I -
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-

,-
-

-
-

-
-

S
R

A
M

 

eh
[o

J{
n'

e~
 ·

~:t
n5"

'-C
· 

,-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
, 

t 
t 

It.
.rt

TX
 

L
o
s
~
r
 

Ti
sl-

;e
 

A
ll
 

1 _
_

 -
_

_
_

_
_

_
 _

 

I 
D

at
d.

u:
.e

'" 
::

'~
af

t'
 

I 

D~
(i

5i
on

 
-<

--
--

1
 

-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
~
 

~
 

O
"l 



27 

Chapter 4 Sensor Stage 

A sensor is useful because it transforms a physical event into some signal data that we can read, 

process, and analyze. But usually output from a sensor needs to be manipulated so that useful 

data can be extracted from the raw data. This is what we call feature extraction. For the carbon 

black-organic polymer sensor we discussed in chapter 2, several things need to be done before useful 

data can be obtained. First, since the resistance of any given sensor is not necessarily the same, 

adaptive circuitry is needed to bias the sensor to an appropriate preset value before reading. Adaptive 

circuitry also needs to have the ability to adapt out signals with long time constants while responding 

to quick changes. It is very similar to human olfaction. For example, if someone enters a garden 

full of flowers, he smells the flavors generated from the flowers as soon as he steps in the garden. 

But if this person stays in the garden for a few hours, he does not feel the wonderful smell he had 

experienced when he just got in. It is not because the flavors are not there. It is just because the 

person would get used to them as time goes on. 

Form chapter 2, we know that the relative differential resistance D.Rmax/ Rb is proportional to 

the odor vapor concentration. So our goal is to extract a voltage or current containing information 

about D.Rmax / R b, then we would have information about the odor concentration. Since the adaptive 

circuit sets the sensor voltage to some baseline value (reference voltage), the differential voltage 

(signal voltage) is obtained by subtracting the original sensor voltage from the responded sensor 

voltage. By doing this an AC signal voltage is extracted. Finally, since it is easier to process signals 

for mathematical calculation in current mode than in voltage mode for our purposes which will be 

discussed in chapter 5, AC signal voltage is converted into AC signal current through the use of a 

transconductance amplifier. 

Figure 4.1 shows the block diagram for the sensor stage. In this chapter, all of the three building 

blocks of the sensor stage will be discussed: adaptive electronics, peak detector, and transconductance 

amplifier. For each building block, circuits will be described and their performance will be reported, 

analyzed, and discussed. 

4.1 Adaptive electronics 

Adaptive electronics comprise the first building block of the sensor stage. In this section, the need 

and advantage will be discussed first, then several different adaptive circuits will be presented. 
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Adaptive \/ref (J +dPJR) Peak Vref(1 +d,R!"'''x/R) Transconductance l oX I]',R!" a.,/I"' 

electronics Detector ampliiier 

Figure 4.1: Sensor stage block diagram 

4.1.1 Need and advantage 

From chapter 2 we have known that the resistivity of the carbon black-organic sensor is determined 

by the concentration of carbon black in the polymer composite. Therefore, the resistance of the 

sensor depends on the doping of carbon black. Unless the doping concentration is under very good 

control, the resistance of the sensor would vary from one to the other. But from the point of view of 

a circuit designer, a good circuit should not depend on the value of the sensor resistance. One way 

to solve this problem is to bias the sensor to a certain preset voltage before reading its response. By 

this means the exact sensor resistance does not affect the way circuit works, and we can concentrate 

on how to extract the signal of interest. 

Since the sensor responds to odor vapors, it responds as soon as it is brought into a new environ

ment. But usually we are interested in detecting existence of a particular odor instead of the change 

of environment background. So it is necessary to employ adaptive signal processing techniques to 

tune out the environment background. Moreover, if the sensor is applied with the same odor with 

the same concentration for a long time, we would like the sensor not respond to that odor but 

respond to some newly applied odors instead. Thus circuits are developed to ignore changes on a 

long time scale, but react to quick changes. 

Several generations of adaptive circuits have been built and experiments have been performed 

on all of them. They will be described thoroughly in the following subsections. 

4.1.2 Discrete adaptive circuit 

The first generation of the adaptive circuit is built by discrete electronics. The discrete adaptive 

circuit has been built on PCB and tested. Figure 4.2 shows the schematic. To analyze the circuit, first 

realize that the top op-ampl, PMOS transistor, and sensor together form a standard noninverting 

amplifier whose output voltage is determined by 

Vout = Vref (1 + R Rb ) 
PMOS 

(4.1 ) 

lop-amp 1 
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GND 

Vp+ 
Vn-

Vout 

2Vref 

Figure 4.2: Schematic of the discrete adaptive circuit 

where Vrej is the voltage at the noninverting terminal, Rb is the baseline sensor resistance, 

and RpMos is the effective PMOS resistance. This noninverting amplifier configuration forms the 

forward part of the adaptive circuit. 

Then taking the MUX, the feedback resistor and capacitor out of consideration, we can identify 

that the bottom op-amp2 and PMOS transistor form the feedback part of the adaptive circuit. Op

amp 2 basically serves as a comparator. If Rb > RpMos, according to 4.1, Vout > 2Vrej , so the 

output of op-amp 2 goes up. Since the gate of the PMOS is biased by the output of op-amp 2, the 

effective PMOS resistance RpMoS is raised. A negative feedback loop is then formed. The circuit 

does not reach steady state until RpMOS = Rb. For the same reason, if Rb < R pMOS , according to 

4.1, Vout < 2Vrej , so op-amp 2 outputs low, RpMos decreases until R pMOS = Rb. 

2op-amp 2 
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Now taking the MUX, feedback resistor and capacitor back into analysis: When the circuit is in 

adaption mode, the bottom pathway of the MUX is connected while the upper pathway is left open. 

The output of op-amp 2 charges the feedback capacitor and changes the PMOS effective resistance 

RpMOS quickly. The gate voltage that biases the PMOS to cause RpMOS = Rb is stored in the 

feedback capacitor. The adaption is done because the output voltage Vout has been adapted to 

the preset voltage Vref. When the circuit is in sensing mode, the bottom pathway of the MUX is 

open while the upper pathway is connected. The output of op-amp 2 charges the feedback capacitor 

through the huge feedback resistor according to the large time constant. In our case the resistor is 

lOM!1 and the capacitor is 47p,F. So the time constant is 470 seconds! Thus, in sensing mode the 

adaptive circuit responds to quick sensor resistance changes but tunes out changes on a long time 

scale. 

A simple RC high pass filter is constructed following the adaptive circuit to extract the sensor 

signal. The corner frequency is set to 1Hz, since we are only interested in quick signal changes. 

According to equation 4.1, when there is a slight increase at the sensor resistance tlRb, the output 

voltage becomes 

( 
Rb) tlRb 

= Vref 1 + R + Vref -=R=----
PMOS PMOS 

And remember Rb = R pMOS after adaption, so the output voltage can be rewritten as 

Since 2Vref is a DC voltage, the output of the high pass filter would be 

So the output contains the tlRb/ Rb information we want. The circuit is tested to work for 

baseline resistance ranging from lOk!1 to 1M!1. 1% resistance changes can be detected. 

4.1.3 Digital adaptive circuit 

The second generation of the adaptive circuit is a digital adaptive circuit implemented in VLSI. 

Figure 4.3 shows the schematic. The circuit is constructed by several parts: an up/down counter, a 

current output digital to analog converter (DAC), two amplifiers, and a control clock generator. 

The up/down counter together with the DAC can be viewed as a controllable constant current 

source. The counter outputs an 8-bit digital word, and this digital word controls the current output 
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Figure 4.3: Schematic of the digital adaptive circuit 
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of DAC. When the output of the counter goes up, the output current goes up correspondingly. 

Therefore, by adjusting the output of the up/down counter, the current output can be controlled. 

The output current is used to bias the sensor and output the sensor voltage Vout . Vout is then 

compared to a reference voltage V ref by a comparator through the use of a follower, and outputs a 

signal compo 

Another important circuit block is the control clock generator at the bottom of the figure. It has 

three inputs, clock, reset, comp, and two outputs c1 and c2. The function of the clock generator 

is to generate two nonoverlapping clock signals for the counter. At startup, comp is low, c1 and c2 

have the same frequency as the input clock. Once comp goes high, c1 and c2 are reduced to 256 

times slower, no matter whether comp is high or low in the future. 

The way to reduce the output clock frequency is to have another 8-bit counter for frequency 

reduction and a register for memorizing the status. When comp is low at the startup, the output 

of register is low, and the original clock is sent to a standard clock generator circuit. Once comp 

becomes high, the register outputs high and stays there no matter what value comp is in the future, 

the original clock is sent to the counter and the most significant bit is used as clock for the standard 

clock generator and slower c1 and c2 are generated. 

At startup, the counters are reset, so the output of the counter is 00000000. The DAC outputs 

zero current, thus the sensor voltage Vout is close to GND, and the output of comparator comp is 

low. Notice that comp is also used to control the counter to count up or down. Since comp is low, 

the up/down counter is set to count up with the original clock. This is the adaption mode of the 

circuit. As the output of counter goes up, the output current of current source goes up as well. At 

some point when Vaut > Vref, comp goes high and reduces the clock frequency for the up/down 

counter. The circuit enters its sensing mode. In the sensing mode, if V out is larger than Vref, comp 

is high, the counter counts down, the output of DAC goes down, and V out goes back toward V ref . 

The counter keeps counting down until V out < V ref , then comp goes low again, causing the counter 

to count up until V out > V ref . The circuit would only respond to quick changes. 

The circuit has been implemented and tested. It works for sensor resistance ranging from 10kSl 

to IMSl. Resistance change about 0.5% can be detected. 

One can soon realize that one of the biggest disadvantage of the digital adaptive circuit is the 

cost of space, especially the two counters and the digital-to-analog converter. An alternative way is 

to implement analog electronics for the adapt ion task. 
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4.1.4 First analog adaptive circuit 

The cost of chip area in the digital adaptive circuit is mainly due to the up/down counter and the 

digital-to-analog converter. Realizing that the function of the counter and DAC is to implement a 

controllable constant current source, we can replace it by a simple PMOS transistor. By doing this 

we transform the adaptive circuit from digital to analog. This is the third generation of our adaptive 

circuit. 

Circuit description 

Figure 4.4 displays the schematic of the first analog adaptive circuit we built in VLSI. A PMOS 

transistor serves as a controllable constant current source that outputs a current to bias the sensor. 

Then sensor voltage is compared with a given voltage Vref by the comparator. The output of the 

comparator is sent to a feedback capacitor through an NMOS switch. The switch turns on (low 

impedance) in the adapt ion mode, forms a negative feedback loop with a small time constant, and 

adapts the sensor voltage to be the same as the reference voltage Vref. In the sensing mode, the 

switch turns off (high impedance), a negative feedback loop with a large time constant is formed to 

tune out the environment background, and now circuit responds to quick changes. 

The analog adaptive circuit is very similar to the discrete and digital adaptive circuits in some 

phases. As mentioned earlier, the PMOS transistor functions as the combination of the up/down 

counter and digital-to-analog converter in the digital adaptive circuit. Moreover, the switch together 

with the feedback capacitor works as the multiplexer and feedback capacitor and resistor in the 

discrete adaptive circuit. 

The greatest advantage for the analog adaptive circuit is its usage of chip area can be so compact 

and small. Since there will be an array of sensors at the front end of the electronic nose chip, the 

space cost by the sensor stage should be as small as possible, since there will be one sensor stage 

for each single sensor. Analog adaptive circuit certainly serves one of the best solutions in terms of 

chip area. 

Performance and analysis 

Figure 4.5 shows the ability for the first analog adaptive circuit to adapt the sensor voltage to Vref 

by sweeping Vref from OV to 5V while measuring the sensor voltage. In the figure we can see the 

adaption works from O.IV < Vref < 3.5V. So two boundaries are observed for the first analog 

adaptive circuit. 
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Figure 4.4: Schematic of the first analog adaptive circuit 

The upper boundary is caused by the maximum output of the current source PMOS transistor. A 

PMOS transistor outputs its maximum output current when its gate is applied by the most negative 

voltage, i.e., OV in our case. When the current output reaches its maximum value, the sensor voltage 

remains at that value times the resistance. If the reference voltage goes even higher, the comparator 

output stays zero, and the current cannot go higher. This is the upper boundary of the adaptive 

circuit. 

As the upper boundary, the source of the lower boundary is the minimum output current of the 

PMOS transistor. Ideally the minimum current should be zero, when the voltage applied to the gate 

is Vdd. But since the ability of a NMOS transistor to pass high voltage is poor, V fb cannot really go 

rail to rail. Thus a small current still flows out from the PMOS current source, and results in the 
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Figure 4.5: Performance of the first analog adaptive circuit 

lower boundary of the adaptive circuit. 

For purposes we will see later in this chapter, the sensor is biased so that the sensor voltage is 

2V, i.e., we set the baseline at 2V. This falls almost at the center of the working range. So the first 

analog adaptive circuit is well-suited for the job so far. 

Although the first analog adaptive circuit works very well in terms of the ability to adapt the 

sensor voltage to the baseline we need, a severe drawback is noticed. When the circuit works in the 

sensing mode, the switch is off, and the capacitor is supposed to hold the voltage that controls the 

current source. But in the real case the capacitor discharges as time goes on, so the voltage on the 

capacitor decreases. Since the voltage across the feedback capacitor is used to control the current 

source, the output current from PMOS and the sensor voltage increase as the gate voltage decreases 

without the presence of odors. This is apparently a severe drawback that needed an immediate 
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solution. 

The main source of the voltage discharge on the feedback capacitor is the leakage current of 

the NMOS switch when the switch is turned off. By using a PMOS switch instead of NMOS the 

leakage current should be reduced. Also the switch is made small to reduce the effect of charge 

injection. Moreover, since the PMOS current source displays exponential (sub-threshold) or square 

(above-threshold) relationship between source current and gate voltage, a slight variation at the 

gate would result in huge difference of the source current. A way to reduce the" sensitivity" of the 

current source is to implement a current source that has a linear gate voltage vs. source current 

relationship. A temperature-insensitive voltage-to-current converter is one of the options[60l. 

4.1.5 Improved analog adaptive circuit 

To eliminate the discharging problem which occured in the first analog adaptive circuit, a PMOS 

switch is used to reduce the leakage current instead of NMOS switch, and a linear voltage to current 

source is used instead of the simple PMOS transistor. This improved analog adaptive circuit is the 

fourth generation of the adaptive circuit. 

Circuit description 

Figure 4.6 shows the schematic of the improved adaptive circuit. The sensor is biased by a linear 

V /1 source formed by two PMOS transistors M I , M2 and two NMOS transistors M3, M 4 . M I , M2 

form a standard current mirror, and M3 , M4 provide a linear voltage to current relationship as the 

following: 

For a standard NMOS transistor, the relationship between the drain current and the gate voltage, 

ignoring the channel length modulation effect, can be stated as: 

Id = 2 
{ 

K(Vas - ViY 

2K [(Vas - \It)VDS _ V~s] 
if VDS > Vas - \It 

if VDs < Vas - \It 

where Id is the drain current, Vas is the gate-source voltage, VDS is the drain-source voltage, and 

\It is the threshold voltage of NMOS. Both equations apply only when Vas> \It. When Vas < \It, 

Id is considered zero, as we neglect subthreshold region. 

For transistor M 3, since its gate and drain are connected, VD3 = Va3, the transistor sources a 

current as long as its gate voltage exceeds threshold voltage. So for a working linear V /1 current 

source, 
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Figure 4.6: Schematic of the improved analog adaptive circuit 

VC3 - VS3 > Vi (4.2) 

Equation 4.2 can be rearranged as 

VS3 < VC3 - Vi (4.3) 

From transistor M 4 , since its gate is connected to the gate of transistor M 3 , and its drain is 

connected to the source of M3 , equation 4.3 can be rewritten as 

( 4.4) 

According to equations above, the output drain current Id4 should have a linear relationship with 
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Figure 4.7: Performance of the linear V /1 current source 

the gate voltage VC4 that is applied. Since Id3 = Id4, and VC3 = VC4, transistors M3 and M4 form 

a linear V /1 current source. 

Figure 4.7 shows performance of the linear V /1 current source. The linear V /1 current source 

turns on when its input voltage Yin = VG3 = VC4 is greater than the transistor threshold voltage Vi, 

which is approximately O.8V. From the figure we can see a linear relationship with a little deviation. 

To analyze the deviation first rewrite the transistor equation to be 

( 4.5) 

From equation 4.5 the output current of the linear V /1 source has a linear dependence with its 

input voltage as long as V D4 and Vi are constants. Vi is the threshold voltage of transistor and 

is a process dependent constant, so the source of deviation comes from VD4 not being a constant. 
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Notice the drain current of M3 and M4 are the same, from transistor M3 we can write down another 

equation: 

So combine equation 4.5 and 4.6 we can write down 

lout = 2KVD4 Yin - 2KViYD4 - KV84 

= K(Yin - VD4 - lIt)2 

= KVi; + KVE4 + KV? - 2KVD4 Yin - 2KlIt Yin + 2KlIt VD4 

Arrange equation 4.7 we can obtain the relationship between VD4 and Yin to be 

By solving equation 4.8 the dependence of VD4 on Vin can be written down as 

2±J2 
VD4 = --(vin - lit) 

2 

(4.6) 

(4.7) 

(4.8) 

For transistor M3 to turn on, its gate-source voltage needs to be larger than the threshold voltage. 

If VD4 = ¥(Vin - \It), the gate-source voltage of M3 is 

2+J2 
= Vin - --2-(Yin - lit) 

= - ~ \lin + (1 + ~) lit 

To compare VCS3 and \It, we simply subtract the threshold voltage from VCS3 we get 

For transistor M4 to turn on, \lin - \It > O. So we can conclude that 
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So we can conclude that VD4 = 2±2v'2 (Yin - Vt) can not be the solution. To examine the other 

solution VD4 = 2-2v'2 (Yin - Vt), first we check transistor M3 

2- J2 
Ves3 - Vt = Yin - --2-(Yin - Vt) - Vt 

1 = -(11; - v,t) > 0 J2 tn 

So transistor M3 is turned on. Also compare VDS4 and Ves4 : 

2-J2 
VDS4 - (Ves4 - Vt) = -2-(Yin - Vt) - (Yin - Vt) 

1 
= - J2(Yin - Vt) < 0 

So transistor M4 is in the triode region. Notice that VD4 is a function of the input voltage Yin, 

according to equation 4.5, the output current of the linear V /1 current source is not a pure linear 

function of Yin. This is the source of deviation for the linear V /1 current source. But remember the 

reason we need a linear V /1 current source is to reduce the dependence of the feedback voltage on 

the feedback capacitor to the current source from exponential or square to a lower dependence. So 

the current source does reduce the dependence. 

A problem appears that, to form a negative feedback loop, the current source output needs to 

decrease when its input control voltage increases, and vice versa. The linear V /1 current source 

we just analyzed actually works the other way3. Moreover, the voltage on the feedback capacitor 

cannot apply to the current source input directly, since it is not a high impedance node. To overcome 

these problems we insert a simple five-transistor transconductance amplifier between the feedback 

capacitor and the inverse linear V /1 current source. 

To analyze the circuit, first rewrite the transistor equation to be 

Id = o:Ves - (3 (4.9) 

where 0: = 2KVDs, (3 = 2KVtVDs + KVEs. Since VDS4 in the inverse linear V /1 current source 

changes only slightly, first assume 0: and (3 as constants. Moreover, for a transconductance amplifier, 

(4.10) 

380 we call it "inverse" linear V /1 current source. 
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where Gm is the transconductance of the amplifier, V+ is the noninverting input voltage and V_ 

is the inverting input voltage. 

Given Yin as the gate voltage of Ms, the input voltage at the noninverting terminal of the 

transconductance amplifier, and Va as the input voltage for the inverse linear V /1 current source, 

we can write down by KCL 

(4.11) 

where Ip is the input current Id2 of the PMOS current mirror. By rearranging the equation 

(4.12) 

Also we can obtain the relationship between Ip and Va through the PMOS transistor 

(4.13) 

Hence we can write down the relationship between Ip and Va according to equation 4.13 

(4.14) 

Substitute equation 4.14 into equation 4.12 

(4.15) 

Finally, we can get the expression showing the relationship between the input voltage Yin and 

the output current Ip as 

(4.16) 

where* 

From equation 4.15 Ip is linearly dependent on Yin when Ip » £OyT;" i.e., Ip »£02. As long as 

this criteria is met, the desired linear V /1 current source is obtained. 
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Figure 4.8: Output performance of linear V /1 current source 

Sensor voltage is obtained by connecting the current output to the sensor. The sensor voltage 

is then applied to the comparator to compare with reference voltage Vref . The output charges the 

feedback capacitor through a PMOS switch instead of NMOS to reduce the leakage current caused 

by NMOS switch. 

Performance and analysis 

Figure 4.8 shows the performance of the linear V /1 current source. The circuit shows good linearity 

when the input voltage is between 1 V and 3.5V. The output current decreases when the input voltage 

increases, as we expected. The output current clips at both end, ranging from 5uA to 21OuA. The 

maximum output current happens when the input voltage of the inverse linear V /1 current source 

reaches zero. In this condition VOl = V03 = V04 = 0, M3 and M4 are off, so there is no current 

flowing in the linear V /1 current source. Idl reaches its maximum value since VOl is GND. This is 

the source of the upper clipping boundary. The output current starts decreasing as currents start 
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Figure 4.9: Performance of improved analog adaptive circuit 

to flow in transistors M3 and M4. 

The lower clipping boundary of the linear V /1 current source happens when the input voltage of 

the inverse linear V /1 current source, Va, biases the transistors M3 and M4 so that the current flowing 

through the transistors Id3 is almost equal to the output current lout from the transconductance 

amplifier. Since lp = Id3 - lout, when Id3 ~ lout> Ip is very small, resulting in the lower clipping 

boundary of the current source. 

Since the reference voltage is set to 2V, the sensor resistance the circuit can adapt ranges from 

lOkO to 400kO. Although it seems that adaptability of the range of resistance is decreased, the 

overall performance is improved because the effect of leakage of the feedback capacitor decreases 

dramatically by changing the current source. 
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Figure 4.10: Drift of the sensor voltage 

Figure 4.9 shows the adaptability of the improved analog adaptive circuit. The circuit is able 

to adapt the sensor voltage from 0.5V to 4.5V. The upper bound and lower bound are due to the 

maximum and minimum output currents from the current source. In our application we usually 

adapt the sensor voltage to 2V, which sits right at the middle of the working range. Therefore the 

circuit works properly for our requirements. 

Figure 4.10 shows baseline drift after turning off the adaption switch. The main source of the 

baseline drift is the leakage current from the switch, I 1eak . To analyze the dependence between the 

leakage current and the baseline drift, first note the feedback capacitor, 

( 4.17) 

According to Figure 4.8, the voltage change on the feedback capacitor results in a current change 
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from the current source. So 

dlout = f (dVfb ) = f (Ileak) 
dt dt Gfb 

( 4.18) 

where f(·) can be determined from equation 4.15. So the baseline drift can be found as 

dVdrift _ dlout R _ f (Ileak) R 
dt - dt sensor - G fb sensor (4.19) 

From equation 4.19 the relationship between switch leakage current and baseline is stated. The 

larger the leakage current is, the more serious the baseline deviation is. Less than 4% deviation from 

the baseline in 20 minutes is observed after 4 minutes adaption. This is pretty good for the purpose 

of our circuit. 

4.1.6 Summary 

Table 4.1 summarizes the four generation of adaptive circuits that have been developed and tested. 

All adaptive circuits show good adaptability to the preset baseline voltage. The discrete adaptive 

circuit, of course, costs a large amount of space for the electronics. The digital adaptive circuit uses 

a large amount of chip area. The first analog adaptive circuit saves chip area but still has a drawback 

because of its severe baseline drift. The improved analog adaptive circuit resolves the baseline drift 

problem significantly at the cost of a little more chip area than the first analog adaptive circuit. 

4.2 Peak detector 

The signal voltage is defined as the maximum voltage change when an odor is applied to the sensor. 

In other words, the signal voltage is the maximum sensor voltage minus the baseline sensor voltage. 

The analog adaptive circuit has been built to adapt the sensor to some baseline voltage in the 

adaption mode, then read the sensor voltage using a constant current source in the sensing mode. In 

order to obtain the signal voltage, a circuit that can extract the maximum sensor voltage is needed. 

The peak detector basically traces its input voltage to its maximum value and stays at the value. 

So the sensor voltage coming from the analog adaptive circuit is sent to the peak detector as its 

Adaptive circuit 
Discrete adaptive circuit 
Digital adaptive circuit 
First analog adaptive circuit 
Improved analog adaptive circuit 

Performance 
10kf! to 1Mf! 
lOkf! to IMf! 
lOkf! to lOMf! 
lOkf! to 400kf! 

Advantage and Disadvantage 
Big space (discrete) 
Big chip area 
Small chip area and severe baseline drift 
Small chip area and low baseline drift 

Table 4.1: Summary of adaptive circuits 
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Figure 4.11: Schematic of the peak detector circuit 

input. The peak detector outputs the maximum sensor voltage to the transconductance amplifier. 

Figure 4.11 shows the schematic of the peak detector. 

4.2.1 Circuit description 

A peak detector is designed to extract the maximum value of an input signal. This is done by tracing 

the input signal to its maximum value then maintaining that value. So a comparator is needed to 

decide if the peak detector needs to "trace" the input signal or not. Unlike the traditional compara

tor, a latched comparator is used to maintain the speed as well as ensuring that the comparator 

output is either high or low. 

The peak detector is composed of a regenerative latch, a CMOS transmission gate, a buffer and 
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two capacitors. The input of the regenerative latch V'in,latch is connected to the signal input, while 

the reference voltage Vre!,latch of the regenerative latch is connected to the output of buffer, whose 

input is the voltage of the output capacitor. 

A schematic of the regenerative latch is shown in Figure 4.12. It has two compliment outputs, 

out and out. out and out together serve the control signal for the CMOS transmission gate. It works 

as a comparator when p2 is high. Thus, out is high and out is low as long as V'in,latch > Vre!,latch 

when pulse p2 is high, while out is low and out is high as long as Vin,latch < Vre!,latch. On the other 

hand, when p2 is low, because of the SR flip-flop at the output of the latch, the output remains at 

the same value as long as power is on. 

The performance of the regenerative latch is shown in Figure 4.13. The reference voltage Vre!,latch 

is set at 2.5V( 4). The input voltage V'in,latch is an 1 Vp_ p sine wave with 2.5V DC bias(2). Input 

pulse p2(1) and latch output out(3) are also shown in the figure. When p2 is high, the latch works 

as a comparator, and out is high or low if V'in,latch is larger or smaller than Vre!,latch. When p2 goes 

low, out remains until the next time p2 raises. 

One thing we should pay attention to is the limit of the regenerative latch. Notice Ml and M4 

are in diode connected configuration and their gates and drains are connected to each other. So Ml 

and M4 are working in the saturation region. Neglecting channel-length modulation effects we can 

write down their equations: 

Idl = Kn(VGl - Vin)2 

Id4 = Kp(Vdd - VC4 - IVipl)2 

Also notice that Idl = Id4, we can rewrite the above equation to be 

Assume that Kn = K p, and also notice that VCl = VC4 = Vc we can obtain 

(4.20) 

For convenience, we assume that Vin = IVipl = Vi, from equation 4.20 Vc = Vdd/2. So VC5 = 



s s' 
00 

48 

!e..----...J 

Figure 4.12: Schematic of regenerative latch 
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Vdd /2. VD5 is decided by the two input voltages, Vin and Vref. The transistor associated with 

the smaller input voltage takes all the current from M 5 , while turning off the other transistor. 

For example, if Vref is smaller than Vin, M7 takes all the current from M5 and M6 is turned off. 

Therefore, Vdd - VC5 = VD5 - Vref . Remember that VC5 = Vdd /2, 

(4.21 ) 

The regenerative latch starts deviating from its normal function when M5 leaves its saturation 

region, i.e., 
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Vdd - VC5 - Ivtpl > Vdd - VD5 

=} V D5 > VC5 + Ivtpl 
Vdd Vdd 

=} V ref + 2 > 2 + Ivtpl 

=} V ref > Ivtpl 

(4.22) 

From equation 4.22 the regenerative latch does not function properly when the lower input voltage 

is higher than a certain voltage, which is the PMOS threshold voltage in this case. In other words, 

if the two inputs are greater than Ivtpl, the regenerative latch does not work properly. In the real 

case this voltage is much higher than Ivtpl, since Kn i- K p , vtn i- Ivtpl. But this is a good example 

to show us that there is an upper bond voltage for the regenerative latch to function properly. 

The capacitors are discharged initially before the input signal comes in. As the input signal is 

applied to the peak detector, \lin = \lin,latch, and Vref,latch = 0, the output of the regenerative latch 

out is high while its compliment out is low. out and out together turn on the CMOS transmission 

gate, and the input signal charges the output capacitor so that V out = \lin. Then the output voltage 

is used as the reference voltage of the regenerative latch through the use of a buffer. This buffer 

is configured as a follower integrator so that the change at the output voltage does not affect the 

reference voltage immediately. The output of the peak detector now traces its input voltage. 

When the input voltage is smaller than the output voltage, i.e., \lin = \lin,latch < Vref,latch, the 

latch output is low while its compliment goes high, thus the latch turns off the CMOS transmission 

gate and holds the maximum input value at the output. The time constant of how long the peak 

detector can hold the voltage depends on the leakage current of the CMOS transmission gate and 

the size of the output capacitor by the equation 

dV 
dt 

Ileak 

C 
( 4.23) 

Since the output of the peak detector is connected to the noninverting input of the transconduc

tance amplifier whose input impedance, ideally, is infinite, an output buffer is not needed. 

4.2.2 Performance and analysis 

Figure 4.14 shows the performance of the peak detector when the maximum input voltage is smaller 

than 4V. The DC bias of the input sine wave is 2.5V, and the peak to peak voltage is 3V. In the 

figure the tracking part of the peak detector is not shown. Instead only the holding part is shown. 
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Figure 4.14: Performance when maximum voltage is less than 4 V 

The frequency of the input sine signal is O.1Hz. The peak detector functions properly and holds the 

maximum voltage at 4V. 

Figure 4.15 shows the performance of the peak detector when the maximum input voltage is 

larger than 4V. The DC bias of the input sine wave remains at 2.5V, but the peak to peak voltage 

is increased to 4V. The frequency of the input sine signal is still O.1Hz. Figure 4.15 shows that the 

peak detector has a limit on the maximum input voltage. When the input voltage is smaller than 

4.3V, the peak detector functions properly as we expected. But when the input voltage is larger than 

4.3V, the peak detector traces the input signal all the time. The source of this failure is because of 

the regenerative latch. When the input voltage Yin,latch and the reference voltage Vref,latch are both 

high, say 4.3V, the regenerative latch deviates from its normal function. So as figure 4.15 shows, 

out is always high and out is always low, then the CMOS transmission gate is always turned on, 

resulting in the error of peak detector. 
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Figure 4.15: Performance when maximum voltage is larger than 4 V 

The adaptive circuits bias the sensors so that their baseline sensor voltage are all 2V. The circuit 

is designed to be able to detect 100% sensor resistance change, i.e., the circuit needs to able to detect 

the maximum sensor voltage up to 4V. The peak detector designed is suitable for the job. 

4.3 Transconductance amplifier 

From chapter 3, the output of the sensor stage is sent into the signal processing stage. Two main 

functions of the signal processing stage are to perform normalization and calculate Euclidean dis

tance. These two math calculations can be very easily done in current mode analog circuitry, as we 

will soon discuss in the next chapter. 

Since the output of the peak detector is the maximum sensor voltage when some odor source 

is applied to polymer sensor, a circuit that can extract the signal voltage and transform it into 

signal current is needed. A transconductance amplifier transforms a differential voltage input into 
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a current output proportional to the differential input voltage. Thus, high pass filtering can be 

achieved through the differential input characteristics of the transconductance amplifier by feeding 

the baseline sensor voltage to the inverting terminal of the transconductance amplifier. At the same 

time, voltage to current transformation can also be done. 

One thing crucial when performing the voltage-to-current transformation in our case is the lin

earity of the transconductance amplifier. Since the signal voltage contains information about the 

odor concentration, the V /1 transformation should not lose any information that the signal volt

age contains. Thus a highly linear transconductance amplifier is required to meet the demand. 

Much research has been devoted to design transconductance amplifier with extremely high linearity 

[61,62,63,64,65,66,67,68]. 

4.3.1 Circuit description 

Figure 4.16 is the schematic of our transconductance amplifier. The amplifier is based on Wang's 

circuit [68] with slight modifications. This circuit exhibits a very good linear characteristic that we 

need to preserve the sensor signal. The ideal constant current source in Wang's paper is removed to 

eliminate the need to build a ideal source on chip. Current mirrors are added to obtain a single-ended 

output. 

Circuit operation can be described as the following: the circuit can be divided into two main 

parts: transistors MI ... Mg form the nucleus of the transconductance amplifier, while transistors 

Mg . .. M14 serve as current mirrors to obtain the output current we want. When all transistors work 

in the saturation region, the currents of M 2 , M3, M 5 , and M6 can be expressed as 

( 4.24) 

(4.25) 

(4.26) 

( 4.27) 

where VA = VCS5 = VC5, and VB = VCS6 = VC6. To determine the intermediate voltage VA, 

notice that the drain current flowing through transistor Ml and M7 are the same. Therefore, the 

gate-source voltage V CS1 is equal to the gate-source voltage VCS7, i.e., Vp - VA = V bias . Thus we 
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Figure 4.16: Schematic of the transconductance amplifier circuit 

know: 

By substituting equation 4.28 into equation 4.26, we can obtain 

By the same means we can rewrite equation 4.27 as 

First, set the dimension of transistors MI." Mg to be the same Kl 

Veld 

..-----0 out 

( 4.28) 

(4.29) 

(4.30) 

Kg = K. 
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The dimension of transistors is chosen such that the maximum transconductance amplifier current 

output reaches 150JLA in SPICE simulation. From SPICE simulation the value of K is chosen to be 

one. To reduce channel-length modulation effect of the transistors, the lengths are chosen as 12JLm, 

thus the dimensions of MI ... Ms are designed as 12J.Lm/12JLm. 

The current mirrors Mg ... M14 are used to obtain a single-ended output from the transconduc

tance amplifier. Therefore, the dimension of the mirrors are designed to be able to load the amount 

of currents of Id2 + Id6 and Id3 + Id5. From SPICE simulation dimensions of the mirrors are designed 

as 120J.Lm/6J.Lm. By using current mirrors, the output current can be arranged as 

(4.31 ) 

The transconductance amplifier thus has a tunable constant transconductance 

( 4.32) 

which is independent of the transistor parameter VT and can be adjusted by changing the DC 

bias voltage V bias . From equation 4.31 not only the DC offsets but also higher-order nonlinearities 

are cancelled in lout by arranging the transistors symmetrically. Thus extremely high linearity over 

a wide input range can be obtained. 

4.3.2 Performance and analysis 

The transconductance amplifier works only when all the transistors function in the saturation region. 

Suppose the threshold voltage of all the transistors is VT, the gate voltage Vbias of the current source 

transistors M7 and Ms needs to be larger than VT to turn on the transistors. Moreover, to keep the 

transistors M 7 , Ms in saturation, 

( 4.33) 

But also notice that VA and VB are also the gate voltages for transistors M 5 , M 6 , respectively. 

To turn on transistors M5 and M6: 

(4.34) 

According to equation 4.28, Vp = VA + Vbias, Vn = VB + Vbias, we can state the minimum criteria 

for the input voltages: 
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{ 

VP' Vn > 2Vbias - VT 

Vp, Vn > Vbias + VT 

if Vbias > 2VT 

if Vbias < 2VT 

The maximum criteria for the input voltages is when transistors M2 and M3 leave the saturation 

region. Since the sources of transistors M2 and M3 are connected to GND, the transistors leave 

saturation when their drain voltages are less than Vp, Vn - VT, respectively. In fact, their drains are 

loaded by current mirror transistors Mg and Mu. Suppose the input voltages Vp and Vn are the 

same, we can analyze transistors M2 and Mg first. Transistors 1vf3 and Mll work in the same way. 

Transistor M2 works in saturation when VD2 > Vp - VT. Its drain is connected to the drain of 

transistor M6 and Mg. Since V06 = VB = VA < Vp, as long as M2 works in saturation, M6 would 

be in the saturation region. So we can neglect the effect of M6 . Since the current mirror transistor 

Mg loads the summation current Id2 + I d6 , its gate voltage, VD2 , needs to be small enough to source 

this summation current. As we increase the input voltage VP ' it would reach some point that the 

summation current forces VD2 to be too small that transistor M2 leaves saturation. This sets the 

maximum input voltage criteria. 

Figure 4.17 shows the performance of the transconductance amplifier. We sweep the noninverting 

input voltage from 0 to 5V while setting the inverting input at 2.5V. The bias voltage Vbias is set 

to be IV. The threshold voltage VT of the NMOS transistor is roughly O.8V. The transconductance 

amplifier works for input voltage between 1.8V and 4.5V. Since Vbias = 1 V < 2VT = 1.6V, according 

to what we have discussed, the input voltage needs to be larger than Vbias + VT = 1.8V to keep 

all the transistors in saturation. The inverting input voltage Vn fulfills the requirement while the 

noninverting input voltage Vp needs to fulfill the requirement for the circuit to function properly. 

This is the source of the minimum input voltage for the transconductance amplifier. Moreover, the 

maximum input voltage 4.5V is due to the loading effect of current mirror transistor as we have 

discussed. So the transconductance amplifier works in a certain range of input voltage. This is what 

we need to keep in mind when designing the circuit. 

The transfer function of the transconductance amplifier can be written as 

(4.35) 

From figure 4.17 Gm = 67.5uA/V. When the differential input voltage is zero, i.e., Yin = Vref, 

the output current is almost zero as well. And since the transconductance is a constant when 

1.8V < Yin < 4.5V, the output current contains the same information as the differential input 
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Figure 4.17: Performance of transconductance amplifier 

voltage, and this current can be sent to the signal processing stage. 

To examine the dependence of Vbias to transconductance the output current with different bias 

voltages are measured and shown in figure 4.18. The inverting terminal is set to 2V and the non

inverting terminal voltage is swept from 0 to 5V. When Yin is smaller than 2V the output current 

is almost the same for all the curves. When Yin > Vref the output current responds to the input 

voltage with different slopes according to different bias voltages. The lowest curve is biased by O.8V, 

the second lowest curve is biased by IV, the middle curve is biased by 1.2V, the second highest curve 

is biased by 2V, and the highest curve is biased by 2.2V. The higher the bias voltage, the larger the 

transconductance (slope), according to equation 4.32. 
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Figure 4.18: Performance of transconductance amplifier with different bias voltages 

4.4 Overall performance 

5 

Figure 4.19 shows the overall performance of the sensor stage. Initially the whole circuit is not turned 

on, so the output current is zero. At 10 seconds, the circuit turns on and the sensor is adapted to 

the baseline voltage 2V, the output voltage from the peak detector is 2V, and the current from the 

transconductance amplifier is about 1uA. After 50 seconds an odor is applied to the sensor, the sensor 

resistance changes 100%, and the sensor voltage changes from 2V to 4V. The output voltage from 

the peak detector now is also 4V, resulting in a current output 112uA from the transconductance 

amplifier. After 100 seconds the odor is taken away. The sensor resistance goes back to baseline, but 

the output from the peak detector still remains at 4V though decreasing slowly. The corresponding 

output current decreases from 112uA slowly as well. The whole sensor stage functions properly as 

designed. 
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Figure 4.19: Overall performance of the sensor stage 

We have already built the adaptive electronics, peak detector, and transconductance amplifier 

to complete the sensor stage. This stage adapts the sensor voltage to 2V and then outputs a 

current proportional to 6:..Rmax / Rb , which is proportional to odor concentration. The output current 

contains the information that we need for odor classification. Since there is an array of different 

sensors, an array of sensor stages are needed. If the sensor array is constructed by n different carbon 

black-organic polymer sensors, n sensor stages are needed. These n sensor stages output n currents, 

and these n output currents form an n-dimensional signal vector. This n-dimensional signal vector 

is sent to the signal processing stage either for learning or for classification. 
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Chapter 5 Signal Processing Stage 

As it has been shown in chapter 4, an n-dimensional signal vector from the sensor stages is sent to 

the signal processing stage. This n-dimensional signal vector represents an odor fingerprint obtained 

from the n carbon black-organic polymer sensor array. Unfortunately, this signal vector cannot be 

used directly for odor classification. Before feeding this signal vector into the classifier stage, some 

signal processing needs to be done. First of all, notice that the magnitude of the signal vector 

is proportional to the odor concentration. So even if two signal vectors represent the same odor 

with different concentrations, they are different in magnitude. Of course we can not classify them 

as different odors by using these signal vectors directly. This is a very important point that odor 

classification is determined by the "shape" of the odor fingerprint instead of its absolute value. 

Therefore, the signal vector needs to be normalized in some means before its further use. 

There are many kinds of classifiers. Among them, the nearest neighbor classifier is used because 

of its simplicity and feasibility in VLSI circuits. The nearest neighbor classifier chooses the pattern 

that is closest to the signal template, i.e., the pattern which has the shortest distance to the pattern 

of interest. Since the nearest neighbor requires distances to compare, a kind of distance measure is 

needed. Euclidean distance is one of the distance measures that is frequently used in the nearest 

neighbor classifier, so a circuit that does Euclidean distance calculation is built. 

Figure 5.1 is a block diagram of the signal processing stage. A three-dimensional signal vector 

(It, 12 , 13 ) is from the sensor stages. Each dimension is a signal current proportional to !:l.Rmax / Rb• 

This signal vector is sent into a normalization circuit to perform city-blocks distance normalization. 

The normalized signal vector (Inl,!n2,!n3) still contains the same information of odor fingerprint 

that the signal vector has, and it is sent into the Euclidean distance circuit to calculate the Euclidean 

distance to a data vector (Idl, Id2, I d3 ) from the database stage. The output is a current containing 

the distance information, and it is sent into the classifier stage. 

In this chapter two kinds of signal processing are discussed: Signal normalization and Distance 

measurement. To implement these two kinds of signal processing, three kinds of circuits are pre

sented: Normalization circuit, Absolute value circuit, and Euclidean distance circuit. 
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Figure 5.1: Block diagram of the signal processing stage 

5.1 Signal normalization 

The first signal processing block is to perform normalization to the signal vector. In this section, the 

necessity of normalization is discussed. Two different ways for normalization are introduced, and 

the circuit used for the normalization task is presented. 

5.1.1 Need 

The signal vector is composed of signal currents from the sensor stage. Each current is proportional 

to the relative resistance change I::!:..Rmax / Rb• We can write down the relationship: 

(5.1) 

where lin is the signal current, and JL is a constant. According to section 2.4, the relative 

resistance change is proportional to the odor concentration: 

(5.2) 

where II is a constant, and C is the odor concentration. Combine equation 5.1 and equation 5.2 

together: 

(5.3) 

where A = JLII. The magnitude of the signal current is linearly dependent on the odor concentra

tion by the constant A. 

There are different ways to perform the classification task. The nucleus of the task is to obtain 

variant data patterns (data vectors), and compare the similarity of the data patterns with the input 
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pattern (input vector). A way to get a measure of the similarity is to use the Euclidean distance. 

The data pattern that has the most similarity to the input pattern would have the shortest Euclidean 

distance between its data vector and signal vector. 

Moreover, the data vectors and the signal vector need a common basis in order for comparison. 

Let us take a very simple example: 

Student A is taking Algebra under professor M in school X, and student B is taking the 

same course under a different professor N in school Y. Student A got 90 for midterm, and 

student B got 85. Since the school and the professor for student A and B are different, 

one can not claim that student A learned better in Algebra simply because he got a 

better grade than student B. They need to compete on the same basis. This is why the 

schools need the SAT, GMAT, or GRE score when a student wants to apply for college 

or graduate school. Only in this way can students be compared on the same basis. 

So right now the question becomes: What is the basis for the data vectors and the signal vector? 

One guess would be getting the data vector and the signal vector on the same concentration. Let 

us look at another example: 

----> 
Suppose that a data vector A = (al,a2,a3) represents odor class A with concentration 

C A for a three-dimensional carbon black-organic polymer sensor array. Also suppose 
----> 

that another data vector B = (b1 , b2 , b3 ) represents odor class B with concentration CA. 

Suppose that b1 = 1.5al, b2 = 2.5a2' b3 = 1.5a3. If the array is exposed to odor A with 

concentration 2C A, the signal vector would be (2al' 2a2, 2a3), according to equation 5.3. 
----> 

The Euclidean distance of the signal vector to data vector A is 

----> 
and the Euclidean distance of the signal vector to data vector B is 

'* D Eu2 = 0.5) ai + a~ + a~ 

If we just simply classify the input signal to the class that has the shortest Euclidean 

distance to the signal vector, we would get the wrong answer class B. The point shown 

in this example is, in the real world we do not know the odor concentration beforehand 
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when an odor is applied to the sensor array. So odor concentration cannot be the basis 

of comparison. 

Instead of using odor concentration as the basis of comparison, normalization is used to form 

the basis of comparison. There are two kinds of normalization that are frequently used, one is 

Euclidean distance normalization, and the other is city-blocks distance normalization. Euclidean 

distance normalization uses Euclidean distance from the vector to the origin as denominator in the 

formula, while city-blocks distance normalization uses city-blocks distance as denominator. 

For an n-dimensional vector (h, 12,··· ,In), its Euclidean distance normalization is 

h 
Inl = I=::;;<===::;;<====~ J It + Ii + ... + I'/, 

(5.4) 

One can easily examine that the length of the normalized vector is 

(5.5) 

By performing Euclidean distance normalization, the length of all the data vectors and the 

signal vector are normalized to unity. Thus all the normalized data vectors and normalized signal 

vector can be viewed as a point in a unit length circle centering at the origin. Because of the 

linearity characteristics of the carbon black-organic polymer sensor, signal vectors with different 

odor concentrations can be normalized to the same point if they are generated from the same odor. 

We can take another example to illustrate this point: 

----> 
Suppose that a Euclidean distance normalized data vector A = (aI, a2, a3) represents 

odor class A for a three-dimensional carbon black-organic polymer sensor array. Also 
----> 

suppose that another Euclidean distance normalized data vector B = (b l , b2 , b3 ) repre-

sents odor class B. From equation 5.5, Jar + a~ + a~ = 1, Jbr + b~ + b~ = 1. If the 
----> 

array is exposed to odor A with some concentration C A, the signal vector S would be 

(aal,aa2,aa3), according to equation 5.3. To classify the signal vector, first normalize 
----> 

the signal vector S 

Snl = 
aal 

J(aal)2 + (aa2)2 + (aa3)2 
=al 

Sn2 = 
aa2 

J(aal)2 + (aa2)2 + (aa3)2 
= a2 
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----> 
The normalized signal vector S = (Snl, Sn2, Sn3) = (aI, a2, a3). So the normalized signal vec-

----> 
tor is the same as data vector A, though the odor concentration is unknown. Unlike using odor 

concentration as the basis of comparison, Euclidean distance normalization is more suitable for 

odor classification application because odor concentration is usually unknown when classification is 

performed. 

One of the setbacks of Euclidean distance normalization is the complexity of an implementation 

in a VLSI circuit. In order to perform normalization while keeping the circuit simple, city-blocks 

distance normalization is used instead. 

5.1.2 City-blocks distance normalization 

Instead of performing Euclidean distance normalization, city-blocks distance normalization is used. 

For an n-dimensional vector (h, h, ... , In), its city-blocks distance normalization is 

h Inl = -::-------
h + 12 + ... + In 

In 
Inn = -------

h + lz + ... + In 
(5.6) 

One can soon verify that Inl + In2 + ... + Inn = 1. Therefore the summation of all the components 

in the normalized vector is unity. Similar to Euclidean distance normalization, signal vectors with 

different odor concentrations can be normalized to the same point if it is generated from the same 

odor by city-block distance normalization. We can take a similar example to illustrate this point: 

----> 
Suppose that a city-blocks distance normalized data vector A = (al,a2,a3) represents 

odor class A for a three-dimensional carbon black-organic polymer sensor array. Also 
----> 

suppose that another city-block distance normalized data vector B = (b l , b2 , b3 ) repre-

sents odor class B. al + a2 + a3 = 1, bl + b2 + b3 = 1. If the array is exposed to odor 
----> 

A with some concentration C A, the signal vector S would be (aal, aa2, aa3), according 
----> 

to equation 5.3. To classify the signal vector, first normalize the signal vector S 
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----+ 
The normalized signal vector S = (Snl, Sn2, Sn3) = (aI, a2, a3)' So again the normalized signal 

----+ 
vector is the same as data vector A, without knowing the actual odor concentration. Compared 

to Euclidean distance normalization, the difference that city-blocks distance normalization makes is 

only the denominator in the normalized components. City-blocks distance normalization is simpler 

mathematically than Euclidean distance normalization since summation is easier than calculating 

Euclidean distance. Moreover, by applying the translinear principle, city-blocks distance normaliza

tion can be very easily implemented in VLSI circuit. 

5.1.3 Translinear principle 

The term "translinear" was first coined in 1975[69] by Barrie Gilbert. The word translinear, by his 

recommendation, is reserved exclusively for those cells invoking exponential device behavior, which 

applies to all bipolar transistors, including heterojunction types, and to MOS transistors operated 

in the subthreshold domain[70, 71]. We would use bipolar transistors in our design to realize the 

translinear principle in this chapter. The advantage to use bipolar transistor over subthreshold MOS 

is its ability to work in higher current, resulting in a larger signal and a much better signal-to-noise 

ratio than subthreshold MOS. The process we fabricated all the chips allows us to fabricate good 

quality npn bipolar transistors. Therefore, bipolar transistors are used in the signal processing stage 

because the simplicity of circuitry while MOS transistors are used for the other circuits to achieve 

a smaller chip area. 

In a bipolar transistor, the relationship between Ie and VBE is the most important: 

Ie = AEJs(T)exp(VBE/nVT) (5.7) 

where AE is the emitter area and Js(T) is the saturation current density. Is(T) = AEJS(T) is 

defined as the saturation current. The factor n is the emission coefficient generally close to unity 

(typically 1.001 to 1.01) for 'analog-quality' bipolar transistors operated in their normal forward 

active mode at moderate currents. We can assume n is constant over the working current range. By 

differentiating equation 5.7 

ale Ie 
--=gm=-
aVBE VT 

(5.8) 

From equation 5.8, the transconductance of an ideal bipolar transistor is a linear function of its 

collector current. This is the origin of the term "trans-linear" (or TL). Moreover, by rearranging 
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equation 5.7 

VBE = nVT In Ic/AEJS(T) 

Now we are ready to state the principle[72]: 

In a closed loop containing an even number of ideal junctions, arranged so 

that there are an equal number of clockwise-facing and counterclockwise

facing polarities, with no further voltage generators inside this loop, the 

product of the current densities in the clockwise direction is equal to the 

product of the current densities in the counterclockwise direction. 

(5.9) 

A brief proof can be based on the analysis of a general closed loop containing N junction devices. 

Assume the junctions are biased into forward conduction by the associated currents. The junction 

voltages, VFk, must sum to zero by KVL: 

(5.10) 

For our purpose, these junctions represent the base-emitter terminals of the bipolar transistors 

in the loop. So VFk can be replaced by the base-emitter voltage VBE and the associated currents 

can be replaced as the collector currents I Ck . From substituting equation 5.9 into equation 5.10 

N 

""' ICk ~nVTln- =0 
k=l ISk 

(5.11) 

Assume that n VT is the same for all the junctions. Also notice the summation of a series of 

logarithmic terms can be written as a product, and zero may be written as Inl. Equation 5.11 can 

be rewritten as 

(5.12) 

Notice that any practical circuit operates only when Ic/ls » 1. So equation 5.12 holds only 

when two conditions are met: 

1. There must be an even number of junctions in a TL loop. 

2. There must be an equal number of clockwise-facing (CW) and counterclockwise-facing (CCW) 

junctions. 

According to this need for symmetry, equation 5.12 can be stated as 
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II ICk = II ICk 
cw ISk ccw ISk 

(5.13) 

ISk in equation 5.13 can be replaced by ASkJSk. And since the saturation current density JSk 

equally weights the LHS and RHS of the equation, 

II ICk = II ICk 
cw ASk ccw ASk 

(5.14) 

Notice that ICk/Ask is the current density in the device. So equation 5.14 can be rewritten as 

IIJ= II J (5.15) 
cw ccw 

Hence the proof of translinear principle is done. 

One more thing which is useful. When all the emitter areas are the same, equation 5.14 can be 

rewritten as 

II ICk = II ICk (5.16) 
cw ccw 

5.1.4 Circuit description 

Figure 5.2 is the circuit diagram based on Gilbert's paper[72] for the city-blocks distance normaliza

tion. To analyze how the circuit functions, instead of writing down complicated equations, we can 

apply the translinear principle: 

lout 1 

h 

By equation 5.17 we can do some mathematics 

Iout2 

h 
Ioutl + Iout2 + Iout3 

h + 12 + 13 

(5.17) 

(5.18) 

And notice that the summation of the output currents Ioutl + Iout2 + Iout3 is equal to the reference 

current Ire!, equation 5.18 can be rewritten as 

lout 1 

h 
Iout3 

h 
(5.19) 

So the circuit performs city-blocks distance normalization: 



68 

11 lout1 12 lout2 13 

GND GND GND 

ref 
+ 10uA 

Figure 5.2: Schematic of the city-blocks distance normalization circuit 

I 12 I 
out2 = It + h + h ref 

Iout3 = h I ref It + 12 + 13 

lout3 

The circuit continuously computes the ratio of each input in the array to the sum of all the inputs, 

and then multiplies the result by the output scaling current Iref. This circuit demonstrates the 

remarkable processing power which can be accomplished within the confines of a very rudimentary 

circuit. The entire circuit is built by bipolar transistors to result in very simple and compact 

hardware implementation. 
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Figure 5.3: Performance of city-blocks distance normalization circuit 

One point that is very valuable to notice: to add another dimension to the circuit, only two 

bipolar transistors are needed. So the bipolar city-blocks distance normalization circuit can be very 

easily extended to multiple dimensions. 

5.1.5 Performance and analysis 

Figure 5.3 displays the performance of the city-blocks distance normalization circuit. h is swept 

from lOnA to IOOuA while 12 is set as IuA and 13 is set as lOuA. Very good performance is achieved 

by the simple bipolar circuit, and the circuit works at least for 4 orders of magnitude. The error is 

within 5% throughout the sweep, which is very reasonable in analog VLSI. 

One more thing needs to be mentioned before closing this section. In Gilbert's city-blocks distance 

normalization circuit, assume the voltage at the emitter of the bipolar Ql with input current h as 

VEl, and the voltage at the emitter of the bipolar Q2 with output current loutl as VE2. According 
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to equation 5.9 

h 
VBEl = nVT In Is 

Notice that VEl = O. The voltage Vs across the reference current source would be 

h 
Vs = VE2 = VE2 - VEl = VBEl - VBE2 = nVT In -1-

outl 
(5.20) 

Remember n is close to unity, and VT is approximately 0.0259V under room temperature. In 

order to have a IV voltage across the reference current source, hi Ioutl would need to be at least 

5.86x lOl6 ! This is apparently impractical. For a more practical ratio hi Ioutl = 100, the voltage 

across the reference current source is 0.12V. In the real world, the current source is usually realized 

by a transistor. For example, if we use a NMOS transistor whose gate is biased at 0.8V as the 

reference current source, its drain voltage would need to be higher than 0.8V in order to keep the 

transistor functioning in pinch-off region. But since the voltage across the current source, which 

is the drain voltage, is very small (usually close to GND), the NMOS transistor works in triode 

region and deviates from its current source characteristics. Although the circuit still performs city

blocks distance normalization continuously, Ire! is not a constant current and the normalized output 

currents lose the signal information. 

To overcome this deviation from the ideal characteristics, the emitters of all the input currents 

are connected together to some biased voltage instead of being connected to ground. According to 

equation 5.20 

h 
VE2 = VEl +nVTln-I

outl 

Since the voltage across the reference current source Vs is equal to VE2, this voltage can be set 

well above the gate voltage of the NMOS transistor by controlling VEl. Take our old NMOS current 

source example, if the gate is biased at 0.8V, and VEl is set at IV, the drain voltage would be larger 

than IV, and the transistor is working in the pinch-off region. In this way the problem with the 

non-ideal current source characteristic is solved. 

5.2 Distance measurement 

The nearest neighbor classifier is the classifier we use to perform the pattern recognition task. 

In order to determine which class is the nearest to the input signal pattern, a kind of distance 

measurement is needed. One kind of distance measurements is to use Euclidean distance as distance 

measure. So the nearest neighbor classifier would classify the input signal pattern to the class which 
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has the shortest Euclidean distance to the input signal vector. In this section, two circuits which 

can be used to perform Euclidean distance calculation are presented: Absolute value circuit and 

Euclidean distance circuit. 

5.2.1 Absolute value circuit 

-> 
For a three-dimensional input signal vector J! = (Xl,X2,X3) and a data vector A 

representing odor class A, the Euclidean distance between them is 

(5.21 ) 

For the Euclidean distance circuit, (Xl - at), (X2 - a2), (X3 - a3) are the input signals to the 

circuit. Mathematically the value of (Xl - ad2 and that of (al - xt)2 are the same, since for a real 

number its square is always positive. But as we will soon come to in section 5.2.2, the real Euclidean 

distance circuit only accepts positive current as its inputs. So the inputs to the Euclidean distance 

circuit need to be positive, i.e., we need to take the absolute value of the input currents before they 

are sent into the distance calculating circuit. Therefore, an absolute value circuit is implemented to 

take the absolute value of the input currents. 

Figure 5.4 displays a schematic for the absolute value circuit. The absolute value circuit is 

composed of five bipolar transistors. The sign of the current is defined as positive when the current 

goes into the circuit and negative when the current goes out from the circuit. The circuit takes the 

input current lin and outputs its absolute value Ilinl. The output current can be loaded by a PMOS 

current mirror and subsequently measured. 

Figure 5.5 shows the performance of the absolute value circuit. The input current lin ranges is 

swept from two directions: from lOnA to 100uA and from -10nA to -lOOuA. The circuit shows very 

good performance, and the error is within 3%. 

5.2.2 Euclidean distance circuit 

Many efforts have been made to design a circuit that can calculate Euclidean distance, or in other 

words, vector summation[73, 74, 75]. The trans linear principle in section 5.1.3 can also be used to 

design and analyze the circuit. Figure 5.6 displays the schematic of Euclidean distance circuit based 

on Gilbert's paper[72]. First notice the output current lout is composed of three currents from three 

different bipolar transistors, whose bases are connected to the input current h, 12, h separately. 

Denote the collector current from the bipolar transistor whose base is connected to h as xlout, the 

collector current from the bipolar transistor whose base is connected to lz as ylout, and the collector 
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lout 

~ 
GND 

lin 

GND 

Figure 5.4: Schematic of the absolute value circuit 

current from the bipolar transistor whose base is connected to 13 as (1 - x - y)louto x, y < 1 and 

x + y < 1. Assume (3 of the bipolar transistor is high enough that 0: ~ 1, i.e., emitter current 

is approximately equal to collector current. The output current lout also flows to another bipolar 

transistor underneath the three output bipolar transistors. Applying the translinear principle we 

can get 

(5.22) 

(5.23) 

(5.24) 
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Figure 5.5: Performance of the absolute value circuit 

Summation of the equations 5.22, 5.23, and 5.24 results in 

(5.25) 

By taking the square root LHS and RHS of the equation we can get the final form of interest: 

(5.26) 

Hence the circuit performs Euclidean distance calculation. From the derivation of equations 

one can easily extend this circuit to multidimension. Every three more bipolar transistors can add 

another dimension to the circuit. So the circuit can be made very simple and compact. 
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Figure 5.6: Schematic of the Euclidean distance circuit 

5.2.3 Performance and analysis 

Figure 5.7 displays the performance of Euclidean distance circuit. The input current one It is swept 

from lOnA up to lOOuA while 12 is maintained at 1 uA and h is maintained at lOuA. The circuit 

works very well for at least 4 orders of magnitude. The error is within 5% throughout the sweep, 

showing great performance for an analog circuit. 
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Figure 5.7: Performance of the Euclidean distance circuit 
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Chapter 6 Data Storage and Chip Interface 

To decide to which class an input odor pattern belongs, a measure of similarity has to be obtained 

between the input odor pattern and the stored odor signatures. A simple way to define the similarity 

is to quantize the patterns into vectors, then calculate the Euclidean distances between the input 

odor vector and the known odor vectors. Euclidean distances between the normalized signal vector 

from the sensor stage and the data vectors stored in the database stage are calculated by an Euclidean 

distance circuit, as we proposed in the preceding chapter. But one question still remains: What kind 

of storage method should be used for the electronic nose chip'? 

In this chapter standard random-access memory (RAM) will be introduced for the use of data 

storage. The interface between the electronic nose chip and the outside world is presented, too. At 

the end of the chapter, a current copier cell, which can be described as a current-mode sample and 

hold circuit, is realized. 

6.1 Data storage 

Data storage has been a very important issue for pattern classification. Since the object of pattern 

recognition is to distinct the similarity between the input pattern and the known patterns, the 

question of how to store the known patterns is apparently unavoidable. Today, hardware data 

storage is mainly divided into two groups: analog memory and digital memory. 

Memory efforts have already been devoted to find an integrable analog memory [76, 77, 78]. 

Many of them utilize the concept of a floating gate device [79]. This kind of floating-gate MOS 

device is often used in neural networks to store the synaptic weights. The analog memory is usually 

designed to be small, low power, and capable for fine adjustment to achieve high resolution. 

Digital memory, including RAM, Read-only-memory (ROM), Programmable ROM (PROM), 

EEPROM, etc., are used broadly in many different areas. Each different digital memory has its 

distinct function and purpose. Since this dissertation is focused on the circuit cells needed to 

perform the odor classification task, existing digital memory is used directly to reduce the effort for 

building our own memory. In our case a simple 8-bit Static RAM is used for data storage of the 

electronic nose chip. 
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Figure 6.1: Block diagram of the database stage 

MB8464 is a CMOS 8192 word by 8-bit SRAM from Fujitsu Microelectronics Inc. This SRAM 

is capable of storing 8192 different words with each word contains 8-bit resolution. Only a single 5V 

supply voltage is needed to enable the chip. There are four control lines to the chip: E 1 , E 2 , Ii, W. 

The chip is disabled when El is high or E2 is low. The chip is enabled only when El is low and E2 

is high at the same time. When MB8464 is enabled, the chip is at "READ" mode when Ii is low, 

while at "WRITE" mode when W is low. Output is disabled when Rand Ware both high. These 

four control lines are controlled by a central control circuit that will be discussed in the following 

section. 

6.2 Chip interface and control 

The electronic nose chip communicates with an analog-to-digital (A/D) converter and a digital to 

analog (D/A) converter directly, and uses a SRAM as its memory unit. An A/D converter is used to 

convert the normalized odor vector into digital information and store the information in the SRAM 

for the use of future classification. This is the learning state of the circuit function. After the learning 

state is done, the normalized input signal vector is used to calculate the Euclidean distances with 

the data vectors output from the SRAM through the use of D / A converter, and the distances are 

sent into a loser-take-all circuit to make the final decision. This is the classifying state of the circuit 

function. 

Figure 6.1 displays a simple block diagram for the chip interface. The normalized data is sent from 

the normalization circuit of the signal processing stage to the SRAM through an A/D converter in 

the learning state. The odor patterns stored in the SRAM are converted into analog signals through 

a D / A converter in the classifying state. The analog data signal is sampled and held in a current 



78 

copier whose position is decided by a multiplexor. In Figure 6.1, a three-dimensional data vector is 

generated, so a one-to-three multiplexor and three current copiers are needed. 

Moreover, the database stage is controlled by a central control unit. This control unit sets up 

all the control signals and their time sequence to the A/D converter, D / A converter, SRAM, and 

multiplexors. This control unit will be described in the subsection. 

6.2.1 Learning state 

The ADC0841 from National Semiconductor is chosen to convert the analog signal into digital in the 

database stage. It is an 8-bit microprocessor compatible A/D converter. The ADC0841 is controlled 

by several control lines: cs, RD, WR, and INTR. These control lines can be programmed by a 

microprocessor, though it is rather complicated. Fortunately in our case it only requires the A/D 

converter to perform continuous conversion. By simply connecting all the control lines to ground at 

the startup, then leaving W Rand I NT R floating, ADC0841 is in the mode of performing continuous 

conversion, i.e., an analog input would be converted into digital output in real time. 

In the learning state, the normalized signal vector coming from the signal processing stage is 

converted to a digital word by the ADC0841. This is done from the first dimension of the normalized 

signal vector to the last dimension. For example, assume the normalized signal vector is three

dimensional, a three-to-one multiplexor in front of ADC0841 is used to extract the very dimension 

that is converted to a digital word. The control signal of the multiplexor is provided by the central 

control unit. Moreover, the output of the A/D converter is directly connected to the I/O port of 

SRAM. The control unit at this time outputs signals that enables the WRITE mode of the SRAM. 

Thus, the information from the testing odors are stored in the SRAM. The information of each odor 

pattern is stored in n digital words for an n-dimensional signal vector. 

6.2.2 Classifying state 

DAC0830 from National Semiconductor is chosen to convert the digital signal into analog in the 

database stage. It is an 8-bit microprocessor compatible, double-buffered D / A converter. DAC0830 

is controlled by several control lines: cs, WR,ILE, and XFER. These control lines can be pro

grammed by a microprocessor, though it is rather complicated. Fortunately in our case it only 

requires the D / A converter to perform flow-through operation. By simply connecting all the control 

lines except I LE to ground and connecting I LE high, DAC0830 is in flow-through mode, i.e., the 

digital input directly affects the D / A converter analog output. 
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The input of the D/ A converter is connected directly to the I/O port of SRAM. When the circuit 

is in the classifying state, the central control unit outputs control signals that SRAM is in its READ 

state, and the D / A converter outputs analog output corresponding to its digital input coming from 

the SRAM. The analog outputs are stored in current copiers through the use of a l-to-n multiplexor, 

where n is the dimension of the data patterns. So, for example, if the odor pattern is stored as a three

dimensional vector, three digital words are required to store the information, which also requires a 

l-to-3 multiplexor and three current copiers. The outputs of the current copiers altogether construct 

an n-dimensional data vector that is used to perform Euclidean distance calculation with the input 

normalized signal vector. 

6.2.3 Central control unit 

The central control unit provides all the control signals needed for the operation of SRAM and 

multiplexors. Since the A/D and D / A converter are both set in continuous conversion mode, there 

is no need to control the converters but simply set them to perform flow-through operation. 

General description 

Figure 6.2 is a simplified block diagram for the central control unit. Some assumptions are made 

here in the description to make it simple, and they do not affect the overall performance when 

extended into full-scale circuit realization. First, every odor is described by a three-dimensional 

vector. Second, only two different odor patterns are stored in SRAM. Since one odor pattern is 

composed of three different dimensions, three digital words are needed to store one odor pattern 

in the SRAM. So two different odor patterns require six digital words in the SRAM. Thus, 3-bit 

addresses in the memory need to be controlled. Third, we neglect the control of the multiplexors 

associated with the A/D, since its control has nothing different from those associated with the D / A. 

So only the control of the multiplexors associated with the D / A converter will be discussed to get 

the idea of how these multiplexors are controlled. Finally, only the classifying state is shown, since 

the learning state is just the opposite of the classifying state. 

A state table is shown to display the states and the control signals generated in that state. Control 

signals MU Xl ... MU X5 are control signals for the multiplexors. When MU Xl is high, the CMOS 

transmission gate associated with MU Xl turns on. When MU Xl is low, the CMOS transmission 

gate turns off. Notice that MU Xl, MU X2, and MU X3 control three CMOS transmission gates that 

form an l-to-3 multiplexor. In the same way, MUX4 and MUX5 control two CMOS transmission 

gates that form an l-to-2 multiplexor. Also notice that MU Xl, MU X2, MU X3 can not be high at 

the same time, since the mUltiplexor can only pass the signal to one channel at a time. The same 

thing applies to MUX4 and MUX5. 
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Control counter 

As in Figure 6.2, two counters are used in the central control unit. One is called the data counter, 

and the other is called the control counter. The control counter, by its name, is responsible for 

generating all the control signals. Actually it should be viewed as a state machine. It generates 

the states and uses a combinational logic circuit to generate the output signals for each stage. The 

control counter has three inputs and three outputs. The three inputs are R, CI, and C2. R is the 

compliment of the reset signal. When R is low, the counter is reset; when R is high, the counter is 

enabled to count up. C1 and C2 are two non-overlapping clock pulses for the counter. The output 

A, B, C from the control counter represent the state ABC, and is sent into a block called logic2 to 

generate the control signals. 

Data counter 

The data counter is used to decide the address for SRAM to look at. The inputs R, C1 and C2 

perform the same function as those in the control counter. The input Inc is set to decide if the 

counter counts up. When Inc is high, the counter is enabled to count up. When Inc is low, the 

counter will not count up, no matter whether C1 and C2 are applied to the counter. The outputs 

b2 , bl and bo are connected directly to the address lines of the SRAM. Notice that Cl, C2 of the 

control counter are crossover connected to C2, Cl of the data counter. This makes sure that the 

two counters count up at the same frequency but not count at the same time. This is because when 

the control counter moves to a new state, it may generate a signal to read the output of the SRAM 

at an address. So at this very time the address line of the SRAM needs to be stable. If Cl, C2 of 

the control counter and data counter are connected to each other, it is possible to cause ambiguity. 

So the solution is to make sure whenever the state machine goes into a new state, the data counter 

does not output the new address. 

RAM Ctrl 

RAMCtrl is a logic circuit used, as its name suggests, for the control of the SRAM. It receives 

three input signals W, R, CE and outputs CEI, CE2 , WE, DE. Table 6.1 shows the truth table or 

RAMCtrl. 

The SRAM is enabled only when CEI is low and CE2 is high at the same time. So whenever 

input CE is high, CEI is set low and CE2 is set high, hence enables the SRAM. Then the operation 

of the SRAM is dependent on the other two input signals Wand R. On the other hand, when C E 

is low, CEI is set high and CE2 is set low. The SRAM is disabled, and the outputs WE and DE 

are both set high. CE actually is the abbreviation for "Chip Enable". 
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CE W R CEl CE2 WE DE 
0 0 0 1 0 1 1 
0 0 1 1 0 1 1 
0 1 0 1 0 1 1 
0 1 1 1 0 1 1 
1 0 0 0 1 1 1 
1 0 1 0 1 1 0 
1 1 0 0 1 0 1 
1 1 1 0 1 1 1 

Table 6.1: Truth table for RAM Ctrl 

Another input signal, W (Write), controls the WRITE operation of the SRAM. It affects the 

SRAM operation only when the SRAM is enabled, i.e., CE is high. If CE and Ware both high 

while R is low, the SRAM functions in its WRITE mode, WE is set low and DE is set high. The 

SRAM stores the data at the I/O port to the address specified. On the other hand, when the other 

input signal R (Read) and CE are both high while W is low, the SRAM functions in its READ 

mode, WE is set high and DE is set low. The SRAM outputs the data at the specified address to 

the I/O port. 

When the input signals Wand R are both high or both low, we force the SRAM to do nothing 

to avoid any ambiguity. Therefore, WE is set high and DE is set high, too. 

logic2 

Circuit block logic2 is a combinational logic circuit. It receives inputs from the control counter, 

then outputs the control signals to the data counter, RAM Ctrl, and multiplexors. In other words, 

logic2 outputs control signals corresponding to the present state of the central control unit. So one 

can say that the combination of the control counter and logic2 is the real "nucleus" of the central 

control unit. Table 6.2 is the state table of the function of logic2. 

The input of logic2 comes directly from the control counter. The present state is the counter 

output ABC. The counter is reset at the startup, so its output begins at state a(OOO). The function 

of each state can be described as below: 

stage a(OOO) CE and R are both set high, while W is set low to enable SRAM in its READ mode. 

SRAM reads the data stored at the address specified by the data counter (000) and outputs 

the first dimension of first data vector (donated as Idxl ) through the D / A converter. MU Xl 

is set high, while MU X2 ... MU X5 are set low. So the output current goes through the first 

CMOS transmission gate controlled by MU Xl which stores the current in a current copier. 

Inc is set high for the data counter to count up for the next address. 
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Present State Next State MUX1 MUX2 MUX3 MUX4 MUX5 Inc R CE 
OOO(a) 001 (b) 1 0 0 0 0 1 1 1 
001(b) 01O(c) 0 1 0 0 0 1 1 1 
010(c) Oll(d) 0 0 1 0 0 1 1 1 
Oll(d) 100(e) 0 0 0 1 0 0 0 0 
100(e) 101(f) 1 0 0 0 0 1 1 1 
101(f) 1l0(g) 0 1 0 0 0 1 1 1 
1l0(g) lll(h) 0 0 1 0 0 1 1 1 
lll(h) OOO(a) 0 0 0 0 1 0 0 0 

Table 6.2: State table and function of logic2 

stage h(OOl) C E and R are both set high, while W is set low to enable SRAM in its READ mode. 

SRAM reads the data stored at the address specified by the data counter (001) and outputs the 

second dimension of first data vector (donated as I dx2 ) through the D / A converter. MU X2 

is set high, while MU Xl, MU X3, MU X 4, MU X5 are set low. So the output current goes 

through the second CMOS transmission gate controlled by MU X2 which stores the current 

in a current copier. Inc is set high for the data counter to count up for the next address. 

stage c(OlO) CE and R are both set high, while W is set low to enable SRAM in its READ mode. 

SRAM reads the data stored at the address specified by the data counter (010) and outputs 

the third dimension of first data vector (donated as Idx3) through the D/ A converter. MU X3 

is set high, while MUX1,MUX2, MUX4,MUX5 are set low. So the output current goes 

through the third CMOS transmission gate controlled by MU X3 which stores the current in 

a current copier. Inc is set high for the data counter to count up for the next address. 

stage d( 011) C E, R, and Ware all set low to disable SRAM. Thus D / A converter still reads the 

address specified by the data counter (010) and outputs the third dimension of first data vector 

(donated as Idx3). But since MU XL .. MU X3 are all set low, the value of Idxl,!dx2,!dx3 

stored in the current copiers are not affected. At this time the Euclidean distance circuit in the 

signal processing stage calculates the Euclidean distance between the normalized input signal 

vector (Isl,!s2,!S3) and the data vector (Idxl,Idx2,!dx3). MUX4 is set high while MUX5 is 

set low. So the Euclidean distance current goes through the fourth CMOS transmission gate 

controlled by MU X 4 which stores the current in a current copier whose output goes to the 

loser-take-all circuit. Inc is set low to pause the data counter not to count up for the next 

address. 

stage e(lOO) CE and R are both set high, while W is set low to enable SRAM in its READ mode. 

SRAM reads the data stored at the address specified by the data counter (011) and outputs the 

first dimension of second data vector (donated as Idyd through the D / A converter. MU Xl 

is set high, while MU X2 ... MU X5 are set low. So the output current goes through the first 
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CMOS transmission gate controlled by MU Xl which stores the current in a current copier. 

I nc is set high for the data counter to count up for the next address. 

stage f(101) GE and R are both set high, while W is set low to enable SRAM in its READ mode. 

SRAM reads the data stored at the address specified by the data counter (100) and outputs the 

second dimension of second data vector (donated as Idy2) through the D/ A converter. MUX2 

is set high, while MUX1,MUX3, MUX4, MUX5 are set low. So the output current goes 

through the second CMOS transmission gate controlled by MU X2 which stores the current 

in a current copier. Inc is set high for the data counter to count up for the next address. 

stage g(llO) GE and R are both set high, while W is set low to enable SRAM in its READ mode. 

SRAM reads the data stored at the address specified by the data counter (101) and outputs the 

third dimension of second data vector (donated as Idy3) through the D/A converter. MUX3 

is set high, while MUX1,MUX2, MUX4,MUX5 are set low. So the output current goes 

through the third CMOS transmission gate controlled by MU X3 which stores the current in 

a current copier. Inc is set high for the data counter to count up for the next address. 

stage h(lll) GE, R, and Ware all set low to disable SRAM. Thus D/A converter still reads the 

address specified by the data counter (101) and outputs the third dimension of first data vector 

(donated as Idy3). But since MUXl. .. MUX3 are all set low, the value of Idxl,!dx2,!dx3 

stored in the current copiers are not affected. At this time the Euclidean distance circuit in the 

signal processing stage calculates the Euclidean distance between the normalized input signal 

vector (Isl,!s2,!s3) and the data vector (Idyl,!dy2,!dy3). MUX5 is set high while MUX4 is 

set low. So the Euclidean distance current goes through the fifth CMOS transmission gate 

controlled by MU X5 which stores the current in a current copier whose output goes to the 

loser-take-all circuit. Inc is set low to pause the data counter so it will not count up for the 

next address. At this time the loser-take-all circuit has two Euclidean distance currents of the 

normalized input vector to two different data vectors. The final decision is made to select the 

odor which has the shorter Euclidean distance. 

The central control unit, as mentioned, generates the control signals in an arranged time sequence. 

The unit in this section is designed to classify an input signal pattern to two known odors. All the 

patterns are quantized into three-dimensional vectors. Higher-dimension vector and more known 

odor patterns can be easily realized by simply adding more bits to the data and control counters 

and adding more current copier cells. 
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6.3 Current copier cell 

Since there is only one D j A converter, the digital words have to be converted into analog currents 

one at a time. But to calculate the Euclidean distance, n times DjA conversion have to be made 

to obtain an n-dimensional data vector. Therefore, a method to "hold" the DjA converter output 

current needs to be implemented. Moreover, the Euclidean distance current of an input vector to 

a data vector is calculated after the data vector is obtained. So for n odor patterns n data vectors 

need to be generated, and n Euclidean distance currents are calculated. Since the data vectors are 

generated one by one, the Euclidean distance currents are calculated one by one, too. Thus the 

Euclidean distance currents need to be held before the final decision is made since the loser-take-all 

circuit is a parallel signal processor. This also requires a way to "hold" the Euclidean distance 

currents. 

One of the ways to sample and hold a current is to use a current copier cell. A current copier, 

by its name, copies the input current to the output. There are many articles discussing about how 

to make current copiers[80, 81, 82, 83]. Here, we just implement the standard current copier cell. 

6.3.1 Circuit description 

Figure 6.3 displays a standard current copier cell. It is composed of three NMOS transistors and 

a capacitor. Transistors Ml and M2 form a standard NMOS current mirror, and transistor M3 

serves as a NMOS switch. When the gate voltage of M3 goes high, transistor M3 turns on, and a 

low-impedance current path is formed. The current copier at this time can be viewed as a standard 

NMOS current mirror, and the input current lin is copied to the output lout. Moreover, the input 

current charges the capacitor at the gates of the current mirror when the current mirror is formed. 

At the steady state, there is no current flowing to the capacitor. So the voltage on the capacitor is 

the gate voltage that biases transistor Ml to source the input current lin. In another point of view, 

the input current lin is stored as a voltage on the capacitor. 

When the gate voltage of transistor M3 goes low, M3 turns off, thus disconnects the current 

path from the input to the capacitor. At this time the input current does not affect the output of 

the current copier. The gate voltage of M2 is maintained on the capacitor, so the output current 

remains at the value of previous input current. This is actually a current-mode sample and hold 

circuit. When VG3 goes high, the current copier is in its SAMPLE mode. Then when VG3 goes low, 

the current copier goes to its HOLD mode. 

How long can the capacitor hold the current depends on the leakage current through the switch 
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Figure 6.3: Schematic of the standard current copier circuit 

M 3 . For the capacitor: 

(6.1) 

where Ileakage is the leakage current, C is the capacitance of the capacitor at the gate of Ml and 

M 2 , Vcap is the voltage across the capacitor, and t is time. Equation 6.1 can be rewritten as 

AV = IleakageT 

C 
(6.2) 

where A V is the leakage voltage, and T is the time period of leakage. Also remember that for a 

NMOS transistor in saturation: 
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(6.3) 

Assume the gate voltage corresponding to the output current lout is V, after time T the gate 

voltage decreases by .6. V, then the deviated output current is 

= K(2V - 2VT - .6.V).6.V (6.4) 

The output current deviates by .6. V 2 , according to equation 6.4. Remember that in equation 6.2, 

.6. V is proportional to the leakage current lleakage. So the leakage current of the NMOS switch 

affects the output current in a square relationship. There are many ways to reduce this effect. First, 

one can always use a PMOS switch instead of a NMOS. This is because the leakage current of a 

PMOS switch is smaller than a NMOS. One thing to keep in mind is that a PMOS switch is good 

at passing high voltage but poor at passing low voltage, while an NMOS switch is good at passing 

low voltage but poor at passing high voltage. So one needs to make sure that PMOS switch can 

pass the gate voltage needed to load the input current. 

Another way to reduce the leakage current is to reduce the dependence of the output current to 

the gate voltage. According to equation 6.3, we know that the output current of a NMOS transistor 

is affected by the square of its gate voltage in saturation region. From equation 6.2 we also know 

the gate voltage is affected linearly by the leakage current. So if we can reduce the output current 

dependence so that it is linearly dependent to the gate voltage instead of a square relationship, 

output current will be affected by the leakage current linearly, hence the deviation is dramatically 

improved. The inverse linear V II converter in section 4.1.5 can be one of the options. 

6.3.2 Performance and analysis 

Figure 6.4 shows the performance of the current copier cell. The input current is set to lOOuA 

initially. The current copier is at its SAMPLE mode at the startup. After taking the data for one 

second the current copier switches to its HOLD mode and lasts for another 29 seconds. The initial 

output current is about l07uA, due to the channel-length modulation effect of transistor M 2 , since 

the drain voltage of Ml and M2 are not the same. The output current decreases slowly as time goes 

on, which makes a pretty good current copier for our use. 

From figure 6.4, a linear dependence of the deviated output current to time is observed. From 
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Figure 6.4: Performance of the current copier 

equation 6.4, the deviated output current fllout is squarely dependent on the leakage voltage fl V. 

Also from equation 6.2, fl V depends linearly on time T as long as the leakage current lteakage is a 

constant. Therefore, from equation 6.2 and 6.4 one might conclude that fllout should have a square 

relationship with T, which is different from figure 6.4. 

The reason is because figure 6.4 shows the first 30 seconds of the HOLD mode of the current 

copier. In this case flV is much smaller than the value of 2V - 2VT. Thus equation 6.4 can be 

approximated as 

fllout = 2K(V - VT)flV (6.5) 

Therefore, the deviated output current fllout has a linear dependence on the leakage voltage 

flV, i.e., fllout is linearly dependent on T. 
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Dividing both ends of equation 6.5 by Llt, we can obtain 

Lllout = 2K(V _ VT) LlV 
Llt Llt 

(6.6) 

From equation 6.1 Ll V/ Llt = Ileakage/C. So equation 6.6 can be rewritten as 

Lllout = 2K(V _ V ) I1eakage 
Llt T C 

(6.7) 

From figure 6.4, we can calculate the value of Ll1out/ ilt to be 0.36 /LA/second. Given the value 

of K, V, VT , and C we can calculate the leakage current of the NMOS switch to be roughly 2.1pA. 
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Chapter 7 Classifier Stage 

The final stage of the electronic nose chip is the classifier. The classifier stage receives the Euclidean 

distances calculated from the signal processing stage. These Euclidean distances represent the 

similarity between the input pattern and the stored odor patterns. As we have discussed, the 

shorter the Euclidean distance is, the more similar the input pattern and stored odor pattern is. 

So these Euclidean distances are compared and the odor corresponding to the shortest Euclidean 

distance is marked. 

There are many ways to achieve the pattern recognition task. The classifier can be implemented 

to perform serial pattern recognition, but it also can be realized to classify the pattern in parallel. 

Moreover, correlation associative memory can also be used to provide another technique to pattern 

recognition. In this chapter these ideas will be discussed but only parallel classifier will be realized 

in VLSI implementation. 

7.1 Serial pattern recognition 

The idea of serial pattern recognition is to assign an initial answer to the classification problem, 

then verify if there is a better answer to the problem. A simple example can be used to illustrate 

the idea: 

A teacher wants to find out who the tallest student is among n students in the classroom. 

First, he assigns a number to each student and assumes student number 1 is the tallest 

student in the class. Then, student number 2 is compared with student number 1 to see 

which one is taller. If student number 1 is taller, he is still assumed to be the tallest 

student in the class. But if student number 2 is taller, the answer to the question is 

modified. By repeating this comparison n - 1 times the teacher can obtain the final 

answer who the tallest student is. 

The above example displays the fundamental idea of serial pattern recognition. The same idea 

can be applied to the odor recognition problem. 

7.1.1 Description 

The odor classification task is very similar to the example. First, the known odors are numbered 

as class number 1 to class number n for n different known odors. Then, the answer to the odor 
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Figure 7.1: Serial pattern recognition 

classification is set to be class 1. The Euclidean distance between the input signal vector and the 

data vectors are calculated for comparison. A simple code used for simulation is shown below: 

Get EUl; 

Shortest = EUl; 

Answer = 1; 

Counter = 1; 

for Counter = 1 : n 

If EUn < Shortest 

Shortest = Eun ; 

Answer = Counter; 

else 

(Nothing changes) 

Figure 7.1 is a simplified block diagram for the realization of serial pattern recognition used in 

the odor classification task. Input and data are sent to a Euclidean distance circuit. The Euclidean 

distance calculated is output to the top current copier. This current from the top current copier 

is compared to another current stored in the bottom current copier by a loser-take-all circuit. The 

smaller current is sent to the bottom current copier through a feedback loop. In other words, after 

every comparison, the bottom current copier is used to store the smaller Euclidean distance. This 

procedure is performed repeatedly until all the known odor patterns are compared and the final 

decision is made. 
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Figure 7.2: Parallel pattern recognition 

7.1.2 Advantages and disadvantages 

Decision 

The serial pattern recognition technique has its advantages and disadvantages. As we discussed, to 

classify the patterns in serial, only two Euclidean distances are used for each comparison. So for a 

database containing n different odor patterns, n - 1 comparisons need to be made, Le., the time to 

complete the odor classification task would be significantly longer than that of parallel classification. 

On the other hand, since the serial pattern recognition only needs to perform comparison between 

two currents, the circuit area can be made much smaller than that of parallel pattern recognition. 

7.2 Parallel pattern recognition 

In contrast to serial pattern recognition, parallel pattern recognition performs the comparison in 

parallel instead of in serial. Taking our "Who is the tallest student in the class?" question for 

example, the teacher does not need to set an initial answer and compare the students one by one. 

Instead, the teacher just simply gathers the student in the schoolyard, makes them stand in a row, 

and picks up the tallest one. Comparing to serial pattern recognition, only one comparison needs to 

be done instead of n - 1 comparisons provided there are n students in the class. 

This is made possible in hardware realization because of the loser-take-all (LTA) circuit. Different 

from the well-known winner-take-all circuit, LTA circuit raises the output associated with the lowest 

input while inhibiting all the other outputs. 
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Figure 7.3: Schematic of the Loser-Take-All circuit 

Figure 7.2 shows a block diagram for parallel pattern recognition. The Euclidean distances 

from signal processing stage are sent into different current copiers through the use of a multiplexor 

controlled by a shift register. All the outputs of current copiers are sent as the input of the LTA 

circuit. The outputs of the LTA circuit show the final decision for the classification. 

7.2.1 Loser-Take-All circuit 

Several different winner-take-all circuits [84, 85] and loser-take-all circuits [86] have been reported. 

Figure 7.3 is a schematic for our loser-take-all circuit. It is based on Patel's LTA circuit. As one 

can easily distinguish, the three-dimensional LTA circuit is composed of three cells, and each cell is 

constructed by four transistors. So the LTA circuit can be very easy to extend to multidimension 

by simply adding four transistors for one more dimension. 
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To analyze the circuit operation, first assume all the input currents I inl , I in2 , I in3 are the same for 

the LTA circuit. Also assume the transistors are perfectly matched. For this situation, VA, VB, Vc 

are equal and the bias current hias is distributed to the three outputs equally. So Ioutl = Iout2 = 

Iout3 = ~Ibias. Moreover, Vcom is set accordingly to bias transistor Ml,M3,M5 to set the amount 

of input current. 

Now if I inl decreases slightly (assuming Vcom does not change accordingly at this time, i.e., 

Ir does not change), Ir now is larger than I inl , hence VA increases to compensate the difference. 

Since Vcom does not change, VA - Vcom increases, and so does the output current I outl . Since the 

summation of the output currents is equal to the bias current hias, the other two output currents 

decrease to the value ~(Ibias - Ioutl). Since the input currents I in2 and I in3 do not change, Vcom is 

increased to compensate the decrease of the output current. 

Moreover, since Vcom is increased, 13 and Is are decreased accordingly. Since Iin2 and I in3 do 

not change, VB and Vc are decreased to compensate the change. Remember Vcom is increased, 

and VB, Vc are decreased, VB - Vcom and Vc - Vcom are decreased even more, so I out2 and Iout3 

are decreased even further, hence increases Ioutl even more. This forms a feedback loop, and the 

analysis works iteratively until Ioutl takes all the bias current Ibias while Iout2, Iout3 are totally shut 

down. 

As we just discussed, at the steady state, Ioull is equal to hias, while Iout2 = Iout3 = O. Moreover, 

VA is near the value Vddl and VB, Vc are close to GND. So adding amplifiers shown in Figure 7.4 

after VA, VB, Vc; binary signals can be obtained to indicate which cell the loser is. The losing cell 

outputs high while all the other cells output low. 

7.2.2 Performance 

Figure 7.5 displays the performance of a three-dimensional LTA circuit. The bias current is set to 

lOOnA. The input current I inl is set at IJ.lA, and the other input current Iin2 is set at lOJ.lA. Input 

current I in3 is swept from lOnA to lOOuA. When I in3 is less than IJ.lA, its output Ioutl takes almost 

all the lOOnA bias current, while shutting down the other two output currents. But at the point 

I in3 becomes larger than IJ.lA, Ioutl takes all the bias current and Iout3 becomes extremely small. 

Since Iin2 is never the lowest input of the circuit, its output is always near zero. The LTA circuit 

presents very good performance. 

Setting Vddl at 2V, the losing cell can be distinguished by reading VA, VB, and Vc through the 

use of amplifiers shown in figure 7.4. By setting Vi at 2.5V the performance is shown in figure 7.6. 
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Figure 7.4: Schematic of the output amplifier 

Vout 

The loser-take-all circuit now outputs binary numbers denoting whether the cell is losing. The losing 

cell outputs 5V(I) while the other cells output OV(O). This feature makes the outputs of the LTA 

circuit very easy to read. 

7.2.3 Alteration of LTA circuit 

An alternative way to build an LTA circuit can be described in two steps: first, a circuit to "inverse" 

the input current is built, i.e., a circuit that outputs higher current if its input is lower. Secondly, 

an array of "inverse" output currents are sent to a winner-take-all (WTA) circuit. Combining this 

two circuits result in an LTA circuit as desired. 

A divider can be used to inverse the input current. For a standard four-transistor divider, the 

output current has the form 
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Figure 7.5: Performance of the LTA circuit (current output) 

Therefore, the higher the input current is, the lower the output current. By building n dividers 

for n Euclidean distance currents, the lowest Euclidean distance current will have the largest output. 

Performance of the divider is shown in figure 7.7. 

A simple WTA circuit[84] is built and its performance is shown in figure 7.8. Contrary to the 

LTA circuit, the cell with the largest input takes all the bias current while inhibiting all the other 

cells. An overall performance of the combined circuit, i.e., the" alternative" LTA circuit, is shown in 

figure 7.9. It is two-dimensional, hence two dividers and a two-dimensional WTA circuit are used. 
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7.2.4 Drawback and improvement 

The parallel pattern classifier is benefited by the power to process many inputs at the same time at 

the cost of chip area. The more dimensions the parallel pattern classifier has, the more chip area 

the circuit requires. It is just the opposite of a serial pattern classifier, which is small in chip area 

but needs much more time to process the data. 

Another drawback of both serial and parallel pattern classifiers is their ambiguity when there 

are two or more very close inputs. Since the classifiers are based on comparators, so they cannot 

classify an input when it has almost the same Euclidean distances to two different classes. One 

way to improve the classifier is to enhance the ability so that it outputs the "probability" to a 

class instead of an "absolute" output decision. And if the probability to a class is higher than 

some percentage, the classifier just simply classifies the input to that class. Otherwise the classifier 
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Chapter 8 Conclusion 

Four stages needed to build an electronic nose chip have been presented in the previous chapters. 

The sensor stage is constructed to adapt the carbon black-organic polymer sensor to a baseline value 

that is within suitable working range of the electronic nose chip. A current proportional to the odor 

concentration is output from the stage. Output currents from an array of sensor stages with different 

sensors compose a signal vector representing the input odor signature. 

This signal vector is normalized using a city-blocks distance normalization circuit in the signal 

processing stage. During the learning state, this normalized signal vector is stored in a SRAM 

through the use of an A/D circuit in the database stage. In the sensing state, Euclidean distances 

between the normalized signal vector and data vectors generated from the database stage are cal

culated. The Euclidean distances serve as inputs of a loser-take-all circuit in the classifier stage. 

The shortest Euclidean distance raises the corresponding output and suppresses the others, and the 

raised output is the final answer to the odor classification task. 

The whole electronic nose chip is controlled by a central control unit which generates all the 

control signals, decides the SRAM address to read/write, and arranges the time sequence of the 

signals. The control unit discussed in this dissertation is designed for two known patterns stored as 

three-dimensional vectors, but the final electronic nose chip is designed to store eight different odor 

patterns. The same principle can be used to extend the chip to more known odor patterns stored 

as higher-dimensional vectors. 

The electronic nose chip is fabricated and its performance is tested. The power dissipation of 

the chip is measured and discussed. Longitudinal tests for the ability to learn and classify different 

odors is performed. The minimum detectable concentration of the chip is discussed. Chip response 

to two different analyte mixtures is measured and discussed. The effects of temperature is stated and 

discussed. The whole testing setup and the experimentation methodology is provided. At the end 

of the chapter, scalability to more channels is discussed, and possible future works of the electronic 

nose chip are introduced. 



102 

8.1 Chip performance 

Performance of the electronic nose is tested. Power dissipation, longitudinal tests, minimum de

tectable level, temperature effects, and response to two analyte mixtures are discussed in the follow

ing sections. 

8.1.1 Power dissipation 

Power dissipation is a very important constraint when we want to make a wearable nose. Intuitively 

one does not want to have a wearable nose whose battery needs to be exchanged every single day. 

So the requirement of the power dissipation when designing our electronic nose chip is: the lower, 

the better. 

In the real applications, the power dissipation of the electronic nose chip varies as the chip 

functions in different situations. For example, the power dissipated when the chip is really detecting 

some odor is different from the power dissipated when the chip is off-running. Moreover, since 

different odor concentration results in different sensor responses, the power dissipation varies as 

the odor concentration in our electronic nose chip. This mainly comes from the transconductance 

amplifier in the sensor stage. The higher concentration is, the higher output current from the 

transconductance amplifier. 

To get a feeling, power dissipation at two different situations are measured. At the first situation, 

the chip is off-running, i.e. the chip does not detect anything. No odor is applied to the chip, and 

the power dissipation at this time is measured as 1.3 mW. The second situation is to set all the 

three sensors to have 100% resistance change. At this time the power dissipation is measured as 7.6 

m W. Since our electronic nose chip is designed to detect signal within 100% resistance change as we 

have stated in section 4.2, the second situation is to measure the maximum power dissipation cost 

by the chip while the first situation is to measure the minimum. 

The power dissipation of ADC0841 is measured as 15 m Wand that of DAC0830 is 20 m W. So 

the electronic nose chip costs less energy than the AID and D I A converters. We can conclude that 

most of the power dissipated from the circuits in this dissertation comes from these AID and D I A 

converters. In fact, most of the power dissipated from the electronic nose chip itself is the central 

control unit, which contains mostly digital cells. To reduce the power dissipation to be even lower, 

on-chip analog memory cells should be implemented instead of SRAM. The instant advantage from 

doing that is to avoid the need to have AID and DIA converters that cost most power. Moreover, 

if the memory cells are integrated on chip, chip interface we discussed in the dissertation can be 
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Dx Dy Dz Dnx Dny Dnz 
Dll 21.60 1.10 1.22 Dnll 9.572 0.502 0.558 
Dl2 32.92 1.53 1.71 Dnl2 9.671 0.453 0.507 
Dl3 13.82 0.81 0.65 Dnl3 9.563 0.586 0.474 
Dl4 22.51 1.41 1.41 Dnl4 9.427 0.605 0.607 
D lS 28.52 1.47 1.56 DnlS 9.596 0.503 0.535 
Dl6 17.21 1.07 1.05 Dnl6 9.424 0.608 0.599 
D17 25.10 1.29 1.48 Dnl7 9.551 0.503 0.578 
D lS 16.25 0.85 0.95 D nlS 9.522 0.519 0.582 
Dl9 41.04 2.75 2.91 Dnl9 9.375 0.621 0.657 
DlO 36.72 1.87 2.07 DnlO 9.608 0.489 0.542 

Table 8.1: Original and normalized data vectors from 10 times exposure to methanol 

eliminated and the central control unit can be further reduced. An electronic nose chip with power 

dissipation in J.L W range is then expected. 

8.1.2 Longitudinal tests 

Longitudinal tests for the ability of the electronic nose chip to learn and classify different odors is 

tested. To test the chip, three different kinds of polymers, poly(N-vinylpyrrolidone), poly(styrene), 

and poly(ethylene-co-vinyl acetate), are chosen for the polymer sensors for the chip. The sig

nals generated from these three sensors construct the three dimensions for the odor vector. The 

poly(N-vinylpyrrolidone ) sensor denotes x-dimension, the poly(styrene) sensor denotes y-dimension, 

and the poly(ethylene-co-vinyl acetate) sensor denotes z-dimension. The data patterns from eight 

different chemicals: methanol(D l ), 2-propanol(D2), hexane(D3), ethyl acetate(D4), acetone(Ds), 

toluene(D6), ethanol(D7 ), chloroform (Ds) , are stored as data vectors in SRAM. Six chemicals: 

methanol(TI), 2-propanol(T2), hexane(T3), ethyl acetate(T4), acetone(Ts), benzene(T6) are used to 

test the classifying ability of the electronic nose chip. Notice that Tl ... T5 are known odor to the 

chip, while T6 is a new odor. Therefore, Tl ... T5 are used to test if the chip really" learns" the odor, 

and T6 is used to test the ability of the chip to distinguish a new odor. 

Ten exposures for each odor (D l ... Ds) have been measured during a five-day span. Data 

patterns were taken twice a day, including one time in the morning and the other in the evening. 

So there are ten un-normalized data patterns for each odor after five days. All the data vectors 

were normalized in the signal processing stage of the chip. Table 8.1 is an example showing the ten 

original and normalized data vectors when the sensors were exposed to methanol. 

Table 8.2 summarizes the eight data patterns stored in the chip. Dnx, D ny , and Dnz are the three 

dimensions for the normalized data vectors (Dnl ... Dns) that are stored in SRAM. The magnitude 

of the stored data vector for each odor is the average over ten normalized data vectors for that 
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Dnx Dny Dnz 
Dnl 9.5309 (0.0940) 0.5389 (0.0599) 0.5639 (0.0527) 
Dn2 4.6385 (0.1546) 1.6277 (0.1075) 4.4509 (0.1072) 
Dn3 0.1126 (0.0139) 0.8298 (0.1000) 9.6414 (0.1003) 
Dn4 1.5783 (0.0724) 3.6545 (0.1120) 5.4855 (0.1401) 
Dn5 2.3589 (0.0615) 4.7355 (0.1005) 3.6549 (0.0911) 
Dn6 0.2919 (0.0217) 1.1569 (0.0434) 9.1708 (0.0617) 
Dn7 7.8921 (0.1155) 1.1466 (0.0747) 1.6271 (0.1157) 
Dn8 0.7387 (0.0409) 1.0327 (0.0441) 8.9175 (0.1233) 

Table 8.2: Average of standard deviation of data vectors stored in the SRAM 

specific odor. The standard deviation of the responses over ten trials is given in the parenthesis. 

The reference current for the normalization circuit is lOj.lA. Eight different data vectors are shown 

in the table. The unit of the table is j.lA. Figure 8.1 shows the eight normalized data patterns with 

error bars. Although the values of the un-normalized data vary very much, all the patterns are 

normalized to range within lOj.lA for comparison. 

The classifying ability of the electronic nose chip is tested by running six different chemicals 

through the chip separately. Six signal vectors (Tl ... T6) are generated by the sensor stages, and six 

normalized signal vectors (Tnl ... Tn6 ) are generated in the signal processing stage. The reference 

current of the normalization circuit is again lOj.lA. The original and normalized signal vectors are 

summarized in table 8.3. The unit of the table is j.lA. Figure 8.2 shows the six un-normalized test 

patterns and Figure 8.3 shows six normalized test patterns. 

The Euclidean distances between the normalized data vectors and normalized test vectors are 

calculated by the Euclidean distance circuit in the signal processing stage. The result are summarized 

in table 8.4. The unit of the table is j.lA. 

The test chemicals Tl ... T5, since they are already known odors for the electronic nose chip, can 

be easily classified into correct groups by the LTA circuit that raises the output cell with the shortest 

input Euclidean distance. But for benzene (T6 ), because it is an unknown chemical to the chip, the 

chip would classify it to the class which is closest, toluene. One way to improve the chip could be 

Tx Ty Tz Tnx Tny Tnz 
Tl 30 1.73 1.83 Tnl 9.466 0.552 0.587 
T2 4.4 1.4 4.2 Tn2 4.648 1.521 4.522 
T3 0.41 3.4 37.4 Tn3 0.107 0.854 9.632 
T4 1.8 4.2 6 Tn4 1.616 3.733 5.359 
T5 2.8 5.6 4.2 Tn5 2.383 4.741 3.603 
T6 1.6 4.8 33.6 Tn6 0.424 1.249 8.956 

Table 8.3: Original and normalized test vectors 
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Figure 8.1: Normalized data patterns (a)methanol(DI), (b)2-propanol(D2)' (c)hexane(D3), (d)ethyl 
acetate(D4 ), (e)acetone(Ds), (f)toluene(D6), (g)ethanol(D7 ), (h)chloroform(Ds ) 

to set up a threshold Euclidean distance Dt . If the shortest Euclidean distance is smaller than Dt , 

the test odor is classified to the class with the shortest distance. Otherwise, a new class is formed 

and the normalized test vector is stored as the data vector of the new class. In our experiment the 

threshold Euclidean distance current can be set at 0.25f,LA. 

Figure 8.4 is a three dimensional plot for the eightdifferent normalized data vectors (Dnl . . . Dns). 

The three different carbon black-organic polymer sensors form the three dimensions of the plot. From 

the figure we can see that the data patterns are very well separated. The six normalized test vectors 

(Tnl .. . Tn6 ) together with the normalized data vectors are shown in another three dimensional plot 

in figure 8.5. We can see from the figure that Tnl ... Tns can be classified correctly to Dnl . .. Dns. 

For test vector Tn6, although it is close to some data patterns (Dn3 , Dn6 , Dns ), the result is not as 

good as the other test odors. 
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Dnl Dn2 Dn3 Dn4 Dn5 Dn6 Dn7 Dn8 

Tnl 0.127 7.369 15.118 11.418 10.285 14.615 4.884 14.026 
Tn2 7.536 0.100 8.130 4.606 4.782 7.512 5.987 6.945 
Tn3 15.247 8.211 0.017 6.234 8.825 0.822 13.551 1.293 
Tn4 11.463 4.584 6.404 0.193 2.543 5.651 8.517 4.996 
Tn5 10.374 4.770 8.893 2.796 0.083 8.149 6.846 7.837 
Tn6 14.441 7.300 1.114 5.194 7.794 0.323 12.599 0.478 

Table 8.4: Euclidean distances 

8.1.3 Detection threshold 

Two steps are taken to determine the detection threshold of the electronic nose chip. First, the 

minimum detectable signal for the electronics is determined. Then the detection limitation of the 

polymer sensor is found. By comparing these two limitations the detection threshold of the whole 

electronic nose chip can be determined. 

To determine the minimum detectable signal for the electronics, first realize that the sensor stage 

outputs a current proportional to the signal interested. From what have been discussed in chapter 

4, as long as there is a signal (differential input voltage to the transconductance amplifier) , there 

will be a current output from the sensor stage. These output currents are sent into the city-blocks 

normalization circuit in the signal processing stage. Since there is a minimum current constraint for 

the normalization circuit, the minimum detectable signal is limited by the normalization circuit. 

From the discussions in the previous chapters, we know that the output of the adaptive circuit 

is 

Vp = Vref (1 + d:) (8.1) 

Remember the inverting input voltage Vn of the transconductance amplifier is Vref , the differ

ential input voltage of the transconductance amplifier is 

( 
dR) dR Vdiff = Vp - Vn = Vref 1 + If - Vref = VrefIf 

The minimum input current of the normalization circuit is measured as 40nA. By measuring 

the relationship between the differential input voltage and output current of the transconductance 

amplifier, 40nA corresponds to 0.001 V differential input voltage. By plugging in the number Vref = 

2V the minimum detectable signal (dR/R)min can be determined as 0.05%. 

Relationship between the odorant partial pressure and relative sensor resistance change dR/R 

has been studied by Severin in Nate Lewis' group[87, 88J. According to Severin's study, for a 
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Figure 8.2: Un-normalized test patterns: (a)methanol(Td, (b)2-propanol(T2), (c)hexane(T3 ), 

(d)ethyl acetate(T4 ), (e)acetone(T5), (f)benzene(T6) 

homologous series of alcohols (n - Cn H 2n+10H, 1 ~ n ~ 8) and a homologous series of alkanes 

(n - Cn H 2n+2 , 5 ~ n ~ 10 and n = 12,14),0.05% relative sensor resistance change is corresponding 

to odorant partial pressure ranging from 0.005 to 0.03 . 

The detection threshold of the polymer sensor has been investigated by Doleman in ate Lewis' 

group at CaITech[89, 90]. The sensor can typically detect a minimum odorant partial pressure of 

approximately 4 x 10-5 of the odorant's vapor pressure. So the minimum detection level of the 

polymer sensor is much lower than that of the electronics. Thus we conclude that the detection 

threshold of the electronic nose chip is limited by the electronics at 0.05% relative differential sensor 

resistance change (0.005 to 0.03 odorant partial pressure for the odor studied). 
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Figure 8.3: Normalized test patterns: (a)methanol(T1 ), (b)2-propanol(T2)' (c)hexane(T3 ), (d)ethyl 
acetate(T4 ), (e)acetone(T5), (f)benzene(T6) 

8.1.4 Response to analyte mixtures 

Linearity in relative differential resistance versus odor concentration has been described in section 

2.4. When a vapor is adsorbed into the polymer detector, the polymer swells and produces an 

increase in the electrical resistance. Although the absolute value of differential resistance of the 

sensor is sensitive to the fractional loading of the conductive filler in the insulating polymer of the 

conductive material, the relative swelling of the film remains constant as long as the filler material 

does not significantly affect the properties of the insulating portion of the composite. Therefore, for 

small fractional film swellings, the relative differential resistance dR/R is a linear function of the 

odor concentration. This is true when a single vapor is applied to the polymer film. 

For analyte mixtures, as long as the concentration of analyte molecules is dilute in the polymer 

film, the relationship between swelling and odor concentration is expected to be linear. It is a 
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good microscopic description of the signal transduction properties of the detectors when exposed to 

combinations of the analytes. Therefore, when two vapors in the air are simultaneously applied to 

the sensors, the relative differential resistance dRjR is the sum of the dRjR values obtained when 

each vapor is exposed separately to the sensors. Severin has investigated this issue thoroughly[87, 88] 

and kindly supported us the simulated input data to test the response of the electronic nose chip 

to analyte mixtures. In the experiment poly(ethylene-co-vinyl acetate), poly(ethylene oxide), and 

poly( styrene-co-butadiene) are used as sensors. Maximum relative differential resistance responses 

of the sensor array when exposed to simultaneous mixtures of benzene at P j pO=0.005,0.01, or 0.015, 

and heptane at Pjpo=0.005,0.01,or 0.015. The result is shown in figure 8.6. Linearity in relative 

differential resistance versus odor concentration can be easily observed from the figure. 

8.1.5 Temperature dependence 

The signal transduction mechanism of the polymer sensor exploits the change in electrical properties 

of the detector materials caused by exposure to an analyte of interest. In order to affect the electrical 
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Figure 8.5: 3-D plot of the six normalized test patterns and the eight normalized data patterns. 
The test points are shown in circles '0'. From the figure we can see the first five test odor can be 
classified easily to the correct class, while the 6th test odor still needs some further processing. 

characteristics of the sensor, vapor must partition into the polymer film. The partitioning of the 

vapor into the polymer film has thermodynamic and kinetic components which are expected to 

be dependent on temperature. It has been observed that the amount of an analyte vapor sorbs 

into a polymer decreases exponentially with increasing temperature[91]. Therefore, decrease in 

the differential resistance response of the detectors is expected when increasing the temperature 

relative to the ambient temperature. This is consistent with the general strategy of lowering the 

temperature of the detectors relative to the temperature of the analyte vapor to achieve increased 

sensitivity. Temperature dependence of differential resistance responses exhibited by carbon black

polymer composite chemiresistors have been investigated in chapter 5 of Severin's thesis[88]. 

By the generosity of Severin to let me use his data as the input signals of my electronic 

nose chip, the temperature dependence of the nose chip can be examined. Three different poly

mers, poly(ethylene-co-vinyl acetate) (PEVA) , poly(ethylene oxide)(PEO), and poly(4-vinyl phe-



111 

50 

45 

40 

35 

~ 30 
0 en c 
~ 25 

20 

15 

10 

50 

Sensor 2 70 

Sensor 1 

Figure 8.6: Maximum relative differential resistance responses of the sensor array when exposed to 
simultaneous mixtures of benzene at P / po =0.005,0.01, or 0.015, and heptane at P / po =0.005,0.01 ,or 
0.015. 

nol)(P4VP) were used as the sensors. Four different chemical vapors, 2-propanol, chloroform, 

ethanol, and methanol were applied to the polymer sensors at different temperatures. Differen

tial relative resistance change dR/R of the sensors when exposed to different odors at different 

temperature were measured. In Severin's thesis PEVA was tested at 23° and 46°, PEO was tested 

at 22° and 47°, P4VP was tested at 23° and 43°. Assuming the temperature effect is not too severe 

in an one degree temperature change, the sensors can be seen to be tested at two different temper

atures 23° and 45°. Therefore, the dR/R data can be applied as the inputs of the chip, and the 

output currents from the sensor stages are summarized in table 8.5. 

Currents in table 8.5 serve as the input current of the normalization circuit, and the normalized 

currents are shown in figure 8.7. Although the variances of differential resistance response of different 

polymer sensors due to the change of temperature are not the same, normalized data shown in 

figure 8.7 still exhibits a good ability for the electronic nose chip to recognize the odor. 
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PEVA(23°, 46°) PEO(22°, 47°) P4VP(23°, 43°) 
2-propanol 23° 33.48 36.18 3.24 

45° 8.78 13.77 2.30 
chloroform 23° 92.07 48.20 1.89 

45° 24.30 17.82 1.08 
ethanol 23° 25.11 34.70 86.13 

45° 6.62 10.94 32.00 
methanol 23° 4.19 18.09 133.92 

45° 7.70 5.81 54.54 

Table 8.5: Output currents from 3 sensor stages when applying 8 different odors at different tem
peratures 

8.2 Experimentation methodology 

An automation system to measure the performance the circuits discussed in the dissertation have 

been constructed with three Keithley 236 instruments that can source current while measuring 

voltage or vice versa, one Keithley 6517 multimeter, and a PC. The Keithley instruments and 

PC are connected through IEEE-488. MATLAB code have been written to measure V-I or I-V 

characteristics. Codes have also been written to take the output signal by sweeping an input while 

maintaining the others. This automation system is used to test performance of the transconductance 

amplifier, normalization circuit, Euclidean distance circuit, absolute value circuit, and LTA circuit. 

Tektronix TDS-420A Four Channel Digitizing Oscilloscope is used to test the performance of the 

peak detector. HP 8112A pulse generator is used to provide the pulse needed for the regenerative 

latch, and HP3325A function generator provides input signal for the peak detector to trace. The 

chip is enabled by HP 3610A DC Power Supply. 

Figure 8.8 is the schematic for the electronic nose chip. Three different kinds of sensors are used, 

so three sensor stages are implemented. A three-dimensional normalizer and a three-dimensional 

Euclidean distance circuit are built in the signal processing stage. The central control unit introduced 

in chapter 6 is modified to store more data patterns for the database stage, then a eight-dimensional 

loser-take-all circuit serves as a nearest neighbor classifier. The three polymer sensors is placed at 

the terminals denoted sensor. ref is set at 2V by an off-chip voltage source. sample is controlled by 

a switch, whose value is GND for adapt ion and Vdd for sensing. biasl is set at 1.2V, bias2 is set at 

2V, and bias is set at 0.5V by three off-chip voltage sources. pulse is provided by a pulse generater 

with 10kHz frequency. Ire! is provided by a constant current sink. Cl and C2 are provided by a 

clock generator. R is controlled by a switch, whose value is Vdd to reset the electronic nose chip, 

and GND to enable the chip. cap, el, c2, c3, c4, c5 are external capacitors used to increase the 

time constants. lout! and Iout2 are outputs from LTA circuit. 
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Figure 8.7: Temperature dependence to three polymer sensors (PEVA,PEO,PV4P). All the data 
are normalized using city-blocks distance normalization. (a)2-propanol, 23° (b )2-propanol, 45° 
(c) chloroform, 23° (d) chloroform, 45° (e)ethanol, 23° (f)ethanol, 450 (g) methanol, 230 (h)ethanol, 
450 

Figure 8.9 shows the actual chip layout for the electronic nose chip. Four stages: sensor stage, sig

nal processing stage, database stage, and classifier stage are labelled, as shown in the figure. The chip 

is fabricated by 1.2J.Lm 2-poly 2-metal process at MOSIS. The size of the chip is 2117J.Lmx2117J.Lm. 

8.3 Future works 

8 .3. 1 Scalability 

This dissertation shows the ability for the electronic nose chip to distinguish eight different odors by 

using three different carbon black-organic polymer sensors. We conclude that the processing ability 

of the chip to classify more odors can be enhanced by giving more sample odor patterns to learn and 

adding more different sensors. By processing more sample odors the database is increased and more 
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known odors are stored in the nose's memory. On the other hand, adding more different polymer 

sensors enables the nose chip to explore the odor space more thoroughly. 

The chip in this dissertation is designed to process three channels of different polymer sensors. 

The size of the sensor stage in dimensionless units is 490,\ by 940,\, one dimension of the signal 

processing stage is 220'\ by 1230'\, and one dimension of the LTA circuit is 80'\ by 100'\. In the 

1.2f.lm process used to make the electronic nose chip, ,\ is equal to 0.6f.lm. For one channel of polymer 

sensor, one sensor stage, one dimension of the signal processing stage, and one dimension of the LTA 

circuit is needed, i.e. 739200,\2 chip area is required for one polymer sensor. Therefore for a 1cm 

x 1cm chip, circuits for 375 channels of polymer sensors can be implemented. If we take the chip 

area of wires and central control unit of the chip, we can confidently conclude that circuits for 300 

channels of different polymer sensors can be implemented in a 1cm x 1cm chip easily in terms of 

chip area consideration. 

Scalability of the nose chip not only depends on chip area, but also on power dissipation. Re

member 7.3m W is needed for a three polymer sensor chip. To implement a 300 polymer electronic 

nose, over 2W power dissipation is expected. This is undesired especially for our goal to build a 

wearable nose. Since it is relatively easy and cheap to have many polymers for the nose chip, the 

constraint of scalability of the electronic nose chip is on the power dissipation. Therefore, a 16 

channel polymer sensor electronic nose chip is suitable for the goal towards a wearable nose and its 

power dissipation is expected to be within 25m W. Further reduction of power dissipation can be 

achieve by fully integration of the electronic nose chip. 

8.3.2 Full integration 

As we discussed in the subsection of power dissipation, to reduce the power cost by the electronic 

nose chip, one solution is to implement on-chip analog memory cells instead of digital memories. 

The first reason is because the analog memory costs much less power than its digital counterpart. 

In addition, by storing data in analog form the use of AID and D I A converters, which cost most of 

the power, can be avoided. Finally, since the memory cell is on chip, chip interface can be highly 

eliminated, resulting in a much simpler central control unit, which is composed mostly of digital 

cells. Therefore, investigation of on-chip analog memory cells is one of the important future works 

of the 2nd generation electronic nose chip[76, 77, 78, 79]. 

To move toward a wearable electronic nose, in addition to on-chip analog memory cells, two 

elements need to be implemented on chip as well. The first thing is the polymer sensor. Discrete 

sensors have been used throughout this dissertation. So full integration of the electronic nose chip 



115 

would require the polymer sensors to be on chip with the electronics. 

The other category that is not on chip in the first generation electronic nose chip is the reference 

voltages used in several different circuits. There have been a number of approaches that have been 

taken to realize voltage references in integrated circuits. One way to make a voltage reference is to 

use a zener diode that breaks down at a known voltage when reverse biased[92]. But it is not popular 

nowadays because the breakdown voltage of a zener diode is typically larger than the power supplies 

in modern circuits. The difference in the threshold voltage between an enhancement transistor and 

a depletion transistor has been used to build the voltage reference, too[93]. But it is not popular 

either because the actual value of the reference voltage is difficult to determine accurately because of 

the process sensitivity of the difference between the threshold voltage of an enhancement transistor 

and a depletion transistor. Another way is the bandgap voltage reference, which is the most popular 

for both bipolar and CMOS technologies today[94, 95, 96, 97]. All the reference voltage needed by 

the electronic nose chip can be implemented by building bandgap voltage references on chip. 

Therefore, the 2nd generation electronic nose chip could be focused on building on-chip analog 

memory cells, integrated on-chip polymer sensors, and bandgap voltage references. To this point 

everything that is off-chip for the 1st generation electronic nose chip will be integrated on the same 

chip with less power dissipation, heading towards our goal to build up a wearable nose. 
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Figure 8.9: electronic nose chip Layout 
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