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Abstract

Swarm engineering is the natural evolution of the use of swarm-based techniques in the accomplishment of high level tasks using a number of simple robots. In this approach, one seeks not to generate a class of behaviors designed to accomplish a given global goal, as is the approach typically found in mainstream robotics. Once the class of behaviors has been understood and decided upon, specific behaviors designed to accomplish this goal may be generated that will complete the desired task without any concern about whether or not the final goal will actually be completed. As long as the generated behaviors satisfy a set of conditions generated in the initial investigation, the desired goal will be accomplished.

This approach is investigated in terms of three specific practical problems. First we apply swarm engineering to plume tracking, utilizing both real and simulated experiments. We initially decide whether or not this is a problem that swarm engineering should be applied to at all. A careful investigation of two plume-tracking algorithms yields the weakness of single-robot plume tracking – the tracking of low density plumes. Application of swarm engineering to this sub-problem yields performance that is capable of tracking plumes that are significantly more diffuse than those which can be tracked by single plume trackers.

The second problem is position-independent clustering, in which a cluster of objects is constructed from many initial clusters, without predetermination of the final cluster’s location. Although we have completed a robotic instantiation of this type of system, the bulk of our work is theoretical and verification with simulation. A minimal condition is derived which guarantees this final global outcome, in both an unrealistic case and a case that is more realistic for real robots. Methods of generating efficiency improvements are derived. The application of this formalism to real robots is discussed. Finally, conditions are derived and demonstrated leading to stable arrangements of multiple clusters, a precursor of distributed construction.

The third and last problem is the traveling salesman problem (TSP). Marco Dorigo (see, for instance, Dorigo 1996) generated much interest in the use of "ants" on the problem. We theoretically demonstrate that Dorigo’s ants satisfy a swarm engineering condition generated for this problem. However, the result of Dorigo’s
work is also demonstrably fragile under random fluctuations. A second more robust ant-based method is generated and tested on a small number of standard test problems taken from TSPLIB, a source of many well-known TSP instantiations. In all cases, the new algorithm is capable of reliably finding the minimum distance path.

This thesis makes a number of contributions to the literature. First, we study two systems that take advantage of the embodiment and interaction dynamics of the robot to accomplish the single robot goal. We then extend this work to answer two questions:

1. Is it possible to apply swarm engineering to plume tracking?
2. How can one apply swarm engineering to plume tracking?

We demonstrate that is indeed possible to extend one of the two previous plume tracking systems to a swarm. We demonstrate that the swarm is capable of successfully tracking plumes that are significantly more diffuse than those capable of being tracked by individual agents.

Next, we derive a formal condition which must be satisfied in order for a system made up of many clusters and robots to become a system of one cluster and many robots, if the robots do not have global information. We extend this work by deriving ways of generating more efficient paradigms, and demonstrate how to use the theory in the design of individual robots. Finally, we modify our theory to include systems generating multiple clusters, and demonstrate how to generate clusters of predefined relative sizes.

Our third contribution is a formalism for ant-based TSP algorithms. This allows us to understand why Dorigo’s algorithms are relatively unstable. We create a completely new system of traveling agents that also solve TSP by having the ability to "die along the way" and to self replicate in a specific fashion.

Perhaps the most important contribution here is an alternative approach to the design of swarm systems. This allows us to explore the three problems of interest here by first determining a condition that allows the completion of the task, and then allows the generation of behaviors satisfying the minimal condition. This view to system design has the advantage of allowing the design of systems that will generate the desired behavior, concommitantly reducing the danger of generating unwanted emergent behavior.
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Introduction

As a child, I often found myself outside watching thousands of busy ants marching tirelessly to and fro in a seemingly endless struggle to find and exploit food sources. I would often present gifts, morsels of food that would occupy them for hours, until they disappeared completely. Other times, I would try to impede their progress by placing an object in their paths. Most times, the ants would ignore my efforts, smoothly finding their way en masse around the object. Individuals would occasionally get lost, but the group was quick to work out the problem, forming a stable flow as if ordered by their queen several meters away in the nest. My efforts were in vain, and the group ignored me altogether. Years later, this interest would be rekindled as I became familiar with work done in trying to understand ants and ant-based systems.

As it turns out, a number of insect species form swarms of thousands of individual animals, which form efficient societies capable of a number of interesting and startling behaviors (Camazine 1990, Dejean 1986, Deneubourg 1983, Fittkau 1973, Franks 1992, Gordon 1999, Holldobler 1990, Holldobler 1994, Karsai 1993, and Theraulaz et al. 1998). Among these are the ability to build structures with great complexity in the absence of any intelligence or planner, the ability to cooperate without any coordination, and the ability to allocate and reallocate resources automatically, without the need for an understanding of what resources are lacking in specific places. The ability of swarms to carry out tasks that would at first glance seem to require a great deal of planning and intelligence makes them interesting as possible design paradigms for swarm-based implementation of any of these types of algorithms or processes. Understanding biological swarms may provide possible implementations for behaviors that are potentially extremely simple, and remarkably robust.

Currently, the field of swarm based robotics is primarily exploratory, although a few practical applications have been built which extend or surpass the capabilities of current systems (Schoonderwoerd and Holland 1997, Dorigo et al. 1996). Very few tasks of practical interest have yet been carried out using the swarm-based methodology. However, many of the capabilities of agents in the natural world are staggering (Bonabeau 1991, Holldobler 1990, 1994) and it is interesting to
understand how these occur. Once these are understood, it is possible that their extension to real engineering problems will allow the solution to problems for which the complexity of the solution is a serious detriment to its construction.

Already people are making strides in swarm-based research. The ability to build complex systems or systems with capabilities greater than those of any individual element is being explored in a number of different tasks, ranging from box pushing (Kube and Bonabeau, 2000) to distributed search (Gage, 1995) to distributed routing systems (Schoonderwoerd and Holland, 1997). Along with the raw extension of the cognitive capability of a given agent, and the development of intelligent behaviors, swarms have the possibility of extending the range of sensitivity of a given sensor modality, as is done in the first Part of this thesis. Though we are not aware of any further examples of this in the literature, the potential for future work is great. Moreover, work in this vein may help to motivate and explain the tendency for groups of animals to carry out what might seem to be tasks that can be accomplished by individual agents, but are typically done by groups, as in the long-range migration of birds during the Fall. The precision required to accomplish these tasks may not be available in individual agents, requiring the employment of groups.

Of course, engineering is goal-driven, and so techniques found in nature are not always readily applied to engineering. For instance, ant construction methods, though remarkable, cannot be applied to the construction of a building, as our goal is not an ant-style nest built into the ground. The goal must somehow be folded into the task development. The question for the engineer to answer is how one might build a simple robot or agent (for instance, for computational systems) which may be expanded into a swarm, the aggregate behavior of which will solve a given global task. One might appropriately ask questions relating to both a general condition for the accomplishment of the global task, and the tradeoff between the cost of the improvement of some measure of the task's completion quality and the level of improvement.

Much of the literature aimed at creating swarms of active agents has been aimed at understanding the global repercussions of a set of local rules. Indeed, the global behavior of systems created by specifying local rules are very difficult to predict, and the discovery of the behavior sometimes requires observation of an active system rather than the solution of a set of equations. The behaviors thus provided are more often than not ad hoc and their details are not well understood in the sense that one might generalize what has been learned to novel tasks. We are of the mind, however, that the goal of every engineer must be twofold: creation of a working model of a given design specification, and generalization of the techniques used in
such a solution to other possibly related problems. It is in this second point that we address this current work.

We report in this Thesis work based on a general approach to developing a set of physical requirements and control algorithms for the completion of global tasks in a swarm-based architecture. This approach consists initially of the generation of a set of requirements for the behavior of the swarm which will guarantee that the task is completed correctly. Once this set of requirements is generated, by means that need not by analytic, local behaviors may be created which will globally satisfy this the requirements set down. Illustrating how this local behavior will satisfy the global task requirements is task-dependent, but typically yields insight into how one might further improve performance of the swarm on the task. We give this approach the name swarm engineering to explicitly communicate our intention that this technique should be applicable to a wide range of distributed engineering problems.

Note that we use the terminology "swarm engineering" rather than more common terms such as "collective robotics". The use of this term is motivated by a need to emphasize that the techniques developed here are intended to be general. The possible applicability includes robotics, which forms the bulk of our work, but may also include software swarms, as in Part 3 of this Thesis. In addition, one might apply these methods to social science, effectively engineering aspects of society, through methods similar to game theory. While the end goal is different in each case, the general techniques can be similar.

This Thesis is dedicated to the illustration of the swarm engineering approach to building swarms. We do so in several rather self-contained parts, and two chapters not contained in any part. Each part discusses a particular problem, and elucidates the design of novel systems based on this methodology. Part 1 discusses mobile plume tracking in autonomous robotic systems, both using single robots and using multiple robotic platforms. This is the most ad hoc part of the thesis, as no satisfactory theory currently addresses this problem. Part 2 discusses a distributed clustering task, in which a set of objects are clustered into a single group using a swarm of autonomous, identical, independent robots, bereft of any global knowledge. Part 3 describes the use of a computational swarm of autonomous agents in the solution of the traveling salesman problem, building theory for the work of Dorigo (Dorigo, 1996), and extending the model. Each Part consists of a self-contained review of the relevant specific topics. Chapter 1, not contained within any Part, is designed as a rather independent review of some of those topics not discussed in any of the Parts. Finally, Chapter 10, also not contained within any Part, is a concluding chapter intended to summarize the main points made in the Thesis.
CHAPTER 1

Swarms, Natural and Fabricated

In this chapter, we define swarms of agents in a way that is both general and explicit. We make every attempt to encompass all current work in swarms using these definitions. We illustrate these definitions with examples chosen from the natural world, human society, and the artificial world. Once this is completed, we define the swarm engineering approach, motivating its design, and providing an example of how this approach may be applied.

1.1. Definition of Swarms

The study of agent-based systems occasionally begins with a definition of the term agent (Maes 1994, Beer 1995). The concrete definition of such a basic element of what have become known as swarm-based systems would seem to be straightforward, but the precise definition has not yet been universally agreed upon.

Maes (Maes, 1994) describes an agent as an autonomous, situated entity carrying out a set of goals in the environment in which it is situated. In this way, Maes characterizes the agent as first having a goal or set of goals to be accomplished. The use of the term “goal” indicates an understanding of the desired end result of the behavior of the agent in its environment. Quite generally, this level of understanding of the behavior of an agent cannot be thought of as part of the design, but rather imposed by the observer of the system, which may not be the agent in the first place. Yet, some biological systems which might seem to exhibit goal-driven behavior are simply reactive systems driven by nothing more than physics and chemistry. For instance, a virus can have goals attributed to it, but it does not pursue them. Rather, it behaves according to a well-defined set of rules, yet still manages to survive. One might argue that the ‘goal’ of the virus is its replication, but its dynamics are simple reactions to local conditions, and are completely dictated by the chemistry. Except in abstraction, it is unclear how one might attribute a goal to this behavior.

Beer (Beer, 1995) proposes a formalism which seeks to model agents as parametric non-autonomous systems, whose dynamics are parametrized by the interaction with another system. The other system is the environment in which the agent finds
itself. In this view, only closed systems whose evolution is determined entirely by consistent equations of motion are truly autonomous, and so no agent can ever really be autonomous, as it is never independent of its environment. This view requires the agent to be inextricably tied to its environment, unable to be viewed in any other context. Many aspects of agents and their characteristics are well treated by this way of thinking. For instance, the characteristics of ants and the substances they secrete are carefully built around the physics of the ants’ environments. Were it not for the detailed properties of the ants’ environments, the ants would not be able to depend on these characteristics, and the species would be forced to have developed differently. Thus, the ant is a reflection of the system in which it is found, and it may not be viewed in totality without considering the larger system.

We take a somewhat complementary tack to both of these approaches. We relax the requirement that the agent must be following some explicit goals, and rather defer to a more general formulation. In our formulation, those agents not capable of independently sustaining themselves may be viewed as agents. This includes agents in a symbiotic (and so codependant) relationship.

We define an agent to be any discrete component of a system which satisfies the following properties:

1. An agent must be situated within the system. That is, the agent must be affected by the physical properties of the system it is in, restricted by its design, and may not be capable of modifying the fundamental structure of the system.

2. An agent must have the ability to act within the system. This means that it must have the ability to change at least one external degree of freedom based on some locally decided upon actions.

The first condition serves to limit the agent to an actor in the play unfolding in the system. This requirement neither restricts the agent to a specific locality nor assumes that it cannot accumulate information about the system through interactions with other agents, and control other agents in some way.

The second condition would seem to be an extension of the first condition. Agents cannot behave in a system in which they do not find themselves. That is, the system in which they are situated must be closed under the actions of the agent. In this way, an agent is different from an observer who may be limited by a given system, but may not change it. This does not presuppose that an agent works in a location or by changing a degree of freedom local to itself – it may communicate intentions to other agents.
1.1. DEFINITION OF SWARMS

Note that a virus is not identified as an agent when it is outside of a very specific environment, as it has no control over any degrees of freedom. In environments where it is incapable of independent animation, a virus would be viewed as a part of the system, but not an agent. When it transitions to a system in which it can exert independent control, it becomes an entity that can be viewed as an agent. This may or may not include the interior of a cell, depending on whether the virus actually acts on the cell, or instead is acted upon by parts of the cell.

We define communication to be *any action of one agent which influences the subsequent behavior of one or more other agents in the system, directly or indirectly.* In an information-theoretic way, it may be defined as the reduction in entropy of a given agent’s behavior as a result of the receipt of some communication signal (Shannon, 1953). This includes two types of communication. In *direct* communication, the action of the first agent is capable of being sensed directly. This is as in a system in which agents create sounds and respond to sounds produced by other agents. *Stigmergic* communication (Beckers 1994) is communication through the environment, in which a change in the environment which is not made explicitly for communication is made, sensed by another robot, and in turn produces a different behavior in the sensing robot. Note that the way in which the stigmergic communication occurs may also be the desired goal of the agent. Moreover, an agent can communicate with itself, stigmergically.

A *swarm* is a set of two or more independent agents all acting in a common environment in a coherent fashion, generating an emergent behavior. An *emergent behavior* is one in which the behavior of the swarm is a result of the interactions of the swarm with its environment or members, but not a result of direct design. Emergent behavior requires inter-agent communication, which need not be direct.

Note that a swarm is *not* a group of identical robots which simply behave in the same environment by a similar or related set of rules of behavior. Such groups of agents may appear to create swarm-like behavior, but lack any deliberate communication that is the hallmark of a swarm. This distinction in behavioral traits also has a related distinction in capabilities, as we shall see in the first Part of this Thesis. Such groups of agents are hereafter referred to as *pseudoswarms*, in the spirit of Owen Holland and Chris Melhuish (Holland and Melhuish, 1999) to denote explicitly that these systems are different from swarms.

We pause briefly to address the question of the minimal size of a swarm. When does one move from a small collection of robots to a swarm? This would seem to require that a lower bound on the number of robots be created which leads to the conclusion that a swarm has been made. The most important criterion for a swarm is that it consists of agents whose actions affect those of other agents in the same
1.2. Examples of Swarms

Many familiar things found in the natural world are swarms. The swarms are, of course, made up of many individual animals, but in many cases may be thought of as life forms in and of themselves. Groups of ants, particularly those inhabiting the same colonies are swarms. Similar organization may be observed with groups of bees living in hives, and termites living in nests. Each of the agents in these examples are independent enough to act alone, but ineffective without the combined power of the swarm. The dynamics of the swarms found in the natural world are both interesting and awe-inspiring. Indeed, they have been characterized as superorganisms, the dynamics of which are the interesting measurables (Holldobler 1990, 1994).

Indeed, the success of swarms in the natural world is nothing less than staggering. Since their rather late introduction to the world, somewhere in the Cretaceous period (Holldobler, 1994), swarms of insects have come to dominate every habitat where comparative studies have been made (Fittkau 1973, Dejean 1986), making up more than 75% of the biomass of the land-based insects in the Amazon rain forest and in the forests and savannas of the Democratic Republic of the Congo (formerly Zaire). It is not clear from studies done to date whether this success is the result of advantages of swarms over their individual single-living brethren. More extensive study is required to obtain an understanding of both the biology and possible implementation of similar methodology in artificial systems.
1.2. EXAMPLES OF SWARMS

The natural world is not the only source of swarms, however. In human culture, swarms abound, varying in size, complexity, and levels of communication. Perhaps the two most visible swarms are those made up of deliberately information sharing agents, such as investors in the stock market, or members of the various scientific communities. In much the same way as the dynamics of the superorganism of an ant hill or termite nest has interesting dynamics and complex actions contributed to by the individual agents, so too do the larger superorganisms made up of groups of interacting humans.

The stock market is an example of such a dynamic system which evolves and grows, albeit in a constrained manner, subject to the contributions of thousands of individual agents whose behaviors collectively determine the course of the market, but who individually are rather less than the whole, both in dynamics and capability.

Traffic swarms represent a second class of common human swarms in which agents interact using a small amount of information, the nature of which is imprecise and approximate, and whose actions are quite constrained (Helbing and Schreckenberg 1999, Treiber and Helbing 1999, 1999a, Resnick 1994). These systems have a rich behavior including traveling traffic jams and stationary traffic jams, despite the fact that the agents in these swarms enter and exit the system continually.

Among the most well-developed swarms in human society are groups of technology producers and users. In much the same way that ants will become locked into a particular path after many minutes of exploration of different paths, so too does technology become locked into a specific standard as a result of the interactions of the technology producers and consumers. One example is the right-handed clock, which could as easily be implemented as a left-handed clock (and was at one time), but which came to dominate as a result of a feedback effect. This feedback effect is not explicitly designed in any of human behaviors, yet is an emergent result of these behaviors, the hallmark of a swarm. Subsets of this global swarm exist throughout society, and it is the belief of the author that this is indeed what defines society in the first place.

However, it is not to imply that every human group interaction has swarm-like tendencies. The author is not aware of emergent properties of travelers going through airports, although there is indeed communication and interference. In such a setting, the travelers are constrained strongly, and have only a few behavioral options available. These options do not allow for the development of emergence, as would be required to be considered a swarm. Such travelers are an example of a pseudoswarm.
1.3. Creation of Robotic Swarms

The creation of artificial swarms has become an interesting topic of research in the last fifteen years. This research finds its roots in the seminal work of Rodney Brooks (Brooks 1986) which advocated the creation of simple robots with simple behaviors in the place of robots of complex abstract models and interpreters for intelligent behavior. The method is called behavior-based control and has become widely accepted, due to the simplicity of the approach, the flexibility and potential for generalization to learning and and the capability of researchers to create swarms of simple behavior based robots capable of carrying out interesting behaviors. Several researchers have proposed interesting methods of creating control algorithms for such simple robots, including learning and evolutionary algorithms (Harvey 1994, Mataric and Cliff 1996), and work continues on both of these general methods.

Artificial swarm design has thus far been largely along two different lines of design. The first of these is the practical approach (Kelly 1996, 1998, 1998a, Mataric 1995, 1995a, 1997a), in which a particular task is identified and a group of robots is built with the task in mind. This work typically contains multiple iterations of design and redesign of the physical robot and/or its controller to complete the task (Goldberg and Mataric, 1997). The second of these is the theoretical approach in which a task is examined theoretically, and a condition is derived which will yield the global goal. The design of the robots is then an exercise in obtaining robots whose real dynamics matches the desired dynamics, which can take one iteration. The main difference between these is that in the first approach, an understanding of the underlying system dynamics is generated through the building and improvement of various versions of the system, while the second attempts to generate an understanding of these dynamics, and subsequently build robotic systems based on this understanding. In this way, the second approach is more similar to traditional methods in robotics, in which the system dynamics are worked out before the generation of a robot. The use of this approach in swarm robotics would seem to provide validation of the swarm-based approach to system design, indicating that these methods are not unrelated to work done on individual robots carrying out sophisticated tasks with high precision. Rather, they may be seen as an extension of those methods to tasks requiring a smaller degree of individual precision.

Many studies have been undertaken using the practical approach to swarm construction. Among these are studies investigating navigation and exploration tasks, rudimentary construction tasks, task allocation studies, and communication studies.
Cohen (Cohen 1996) reports on a mapping and navigation task in which a swarm of robots spreads itself in a maze, and collectively maps the terrain. The map is detailed enough to allow an agent to travel from a point in the map to any other point in the map in a minimum amount of time, while using minimal individual processing, and taking advantage of an elegant communication scheme.

Mataric (Mataric 1995a, 1992a) describes a method for designing simple orthogonal local behaviors which may be used to create diverse global group-level behaviors. The design is a process of simultaneously satisfying top-down (task-driven) and bottom-up (robot and environment-driven) constraints of the problem. This work may be seen as complementary to ours. Whereas our goal is the generation of conditions which when satisfied will generate the desired behavior, this work provides a set of techniques which may be used to satisfy the given condition.

Gage (Gage 1995) details the design of a multiple robot system for mine detection. This work focuses on illustrating the benefits in time and correctness of coordinated and communicating multiple robot detection schemes. The use of communication and coordination is found to be a serious advantage over the lack of it, in terms both of detection speed, correctness, and cost/success ratio.

Dorigo and Gamardella (Dorigo 1997) describe the creation of a swarm of artificial virtual agents traveling on a graph made up of nodes and links. This swarm is designed in such a way as to solve the traveling salesman problem (TSP), which we discuss later in this Thesis. The design is based on the behavior of ants, and is systematically improved to produce a rather computationally quick method of solving the problem.

These four examples of swarm behavior illustrate the power of the method in a concrete way. We discuss further examples of this later, in the separate Parts of this Thesis. The generation of real working models represents an important and necessary step in the design and verification of a new technology. However, the main weakness in these studies is their ability to be generalized beyond closely related tasks, such as those investigated by Dorigo and colleagues as extensions of the ant-based TSP work (Dorigo 1999). It is not clear how these studies might be used to design new, very different swarms without significant additional effort.

In contrast, a method based on artificial physics and derived from artificial life is gaining increasing support. This method purports to create a dynamic set of equations capable of being followed by given agents in a system which produce a desired behavior of the swarm. The advantage of such an approach is that these equations may be completely solved, yielding the stationary states of the system, and the modes of evolution of the system. As long as the robots are capable of
following the dynamic equations of motion, the method will provide the desired behavior (Spears 1999).

Spears and Gordon (Spears 1999) report work on an artificial physics-based control algorithm intended to be employed on MAVs. The central design condition is the creation of a set of dynamic equations based on an attractive/recessive force. This force is of order \( r^{-2} \) and reverses sign at a given distance between two MAVs, switching from an attractive force to a repulsive force. A modification of the system in which a sorting behavior is employed allows the system to reliably create perfect hexagonal and square lattices. This is the desired global outcome, and is accomplished using only local actuators and sensors, making the possibility of porting the algorithm to a MAV realistic. This work has only been carried out in simulation thus far; future work may include the use of these methods.

1.4. Swarm Engineering

This Thesis is complementary to both of the previous approaches. It is important to be able to both create working robotic platforms and simulations. However, it would seem to be desirable to be able to express the work in a format that allows generalization and ease of implementation. Thus, we propose the formal field of *swarm engineering* and use the remainder of this Thesis to illustrate it. We define swarm engineering as a formal two-step process by that one creates a swarm of agents which complete a predefined task.

Swarm engineering has two formal steps. The first step involves the generation of a *swarm condition*. This is a condition which, when satisfied, will guide the generation of a swarm of agents which is capable of carrying out the desired action or actions. No specific method has yet been formulated for this step, and it is largely problem-dependent. Many methods may be employed to carry out this step including formal mathematical analysis, a generation of understanding of the problem domain through simulation or fabrication of working models, or any other general method. What must be understood in this step is the behavior of the swarm in the problem domain. For instance, as we shall see in Part 1, transfer of information about a plume should occur only in the upstream direction, rather than the downstream direction, as the latter may confuse the entire swarm.

This first step is extremely demanding in its requirements, however. It requires that the problem be stated in such a way as to permit the creation of swarm-based actions. This means that the statement of the problem must be amenable to being satisfied by distributed agents, rather than a single coordinated statement.

---

1 *Micro-air vehicles*
Example 1.4.1. Position-independent puck clustering is the process whereby an initial set of pucks are clustered into a single cluster, whose position is not specified ahead of time. This problem is simply stated, yet as we shall now illustrate, the statement will often affect the proposed solutions, making this expression of the problem insufficient.

Viewing the puck clustering problem as the generation of behaviors that bring the pucks from smaller clusters to larger clusters implies that the robot should in some way have some global knowledge. The robot should understand where the large clusters are, and where the small clusters are, and behave in some way as to bring the pucks from the small clusters to the large cluster. However, this articulation of the problem does nothing to generate a swarm behavior, deferring to the generation of a much more high level behavior.

We choose to view puck clustering as a behavior that causes more pucks to enter than to leave large clusters, and more pucks to leave than to enter smaller clusters. This expression leads to a general microscopic condition of each of the swarm elements, which leads to the global behavior.

In general, care must be taken to avoid generating expressions of the problem which focus on the macroscopic goal. Rather, the expression should be centered around the microscopic goal, which may be satisfied by the agents of possibly differing designs.

The second step in swarm engineering involves the fabrication of a behavior or set of behaviors that satisfy the given swarm condition. If the system is understood well enough to generate a veritable swarm condition, the generation of a swarm behavior is often times straightforward. For instance, if the swarm condition is that robots must stay in close proximity, it is easy to generate sensors and actuators to satisfy this.

The goal is to create one of any of a set of behaviors which provably fulfills the swarm condition. Once this has been accomplished, questions about the efficiency of such approaches may be asked. However, at this point, the goal has been achieved and the new goal is to improve the performance of the algorithm, not to generate the initial behaviors.

Swarm engineering is similar in its goals to behavior-based group robotics (Mataric 1993). In both approaches, the goal is to generate a predefined group behavior. However, in behavior based group robotics, the approach is largely intuitive, and the process is complete when a single working prototype system has been generated (Goldberg and Mataric, 1997). The goal of swarm engineering is to produce a general condition or set of conditions which may be used to generate many different
swarm designs any of which can complete the global goal. Once this condition or set of conditions is generated, specific behaviors which satisfy this (these) condition(s) may be generated, with absolute certainty that these will yield the desired global behavior.

Thus, swarm engineering consists of two related steps. The first step is to propose an expression of the problem which leads to a set of conditions on the individual agents which, when satisfied, will complete the task. The second step is to produce a behavior or set of behaviors for one or many robots which accomplishes these requirements. We shall investigate, in the next three Parts, three independent problems which may be tackled using swarm-based techniques. In the first Part, no general theory has been formulated, but a sufficient understanding of the domains in which a swarm will be advantageous as well as the condition for such a swarm to be effective is created. The second and third Parts generate a succinctly stated theoretical swarm condition. However, the swarm condition of the third Part suffers from the effects of random changes. We illustrate a method of circumventing this difficulty.
Part 1

Plume Tracking
CHAPTER 2

Plume Tracking

2.1. General Considerations

A plume may be defined as a coherent structure made up of odorant particles carried by a fluid flow from a single source, in which the rate of speed of the fluid is much greater than that of the diffusion rate of the odorant. Plumes occur when an odor-producing source is placed within some fluid flow. Odorant particles are produced from the source and evolved into the fluid. Once the odor particles are in the fluid, they are moved by two forces: diffusion and fluid flow. The effect of the two varies with variations in Reynolds number. In fluids of relatively low Reynolds number, the flow tends to be very laminar, and the spread of odorant is typically governed by diffusion. As a result, the odorant tends to form a long cone in space, spreading out as it continues downwind. However, in fluids of relatively high Reynolds number, the fluid tends to be quite turbulent. In this case, the plume will be shredded by the turbulence, and will consist only of relatively small packets of odorant at various concentrations.

In natural systems, plume tracking is often critical to the survival of the individual, providing information about prey and about potential mates. Depending on the nature of the target, a number of different strategies have been developed over evolutionary time to find the source of the plume. As one might imagine, the differing evolutionary pressures and the requirements of differing environments and purposes have created differing strategies for plume tracking (Zanen and Carde 1996, Belanger and Willis 1996, Murlis, Elkinton, and Carde 1992). Several flies, for instance, are capable of tracking plumes by making use of an iterated scheme in which they stop moving, integrate the approximate average wind direction over many seconds, and then move off again in that direction. This seems to be a response to the lack of a need to quickly determine the target position, and a commensurate requirement to save energy.

When mating or searching for food, an insect typically has a large pressure to be the first to the source. This pressure leads to behaviors that consume a great deal of energy. These behaviors are often modulated by the instantaneous structure of the plume, including the frequency of delivery of packets of odorant, and perhaps their
detailed structure. Changes in behavior include increased or decreased frequency of turns in the track and increased or decreased speed.

Much work has centered around the study of moth and fly plume tracking [Zanen1996]. As opposed to the work on artificial systems, this work has been centered around the specific neural functions required to get the animal to behave as it does. In the remainder of this section, we will briefly review some of this work.

2.2. Autonomous Robotic Plume Trackers

A growing body of work is available which describes partially or fully autonomous robotic systems carrying out olfactory tracking. In general the state of the art seems to be partially autonomous robotic systems, and emphasis is usually placed on the search itself, not its termination. Indeed, there is no specific consensus on which details of the plume structure and dynamics are useful; this is a topic of current research. Thus, it is not surprising that there are a large number of strategies for plume tracking. One might argue that the number of strategies one might find or try is as varied as those found in nature, a very large number of strategies indeed!

2.2.1. Enabling Technologies. A number of olfactory technologies are available for use in plume tracking system (Russell 1994). In systems where speed of search is not an issue, one may use very slow olfactory technologies. In systems in which the speed of search is an issue, one finds that sensitivity is often traded off for speed, something that is not generally a problem in biological systems. A number of different technologies have been developed, ranging from purely artificial systems to remarkable fusions of real biological technology and artificial technology. We do not attempt to be complete, but rather to give a brief flavor of what has been built.

An interesting odor recognition system has been constructed by Russell et al. (Russell et al. 1994). In this system, a quartz crystal is used as a primary odor recognition device. This has the ability to change its intrinsic properties due to external conditions. Thus, when treated externally with a chemical which preferentially holds onto other volatile compounds, and then exposed to some or all of these compounds, the resonance frequency of the crystal will change, indicating the presence of at least one of the compounds of interest.

This system has a simple implementation and it is capable of being very accurately tuned due to the resonance properties of the crystal. The transduction of the signal obtained by the crystal is nearly instantaneous. Finally, depending on how the crystal is coated, the sensor may be either broadly or narrowly tuned.

Despite these advantages, however, the system has a serious disadvantage. In order to function properly, the sensor must be coated with a substance that attracts
the odorant of interest. This coating, in order to be sensitive, needs to be able to hold enough of the odorant to change the resonance properties of the crystal. However, this can make the reaction of the sensor slow, and so unsuitable for use in an autonomous robotic system.

A second type of technology makes use of the properties of polymers (Lewis et al. 1996, White and Kauer 1997). Many polymers react to different odorants in a variety of interesting ways. These effects may manifest themselves as changes in the conductance, the density, the tensile strength, etc., of the polymer. These may be used in a number of interesting ways, from changing the index of refraction of the polymer to changing its size or conductive properties. Doping allows the last two to be coupled in non-conducting polymers.

Polymer-based sensors have a number of desirable properties. These are broadly tuned, and many have reproducible responses to low odorant concentrations. In many cases, these sensors are very quick to respond fully to an odorant, and can reach equilibrium in tenths of seconds. Finally, polymers may be applied to a number of surfaces, making the development of specialized sensors built into uncommon parts of the robot simple. Thus, polymers may be applied to parts of the robot commonly used to probe difficult-to-reach areas of the robot’s world (Lewis et al. 1996).

The main limitations of polymer sensors also derive from their physical structure. Polymers are long chains of repeated units. When these chains break, the properties of the polymer change, including their sensitivity to some substances. This change is irreversible, giving the sensors a finite lifetime that may depend on the chemicals they encounter and the odorant concentrations they are exposed to. Polymer sensors seem to have a limited responsiveness. This responsiveness changes as the polymers encounter different environments. Indeed, the optimal environment for a polymer sensor may be one which is climate controlled, and isolated from the rest of the world. Some labs are attempting to develop such systems on mobile robots, but the work is in its infancy. Some sensors require doping in order to produce conductive pathways. This adds complexity to the sensor, as the dopants themselves may have nontrivial properties (Lewis et al., 1996).

Some sensors derive from biological systems themselves. In some ways, they are extremely well suited sensors for olfactory search for a source of specific moth pheromones. These sensors are extremely sensitive, but are typically very specific to particular substances, such as pheromones.

1 An example of two places in which this type of control goes on are the Lewis group in the Chemistry Department at the California Institute of Technology, and Cyrano Sciences, a company recently formed to develop polymer olfactory sensors.
2.2. AUTONOMOUS ROBOTIC PLUME TRACKERS

In an elegant study, Kuwana and colleagues (Kuwana et al. 1995) removed the antennae from a male silk moth (*Bombyx mori*) and installed them on an autonomous mobile robot. These sensors were then used to carry out a variety of different algorithms for plume tracking. As the sensors were shown to have activity proportional to the concentration of the odorant (female pheromones), both edge-tracing algorithms, and gradient-based algorithms could be used. The beauty of these sensors is that they are already engineered for a variety of environments commonly encountered by the moth, and need no further engineering. One drawback is that they cannot be further engineered, and so their properties are unalterable, barring any genetic engineering or related work.

### 2.2.2. Tracking Strategies

Along with the different types of sensors come different types of search strategies. These strategies are widely varied, and each strategy is dependent on the particular olfactory technology available. As the dependence is quite strong, the group defies classification, except in two areas. The first is the set of strategies that use wind direction, and second is the set that doesn’t. A possible subgroup is that which uses dynamic properties of the odorant packets sensed by the robot. However, only one group (Grasso et al. 1996) has reported the possible use of this. Airborne plumes typically move too quickly to make use of this data.

#### 2.2.2.1. Strategies Utilizing Wind Direction

The most successful strategies in plume tracking are those that utilize wind direction information. This piece of information is so important, that the lack of it can be the main reason for failure. Despite the great need for this piece of information, the way in which it is obtained can vary widely. Moreover, the accuracy of this information is less of a critical issue than one might expect, and four directions can normally suffice for good performance, though only two need be used.

Russell et al. (Russell et al. 1994) report on the design of a robot which is capable of tracking a camphor plume upwind to its source. In these experiments, the wind direction is used in conjunction with gradient information. Assuming that the robot can reliably determine the center of the plume by following a gradient to the center of the plume, the robot’s two behaviors include acquisition of an approximate center of the plume by determining the differential concentration at two crystal-based sensors spaced apart, and the following of the plume upwind, as determined by an on-board wind vane. An obstacle avoidance behavior was included by adding a sensitive bumper to the system and forcing the robot to make on-the-spot turns when it came into contact with an obstacle, effectively avoiding it. The robot was capable of reliably tracking the plume and avoiding obstacles from a meter away.
Ishida et al. (Ishida et al. 1996) describe a robotic system in which an ‘active probe’ is constructed. This ‘active probe’ uses a fan to draw air to the sensor, effectively handling the boundary layer problem\(^2\), and the difficulty associated with a limited amount of available odorant. Wind direction information is obtained by rotating this sensor by 360° and recording the direction that has the largest reading. Later versions included stationary directional sensors fabricated from four sensors arranged in a cross, providing quicker but less accurate direction information. The new design could also be used to find three-dimensional plume information, though this information was unused.

2.2.2. Strategies Without Wind Direction. The simplest algorithm for determining the position of the plume source is one employed by Kuwana et al. (Kuwana et al. 1996) in which the robot remains completely within the plume as it is carrying out its tracking behavior. The robot is inactive when outside of the plume, and active when inside the plume. Its behavior is simple, forcing the robot to execute turns when it approaches the edge of a plume, and to walk straight when completely within the plume. This strategy has two main weaknesses. Firstly, the robot cannot find the plume, but rather must be initially placed within the plume in order for it to function at all. Secondly, half the time the robot will tend to go downstream, and half upstream. A bad turn produced by noisy or unexpected sensor data might cause the robot to move in the wrong direction down the plume.

A similar algorithm may be used to track saline plumes in water. Grasso et al. (Grasso et al. 1998) report the construction of a robotic ‘lobster’ designed to track saline plumes in water. The robot is endowed with sensors which can determine the local concentration of saline. Using this information, the robot climbs a concentration gradient from the plume source. The speed of each motor is controlled by the sensed concentration of the salt in the water. Turns can then be affected by changes in the concentration. The robot, which initially moves from within the plume, will also employ a backing behavior if the concentration becomes too low, indicating that the plume has been exited.

Kazadi (Kazadi 1998) produced a robot (Figure 2.1) capable of tracking a plume to its source by traversing the plume and executing turns upon loss of the plume. The robot utilized resistive polymer sensors (Lewis et al. 1996) and simple analog circuitry. Although these results were not published, a similar robot, which is thoroughly investigated in Chapter 3, was built with a very similar design.

\(^2\)The boundary layer problem refers to the tendency of an odorant to pass over a sensor without directly interacting with it. This is a serious problem when dealing with odorants whose presence is intermittent or sporadic.
In Chapter 4, we will examine a plume-tracking algorithm based on a spiral which does not use wind direction, and is robust to loss of source.
CHAPTER 3

A Case Study in Plume Tracking

One of the most important and ubiquitous behaviors in the animal world is plume tracking. This skill is arrived at in a variety of ways, and is required for a variety of reasons. Some animals require effective tracking capabilities in order to locate prey. Other animals find potential mates by taking advantage of pheromone plumes emitted by members of the opposite gender. Plume-tracking strategies are varied in the natural world. No single algorithm is universal. Many animals have 'hardcoded' tracking algorithms, while others have the capability to learn tracking and take advantage of new and more efficient methods of tracking. Many animals will change their tracking behavior in response to differing wind conditions. Though there is a great variation in plume-tracking strategies, constants across all algorithms are likely to be those characteristics of plume-tracking which will be required even in a minimal algorithm. Understanding these minimal requirements will allow for the generation of many varied plume-tracking algorithms, as long as these conditions are met.

In this work, our goal is to elucidate the potential use of swarm-based methods in plume-tracking. Our first step to this end is the generation of a set of minimal conditions required to accomplish plume tracking. Once this is accomplished, we will be in a better position to determine whether or not it is advantageous to use a swarm at all. Generation of a swarm, once the possibility of an advantage is discovered, will need to obey these minimal conditions, among possible other conditions.

In this Chapter, we examine a legged autonomous plume tracking robot. The robot, originally developed as a precursor to a true plume tracking robot, is capable of detecting when it is in a water vapor plume and walking upstream to the source of the water vapor. The capability of the robot is quite unexpected, as its development was not intended to allow the robot to accomplish this task. We describe our current understanding of why this occurred. We also briefly generalize the lessons obtained in this investigation to the swarm regime, giving two minimal conditions a swarm will need to obey in order to successfully track the plume upstream.
3.1. Basic Plume Tracker Design

Tracking a plume to its source is a difficult task, as it is highly affected by the turbulence of the media and by the sensitivity of the sensors to both the media and other odorants in the media. In air, a sensor that is quite sensitive is often quite slow, and may exhibit hysteresis or a changing baseline in the presence of the odorant in question. An autonomous agent tracking a plume to its source is required to use one or both of the time-averaged behavior of the plume or its instantaneous concentration to locate the source. When the agent moves quite slowly, its sensors may be very slow without affecting the algorithm, and so sensitive sensors may be preferred, despite their speed. However, when an autonomous robot moving through air is used to track plumes in real time, the signal must be available and stable in a matter of tens to hundreds of milliseconds, depending largely on the scale of the plume and the speed of the robot.

Once a sensor has been built that is sufficiently fast and reliable to be able to detect plumes in real time, the algorithm that tracks the plume must be built. This algorithm must be able to handle the effects of turbulence, which include large regions of space with no odorants, intermittent signals, and packets with different properties. As in all robotic instantiations, it is important to learn what information is necessary for the search, and to make use of this information efficiently, adding extra information only when necessary. This research is still ongoing, particularly in the biological regime. For instance, the properties of odorant "packets" are being considered as possible sources of information in the biological regime (Grasso et al. 1996). What information is encoded in those odorant packets, and how it is used has not yet been generally agreed upon.

In general, most attempts at plume tracking have used the "PC on board" philosophy. The assumption is that a great deal of processing is required to extract enough data to track a plume, as the data used by biological systems (Grasso et al. 1996) may be quite detailed and subtle. Data ranging from edge detection to gradient calculations might be used to track plumes. The "PC on board" approach has the advantage of making it easy to prototype different schemes quickly, as the strategy may be programmed conveniently and tested. However, this requires the robot to carry a load of computational equipment that may not be more effective than simple analog circuitry with minimal controllers; it is not clear that extensive computation is required to lead a robot to an odor source. Rather, it is postulated that a simple reactive robot might be capable of tracking an odor to its source, requiring neither explicit memory nor formal computation.
The robot we use is a reactive walking robot with two different olfactory sensors located at the end which faces front when the robot walks (Figure 3.5). As the fabrication process for these sensors is in its infancy, no two sensors are identical. These sensors, are the resistive polymer sensors described in Chapter 2. The robot uses a reactive strategy which is identical in design to that developed by Kuwana et al. (Kuwana et al. 1996) which was described in Chapter 2. As with their model, the expected behavior is to remain within a plume and walk upstream or downstream, bouncing back and forth from edges of the plume, with equal probability of walking in either direction. The observed behavior, however, is quite different from that expected. In actuality, the robot executes turns often, preferentially moving upstream, and finding its way to the odor source 70% of the time, regardless of initial direction. Herein lies the mystery which inspired this study. Clearly some property of the sensors and/or circuitry biases the robot sufficiently so as to make it likely that in each instance, the robot finds its way to the plume source. The challenge is to understand the mechanism. Once this is understood, the question is whether or not this property may be exploited in the design of robot plume tracking swarms.

3.2. Description of the Sensors

An odor sensor must fulfill a number of requirements in order to be useful for robotic olfaction. It must respond differently to a wide variety of odorants. It must be relatively fast on the behavioral time scale of the agent employing it. It must also be lightweight, be robust, and require little power.

In this section, we briefly describe a set of sensors which seem to fulfill these requirements. These sensors have another desirable property derived from their physical deposition method – they are sensitive to the direction of wind. In Section 4, we will see that it is this property which leads to the ability of our robot to find an odor plume’s source.

3.2.1. Resistive Sponges. Sensors used to track odor plumes in air must have the ability to react reliably to airborne odorants. Moreover, they must react to differing intensities of odorants fast enough to allow the robot to react in real time to changing local concentrations of odorant. In addition, the sensors’ range must be sufficiently wide for all regimes of use. This last condition is the most difficult to fulfill in general, as many conventional sensors with acceptable sensitivities are slow to react and have sensitivities which are dependent on environmental conditions.

A new class of polymer-based sensors has recently been made available (Lewis et al. 1996, White et al. 1997), and is under development in several laboratories. These
3.2. DESCRIPTION OF THE SENSORS

Sensors react to a variety of different odorants by altering their physical attributes including audio resonances, fluorescence, and conductivity. The degree to which their attributes change depends largely on the identity of the analyte, but is nonzero for large classes of analytes. These sensors are surprisingly robust, generally reactive (or broadly tuned), easily fabricated, and may be cobbled into arrays of different sensors allowing individual identification of the odorant in question by making use of the responses (both temporal and absolute) of the different sensors. A variant of this sensor, developed by the Electronic Nose project at Caltech, is a passive reactive resistor whose properties change when interacting with specific classes of analytes. This resistor fulfills the requirements, as it is sensitive when properly fabricated, fast in its response, broadly tuned, and passive.

The Caltech resistors are polymer-based resistors which act as sponges under the influence of specific analytes. Although these polymers react to a wide range of analytes, their responses to each one is variable, providing combinatorial signatures across many polymers. These resistors are doped with carbon black. This doping produces a conductivity much greater than the natural conductivity of the polymer. The conductivity is dependent on the absolute density of carbon black in the polymer. When the polymer expands under the influence of an analyte, the carbon black granules separate, and the conductivity decreases. On the other hand, in response to some analytes, some polymers will contract, and this will tend to increase the conductivity of the polymer. Thus, an analyte may be detected by an increase (or decrease in some cases) in the resistance of the sensor.

In the laboratory, when generating control strategies for robots, one wishes to avoid the complexity of odor identification. One would rather use a simple sensor that reacts reliably to a given odor not normally found in abundance in a laboratory environment. As these experiments are not carried out in a wind tunnel or a lab with a separate air supply for test objects, odorants employed must be easy-to-make and non-toxic. Moreover, one would prefer a sensor whose electronic interface is relatively simple. Water-vapor plumes generated with vegetable steamers and fans were used for this study. The sensors used were poly N-vinyl pyrrolidone based resistive sensors. The design and cost overhead for the plume is minimal, and mimics wind-blown odor plumes in natural systems.

In resistive sensors, the dynamic variable is the resistance. This will change in the presence of the object or phenomenon being detected. One attractive element in a

\[A\text{ form of carbon in which the carbon is a black powder, a conductive substance which may be mixed into gels and polymers.}\]
polymer-based sensor is its ability to give reliable $\frac{dR}{R}$ readings for identical concentrations of analyte. This allows one to measure the concentration of an analyte no matter the resistance of the sensor. Since fabrication of the sensors is in its infancy, and no two fabricated sensors are identical (within any reasonable tolerances), this is a nice property to base sensor circuitry on. In these experiments, we employ a set of simple four-op-amp-circuits\(^3\) that automatically match the baseline resistance of a given sensor. This baseline can then be compared to the instantaneous resistance, providing a measurement of the analyte concentration change. In our trials, we restrict this to one well-known analyte, assuming that all others have a fairly constant concentration which may be ignored.

3.2.2. Switching Properties of Sponge Resistors. The behavioral properties of a robot are a direct reflection of the properties of its sensors and their interaction with the environment. The sensors exhibit behavior that depends on the direction from which the wind is blowing. In order to understand the behavior of the robot, we must first understand the sensors' behavior thoroughly.

The relevant properties of the sensor to our plume tracking robot are the ability of the sensor to detect airflow, and its dynamic properties in the presence or absence of wind. Most important is the speed with which the signal changes state (i.e., from on to off or off to on).

The speed of wind near and around this sensor is a strong effector of the sensor's adaptation characteristics. In the absence of wind

---

\(^3\)Sensors are characterized by their change in resistance, as the ratio of the change in resistance to the whole resistance is relatively constant when the concentration is low. The aging of the resistors makes measurement of the exact resistance an unreliable reflection of the local odorant concentration.

\(^3\)A set of circuits containing only four operational amplifiers.
3.2. DESCRIPTION OF THE SENSORS

Figure 3.1: This graph gives the response of a typical polymer-based sensor after a brief exposure to water vapor. Despite a fast increase in sensor resistance, the sensor does not rebound to its previous baseline resistance for tens of seconds. This response is unacceptable for behaving robotic systems.

The sensor quickly (<200 ms) reaches its peak resistance. However, the resistor takes more than ten seconds to return to the baseline once the peak has been reached, and the odor source has been removed (Figure 3.1). In the presence of wind the situation changes, and the baseline resistance is recovered more quickly. The same resistor placed just outside of a wind stream produced by a fan with an airspeed of ~0.5 m/s, displays a behavior.
3.2. DESCRIPTION OF THE SENSORS

Figure 3.2: This graph gives the response of a typical polymer-based sensor after a brief exposure to water vapor in a system with sustained airflow. The sensor’s resistance much more quickly rebounds to its baseline value. This response is fast enough to be useful for behaving robotic systems.

in which the baseline resistance is quickly recovered (Figure 3.2).

This dependence on the presence of wind is a key factor. The fast response allows one to use simple thresholding circuitry to determine whether an analyte is present. In its absence, we would need to determine the time-dependent derivative of the sensor response in order to determine whether or not we are currently sensing the odor; we would also require one bit of memory indicating the state of the boundary we just crossed.

The sensor’s properties are not only dependent on the presence of wind, but also on the direction of wind with respect to the face of the sensor. As sensors are coated with the polymer/carbon black solution only on one side, this is expected. This effects primarily the decay rate after presentation of an odorant. In two typical responses, a sensor facing upwind (Figure 3.3) will have a decay rate which is less than half that of the same sensor facing downwind (Figure 3.4).

Figure 3.3: This graph gives the response of a typical polymer-based sensor facing upwind, and located in the wind stream. The resistance increases rapidly with the onset of the odor signal, and decrease rapidly with its removal.

\[\text{Wind directly impinging on the sensor face will tend to increase the rate at which odorant is removed, while that impinging on the other side will also increase the rate, but to a lesser degree.}\]
3.3. Description of the Robot

Figure 3.4: This graph gives the response of a typical polymer-based sensor facing downwind. This particular measurement is from the same sensor that produced the upwind response shown in Figure 3. Note that the time required to fall back to baseline is more than twice that of the previous sensor. This indicates that the sensor’s response is dependent on its orientation in the stream.

Typically, the time required for sufficient odorant to “off-gas”, returning the sensor’s resistance to its baseline value, is longer when the sensor is facing downwind than when it’s facing upwind. This property arises because the polymer is deposited on only one side of the printed circuit board. The polymer absorbs the analyte quickly, with a correspondingly fast rise time, but does not release it as quickly. The fall time is more than twice that observed with the sensor facing upwind. In this case, the sensor has a two second fall time rather than a one second fall time when the sensor is facing upstream. Concomitantly, as one might expect, the rise time, while being fast, is still not equal to that observed with the sensor facing upwind.

3.3. Description of the Robot

In this section, we describe the robot used in the development of our plume tracking algorithm. We built the robot using a toy chassis developed and marketed by the Elekit company as part of a kit designed to provide a hands-on introduction to robotics (Figure 3.5). This particular chassis is ideal as it is inexpensive, simple to use, and capable of walking. The robot is powered by two nine volt batteries, which provide reliable power for a half an hour behavior.

This system has two severe drawbacks. First, the motors are simple DC motors with unreliable control characteristics. That is, no two motors seem to rotate at
identical or comparable speeds in any kit. This produces a 'limp', making the robot trace out a large circle, rather than follow a linear track, as designed. The second drawback is the very limited space available in its cargo bulb, making the circuits by necessity, small and simple. This limitation drives the design of simple analog circuits with limited processing, and led to the development of the simple strategy to be discussed.

![Robot Image](image)

**Figure 3.5:** This robot, built from a toy kit produced by the Elekit company, contains only two sensors oriented at a 90° from each other, with their mid-angle located along the robot's apparent line of motion. The robot is powered by two DC motors, each controlling one set of 'legs', and has a simple combinatorial logic controlling these motors.

Each sensor is fabricated as described in Appendix A. It consists of a printed circuit board with two conductive leads between which the polymer/carbon black solution has been deposited. Each sensor is oriented with its coated side facing 45° from the direction of forward motion of the robot, and oriented 90° from the other sensor. It is partially occluded from behind or the side by the robot's cargo bulb.

The resistance is read via a voltage divider, and compared to an adaptive voltage which represents the time-averaged sensor reading. The circuit is given in Figure 3.6.
This sensor circuitry consists of three major parts. The first part is a voltage divider made up of the sensor, which is essentially a variable resistor. The sensor resistance varies with the concentration of odorant – linearly at low concentrations – and with substance being detected.

The second part of the sensor circuitry is a slow voltage follower. The capacitor charges through a 10 $M\Omega$ resistor, making the time for charging (discharging) extremely long, depending on the value of the capacitor. In our experiments, we used a 47 $\mu F$ capacitor, making the time constant 470 sec, a long time on the time scale of the robot’s actions. By contrast, typical resistance changes of the resistor were greater than a 100% change, and could occur completely in 0.1–0.2 sec. This means that the voltage measured at the capacitor is virtually unchanged for complete resistance cycles which take a matter of seconds. On the other hand, lasting changes in the baseline resistance of the sensor, which would persist indefinitely, would be ‘followed’ by the slow voltage follower, providing an accurate measurement of the time-averaged behavior of the sensor.

The third part of the sensor circuitry is a comparator, which compares a ratio of the voltage across the sensor with that at the capacitor. The ratio is chosen to

---

5These sensors tend to have a monotonically increasing baseline resistance. The cause of this resistance increase is not known.
be small enough that the sensor noise does not sporadically trigger a false sensor signal. A signal, which is reflected by a rise in the voltage across the sensor, will cause the comparator to register a higher voltage across the sensor, and so the arrival of an odorant is registered. The comparator output is then fed into a PAL\textsuperscript{6}, which decodes the four possible states, and generates motor control signals.

The robot’s behavior is based on four possible sensor states, and is determined by the current state. It does not employ any explicit memory in the generation of an action. The four possible sensor states and corresponding behaviors are given in Table 3.1.

<table>
<thead>
<tr>
<th>Sensor Signals</th>
<th>Robot Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>No signals.</td>
<td>Do nothing.</td>
</tr>
<tr>
<td>Left sensor signal.</td>
<td>Turn right.</td>
</tr>
<tr>
<td>Right sensor signal.</td>
<td>Turn left.</td>
</tr>
<tr>
<td>Both sensors signal.</td>
<td>Move forward.</td>
</tr>
</tbody>
</table>

Table 3.1: The four sensor states (left), each correspond to a unique behavior. These actions are determined entirely by the current sensor state of the robot, and is not determined in any way by the previous state of the robot.\textsuperscript{7}

Although this strategy does not process any information about the robot’s current state or history, it is capable of keeping the robot within the plume. The robot is at an edge when one sensor is on and the other off. The robot then executes a turn, walking back into the plume. There is no explicit directionality built into this design, however.

3.4. Trials

The robot was run through several trials in a simple plume generated in the laboratory. We now describe the trials and performance of the robot in our system.

3.4.1. Plume Generation. The robot described above was tested in a plume made from off the shelf parts, in an attempt to include as much turbulence and noise in the plume itself as in a realistic case. In order for a robot to work essentially off-the-shelf and in a wide variety of climates and situations, it must have the ability to work in a less controlled environment than that available in a wind tunnel. Thus, our plume was generated in open air from a steam source.

\textsuperscript{6}PAL is an acronym for Programmable array logic.

\textsuperscript{7}The robot is a Markovian embodied reactive system.
Figure 3.7: This figure gives a schematic view of our plume generator. The generator consists of two steamers within a columnating “tent” and a fan which blows the air both through the “tent” and around the “tent”.

Figure 3.7 gives the design of our plume generating system. It comprises of two vegetable steamers inside a small columnating “tent”. In our trials, the “tent” is made of Plexiglas, although we have had success using paper, cardboard, and wood, in the same configuration. A single fan generates an ambient wind speed of ~0.5 m/s, and is at one end of the “tent”, pushing the steam out the other side. Figure 3.8 shows a plume being generated using this apparatus.

Figure 3.8: This is a picture of our apparatus and a steam plume it generated.

The steam plume has nontrivial structure, as it is generated in a medium of differing temperature. Moreover, the quantity of steam produced by the steamers varies
widely, despite continuous operation of the steamers. While the heat has artificially increased the amount of water vapor in the air, this plume is qualitatively similar to other “leaky” plumes.

The plume has a well-defined concentration gradient which extends both across the plume axis and along it. Using the sensors described in Section 3.2, we are able to measure contours of average plume concentration. Commensurate with Grasso et al. (Grasso et al. 1997), we find that the plume consists of two regions. The near region consists of high concentration odorant, whose concentration falls off sharply at the edges of the plume, and whose average concentration decreases as one proceeds downstream. As one proceeds downstream, the plume expands, and the edges become less sharply defined. The time-averaged concentration decreases smoothly while the instantaneous concentration becomes highly variable. Despite this, the time-averaged plume remains well defined over several meters.

3.4.2. Robot Trials. Five hundred trials were run during which the robot was placed in the plume and allowed to behave. These trials were begun at twenty different positions located within the plume. These positions were located at intervals of one foot both across the plume and downstream along the plume axis. Each row consisted of five positions. Thus, the robot’s initial positions covered two feet across the plume, and four feet downstream. At each position, twenty trials were run. Four initial orientations of the robot were employed: upstream, downstream, and each direction transverse the flow direction. The robot was allowed to behave for ninety seconds, during which the aperture of the “tent” would either be located (the robot entered the aperture), or the run would be declared a failure.

Our data is given in Figure 9. Along the plume center axis, as many as 80% of the runs were successful.
Figure 3.9: This data give the number of successes (of all initial orientations) of the robot from differing initial positions. Interestingly, within the plume, the number of successes is quite high, and is surprisingly consistent both upstream and downstream. The general shape of the peaks follows the plume structure, as determined independently using the same sensors and visual inspection. The data indicates that the plume is not straight, but rather curves downstream, a reality that was verified after inspection of these data. Each of the contour levels represents the physical boundaries within which we expect to have that number of successful trials, given the twenty total trials.
3.4. TRIALS

The success of the individual run is weakly dependent on the initial orientation of the robot\(^8\). This indicates that the ability of the robot to locate the source was not heavily affected by its initial orientation, but is rather a result of the long-term behavior of the robot. Notably, the behaviors that led the robot to the source occurred only at the edges, as no turns other than the built-in “limp” of the robot occurred while the robot traversed the plume.

Interestingly, as the robot’s initial position is moved further downstream, the robot seems to have an increasing tendency to be successful in finding the source when its perpendicular distance from the plume axis is greater. This is commensurate with the expectation that further downstream, the plume will spread out widthwise.

During our trials, two general behaviors were observed which tended to bring the robot to the source when it was headed downstream.

1. The robot would approach a boundary and turn upstream, despite facing downstream at the time.
2. The robot would turn directly upstream from its given spot, and walk directly toward the plume.

![Figure 3.10](image)

**Figure 3.10:** These are two general behaviors that brought the robot to the source. The first behavior (1) would be a wide turn upstream, where a downstream turn is expected, and the second (2) is an upstream turn near or at a boundary.

Both unexpected behaviors were observed commonly during robot runs. As these behaviors are not part of the robot’s design, their surprising emergence requires explanation. As our electronics are quite simple and understandable, this behavior must have its root in the sensors’ intrinsic properties and the dynamics of the interaction of the robot with the environment.

\(^8\)The number of successes for each initial orientation also exhibited this gross profile, but has not been included due to the small number of trials with any given initial orientation. No significant statistical conclusion can be drawn from such a small sample.
Recall that the polymer sensors may be conceptually understood as sponges capable of absorbing specific analytes from the fluid in which they are placed. While these sponges are capable of quickly adsorbing analytes, they have a much lower tendency to release analytes once they are adsorbed. The probability is dependent on the concentration of analyte in the surrounding medium. Thus, as the air speed is increased, hence increasing the ability of the air to remove the analytes surrounding the polymer, the ability of the polymer of off-gas analytes increases.

As the polymer’s off-gassing behavior is heavily influenced by wind traveling over it, the increased resistance may be retained over a long period of time when ambient wind is blocked. Thus, a resistor leaving the plume, which should normally return to a low resistance quickly, may retain its high resistance when the robot blocks the wind that otherwise would remove odorant from around the sensor. It may also retain its high resistance if the sensor itself is facing downstream. Moreover, when a sensor enters the plume and is again facing downstream, or is in the “shadow” of the robot, it may not turn on until it is out of the robot’s “shadow” and/or facing upstream again, depending on the local concentration of odorant.

We can now understand why the robot turns upstream so readily when placed in the plume. Note again that both sensors are placed at 45° from the direction of travel. This means that when the robot is facing downstream by less than 45°, the upstream sensor is facing upstream. Moreover, the downstream sensor is facing directly downstream, making its dynamics considerably slower than the other sensor. In this scenario, the downstream sensor’s resistance will return to baseline more slowly than the upstream sensor’s even when the downstream sensor leaves the plume first. This will, in turn, cause a turn of type one, leaving the robot facing upstream.

The second type of unexpected turn is of type two. This turn is caused by the upstream sensor turning on before the downstream sensor turns on. Note that while the robot is not facing directly upstream, the downstream sensor is partially or completely occluded by the robot in addition to simply facing downstream. This makes the upstream sensor turn on exclusively, and the robot will turn. Note that this does not happen in all trials. It would seem that the occlusion is only partly successful, and in 70% of trials, both sensors will turn on, making the robot move directly forward.

Failures of the robot are generally of two classes.

1. The robot could not detect the plume and stopped downstream. The robot would occasionally sporadically spin in both directions as a single sensor was triggered.
2. The robot walked completely out of the plume.
Figure 3.11: These are two behaviors that signalled the failure of a robot during any given trial. The first (1) behavior is an intermittent rotation of the robot, caused by intermittent sensation of the plume. This could be caused by the auto baseline of the sensor, or by the plume dissipation far downstream. The second behavior (2) is the loss of the plume due to the robot walking out of the plume. This often happened when the robot’s batteries were fresh, making the robot move faster than its sensors could react.

The first failure is caused by the robot losing the plume as it walks too far downstream to reliably detect the plume. The second failure is caused by the robot walking out of the plume, and out of the airflow. As the robot leaves the airflow, the slow reaction of the sensors is recovered, allowing the robot to walk too far out of the plume to reacquire it. Of the two types of failures, the second one dominates with 70% of failures being of this type.

3.5. Lessons for Plume Tracking Swarms?

This chapter has illustrated plume tracking behavior using an extremely simple strategy coupled with a flawed robotic chassis and complicated odor detecting sensors. The simplicity of the algorithm illustrates that it is possible to solve the problem without powerful processing or careful concentration measurements. Rather, it is possible to use only boundary sensing and wind direction information to find the source.

This raises some interesting questions about biological plume tracking. We have an algorithm that is surprisingly robust, and uses very little processing power. It is a simple consequence of the physical properties of the sensors being used. In biological systems, similar signalling mechanisms may be involved. An adaptive baseline is employed to make gross measurements of odor edges finer, while nulling out sensation after a well-defined sensitive period. It does not seem surprising that olfactory sensors are active at the boundaries, both temporal and physical, of odors, and less active after a somewhat short exposure to the odor.
This study illustrates how two important pieces of information, the local wind direction and the plume edge, may be used when tracking a plume to its source. More notably, we have fashioned a robust algorithm out of only these two pieces of information, and have obtained the relevant information from a single sensor. The way that this information is acquired, by physical properties of odor sensors or by mechano-receptors located on hairs on the agent’s body does not seem important. A stochastic walk with a higher probability of moving in the right direction will eventually end up at the target. Hence, simple strategies that keep an agent from losing the odorant and at the same time move the agent upstream would seem to be all that are required. The diversity of natural plume tracking systems serves to illustrate this point. These strategies are largely different, but all seem to include some knowledge of wind direction in quickly moving systems in air. On the other hand, the exact strategy for finding the source varies from species to species. We now believe we understand why information about wind direction is so ubiquitous in search strategies, but any other specific strategy element is not. We would be interested to find a biological agent that uses a similar strategy to that we’ve illustrated.

In generalizing this result to a swarm, one design parameter must be that the swarm is reactive to wind direction. This means that, at least at the lowest level, the robots making up the swarm must be reactive to wind direction, or employ some method of search that uses this piece of information in some way. As we have noted, the plume structure itself has embedded in it information about wind direction, which may be exploited without the use of explicit wind direction sensors, or sensors which are preferentially responsive, as in this study, to odors arriving while the sensor is facing upwind.

In the next Chapter, we turn to a general class of algorithms based on exploiting the geometric properties of spirals in finding plume sources. We find that the algorithm is capable of tracking the plume to its source by executing spirals, both explicitly and implicitly using wind direction.
CHAPTER 4

Spiral-Based Plume Trackers

In the last Chapter, we presented a simple plume tracking algorithm which was surprisingly successful. It was capable of tracking a plume upstream, an extremely surprising experimental fact. The robot was not originally designed to be capable of tracking the plume, but it was not only capable of exactly that, it also was capable of recovering from an initial downstream-pointing initial state, which was even more surprising. The interesting part of the study was the explanation of this behavior, which found its root in the physical properties of the sensors employed.

In this Chapter, we present a new plume tracking algorithm based on a spiraling behavior. This behavior is based, initially, on the presumption of a single source. The algorithm demonstrates good line-following behavior, which can be generalized to plume tracking, inasmuch as a plume may be considered to have the general shape of a line, which need not be straight. Various parameter variations are explored, generating a good understanding of the algorithm. Of particular importance is the understanding of the realms of applicability of this algorithm. Real robot trials are presented, although the presentation is anecdotal in nature; further wind tunnel-based trials are planned for a later study. Lessons for our eventual leap to a swarm implementation are discussed at the end of the Chapter, and lead into Chapter 5.

In this Chapter, we utilize two sources of data. One is derived from real digitized plume data obtained in a water plume using florescing dye (Cowen and Chang 2000). The second is obtained from a simulated plume in which odorant is generated in the form of discrete "puffs" which propagate under the influence of a simulated wind. The use of both models is an important step toward the verification that the simulated data sets perform well enough to represent viable data for extension of plume tracking simulations to behavioral regions that are inaccessible to simulators due to a lack of experimental data. We compare the effects of varying parameters in both models. We view the generation of similar behaviors under such variances to be justification that the important details of the plume dynamics are captured with enough accuracy to validate the use of the simulation in similar regimes.
4.1. Basic Spiral Algorithm

The basic spiral algorithm is designed according to the desire to develop a minimal algorithm to bring an agent from its current position to the source of a plume, without requiring the agent to be initially near the plume. This algorithm, in its basic form, does not require any knowledge other than local odorant intensity, but may be easily altered to include wind direction of various levels of resolution in order to improve efficiency. It is also designed according to an absolute lack of tolerance to failure, a condition we can later relax.

Some applications of this algorithm require that a total lack of tolerance for failure be adopted. That is, these applications, such as the local search of a desert ant for its nest, absolutely require that, in a finite search time (which need not be short), the agent in question will obtain the location of the source of the plume. Therefore, we need to equip the agent with a search algorithm that will never miss the plume from any starting position in an unbounded search space.

We may use a minimal efficiency condition in our design. This is that the algorithm should produce a track which does not cross itself. This requires us to have a generalized spiral algorithm. A generalized spiral algorithm is any algorithm which produces a basic movement at the center of an outwardly growing path.

For instance, one might create a triangular motion in the center of the track, and create increasing triangles around that original triangle. Inefficiencies in agent locomotion occur if we use patterns with corners or sharp turns. Thus, we settle on a simple circular spiral algorithm.

The motivation for use of the spiral algorithm is twofold. First, the algorithm is guaranteed to find the source of interest, provided the size of the spaces between loops does not exceed the size of the object in question. Second, rather small
modifications of the algorithm can create plume tracking behaviors that are highly robust and quite efficient in the right circumstances, as we shall see.

We begin with a simple example. In the most benign form, a plume may be thought of as a line. In this case, the simplest tracking behavior is one in which the agent moves forward when in contact with the line, and executes a turn when contact is lost, reversing the direction of the turn at each successive loss. This will provide the line following behavior given in Figure 4.1.

![Figure 4.1](image)

**Figure 4.1:** This is an example of the use of a line following algorithm in which the agent executes successive turns when it loses contact with the line.

The elegant feature of this method is that it has some measure of error tolerance. That is, if it mistakenly takes the wrong direction along a line the head of which it is meant to find, it will automatically reverse itself and continue in the other direction, as in Figure 4.2.

![Figure 4.2](image)

**Figure 4.2:** The error correction capability of the line following. Reaching the wrong end of a line is easily corrected.

What makes this somewhat unattractive for plume tracking is that plumes are stochastic. The exact placement of a particular odorant packet does not follow any systematic design, and a agent carrying out this simplistic line following behavior
may find itself far from the plume due to saturation of sensors or a random variation in the plume’s trajectory. If this occurs, the agent will be unable to recover.

![Diagram of agent losing trail](image)

**Figure 4.3:** The failure of an agent that loses the trail.

There is a movement which gained significant momentum the 1980s after a seminal paper by Rodney Brooks (Brooks 1986) and is still ongoing to make robots simple, and to somehow learn how to do complex things with these simple robots. The goal of the present work, along a similar philosophy, is to report on the development of a particularly simple but surprisingly robust method of plume tracking which is similar in spirit to the algorithm just considered, but also quite robust. We investigate three different algorithms, all of which correct the fault of the line-following algorithm. These are the basic spiralling algorithm (BSA), the maximum-only switching spiralling algorithm (MOSSA), and the wind-based spiralling algorithm (WBSA). We explain each in turn.

### 4.1.1. The Basic Spiralling Algorithm

The BSA utilizes two behaviors. The first is the basic spiral, while the other is a straight-line tracking. In a basic spiral, the agent initially begins a clockwise or counterclockwise spiral. Upon meeting a trail of interest, the agent travels in a straight line through the trail. When the trail has been traversed, the agent reverses its direction of spiral and reinitializes the spiral. The result is a set of segments of length comparable to the trail length, assuming that the agent executes tight turns.
The characteristics of the BSA are quite interesting. As illustrated in Figure 4.4, initially, the agent executes a spiral that is guaranteed to bring it within sensor range of the target trail. Once it reaches the trail, it takes a straight line path through it, and changes direction, beginning its spiral through the trail. The algorithm recovers after reaching the wrong end, and tracks the plume in the opposite direction.

4.1.2. The Maximum-Only Switching Spiralling Algorithm. The previous algorithm is sufficient to follow lines, but unfortunately, as is evident in Figure 4.4, it does not know which way to track the lines. If a plume is sufficiently long and well defined, a agent employing this strategy might waste a great deal of time tracking the plume in the wrong direction.

\[^{1}\text{A process by which an agent repeatedly traverses a plume as it makes its way upstream.}\]
Plumes are stochastic structures which have a higher probability of having a high concentration packet closer to the source. Thus, we are more likely of interacting with a high concentration packet near the source, as compared to further from the source from any given point. By requiring that the new spiral seed point exceed that of the previous seed point, we may restrict the agent from moving downstream, and rather keep it moving upstream. This is, of course, not entirely effective, as it is possible to obtain a high concentration point far downstream of the last sampling point. However, simple modifications of this basic paradigm such as a limited memory of the last point can serve to alleviate this problem.

4.1.3. Wind-Based Spiralling Algorithm. The most commonly used element in a plume tracking paradigm is the use of wind direction information. The use of wind direction is nearly ubiquitous in nature, and for good reason. The ability to obtain such information is computationally cheap, and can be done using a passive sensor attached to one of many different types of structures that would
otherwise still exist on the animal. The many ways in which wind information may be obtained are as varied as life itself, though they seem to cluster around three main categories: hair based, olfactory based, and temperature based. It is beyond the scope of this paper to investigate these, so we leave off further discussion.

We may use wind information in our spiralling algorithm in order to improve the performance of the algorithm. This information may be used while in the plume, giving us a way of quickly tracking directly toward the plume source. The WB-SA is then identical to the MOSSA with one modification: the agent will turn directly upwind when it has obtained a whiff of odorant above its current baseline measurement.
The use of this information is quite effective, as shown in Figure 4.6. Notably, the trajectory the agent now uses is considerably more direct.

**4.1.4. Simulations.** In the following subsections, we explore several interesting aspects of these algorithms. Several parameters are relevant. We now discuss these briefly.

**4.1.4.1. Sensor Properties.** The sensors utilized in a given robot can be widely varied, and their properties are typically very different. However, each sensor
4.1. BASIC SPIRAL ALGORITHM

generally has one or two fundamental time constants. These constants correspond to the amount of time it requires to register an increase or decrease in odorant concentration.

For a mobile robot, both of these have important consequences. If a robot has a very slow sensor, it will not be able to react when it enters the plume. This means that it will generally be unable to respond to diffuse or small plumes. On the other hand, if it has a very quick sensor, then it may react immediately to very small changes in the concentration, reacting to a single packet far from the plume, on occasion, or to local variations in a diffuse plume. These parameters determine how a robot will interact with the plume in question, and their choice must be carefully done.

In practice, of course, it would seem to always be more advantageous to use very fast sensors, if available. An increase of the response time of the sensors may be done in software or hardware. However, this does not alleviate the requirement that behaviorally the time constant must be well chosen.

4.1.4.2. Memory Length. In the MOSSA algorithm, the robot or agent actively carries a memory of the last largest concentration hit it has encountered. However, in real plumes, high concentration packets may move freely downstream, without greatly altering their concentration. This means that the agent may encounter a high density packet while travelling downstream from the last spiral initialization point. In this case, the agent will start a new spiral further downstream. More damaging is when the packet is very near the highest concentration to be encountered. This will cause the agent to spiral indefinitely until some stopping condition is met, assuming that the concentration itself is not the stopping condition.

In order to deal with this, we have augmented the MOSSA algorithm with an ability to "forget" the maximum concentration yet encountered. If $c_m$ is the maximum concentration encountered by the agent thus far, the update at each iteration is

\[
(4.1.1) \quad c_m = ac_m
\]

where

\[
(4.1.2) \quad 0 < a < 1
\]

The value of this $a$ will be examined. Simulated plumes will allow us to examine the variation in optimal values of $a$ under the effect of different concentration plumes.

4.1.4.3. Wind Direction Sensitivity. In order to track the plume upwind, an agent must first be able to identify the wind direction. In the natural world, as discussed briefly above, this is rather quick and easy. However, for real robotic
systems, this is a difficult task, and requires significant time and work to determine the wind direction, particularly in the low wind speed case.

Considering the amount of effort required to produce accurate, quick, low-speed wind direction sensors, it is interesting to understand the wind direction accuracy requirement.

4.1.4.4. Data Sets. A plume is typically a very nonlinear construct, consisting of discrete packets of odorant which vary from extremely small in physical size to extremely large relative to the size of the source. Moreover, the packets of odorant have widely different concentrations, varying over many orders of magnitude. The behavior of each packet is also quite difficult to predict, as it is often subject to eddy currents and nonlinear motion (Grasso et al. 1996, Belanger and Willis 1996, Farrell 1999, Grasso et al. 1996a, Grasso et al. 1998, Grasso et al. 1998a, Ishida 1996, Ishida 1994, Kazadi 2000, Kuwana 1995, Murlis 1992, Zanen 1996).

\[ \text{Figure 4.7: This is an example of a plume. This data is obtained by digitizing a plume made up of fluorescing dye and illuminated with a planar laser. In this figure, the odorant concentrations are linearly dependent on the brightness. Note that the plume is extremely concentrated in small packets. The properties of these packets may be very different from instant to instant.} \]

We perform experiments on two different data sets. The first data set (Figure 4.7) is provided by a group at Georgia Tech (Cowen and Chang, 2000). This data is digitized from an active plume of fluorescent dye, imaged by videotaping the brightness of light resulting from fluorescing of the dye in response to a planar laser. The second data set is provided by a plume simulator based on a simulator made by Jay Farrell of the University of California at Riverside (Farrell et al. 1999).
(Figure 4.8). This simulator represents plumes as aggregates of packets of odorant. Each packet is individually created, tracked across a predefined area, and destroyed.

4.1.5. Performance Measures. In plume tracking, the central concern is progress made upstream. Thus, we report now on the algorithm’s ability to track upstream. We carry out one hundred independent runs of a simulator in which an agent moves toward the plume source, basing its movements on one of the algorithms given above. The agent has a maximum speed of 17 m/s, the minimum time that an agent may take to reach the source (judged as 10 m from the source along the plume axis) is \( \frac{x}{17.0} \) where \( x \) is the distance measured in meters. This means that the performance may be judged as a function of the ratio in the average time to source and distance to source vs. the minimum time to source and distance to source. As described in the caption to Figure 5, we scale our results by the minimum time and distance to source, generating two dimensionless numbers. These numbers, the distance decrease factor (DDF) and the time decrease factor (TDF) are defined as

\[
DDF = \frac{d_{\text{min}}}{d_{\text{actual}}}, \quad TDF = \frac{t_{\text{min}}}{t_{\text{actual}}}. \tag{4.1.3}
\]

Note that these numbers must be smaller than one in all cases.
4.2. Olfactory Sensor Sensitivity

Many different technologies exist for making wind direction sensors. As discussed in Chapter 2, these range in design from saline solution measures, to devices that use changing resonances, to conductivity measurements. In each case, the properties of the sensor are different from those of other sensors. However, the response of a particular sensor may be characterized in many cases as the response of two competing charging/discharging processes, each of which has a different time constant. The relationship between these can be a serious affecter of the success of the algorithm, as we shall now investigate.

We consider the effect of the sensor properties on the WBSA. Generalization of the general properties found in a study of this algorithm are expected to apply to the other algorithms, as the question here is the interaction of the agent’s sensors with the plume. We note, however, that once a plume has been contacted, the goal would seem to be to move upstream as quickly as possible. A trade-off would seem to be in play between the speed of interaction (rise and decay) and the need to stay near the plume. While the details for MOSSA and BSA are likely to be somewhat different, the general design paradigm is thought to be similar to what is found here.

We first assume that the behavior of the olfactory sensor may be modelled as

\[(4.2.1)\]

\[S = (f(c) - S_0) (1 - e^{-\alpha t}) + S_0\]

where \(S\) represents the sensor reading, \(f\) represents some function of concentration indicating the equilibrium response of the sensor, \(S_0\) represents the instantaneous reading of the sensor, and \(\alpha\) gives the time constant of increase of sensor response. By the same token, we may assume that decrease is given by

\[(4.2.2)\]

\[S = (f(0) - S_0) (1 - e^{-\beta t}) + S_0\]

where \(\beta\) is the constant giving the rate of decrease of the sensor response.

If we assume that sensors behave in this way, which is a good approximation for many sensors including the Caltech Silicon Nose Project’s polymer sensors (Lewis et al. 1996), we may inquire as to the effects of changing the time constants relative to one another.

We simulate the search for the source as described above, using one hundred independent runs for each set of sensor properties. We model the sensors as given in equations (4.2.1) and (4.2.2) above. Sensor time constants range between 0 and 9 seconds in length. We report the TDF measure of performance, the DDF measure of performance, and the average percentage of agents which find their way home.
4.2. Olfactory Sensor Sensitivity

Figure 4.9: These are the TDF measures of performance for both the simulated (a) and real (b) plumes. In both cases, the performance is worst when the sensor properties are such that the rise time is much longer than the fall time. The properties are more strongly favorable when the sensor rise time is quite short, and the sensor reading decay time is quite long.

Figure 4.9 gives the TDF measures of performance of simulated and real plumes. Both cases are similar in that they indicate that short sensor rise times are favorable, and long sensor decay times are favorable. Figure 4.10 also indicates this, though more strongly.

Figure 4.10: These are the DDF measures of performance for both simulated (a) and real (b) plumes. These have the same general performance indications as those found by examining the plots given in Figure 9.
4.3. MEMORY LENGTH SENSITIVITY

Figure 4.11: These figures illustrate the actual success rate (out of 1.0) of agents tracking the plume to its source. Interestingly, the two models differ in their predictions about optimal behavior.

Figure 4.11 gives the performance of one hundred independent runs on the tracking in terms of the fraction (1.0 is all agents) of agents that actually find the source. The simulated data set indicates that the value of the rise times can vary largely when the decay time is long, providing intermediate performance, while the real data set implies that this is not the case. This discrepancy arises from the differing plume properties, indicating that the requirements of differing plumes will not be identical, but rather will vary with the plume properties.

Empirically, we have found that the simulated plume has a larger gradient along the plume axis than the real plume, exhibiting a change in the concentration of the plume along the plume axis. The real plume is much more uniform than the simulated plume, exhibiting a very small change in the concentration of the plume in the downstream axis. This may be the reason for the differing sensor attribute effects, though a more thorough study of these properties is beyond the scope of this paper. However, in both cases, the best performance occurs when the sensor properties are such that the rise time of the sensor is small and the decay time is long. We consider this to be an important attribute of successful sensors. Note that the decay time need not be a function of the sensor, but rather may be simulated in either discrete electronics or in software.

4.3. Memory Length Sensitivity

In the MOSSA, no wind information is needed to track the plume upstream. In theory, this algorithm may work as in Figure 4.5 in the perfect laminar steady state plume. However, in practice, there exists no gradient (other than a probability gradient for concentrated packets) to base the behavior on. Thus, the actual track is much more variable than that given in Figure 4.5. Rather, we have the situation given in Figure 4.12.
In general, it is empirically determined that one critical parameter in MOSSA is the length of time for which a particular high density measurement is retained in memory. More concretely, we model the behavior of the measure of the greatest previous measurement $m_0$ occurring at time $t_0$ to be

$$m = m_0 a^{-t}$$

where $a$ is some positive number between 0 and 1. The use of this in a real plume comes from the uniformity of the plume, and the existence of high density packets throughout the plume. For instance, if the agent encounters a high density packet downstream, there is absolutely no way it can track upstream outside of executing a spiral and eventually stumbling on the source without ignoring or somehow reducing the measurement it previously made.

The difficulty in utilizing this method derives from the fact that if the rate at which the maximum measurement decays is excessive, the agent will simply retrace its steps indefinitely. On the other hand, if it is too small, the agent will never adapt to the new levels, and will experience one large-intensity packet, spiralling indefinitely from that point forward.

We investigate this parameter by initiating several independent MOSSA runs with differing parameter settings and reporting the performance measures. Each point is defined by one hundred independent runs, with all independent runs initialized 9 meters downstream, and one meter from the center of the plume.
4.3. MEMORY LENGTH SENSITIVITY

Interestingly, we obtain very different behaviors using the two models. In Figure 4.13, we give the TDF performance, and in Figure 4.14, the DDF performance on these runs. In both cases, we see that increasing the parameter $a$ improves the performance. That is, the longer the simulated runs remember what they’ve experienced, the better they seem to perform. However, this seems to have no effect for the real-data runs.

Of course, this makes sense because of the profiles of the different data sets. In the simulated data, there is a measurable spreading out of the signal downstream, while in the real data, there is no such large effect, with the only variation being extremely slight; remembering the maximum in an isotropic environment has little effect while remembering it in a variable environment has a large effect.
4.4. Wind Direction Sensitivity

A plume is generated by moving odorant carried by wind or other mass transport. It stands to reason that the determination of the direction of travel of the wind is enough information to cause the agent to travel to the source of the plume. Indeed, this is certainly the case in the natural world. Many (perhaps most) macroscopic mobile life forms seem to have the capability to track the wind or fluid flow; certainly most life forms that tracks odor have this capability. However, while animals have the ability to track the wind upstream, the level of sensitivity vs. behavioral averaging is currently unknown. Since the determination of direction can only be done approximately in any real instantiation, it is interesting and important to understand how the sensitivity of the wind direction sensor will improve the performance of the algorithm. This provides both clues to the reasons that animals might or might not have explicitly sensitive sensors, and motivation for generating wind sensors of a given sensitivity in the robotics world.

In this Section, we investigate the role of increasing the sensitivity of the agent’s wind direction sensor. We do this by first explicitly increasing the sensitivity. We assume that the agent knows two facts:

1. The wind is coming from the front, or
2. The wind is coming from the left or right.

This knowledge is tempered by a specific angular sensitivity. The agent is assumed to believe that the wind is coming from the front if the direction differs from directly ahead by less than some resolution $\theta$. We can vary the resolution and view the effect on the agent’s capabilities.

We secondly investigate the role of noise in the determination of wind direction. We motivate an understanding of why one might want to have noise, even artificially generated, when determining wind direction, and demonstrate this empirically. This would seem to indicate that, rather than evolving highly sensitive wind direction sensors, Nature may have opted simply for increasing the noise on a given wind sensor. This would seem to be a design paradigm easily adopted in the development of plume tracking agents.

4.4.1. Simulation Description. We carry out one hundred independent simulations on the two data sets previously described. Each agent is endowed with only very basic capabilities, and carries out the search in complete isolation from all other agents. Each agent has an olfactory sensor and a wind direction sensor. The sensitivity of the wind direction sensor, and its inherent noise, are variable.
Each agent data set consists of one hundred independent agent runs. All agents are initiated at 9 meters downstream and one meter above the center of the plume. This allows the plume to be quickly located, giving a good measure of the affect of the change in the agent’s performance due to the use of wind information. Note that since the agent will not move toward the source until it has located the plume, the maximum score is constrained to below 1. All agents have a uniform random noise in their movements. Each wheel is noisy in its determination of speed, with absolute magnitude of the noise constrained to 10% of the desired speed. This tends to produce spirals that are initially reasonably perfect, but later become very mishapen.

4.4.2. Explicit Sensitivity. As described above, the sensitivity of the (virtual) wind direction sensor used in this study is the free parameter. This sensitivity can be thought of as being the maximal deviation from directly ahead that will cause an error in the determination of direction – making the agent believe that it is going directly upwind when it is not.

![Figure 4.15](image)

**Figure 4.15**: The progression upwind of an agent endowed with a wind sensor with resolution (a) $\pi$ and (b) $\frac{\pi}{3}$ radians. The former travels over a significantly longer distance than the latter.

If the sensitivity of the agent is low, as in Figure 4.15a, the agent spends a great amount of time casting back and forth across the plume, while greater sensitivity provides more direct travel to the source, as in Figure 4.15b.

We examine the question by running virtual agents in the real and simulated data sets. The agents are initialized near position located 9 meters downstream and one meter from the center of the plume. Robots are considered to have arrived at the source when they come within twenty centimeters of the source.
4.4. WIND DIRECTION SENSITIVITY

Figure 4.16: The TDF and TDF\(^{-1}\) performance measures of the agent performing on the real plume data as the directional resolution is increased. The performance is monotonically increasing, but seems to level off (b) at between eight and ten directions. After this, the improvement seems quite small, indicating that eight directions, or a resolution of 0.40 radians, is sufficient for the majority of the gains to be had by increasing the angular resolution of the sensor.

In Figure 4.16 we plot the performance measure TDF and its inverse. As the inverse plot is linear, this indicates that the the gains from increasing the number of resolvable directions is a monotonically decreasing function. However, it also indicates that at no time will the improvements end. This means that the only constraint in the design of a wind sensor is its cost, as improvements in sensor resolution provide ever improving performance.

Figure 4.17: Plots analogous to Figure 16 using DDF rather than TDF. Notably, the plot in (a) is linear, indicating continuing rewards for increased sensitivity to direction. Plot (b) indicates a reduction of the returns as the number of directions increases.

Figure 4.17 also underscores this, providing the analogous plots using the DDF performance measure. Again, the inverse plot is linear, indicating decreasing returns. Moreover, the simulated plume reinforces this result, as the behavior of the agent is similar in the simulated plume to the behavior in the real plume.
4.4. WIND DIRECTION SENSITIVITY

4.4.3. Gaussian Distributed Noise. In general, the measurement of the wind direction by use of a single hair or multiple hairs is problematic, as it can be affected by the very turbulence that causes the nonlinear chaotic behavior in a plume. This means that determination of the exact direction is not particularly reliable, and that the given direction is an approximation to the true direction. In this SubSection, we investigate the effect of noise on the ability of a robot to find its way upstream.

While tracking a plume upstream using wind direction information, a choice of direction is made based on the wind direction sensor data, and possibly other olfactory data. Once the searcher believes it is travelling upstream, it will make a beeline toward the source. This is as we saw in Figure 4.15. However, if the determination of wind direction is continuous, and the searcher is convinced that it is not moving upstream, it will attempt to correct its direction, which in our case means rotating. The result is that the robot in question would seem to require more time to get upstream. However, at the same time, it gains precision in moving upstream, yielding an overall improvement, as can be seen in Figure 4.19.
4.4. WIND DIRECTION SENSITIVITY

Figure 4.19: This gives the effect of adding a large amount of noise to the instantaneous determination of wind direction. The constant correction of direction causes an average upstream direction, despite the limitation in the resolution inherent in the sensors.

This yields two competing tendencies. The first is that as the noise increases, the accuracy of the path increases, decreasing the path length. The second is that the price for accuracy is an increase in the time, as the time to correct the path becomes increasingly long. We plot these trends in Figure 4.20. In these graphs one may note that the increase of noise initially improves performance, but later damages it, as the path takes a prohibitively long time to complete.

Figure 4.20: In (a) we see the effect of increased noise on the distance travelled. This measure of performance is somewhat constant despite the ever increasing noise. This indicates that the distance travelled, which does not include distance travelled while turning, is relatively constant with the increase in noise. (b) indicates that the time initially decreases, and then increases, as the time spent making corrections increases.

What these graphs seem to indicate is that the plume tracker will benefit from a limited amount of noise. Moreover, increasing the base resolution of the robot from $\frac{\pi}{2}$ to $\frac{\pi}{3}$ does nothing more than shift the graphs, yielding the same overall behavior.
Thus, we conclude that differing resolutions will tend to have optimal noise levels, despite the deviation in precise noise level. The functional dependance of the noise level on the resolution would seem to be highly dependant on the plume, and the odor sensor properties.

4.5. Robot Trials

The true test of any robotic algorithm is its development on a robotic platform. While it is not possible to properly implement these algorithms and generate meaningful statistics on a robot outside of a continuous flow system, we generated anecdotal data about the implementation, yielding information about its applicability, and information about required variations to the basic strategy.

The test bed for our robotic implementation is a robot developed by Owen Holland at the University of West England, now called the Moorebot. Its fabrication and development of control software were done in the Caltech Microsystems Lab by the author, Adam Hayes, and Ladd Van Tol. Its basic system is a 386 processor produced by AMPRO\textsuperscript{TM} Computers, and a custom motherboard and chassis developed as indicated above. The robot is powered by a sealed 12V lead acid battery, and moves via two powered wheels and a castor wheel at one end of the robot. Custom hardware developed here at Caltech include proximity sensors and communication beacons, as well as the various hardware items designed to measure odor concentration and wind direction.
Along with the AMPRO CoreModule\textsuperscript{TM}, the PC104 stack contains a PCMCIA card connected to a radio LAN. The system is a stripped version of RedHat 6.0 Linux, and all system files are fully contained on a 124 Mb solid state hard drive.

Both BSA and MOSSA have been implemented on this test bed, the latter simply as a result of the failure of the first. The plume system is similar to that described in Chapter 3, although it was necessary to increase the number of steamers to four, due to the insensitivity of the polymer sensors. All runs were conducted in an arena of size 20’×20’. Because the arena in which these trials were conducted is not adequately ventilated, water vapor quickly saturated the arena (within 15 minutes), making any measurements with the sensors impossible. As a result, we only describe our success with the two algorithms, and do not offer any systematic experimentation or statistics.

All trials of both BSA and MOSSA conducted with new polymer sensors (see Appendix A) and in an arena with little or no water vapor were successful. The trials were typically started approximately twenty feet downstream from the source. As the plume was in reality a jet, its extent was not known. However, the runs in

\begin{figure}[h]
\centering
\includegraphics[width=0.6\textwidth]{moorebot.png}
\caption{The Moorebot.}
\end{figure}
low saturation conditions typically employed large spirals at the distal end of the plume, and employed alternating tight spirals (casting) in the proximal plume.

As the arena became more saturated, it became necessary to alter the algorithm. This was the origin of the MOSSA algorithm. This algorithm was successful only in low concentration conditions, and failed entirely as the olfactory sensors became completely saturated. In this regime, the MOSSA algorithm completed the task, while the BSA algorithm became hopelessly lost downstream in every run.

4.6. Conclusions and Generalizations to Swarms

The strength of the spiral algorithm in carrying out a plume tracking behavior derives from its robustness in localizing a source from any given initial position. If the source of the plume and its associated plume is of physical extent equal to or greater than the distance between any two successive spirals, the search algorithm will find it.

The spiral algorithm is affected by many parameters which help to define its instantiation. These include the sensor properties (which are generally fixed by the physical attributes of the sensor used), the decay time of a maximum sensor reading, and the sensitivity and inherent noise of the wind direction sensor. We by no means limit the parameters to this list, but have investigated these as we believe that these are of primary importance. Perhaps the most surprising result of this study is the advantageous property of wind direction sensor noise in localizing the plume.

We have not found, in this Chapter, any properties that may be improved by a swarm. Thus, we do not expect a swarm to be able to improve any of the aspects of plume tracking discussed here. Specifically, it is unlikely that a swarm will positively affect the speed in which a plume may be tracked, if the plume can be reliably detected throughout the search. This last condition, however, is not satisfied in the low density plume limit, and we expect that the only place where a swarm might be useful is in this limit. The next Chapter will focus on this aspect of plume tracking, and demonstrate that it is precisely this regime of plume tracking to which we may apply our swarm engineering. Moreover, we will demonstrate that there is little advantage to the use of a swarm in any other regime.

We have also noted that the behavior of our simulated agents in simulations utilizing both simulated data and real data is essentially identical. The behavior due to the “patchiness” in the data sets produced similar behaviors, as did all parameter variations with the exception of that resulting from the use of the MOSSA algorithm. In algorithms which used wind information, though the quantitative behavior
differed, the qualitative behavior was extremely similar. Thus, we conclude that in algorithms which make use of wind direction information, the use of the simulated data set will not differ significantly from the use of real plume data, and so we adopt it as our source of plume data, whenever the analogous real data is not available.
Swarm Extension of Plume Tracking

In the previous Chapter, we demonstrated that a simple spiral-based search algorithm can locate an odor plume, and a perturbation of a spiral can reliably track the plume to its source. The approach is virtually incapable of losing a plume \textit{when the plume is available in large concentrations}. However, the weakness of this approach, indeed of all single robot approaches, is that when a plume is particularly diffuse, the robot will often lose track of it. If lost for a long enough time, the robot may never recover the plume.

One approach to dealing with the loss of a plume is to give the robot some intelligence and have it search the local area thoroughly taking into account the direction of the wind and the relative position of the last hit. This approach would seem to be feasible if three conditions are met:

1. The robot has a large memory.
2. The robot is capable of localizing itself and other landmarks.
3. The robot is capable of reasoning the probable position of a plume given the previous hit, previous wind direction, and current wind direction.

If we assume that the robot has a good idea of the wind direction, its current direction, and enough memory to remember the last direction, the last condition is currently capable of being met. However, the first two conditions are problematic. The question once the first condition is posed is exactly how large the memory should be to accommodate whatever facts are required. The second condition requires that one answers the question of how landmarks may be recognized from multiple directions, a difficult problem from computational vision that has yet to be solved.

As we have previously stated, the approach we take here is a rather simpler approach. We propose to take a number of different robots of identical design, endow them with communication, and allow the \textit{swarm} to localize the source. The use of multiple robots means that one robot may receive an initial smell and recruit other robots to the area, allowing the other robots to search the local area while the first marks the spot of the first encounter with the odor. This allows multiple roaming
sensors to be used simultaneously in an identified region of search, providing good coverage, and a larger probability of finding either the plume or the source.

5.1. Experimental Plume Simulation

In this study, we are interested in exploring the regions of sensitivity of single simulated robots, and their swarm counterparts. We utilize a plume simulator created by Jay Farrell of the University of California at Riverside (Farrell et al. 1999) in all of these simulation experiments [15]. This simulator delivers odorant to the search space in the form of packets. Each packet is spherical in shape, has a well-defined size, and has a density which drops off as the distance squared \((r^{-2})\) from the center of the plume. Each packet is carried by a simulated wind downstream. As the packet ages, it widens, lowering its peak concentration, and increasing the area over which it has some influence. The wind is designed to emulate natural wind, and to produce plumes with meander. This allows one to investigate the effectiveness of plume strategies in variable wind conditions.

Many parameters are important in specifying a plume. We summarize these in Table 5.1.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Packet Initial Size</td>
<td>0.1 cm</td>
</tr>
<tr>
<td>Packet Growth Rate</td>
<td>10.0%/s</td>
</tr>
<tr>
<td>Wind Speed</td>
<td>1 m/s</td>
</tr>
<tr>
<td>Plume Length</td>
<td>10 m</td>
</tr>
<tr>
<td>Wind Meander Parameter</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Table 5.1: This table gives several of the parameters associated with the plume. The values given here reflect the condition of the plume in use. The wind meander parameter is a characteristic of the plume’s inherent spectral noise [15]. It is beyond the scope of this paper to thoroughly discuss this parameter.

A simple variation of the original simulator allows the concentration of the plume to be greatly varied, making study of the behavior of different algorithms under widely variable conditions possible. In Figures 5.1-5.3 we illustrate the various concentration levels, spanning three orders of magnitude. Notably, in the most sparse plume, the probability of encounter is exceedingly small.
5.1. EXPERIMENTAL PLUME SIMULATION

**Figure 5.1:** A simulated plume with 1 packet/second released into the simulated wind.

**Figure 5.2:** A simulated plume with 10 packets/second released into the simulated wind.
5.2. SENSITIVITY MEASUREMENTS OF THE SOLITARY SPIRAL ALGORITHM

The main question, then, is how the performance under these extreme conditions may be improved by use of a swarm. In the next section, we illustrate the sensitivity limitations of single agents. The intention is to use this as a baseline for measuring the performance of minimally communicating swarms, and of explicitly communicating swarms. Careful examination of these questions may yield strategies for dealing with very sparse plumes, such as those produced by explosives or nonvolatile chemicals.

**5.2. Sensitivity Measurements of the Solitary Spiral Algorithm**

We choose as a baseline performance that of the solitary spiral algorithm in which a single agent performs a plume tracking behavior independently. In this simple case, the agent, as illustrated in Chapter 4, will be completely self-sufficient, neither using information from other robots, nor affecting other robots.

Our measures of performance are scaled performance measures, giving the relative performance of the robot using the given algorithm to one with perfect knowledge which may turn directly toward the target and move right to it. These are defined by

\[
TDF = \frac{t_{\text{min}}}{t_{\text{actual}}}
\]

and

\[
DDF = \frac{d_{\text{min}}}{d_{\text{actual}}}
\]

*Figure 5.3*: A simulated plume with 100 packets/second released into the simulated wind.
where $t_{actual}$ and $d_{actual}$ represent the time and distance expended and travelled, respectively, and $t_{min}$ and $d_{min}$ represent their minimal counterparts.

Moreover, we report on the arrival times and distances of the first agent to arrive given a particular plume concentration and number of agents. As we increase the number of solitary searchers, we expect this performance to improve, on average. The amount that it improves as well as the numerical values of these average runs provides us with a view of how different methods of communication may be exploited to more quickly locate an odor source.

Finally, we report on the performance of the group of robots. For each parameter setting, we report on how many robots make it to the source in a span of ten seconds. All robots are initiated in a random initial position centered around twelve meters downstream. As the plume extends only ten meters, the robots must first locate the plume, and then track it upstream. The robot is considered to have arrived if it is located to the left of the origin and is between $-1$ m and $1$ m from the origin. It must also have detected some odorant in order to have arrived. A sample track is given in Figure 5.4.

The robots have a maximum speed of 17.0 meters per second, an angular resolution on the wind sensor of 90°, noise on each of the two wheel motors causing a variation in the speed equalling up to 10% of the commanded speed, and noise on the wind direction sensor with a guassian distribution and standard deviation 45°. This robot configuration is used throughout this paper.
We first observe the success rate of the group of robots in obtaining the source. Figures 5.5-5.7 give the sensitivity curves for three group sizes.

**Figure 5.5:** This figure gives the success rate of 10 robots searching for the source of the plume. The turning point, located at a density of \(1.8\) packets per second (\(\sim 4\) log scale) is the turning point of sensitivity for the robots, after which more than half the maximum performance of the robots is obtained.

**Figure 5.6:** This figure gives the success rate of 50 robots searching for the source of the plume. The turning point is located at a density of \(1.8\) packets per second (\(\sim 4\) on this log scale). This performance is identical to that given above. This is to be expected, as each robot is performing the same behavior.
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Figure 5.7: This figure gives the success rate of 100 robots searching for the source of the plume. The turning point is located at a density of $\sim1.8$ packets per second ($-4$ on this log scale). This performance is identical to that given above. This is to be expected, as each robot is performing the same behavior.

These figures illustrate a design limitation of the basic spiral algorithm. This limitation is that at densities lower than emissions of 1.8 packets per second, fewer than half of the maximum number of robots will reach the source. Interestingly, the percentage of robots arriving does not drop absolutely to zero at lower concentrations. This means that sometimes the robot is capable of finding its way to the source despite the low concentration. This is illustrated in Figure 5.8.

Figure 5.8: In this figure the trail a robot follows in tracking a plume to its source is illustrated. The robot in question encounters a packet, travels upstream for a short distance, and initiates a second spiral. This second spiral is successful in finding the source of the plume.

The probability of this occurring is not zero, but it typically occurs near the source, and requires only a small final search for the source.
We may investigate the TDF and DDF performance measures to obtain a more complete view of the group performance. These are given in Figures 5.9-5.11.

Figure 5.9: This gives the TDF (a) and DDF (b) performance measures for a group of ten non-interacting robots searching independently. The small TDF value indicates that the robot moves at a net speed that is much lower than the maximum speed. However, the value of DDF is much larger, indicating that the waste is not in the distance travelled, but rather that the average speed over the entire track is small. Note the turning point is at a higher concentration than that given above. This would seem to indicate that the point at which the time and distance-based measures turns over is at a higher concentration than that at which the robots are merely likely to find the source in the specified time. The effect would seem to be identical to that of reducing the search time from 10 seconds to some smaller number.

Figure 5.10: This gives the TDF (a) and DDF (b) performance measures for a group of fifty robots. The performance is very close to that of the 10 robot case.
The small value of TDF in Figures 5.9-5.11 indicates that the robot tends to move at a net speed that is much lower than the maximum speed. However, the much larger value of DDF indicates that the waste is not in the distance travelled, but rather that the average speed over the entire track is small. One would expect this in a spiral-based algorithm, as linear progress in any particular direction is progressively slower as time passes and each loop becomes larger. Note the turning point, or point of inflection, in the TDF and DDF graphs is at a higher concentration than that given in the success rate graphs. This would seem to indicate that the point at which the time and distance-based measures turns over is at a higher concentration than that at which the robots are merely likely to find the source in the specified time.

Note that the performance measures do not change with group size. This is expected, as the performance of any one agent, upon which the performance measures are based, is not dependant on the size of the group. Thus, the average performance should be fairly constant across group sizes, tending to a finite limit as the group size increases.

Finally, we report the minimum distance and time to source location as a function of the group size.
As one might expect, this is a monotonically decreasing function of plume concentration. However, this reflects only the fact that any agent is more likely to interact with the plume when it is dense than when it is sparse. Another expected characteristic of the performance is that each of these measures is a decreasing function of group size (which we illustrate with the minimum search time and minimum search distance in Figures 5.13 and 5.14). This simply reflects the greater probability that at least one member of the group will interact with a plume when the group is large than when it is small.
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Figure 5.13: Both the turning point and absolute minimum of the arrival times are decreasing functions of group size, as is illustrated here with three minimum time paths.
5.3. SWARM ENGINEERING IN PLUME TRACKING

Swarm engineering is the process of designing a system in which the agents of the system have a simple behavior which when combined produces a global behavior of interest. This behavior need not be an explicitly designed behavior of the system, though swarm engineering does not preclude this. Global group behaviors not explicitly designed in the creation of a system are emergent behaviors. We now turn to the investigation of the use of formal swarm engineering techniques in the generation of robust plume tracking behaviors capable of locating plume sources of diffuse odor plumes.

5.3.1. Implicit Communication. We define the formal method of swarm engineering by two steps.

1. Generation of an appropriate group based swarm condition.
2. Generation of a behavior to be taken by each of the elements of the system which satisfies this condition and generates the appropriate behavior.
The combination of these two steps can be expected to yield a desired global behavior.

In Sections 5.1 and 5.2, we examined a plume tracking algorithm that may be implemented on a single robot. This algorithm has a number of attractive qualities including the ability to track plumes that are nearby or far away, as well as the ability to track nearly directly upstream in the presence of a well defined plume. The main weakness in the algorithm is the position of its point of inflection, a rather high concentration.

If we examine the behavior of a large number of agents carrying out the single plume tracking behavior we initially note that without any implicit or explicit communication, the robots tend to cover area in their search that other robots might have already gone over or be going over at the same time. This leads to inefficient searches of large areas, characterized by Figure 5.15.

![Figure 5.15: This figure gives the behavior of ten robots carrying out a general plume tracking algorithm. Most notably, the paths overlap greatly, reducing the efficiency of the search.](image-url)
One simple correction to this problem might be to initially distribute the robots around the search space. However, in open-ended search algorithms, this is not possible, as the search space is not known ahead of time. Any attempt to canvas the space would amount to nothing more than increasing the starting area, simply reducing the speed at which this fundamental problem needs to be dealt with.

We thus have a swarm condition. We require a swarm behavior that will increase the search space of the set of robots with only a minimal change to the algorithm. This allows us to more adequately cover large spaces, and to find the source quickly.

**Swarm Criterion:** Local behavior must increase the search area, reducing the overlapping search spaces.

We now investigate one simple algorithm which will satisfy this swarm condition.

**Swarm Design:** Robots located in high robot density areas will seek low density areas. Robots in low robot density areas will execute WBSA.
This simple design modification adds one level of complexity on top of the simple wind-based plume tracking algorithm discussed above. In this strategy, the robots execute an avoidance behavior when in the presence of many other robots. This is implemented in the following way: each robot has a beacon which is always on, and broadcasts to other robots. Each robot is aware of the signal and signal direction of the other robots. The broadcast intensity drops off as a function of the square of the radial distance between any two robots. If the sum of the broadcast intensity is above some threshold, the robot calculates its centroid, and moves directly away from the centroid as fast as possible. If the sum is below that threshold, the robot will carry out a simple plume tracking behavior. Figure 5.17 illustrates this behavior.

![Figure 5.17: This gives the behavior of a self-avoiding swarm of robots. Each snapshot is separated by 0.3 seconds of simulated time.](image)

Note that this behavior need not be mediated by a beacon on each of the robots. Rather, it may be mediated using visual sensors, obstacle avoidance sensors, etc.

This algorithm produces robot paths similar to those given in Figure 5.18.

\(^1\)See also distributed search, (Gage 1995).
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Figure 5.18: The behavior of the robots is quite different when utilizing the avoidance behavior in the presence of a small number of robots (a) and in the presence of a large number of robots (b).

Note that these behaviors are quite different. The behavior in Figure 5.18 (a) is that of a typical robot in the presence of a small number of other robots. In this case, a minor amount of avoidance is necessary. However, in the presence of a large number of robots as in Figure 5.18 (b), the behavior begins to be dominated by avoidance and exploration of what seems to be space on the fringe of the swarm. We can therefore expect large differences in performance by our performance measures in these two cases.
If we examine the behavior of the swarm in the small swarm case, we find comparable behavior to that found in Section 5.3.

![TDF Variation with Plume Density](image-a)

![DDF Variation with Plume Density](image-b)

**Figure 5.19:** The behavior of the TDF performance measure and the DDF performance measure is very comparable to the same measures given in the independently acting agent cases with similar group sizes.

The TDF and DDF performance measures given in Figure 5.19 correspond well to their counterpart measures in the independently acting robot case. At these levels of robot density, the effect is rather minimized. Interestingly, the range of values over the entire range of plume densities is slightly smaller than the same in the noncollaborating case. Moreover, the entire graph is actually shifted downward, in comparison to the noncollaborating case. This would seem to indicate that the collaboration impedes the search of at least one agent, and this impedance is sufficiently strong to offset any possible benefit. Indeed, from these two graphs, it is hard to see how there might be any benefit at all.

The performance measure of success rate is also quite comparable to the previous data sets, exhibiting comparable turning points and measures.

![Success Rate Variation with Plume Density](image-c)

**Figure 5.20:** The performance measure of the success rate is also quite comparable to the same in the case of a small number of robots in the previous model.
Finally, (Figure 5.21) for a small number of robots, the minimum arrival time and minimum arrival distance seem not to be strongly affected.

![Figure 5.21](image)

Figure 5.21: These data for the minimum search time and minimum search distance for the avoidance low density swarm are quite similar to that given above in the non-swarming case. However, both data sets are shifted down a bit from the independent agent data. This indicates a positive effect of the swarm strategy is that the first agent will tend to arrive in a quicker time and with a smaller overall time.

Thus the data are comparable to that given above.

The situation radically changes as we increase the number of robots. This is to be expected from the difference in the trajectories of the robots. As the robots become increasingly mutually disruptive, their ability to explore becomes severely curtailed. This means that robots that are near the source may not find it because instead they are moving away from other robots. While the expansion will help a select few to find the source, this may be a small proportion of the group of robots. We see this reflected in Figure 5.22.
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One interesting effect, however, is that the minimum search time does not increase, but rather decreases, as does the minimum search distance. This is the average time and distance used by the first robot to obtain the target. This time is expected to improve as the effect of the group interaction is the increase in the size of coverage of the group by many times, as is apparent in Figure 5.23.
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5.3.1. Minimum Search Distance Variation with Group Size

In very large fields, the interaction term of small mobile robots may be effectively zero by design. This line of inquiry indicates that it behooves a designer of a robot search system to implement an avoidance behavior of the scale of interest of the problem. Moreover, if the size scale of the plume is much greater than that of the robot, a deliberate avoidance behavior may be beneficial to the performance of the swarm.

5.3.2. Explicit Communication. Aside from the ability of the preceding swarm algorithm to find the source of the plume more quickly and using a searcher which requires less time, the performance was not particularly promising. All of the performance measures recorded a reduction in functionality as the group size increased. We regard this as a failure of the swarm design condition, as it seems not to have accounted for the increased time and effort requirements of the swarm. Thus, it would seem to be necessary to alter the swarm requirement to allow methods of overcoming the difficulties.

Swarm Criterion: The swarm must, at the individual agent level, use the spiral search algorithm. It must expand in areas of little or no density of odorant, and contract in areas of large density, while making progress up the plume in measurable odorant density areas.

This condition does a number of things at once. First, it requires that the swarm be capable of implementing a standard WBSA at the individual level. In the absence of any other agents, a single-agent swarm will be virtually indistinguishable from any other single agent. Next, it requires that the swarm be a space-filling entity in areas of low odorant density. This behavior would seem to allow the swarm to efficiently fill a space and discover any source of odorant or plumes. The swarm
must contract upon a plume or odorant source in order to concentrate resources in areas where the odorant may be found, but also be sparse. Finally, the swarm must progress upstream. This precludes any kind of communication that brings the robots back downstream.

We implement these conditions by making a few addendums to the previous low-level behavior described in Chapter 4.

**Swarm Design:** Robots located in high density areas will seek low density areas. Robots in low density areas will execute WBSA. If encountering an odorant, a robot will turn on a beacon to call other robots, and continue to execute WBSA. Those robots downstream from the emitting robot(s) will converge on that (those) robot(s). Convergence behavior will take precedence over expansion behavior. The beacon will stay on for a predetermined period after the loss of the signal.

This algorithm satisfies the design requirements of the swarm, and we now turn to an analysis of the swarm behavior.

Firstly, the algorithm uses the same expansion protocol as given above. This performs identically, and so will not be revisited.

As in the first swarm design, we expect the performance on the small data sets to be similar to that of the independently acting robots.

![Graphs](image)

**Figure 5.24:** The small group (10 robot) behavior of TDF and DDF is similar to that of the independent robots, and the noncommunicating swarms. However, the range of TDF is roughly twice that of the other counterparts, changing from 0.00015 – 0.0016 to a range of 0.0015 – 0.0050. Likewise, DDF transforms from a previous range of approx. 0.08 – 0.12 to a range of approx. 0.08 – 0.24.

While the behavior is indeed similar to that expected, the range of performance measure values is greater than previous performance measure values (Figure 5.24). We can understand this result in the following way. The robots which interact with
the plume will tend to redirect other searching robots to the plume. This means that these robots will be more likely to quickly interact with the plume. On average, this is a nontrivial effect, and creates the shift in the TDF and DDF performance measures even at this small number of robots.

The success ratio performance measure does perform as expected. However, the number of successful robots approaches 100% on average more quickly than either of the other two models. More concretely, the inflection point is toward the lower end of the concentration measure than the other two.

![Success Rate Variation with Plume Density](image)

**Figure 5.25:** The behavior of the success rate performance measure is very similar to the other two models. However, the inflection point, located at -5.5, is at a lower concentration than that of the other models. This reflects the recruitment capability, yielding both agents which may find the plume, and agents that will recover losses of the plume.

Again, this is expected, as the recruitment both aids in the search for the source, and helps in the recovery of a lost plume.

The minimum arrival time and minimum arrival distance do not have any significant different character than their counterparts in the noncommunicating model. There is a slight improvement in the minimum distance, as one might expect since the swarm will expand. However, this is minimal.
Thus, as expected, the behavior of the small group is nearly identical to that of the previous models.

The performance of the swarm changes greatly when the swarm size increases. Firstly, we examine the performance on the TDF and DDF performance measures. These are given in Figure 5.27.
In contrast to the performance of the previous two models, the performance improves as the number of robots increases. The improvement in performance is in addition to the overall improvement in these performance measures over their counterparts for the other two models. Numerically, the range of TDF for 50 robots is between 0.0013 to 0.0051, whereas its counterparts in the noninteracting and self-avoiding swarm models have ranges of 0.0014 to 0.0017 and 0.001 to 0.0015, respectively. Thus, while the lower end of the performances is comparable, the higher end is significantly different from the other two models. Similar results are apparent for the DDF performance measure. In this case, the non-interacting robots have DDF values ranging from 0.08 to 0.14, while the self-avoiding swarm has DDF values ranging from 0.07 to 0.13. The communicating swarm has DDF values ranging from 0.11 to 0.49. (Note that 1.0 is completely impossible in this model, as described above, since the robots must first find the plume.) We plot comparative measures for 50 robots in Figure 5.28. Similar performance has been measured for larger numbers of robots, but is not presented here.
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The most important result here is that the performance of the swarm is significantly better than that of the other models. This improvement in performance is not restricted to the shift upward of the graph. It is also in the shifting to the left of the graph. This means that the point of inflection of the graph, which is a measure of the sensitivity of the swarm to the plume, is also shifted to the left. This indicates that some plumes which are not capable of being reliably located by single robots or self-avoiding swarms may be reliably located by this model of communicating swarm. This is an important result, as it indicates a significant benefit in the use of a swarm over multiple instantiations of a given robot.

Our next performance measure is the success rate of the algorithm. In Figure 5.15, we plot the success rate of the swarm for 50 and 100 robots.

**Figure 5.29:** These are the success rate performance measures of the swarming algorithm. Both the 50 robot and 100 robot are sharply increasing at a concentration of -4.5 (log scale). The performance of both algorithms is very similar, indicating that the sensitivity increase occurs by the swarm size of 50 robots.
In this graph, we find that the performance is has its inflection point at approximately -4.5 on a log scale of plume intensity. Moreover, the performance of the 50 robot swarm and that of the 100 robot swarm is extremely similar, and to experimental error, are overlays of one another.

One interesting attribute of this data is that the performance measure is not identically one at plume high concentrations. This is contrary to intuition. Further investigation reveals a slight error in the collaboration, which causes this unexpected result. This error causes

![Figure 5.30: These screenshots of the swarming process provide an explanation for the variance in the performance. Some of the robots responding to the recruitment signal find their way to the source (b), but then wander away from the group (c).](image)

some of the robots to wander away from a group of robots despite their effective recruitment. This is a correctable error, but has been left in so that we may illustrate the strength of the swarming approach.

Comparison of the performance of the performance on this performance measure with those of the non-interacting and self-avoiding swarm models yields a view of how much of an advantage this swarm has over the previous plume tracking model.
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The inflection point of the performance measure of the communicating swarm is significantly to the left of the other two models. The difference in position is two log levels, indicating a significant difference in concentration between the points at which the self-avoiding swarm and non-interacting robots become reliable. This means that, as a reliable plume tracking entity, the swarm is more reliable at significantly lower concentrations than the other two models.

Finally, as we would expect, the minimum distance to the plume source and the minimum time to the plume source decrease as the number of robots increases. However, what is not expected is that the plots also shift leftward to lower concentrations. This behavior was not evident in previous models.
This indicates that there is some degree of help in achieving the plume at low concentrations. In other words, one agent may be able to find some odorant, and recruit others who eventually find the source. This form of aid has been seen elsewhere (Hayes et al. 2000) and is the subject of study.

A comparison of the three models on these last two performance measures indicates that there is a no initial advantage, but that as the group size grows, the advantage increases.
Moreover, the performance of the communicating swarm eventually overtakes that of the self-avoiding swarm, again indicating that some second order effect of the communication is at work.

5.4. Discussion and Concluding Remarks

In previous Chapters we noted that the only information required for plume tracking is the direction of the wind and the local concentration of odorant. A swarm will add little information about the direction of the wind, but may be used to concentrate search effort on a location that has a verified likelihood of containing the source. What we have illustrated is that a swarm of interacting robots is capable of tracking plumes of very much smaller density than those that can be tracked by either independent or semi-independent swarms.

The distinction between tracking with swarms and tracking with independent or semi-independent swarms is important. It is, as our data would seem to indicate, not sufficient to cover an area with robots. Rather, the robots must share information about the area, and use this to focus the search. This means that the swarm, viewed as an entity, must have the ability to react to local conditions, and to re-arrange itself based on these conditions. In this way, the swarm may accurately locate the source of the plume.

In fact, these requirements are exactly the requirements we specified at the outset of our swarm engineering effort. It would seem, then, that although we have not been able to analytically express the conditions required for swarm-based plume tracking, it was sufficient to state them clearly, and to generate a simple microscopic behavior.
that produced the desired macroscopic effect. In the next two Parts of this Thesis, we shall examine systems for which we can produce an analytic description of the desired swarm characteristics. However, it is worth noting that the two processes, that of generating an analytic expression or set of expressions to describe the system, and that of generating an empirical understanding of how the system works, are actually equivalent, in that their final goal is a concise description of the system. The key in both efforts is to produce a condition on the individual agent which, when satisfied, will generate the desired group behavior. This exactly what we have done, in a completely anecdotal way, determined by our experience with the problem generated in the work presented first two Chapters of this Part.
Part 2

Puck Clustering and Distributed Construction
CHAPTER 6

Introduction to Puck Clustering

6.1. Introduction to the Part

The past few years have seen a great deal of work on autonomous robots which cluster objects (Holland 1996, Franks et al. 1992, Karsai and Penzes 1993, Bonabeau et al. 1998, Camazine et al. 1990, Deneubourg et al. 1991, Melhuish and Holland 1996, Beckers et al. 1994, Maris and Boekhorst 1996, Kazadi 1997). In such a system, objects are manipulated by individual agents which are endowed only with local interaction rules. Despite this apparent deficiency, the agents in question are capable in many cases of causing clusters of objects to emerge, and eventually, to generate a single cluster. These systems exhibit emergent behavior, as their global behavior depends on the emergence of group behaviors not explicitly designed at the agent level rather than the explicit cluster-building design. This indicates that simple behaviors may be combined in such a way as to produce desired global behaviors, one of which might eventually be rudimentary construction behavior.

One would like to understand what the minimal requirements of a system might be in order to generate a predetermined complex global behavior. Once these minimal requirements have been established, the system design may be done in any of a number of different ways that leads to the desired global behavior.

This Part develops a series of theoretical arguments which propose a set of conditions under which a system will result in the collection of all pucks into a single cluster from any set of initial conditions. We model the system under simple rules and ask what these rules imply about eventual equilibrium points. The movement of a puck from one cluster to another is modelled as a transport process which is mediated by the robots. In our model, robots are constrained to carry only one puck at a time. Therefore, a robot is able to deposit its single carried puck into a cluster or, if empty, is able to remove a puck from a cluster. If the deposit or removal of a puck is viewed as a random process, the probability that a puck is deposited in a given cluster is dependant on the number of robots in the system carrying pucks and the effective cross section of a cluster to the puck-carrying robot. Conversely the removal of a puck is dependant on the number of empty robots and the corresponding cross section of a cluster. The system can therefore be modelled
as a diffusion process in which each cluster of radius $R$ has different cross sections for puck evaporation $f(R)$ and condensation $h(R)$. The equilibrium point of the system will therefore depend on the nature of these cross sections.

We depart from previous methods of generating puck clustering swarms in an important way. This approach is to determine the condition(s) that must be satisfied in order for a particular final result to occur. Our goal is to illuminate a design requirement for robot systems undertaking this task, rather than to prove that any one single design will complete the task. The approach allows for the creation of many different strategies, all of which may lead to the final desired system. We do not make any attempt to address the design of efficient algorithms, deferring this to another later work.

6.2. Previous Puck Clustering Work

Puck clustering teams are an example of work done in the realm of minimalist design using robot groups and simple actuators (Holland 1996). These systems consist of robots which have very simple controllers including a small amount of memory (if any at all) and rigid hierarchical controllers. This view has gained increasing support as ever more interesting systems are designed using robots of this design paradigm. The allure of these systems stems from the ability to use very simple robots to achieve complex tasks, and obtain behavior that is similar to some intelligent behavior.

Initial biological studies of insect systems (Franks et al. 1992, Karsai and Penzes 1993) indicated that ants and termites are extremely simple creatures carrying out very simple algorithms. The behavior of ants and termites is extremely rigid and specific, yet their nests can be extremely efficient, flexible, and adaptive. Work on systems designed to take advantage of this newly discovered emergent property of systems of rigid agents has uncovered interesting design paradigms governing possible construction techniques and optimal resource exploitation algorithms (Bonabeau et al. 1998, Camazine et al. 1990, Deneubourg et al. 1991, Melhuish and Holland 1996). These studies indicated that simple rules and stigmergic actions were all that were required for the construction of complex structures. This formed some of the motivation behind the robotic test cases in which the first construction task, that of assembling a cluster of pucks, is undertaken.

One of the earliest attempts to design puck clustering robots came from Beckers et al. (Beckers et al. 1994). In this study, a group of robots is equipped with a curved passive gripper in the front of the robot. This gripper is capable of clustering “pucks” and holding them as the robot moves. When three or more are clustered in the gripper, it triggers a backup motion, which leaves the pucks where they are.
Average simulations of three robots take just over an hour and a half to complete. In the final stable state, a single cluster is formed. The system is capable of forming the same stable state with one robot, but this takes a concommittant longer time.

Maris and Boekhorst (Maris and Boekhorst 1996) present a system that is similar to that of Beckers et al. However, in this study, the robots do not have grippers, and so cannot recover pucks that have been lost near a boundary. In their case, pucks are pushed until a barrier (which may be another puck) is encountered, at which time the puck is left behind and the robot turns and goes in another direction. Once a cluster is big enough it becomes stable, as the robot cannot any longer approach the cluster and take off pucks. In this study, many clusters of size one or two were created near the boundaries, though other larger clusters were found in the interior of the arena. There was no global cluster formed, though one or two large ones were formed.

Kazadi (Kazadi 1997) constructed a single-robot system capable of forming clusters of pucks. In this system, the robot was designed with a gripper, similarly to that of Beckers et al., and sensed the pucks with infrared sensors, rather than with mechanical motion. This allowed a smaller perturbation to the system when encountering existing clusters than the design of Beckers et al. The robot itself was designed with all of its actuators and electronics physically located within the circle for which the gripper was a diameter. In this system, the robot clustered the pucks along the walls of the arena, yet avoided losing pucks to the arena walls. A typical robot clustering experiment is depicted in Figure 5.1.
Figure 5.1: A puck clustering robot clustering randomly placed pucks into a single cluster.
We do not consider here the larger general field known as puck collection in which the requirement that the agents not originally know where the pucks are to be collected is relaxed. A large body of work has been done on this, including in applying learning algorithms to the group task (Mataric 1992, 1993, 1994).

6.3. Clustering Definitions

We take a moment here to make a few definitions. These definitions will help us to focus our discussion on a specific set of systems, rather than a large number of very different systems. A number of systems exist in the literature, all using the term “clustering”. We draw distinctions in the way in which these systems work, and so we describe them now as differing entities.

Firstly, any process in which a group of objects is clustered into a single pile is either a clustering process or a pseudoclustering process. The distinction between the two processes lies in the way in which the clustering occurs. In a clustering process, there is a time-averaged net flow of pucks toward a single final destination, or at least away from a given initial point. This may include components of flow that move in either of the two directions, producing a net flow as indicated. However, a pseudoclustering process depends on the removal of clusters to produce its clustering effect. That is, it is necessary that two or more clusters exist, and there is an equal probability of removal from either cluster. In this case, the clusters that are smaller will tend to be removed more quickly, and once removed, the constituents of these clusters will be added to the remaining clusters. In this case, there is no specific tendency to place the constituents on larger clusters rather than smaller clusters. This means that the creation of a single cluster is not driven by the system, but rather a result of a large number of random events.

Though we do not show this here, there is a further consequence of this distinction. The dynamics of the two paradigms under increasing numbers of clusters vastly different. In clustering paradigms, the rate of convergence is expected to be polynomially dependent on the number of pucks in the system. This is certainly not the case for a pseudoclustering paradigm in which the rate is expected to be an exponential function of the number of pucks. The difference in scalability is quite compelling, as it indicates that only true clustering may be extended to large numbers of pucks of the order of $10^6 - 10^{10}$, which may be required for realistic construction processes. The distinction is a possible source of further research, but is not discussed in detail here.

We can mathematically define clustering and pseudoclustering in such a way as to create a distinction between the two. Clustering is any process in which the average rate of change of size of the smallest cluster in the system is a negative polynomial
function of the size of the cluster. Pseudoclustering is any other process. Note that pseudoclustering does not preclude the formation of a single cluster. Rather it speaks only to the scalability of the system to larger sized systems.
CHAPTER 7

General Theoretical Arguments

In this section, a system of two clusters is considered. This is the simplest possible clustering task. In such a system, two clusters have been formed, and the desired goal is the eventual clustering of all pucks in one of the two clusters. General conditions under which we may expect these clusters to evolve under the action of the robots to create a single cluster are derived. We do not make any assumptions in this or any later section regarding the physical dimension of the system, and our results may be generalized to any applicable system in any number of dimensions.

In this section, it is assumed that the robot medium is *perfectly mixing.* This means that the probability that any given robot will interact with any given cluster depends *only on the size of the cluster,* and not the history of the robot. A generalization of this result under imperfect mixing conditions is discussed in Section 7.4.

7.1. General Considerations

7.1.1. Two Cluster Dynamics. Consider a system of two clusters and \( n_c \) robots. Let the clusters \( C_1 \) and \( C_2 \) contain \( n_1 \) and \( n_2 \) pucks, respectively. Assume that the robot media is perfectly mixing, and that the probability of any one cluster having an interaction with a robot is dependant only on some monotonically increasing function of the size of the cluster. At each interaction with a cluster, a robot will determine whether or not the cluster should have a puck removed or deposited. If a puck is to be removed and the robot is not carrying a puck already, then the robot will remove a single puck from the cluster. If, on the other hand, a puck is to be deposited and the robot is carrying a puck, the puck will be deposited in the cluster. We assume that these are the only two interactions possible, and that each robot can hold only one puck at a time. Such a system behaves as a simple diffusive system. In this system the two cluster system can be likened to two reservoirs of pucks mediated by some transport environment containing \( n_c \) robots.
Figure 7.1.1: This is an abstract view of a puck-clustering system. In this view, the clusters are effectively reservoirs of pucks, and the robots are simply pathways for pucks to move between clusters.

If the number of robots holding a puck is \( n_m \) then, under the assumption that a robot may only carry a single puck, it follows that the number of robots available to remove a puck from the cluster is \( n_c - n_m \). The rate of change of pucks in the two clusters \( C_1 \) and \( C_2 \) can be written as

\[
\frac{dn_1}{dt} = -(n_c - n_m) f(n_1) + h(n_1) n_m
\]

\[
\frac{dn_2}{dt} = -(n_c - n_m) f(n_2) + h(n_2) n_m
\]

where, \( f \) is the cross section for puck removal and \( h \) is the effective cross section for puck deposit.

If it is assumed that the number of pucks in the transport media is stationary (i.e., on average \( \frac{dn_m}{dt} = 0 \)), it then follows that

\[
\frac{dn_1}{dt} = -\frac{dn_2}{dt},
\]

From (7.1.1), (7.1.2), and (7.1.3) we obtain

\[
(n_c - n_m) f(n_2) - h(n_2) n_m = -(n_c - n_m) f(n_1) + h(n_1) n_m.
\]

Solving for \( n_m \) gives

\[
n_m = \frac{n_c (f(n_1) + f(n_2))}{f(n_1) + f(n_2) + h(n_1) + h(n_2)}.
\]
This can then be substituted into (7.1.1) to produce the expression

\[
\frac{dn_1}{dt} = n_c \frac{h(n_1) f(n_2) - h(n_2) f(n_1)}{f(n_1) + f(n_2) + h(n_1) + h(n_2)}
\]

with an analogous expression for \( n_2 \).

The condition required for \( C_1 \) to grow given that \( n_1 > n_2 \) may be written as

\[
\frac{dn_1}{dt} > 0; \ \forall \ n_1 > n_2.
\]

If \( h, f > 0 \) then it follows from (7.1.6) that this condition is satisfied if

\[
h(n_1) f(n_2) > h(n_2) f(n_1).
\]

and so

\[
\frac{f(n_2)}{h(n_2)} > \frac{f(n_1)}{h(n_1)}.
\]

Thus for \( C_1 \) to continue to grow

\[
g(n_2) > g(n_1); \ \forall \ n_1 > n_2
\]

where \( g(n) = \frac{f(n)}{h(n)} \). This condition holds if \( g(n) \) is strongly monotonically decreasing and positive. Figure 7.1.2 shows an adequate form for \( g \).

![Monotonically Decreasing g Function](Image)

**Figure 7.1.2:** Any monotonically decreasing function will serve as a clustering condition.

Under the above assumptions, the condition for the growth of the cluster is that the ratio of the propensity to pick up pucks to that of the propensity to retrieve pucks be a strongly monotonically decreasing function.
7.1.2. Multicluster Dynamics. Again, the puck cluster system is as defined above, but with several clusters of pucks rather than only two. The question of whether or not a particular cluster will be reduced or increase in size depends on its interaction with the other clusters which may absorb evaporated pucks, as well as produce free pucks which may be clustered by the cluster in question. This problem may be approached by deriving conditions under which any given cluster will decrease monotonically in size.

The density of pucks in the transport media is again considered stationary. It is also again assumed that the robots are perfectly mixing. Then

\[ \frac{dn_1}{dt} = -(n_c - n_m) f(n_1) + h(n_1)n_m \]  

\[ \frac{dn_2}{dt} = -(n_c - n_m) f(n_2) + h(n_2)n_m \]

\[ \vdots \]

\[ \frac{dn_q}{dt} = -(n_c - n_m) f(n_q) + h(n_q)n_m \]

and

\[ \frac{dn_1}{dt} + \frac{dn_2}{dt} + \cdots + \frac{dn_q}{dt} = 0 \]

This gives

\[ n_m = \frac{n_c \sum_i f(n_i)}{\sum_i f(n_i) + \sum_i h(n_i)} \]

which when substituted into (7.1.13) leads to the equation:

\[ \frac{dn_q}{dt} = \frac{n_c \sum_{i \neq q} (h(n_q)f(n_i) - f(n_q)h(n_i))}{\sum_i f(n_i) + \sum_i h(n_i)} \]

The rate of change in the size of the cluster \( C_q \) will be negative provided

\[ \frac{dn_q}{dt} < 0 \]

which leads to the condition that

\[ g(n_q) = \frac{f(n_q)}{h(n_q)} > \frac{\sum_{i \neq q} f(n_i)}{\sum_{i \neq q} h(n_i)} \equiv g(n_{eff}) \]
where \( g(n_{\text{eff}}) \) is the effective cross section ratio of all clusters not belonging the \( C_q \). In general, the determination of the effective rate must depend on the number of clusters and their relative sizes (as well as, eventually, their accessibility to the cluster in question).

Recall that if \( g \) is a monotonically decreasing function of cluster size then, for \( n_1 > n_2 \)

\[
(7.1.18) \quad f(n_1)h(n_2) > f(n_2)h(n_1).
\]

If \( C_q \) is the smallest cluster then

\[
(7.1.19) \quad f(n_q)h(n_i) > f(n_i)h(n_q) \quad \forall i \neq q.
\]

Summing over all \( i \neq q \) it follows that

\[
(7.1.20) \quad \sum_{i \neq q} f(n_q)h(n_i) > \sum_{i \neq q} f(n_i)h(n_q).
\]

Rearranging, we find that

\[
(7.1.21) \quad \frac{f(n_q)}{h(n_q)} > \frac{\sum_{i \neq q} f(n_i)}{\sum_{i \neq q} h(n_i)}
\]

which is the condition for

\[
(7.1.22) \quad \frac{dn_q}{dt} < 0
\]

Thus, irrespective of the forms of \( f \) and \( h \), the time averaged behavior of the smallest cluster will be to decrease in size, as long as \( g \) is monotonically decreasing.

### 7.2. Clustering Systems

In this Section, we investigate several forms of \( g \). We illustrate that these forms have the predicted behaviors in both the pair of cluster cases and the multiple cluster cases. We provide experimental evidence to support our approximation of the amount of variability in the number of pucks held by robots.

#### 7.2.1. Simple Example

A particularly simple example serves to give some idea of the requirements of the functional form of a puck system that converges.

Assume that the cross sections have the simple form

\[
(7.2.1) \quad f(n) = cn^\alpha
\]

\[
(7.2.2) \quad h(n) = cn^\beta
\]

where \( c, \alpha, \) and \( \beta \) are some constants. Then,
Thus the cluster growth condition holds if \( \beta > \alpha \). Where \( \beta = \alpha \) then the system is static and the distribution of pucks in the clusters will remain the same on average.

Figures 7.2.1-7.2.3 present the results of simulations done in the non-embodied model (or instant transport) on a number of clusters initialized with nonzero sizes. Each of these simulations employs 50 robots, and the model is as given above, with various values for \( \alpha \) and \( \beta \). Each one runs to completion if clustering occurs or for a small number of steps, allowing the outcome to be clearly ascertained.

\[
g(n) = n^{\alpha - \beta}.
\]

**Figure 7.2.1**: This illustrates the behavior of a system when \( \alpha = 1.0 \), and \( \beta = 1.1 \), \( c = 0.00001 \) for two-clusters, and \( c = 0.0001 \) for twenty clusters. As expected, neither system converges.

**Figure 7.2.2**: This illustrates the behavior of a system when \( \alpha = 1.0 \) and \( \beta = 1.0 \), \( c = 0.00001 \) for two clusters, and \( c = 0.0001 \) for twenty clusters. As expected, neither system converges.
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Figure 7.2.3: This illustrates the behavior of a system when $\alpha = 1.0$ and $\beta = 2.0$. $c = 0.00001$ for two clusters, and $c = 0.0001$ for twenty clusters. As expected, both systems converge to a system with one cluster containing all the pucks.

Figures 7.2.1 through 7.2.3 illustrate the convergence states of the system under the action of the robot swarm. The results are as expected. Only the case in which $\beta > \alpha$ produces a stable single cluster.

7.2.2. Physical Robot Model. Section 7.1 presents a general condition governing the condensation of two clusters. It is interesting to address the use of these conditions on real robots. Real robot systems have a limited sensory aperture. In the event that a given robot identifies the region of space based upon a line of sight, this aperture might be an active sensing device such as an IR transceiver or a passive sensing device such as a video camera. The physical design of the apparatus restricts the accurate identification of a region of space. This causes errors in the determination of the number of pucks in a particular region. It is these errors that allow the robot or robots to cluster the pucks into a single cluster.

In the given model the cross section for removal and deposit depend on two major factors. The first is the cross section $\sigma$ of the cluster itself. The second is the angle $\theta$ at which the robot encounters the cluster. Based on this angle, the robot will classify the cluster as a high-density region or as a low-density region. In a high density region, this robot model will drop off pucks, and in low density regions, it will pick them up. Thus, the angle of approach has two mutually distinct classifications, each of which has a specific effect on the cross sections $f$ and $g$. Thus, we may write $f = \sigma (1 - \rho)$ and $g = \sigma \rho$ and

$$g = \frac{1 - \rho}{\rho} = \frac{1}{\rho} - 1. \quad (14)$$

Recall that $g$ must be a monotonically decreasing function of the number of pucks in order for the clusters to converge to a single cluster. This means that $\rho$ must be a monotonically increasing function of the number of pucks in order to create a single cluster. That is, the probability of a cluster acquiring a puck must be a
monotonically increasing function of the number of pucks. Conversely, the probability of losing a puck must be a monotonically decreasing function of the number of pucks.

![Figure 7.2.4](image)

**Figure 7.2.4**: This figure gives the behavior of the function $g$ with increasing $p$. The monotonic decrease is all that is required for $g$ to lead to single clustering-behavior of the system.

It is instructive to derive the angular dependence, and hence dependence on the number of pucks, for a real robotic model.

![Figure 7.2.5](image)

**Figure 7.2.5**: This figure illustrates the robot's interaction with the cluster. The robot will determine the density characterization for clusters whose pucks fall within the angle of interaction. All other interactions will be viewed as obstacle avoidance.

It is assumed that a robot has a cone of interaction which subtends an angle $\theta_m$. In this model a robot will only deposit a puck if the direction of the robot is such that the cone falls completely within the cluster. If the cone only falls partly within the cluster, the robot, if it is able, will remove a puck. If follows, therefore,
that the angular cross section for removal and deposit sum to the total angle of interaction of the robots cone \(2\theta_m + 2\theta_d = \Theta\), where \(\theta_m\) is the interaction angle and \(\theta_d = \arcsin\left(\frac{R}{R+r}\right) - \theta_m\) is the deposit angle.

Using this construction gives

\[
(7.2.4) \quad h = \sigma(R)\rho(R, r)
\]

and

\[
(7.2.5) \quad f = \sigma(R)(1 - \rho(R, r))
\]

where \(\sigma\) again is the cross section that the robot encounters a cluster and

\[
(7.2.6) \quad \rho = \begin{cases} 
0 & \text{if } b < 0 \\
b & \text{if } b \geq 0
\end{cases}
\]

\[
(7.2.7) \quad b = \frac{2\arcsin\left(\frac{R}{R+r}\right) - \theta_m}{2\arcsin\left(\frac{R}{R+r}\right) + \theta_m} = 1 - \frac{2\theta_m}{2\arcsin\left(\frac{R}{R+r}\right) + \theta_m}.
\]

\(b\) and \(\rho\) both increase with \(R\) which, in turn, increases with the number of pucks \(n\). Thus \(g\) for this model is monotonically decreasing and the system will form a single cluster.

Figure 7.2.5 gives a typical result of a simulation of this process. Initially, we have two clusters with nearly equal sizes. After many iterations, the migration of pucks from one cluster to the other causes the smaller of the two clusters to completely evaporate and the larger of the two clusters to absorb the liberated pucks.

![A Two Cluster System Evolution](image)

**Figure 7.2.6**: This figure gives the behavior of a two-cluster system under the influence of the robotic system described in this section.
7.2.3. Robot Interactions. In Section 7.1, we assumed that the robots would not absorb or evolve pucks on a large scale; the derivative of the number of pucks contained in the swarm could be ignored. We now turn to this assumption, offering empirical evidence that supports it.

We present data collected in the simulations given in Section 7.2.1. In these simulations, 50 robots make up the swarm.

Figure 7.2.7: These figures give the robot swarm puck occupancy. The swarm is at full capacity when the number of pucks in the swarm is 50. However, this never becomes the case in the (a) constant clusters size case, and once a single cluster is formed, this ceases to be the case (b) in the converging cluster case.

Figure 7.2.7 gives the evolution of systems of clusters in differing swarm conditions. In (a) the swarm does not change the cluster sizes appreciably, and so the occupancy of robots remains constant throughout the simulation. In (b), the swarm does converge, and the occupancy transitions from a full occupancy to a medium occupancy when the cluster is finally formed. This final occupancy is the equilibrium occupancy value which we return to in Section 6.

7.3. Cluster Evolution under the Influence of Differing Forms of $g$.

If we recall that $g$ represents the effective behavior of robots over a large time, we can imagine that this is the effect of the swarm, and thus to step back from the system and ask questions about the design of the swarm around a specific goal. Let us examine this aspect of swarm engineering a bit more directly.
Swarm engineering, formally stated, requires that one creates a swarm condition and generates behaviors which satisfy this condition. Previously, we conditioned our swarm design on the desire to obtain a single cluster at the completion of the construction phase. This design requirement led us to the *local swarm condition* that

*In a two cluster system, the largest cluster should increase in size, while the smaller decreases in size. In a many-cluster system, the smallest cluster should decrease in size.*

This condition led us to the general condition that $g$ should be strongly monotonic-dcases. We now turn to the generation of further behaviors.

### 7.3.1. Increasing $g$

At the end of Section 7.1, we found that the condition required for creation of a single cluster of pucks independent of the initial conditions of the system was that $g$ was a strongly monotonically decreasing function of $N$. In this Section, we investigate implications of the opposite condition on $g$. In the next Sections, we give the effect of these behaviors on various forms of $g$ given various initial states.

First, we reverse the condition given in equation (7.1.9). Then

$$g(n_2) = \frac{f(n_2)}{h(n_2)} < \frac{f(n_1)}{h(n_1)} = g(n_1).$$

This expresses the reverse condition. It is straightforward that this is true iff

$$f(n_1)h(n_2) - f(n_2)h(n_1) > 0.$$ 

Since we have previously shown that

$$\frac{dn_1}{dt} = n_c \frac{h(n_1)f(n_2) - h(n_2)f(n_1)}{f(n_1) + f(n_2) + h(n_1) + h(n_2)},$$

this together with (7.3.2) gives us that

$$\frac{dn_1}{dt} < 0.$$ 

Moreover, since

$$\frac{dn_2}{dt} = n_c \frac{h(n_2)f(n_1) - h(n_1)f(n_2)}{f(n_1) + f(n_2) + h(n_1) + h(n_2)},$$

we have

$$\frac{dn_2}{dt} > 0.$$ 

This can be summed in the following Theorem.
Theorem 1 (Clustering Theorem): Suppose we have a two cluster system of pucks. If the ratio $g$ as defined above is greater for cluster 1 than for cluster 2, then cluster 1 will lose pucks to cluster 2.

Note that this is also true for effective clusters in the same way as for real clusters, allowing this Theorem to be applicable to the multiple cluster system as well as the single cluster system. This means that any system in which one cluster will have a higher $g$ value than the other will tend to lose pucks to the other, irrespective of the clusters’ relative size. Now we turn to several rather specific peaked functions of $g$, in which the long time behavior is completely worked out.

7.3.2. Forms of $g$. We have established an interesting behavior of the swarm-cluster interaction under the action of differing $g$ implementations. We now turn to the exhaustive investigation of some simple forms of $g$. Initially, we conditioned our investigation on the desire to have the system evolve to one containing a single large cluster independently of initial conditions at some time in the future. Moreover, we required that the system converge monotonically to this state. This produced $g$ functions of the form given in Figure 7.3.1.

Figure 7.3.1: The function $g = \frac{1}{N^a}$ is a typical decreasing function of $N$ which will yield a single cluster.

Suppose that $g$ has a different form. For instance, suppose that $g$ is a decreasing function of $N$ for small $N$ but an increasing function of $N$ for large values of $N$ (Figure 7.3.2).
What then will be the long time convergence properties of the system? In general, this will be a function of the initial conditions and the form of \( g \). We illustrate a complete set of possible outcomes in what follows.

We assume that \( g \) is made up of two linear regions, the relative slopes of which will be important to the eventual outcome of the system. We generally assume that the two linear regions meet at a point \( x_0 \) which is the minimum or maximum of these regions. We label the first linear region \( l_1 \) and the second \( l_2 \). Note that in order for these regions to produce a minimum, the signs of \( l_1 \) and \( l_2 \) are opposite. There are then three possible situations:

1. The slope of \( l_1 \) is greater than that of \( l_2 \).
2. The slope of \( l_2 \) is greater than that of \( l_1 \).
3. The slopes of \( l_1 \) and \( l_2 \) are equal.

We shall see that these situations may lead to different end conditions given identical starting conditions. A general prediction of the outcome must include the relative slopes of the system, and the detailed initial cluster sizes.

### 7.3.3. Minimum with Equal Sloped Linear Regions

Let us suppose that we have a \( g \) made up of the juxtaposition of two linear regions which have the same magnitude of slope. Then we have three possible situations, with associated possible outcomes.
In Figure 7.3.3, we plot the evolution of a pair of clusters when initiated on the decreasing region of $g$. In this case, Cluster 1 will grow, absorbing Cluster 2, and eventually resulting in a single cluster of all the pucks. This is commensurate with the results of Section 7.1.

If we instead put the clusters initially on the increasing region of $g$, the situation radically changes. Since the larger cluster now has the larger $g$ value, it tends to lose pucks to the smaller cluster. Thus, the two clusters approach each other in size, and eventually become equal in size.
Figure 7.3.5: This figure illustrates the system evolution when the clusters are initialized on different sides of the minimum, with the larger cluster at a higher $g$ value than the smaller.

Figure 7.3.5 illustrates the system evolution when the clusters are initialized on differing sides of the minimum with the larger cluster at a higher $g$ value than the smaller cluster. In this case, the larger cluster will lose pucks to the smaller cluster. Since the slopes are equal, the loss of pucks is directly proportional to the relative loss of $g$. Thus, the larger cluster cannot “catch up” in $g$ to the smaller. The result is that the process will continue until the initially smaller cluster passes the minimum of $g$ and begins rising in $g$ to meet the initially larger cluster. We end up with a system of two identically-sized clusters.

Figure 7.3.6: This Figure illustrates the evolution of a system of two clusters initially on differing sides of the minimum, with the smaller cluster at higher $g$.

In Figure 7.3.6, we illustrate the evolution of a system of two clusters initially on differing sides of the minimum. Initially, if the smaller cluster is at a higher $g$ than the larger cluster, it will lose pucks to the larger cluster. This results in the gradual
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decrease in size of the smaller cluster until it is absorbed completely by the larger cluster.

Thus, if both regions have the same slope, there are two possible outcomes: the clusters merge to form one cluster, or the clusters equipartition the pucks.

7.3.4. Minimum with Large Region 1. We now turn to one of two conditions in which the juxtaposition of linear regions forms a single minimum. In this SubSection, we assume that the magnitude of the slope of region 1 is greater than that of region 2.

Figures 7.3.7 and 7.3.8 give the behavior of the system of two clusters initialized on the decreasing and increasing regions of $g$, respectively. In the first case, as in Section 7.1, the system evolves to one containing a single cluster of all the pucks.
As in Section 7.3.3, the second case evolves to one containing two clusters of equal size.

Figure 7.3.9: Evolution of a system of clusters in which two clusters are separated by the minimum, and the larger cluster is at higher initial \( g \).

Figure 7.3.9 illustrates the evolution of a system of clusters in which two clusters are separated by the minimum, and the larger cluster is initially at higher \( g \). The larger cluster will lose pucks to the smaller cluster, yielding two clusters of identical size.

Figure 7.3.10: This Figure illustrates the evolution of a system of two clusters initially on opposite sides of the minimum in \( g \) with the smaller cluster at higher initial \( g \) than the larger cluster.

In Figure 7.3.10, the evolution of a two cluster system with two clusters separated by the minimum is depicted. In this case, the smaller cluster is at a higher initial \( g \) than the larger cluster. It therefore evolves pucks to the larger cluster, and the system eventually becomes one with a single cluster of all the pucks.
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Thus, in this configuration of $g$ the system has two possible final states. In one state, the system consists of a single cluster with all the pucks, while in the second, the system consists of two clusters of equal numbers of pucks.

7.3.5. Minimum with Large Region 2. In this SubSection, we assume that the magnitude of the slope of region 1 is smaller than that of region 2.

![Figure 7.3.11](image1.png)

*Figure 7.3.11:* The evolution of a system of two clusters initialized on the increasing side of the $g$. This has the capability to evolve to a one cluster or two cluster system, with the two cluster system containing clusters of differing sizes.

Figure 7.3.11 illustrates the behavior of the system of two clusters both initialized on the decreasing side of $g$. In this case, the system has two possible stable outcomes. In the first, the pucks are completely absorbed by the larger cluster, yielding one final cluster (a). In the second, (b) the slope of the second region is sufficient for the $g$ value of the larger cluster to "catch up" to that of the smaller cluster, yielding a stable configuration.

![Figure 7.3.12](image2.png)

*Figure 7.3.12:* This gives the behavior of a two cluster system initialized on the increasing part of $g$. As before, the system forms a stable configuration of two clusters of the same size.
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Figure 7.3.12 illustrates the behavior of a system of two clusters initially in the increasing region of $g$. As before, this system forms a stable configuration of two clusters with the same size.

![Figure 7.3.12](image)

**Figure 7.3.12**: This figure illustrates the behavior of a system of two clusters initially in the increasing region of $g$. As before, this system forms a stable configuration of two clusters with the same size.

In Figure 7.3.13, we give the evolution behavior of the system of two clusters initialized in opposite sides of the minimum in $g$. Two outcomes are possible: a system of two different sized clusters, or one cluster.

![Figure 7.3.13](image)

**Figure 7.3.13**: This Figure illustrates the system evolution of a system of two clusters initialized in opposite sides of the minimum in $g$. Two outcomes are possible: a system of two different sized clusters, or one cluster.

In Figure 7.3.13, we give the evolution behavior of the system of two clusters initialized in opposite sides of the minimum in $g$. Two outcomes are possible: a system of two different sized clusters, or one cluster.

![Figure 7.3.14](image)

**Figure 7.3.14**: The evolution of a system of two clusters of differing sizes separated across the minimum in $g$ in which the larger cluster has a larger initial $g$. The system evolves to a stable state containing two clusters of differing sizes.
In Figure 7.3.14, the system is initially comprised of two clusters of different sizes on opposite sides of the minimum in \( g \). The larger cluster is at a higher \( g \) level than the smaller cluster, and evolves pucks which are absorbed by the smaller cluster. This process continues until the \( g \) levels become equal, which may happen before the clusters become the same size, as the slope of the second region is now greater than that of the first region. If the \( g \) levels do not become equal before the cluster sizes are equal, the system will produce two stable clusters of equal size.

Thus, there are now three possible outcomes if \( g \) is made up of two different regions in which the slope of the second has a larger magnitude than that of the first region. In some cases the system evolves to a stable state of one cluster, while in others the system evolves to a stable state containing two identical clusters. However, surprisingly, if the system is appropriately primed, it may evolve to a stable set of two differently sized clusters. This surprising result may be able to be exploited in order to create some interesting behavior.

7.3.6. Maximum with Equal Magnitude Slopes. We have seen in the preceding three sections that the use of an increasing region of \( g \) tends to create two identically sized clusters in a stable configuration. This unexpected result is interesting to investigate further, and we do so by juxtaposing it with a second decreasing region of varying relative slopes. In this SubSection, we investigate the juxtaposition of the two regions of equal magnitude slopes.

![Two Cluster Evolution Under Peaked g (Symmetric)](image)

**Figure 7.3.15:** This figure illustrates the behavior of a system of two clusters with a peaked symmetric \( g \). With the clusters initially on the increasing region of \( g \) the system evolves to one containing two identically sized clusters.

Figure 7.3.15 presents the behavior of a system of two clusters evolving under the action of a peaked symmetric \( g \). In this case, the larger of the two clusters loses pucks to the smaller of the clusters, until the size of the clusters is the same.
Figure 7.3.16: This Figure illustrates the behavior of a system of two clusters under the action of a symmetric $g$. A system with the clusters initially on the decreasing region of $g$ evolves to one in which the smaller cluster loses pucks to the larger of the two until the larger absorbs the smaller.

Figure 7.3.16 depicts the evolution of a system of two clusters evolving under the action of a peaked symmetric $g$. In this case, the larger of the two clusters has the smaller $g$ value, and so absorbs pucks from the smaller cluster. As the slopes are identical, the smaller cluster is not able to equal the larger cluster’s $g$ value even after it has passed the peak. Thus, the smaller cluster evaporates, leaving only the larger cluster.

Figure 7.3.17: The evolution of a two cluster system under the influence of a symmetric peaked $g$. An initial configuration with each cluster on the opposite side of the peak, and with the larger of the two having the larger $g$ value becomes a two cluster system with each cluster having identical size.

In Figure 7.3.17 is the evolution of a two-cluster system on a symmetric peaked $g$ in which the larger of the two peaks is initially at a higher $g$ value than the lower.
This will cause the larger cluster to evolve pucks, which are captured by the smaller cluster. The system then becomes a system with two clusters of the same size.

Figure 7.3.18: This is the evolution of a system of two clusters under the action of a single peaked $g$ with the initial $g$ of the smaller cluster larger than that of the smaller, and the two separated across the peak. The system becomes a single cluster system, with the larger of the clusters absorbing all the pucks.

In Figure 7.3.18 the evolution of a system of two small clusters under the action of a single-peaked $g$ is plotted. Initially, the larger of the two clusters is located to the right of the peak, while the smaller is to the left of a peak. The smaller one, which has a higher $g$ value, loses pucks, which are absorbed by the larger cluster. The system continues in this way until the larger cluster absorbs all the pucks from the smaller cluster.

Thus, the two behaviors of such a configuration are to form single clusters or two clusters of the same size.

7.3.7. Maximum with Left Asymmetric Slope Magnitudes. In the last SubSection, we investigated the symmetric peaked $g$ case. In this SubSection, we investigate the asymmetric peaked $g$ case with the larger slope magnitude in Region 1.
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Figure 7.3.19: A system built on the increasing side of a peaked asymmetric $g$ distribution evolves to a system of two clusters of equal size.

Figure 7.3.19 illustrates the behavior noted earlier in the increasing $g$ region.

Figure 7.3.20: The behavior of the system when both clusters are on the decreasing region of $g$ is different from that on the increasing regions of $g$, the system is able to form static systems of two clusters of differing sizes.

Figure 7.3.20 illustrates a rather unexpected behavior. If the system is initialized on the decreasing region of $g$. The smaller cluster will lose pucks to the larger cluster. This would seem to be similar to all cases of this kind discussed above. However, once the smaller cluster reaches the increasing region, as long as this region increases in $g$ faster than the decreasing region decreases in $g$, the smaller cluster will catch the larger cluster in $g$ and the system will fall into a state of dynamic equilibrium with two clusters of differing sizes. If $g(0) > 0$ then this may not form a static equilibrium state, but rather a single cluster of all the pucks.
Figure 7.3.21: The behavior of the system when clusters are initialized on alternate sides of the maximum with the larger cluster at a higher $g$ value than the smaller cluster.

Figure 7.3.21 demonstrates the behavior of a system of clusters initialized with the larger cluster in the decreasing region of $g$ and the smaller cluster in the increasing region of $g$, with the value of $g$ for the larger cluster higher than that for the lower cluster. In this case, the larger cluster will lose pucks to the smaller cluster, and the system will converge to a system of two clusters of equal size.

Figure 7.3.22: Evolution of a system of clusters initialized on opposite sides of the maximum, with $g$ of the larger cluster lower than that of the smaller cluster.

Figure 7.3.22 shows the evolution of a system of two clusters initialized on opposite sides of the maximum, with $g$ of the larger cluster lower than that of the smaller cluster. In this case, the smaller cluster will begin losing pucks to the larger cluster. However, this trend will continue only until the clusters' $g$ values become equal. At that point, the system will form a second state of dynamic equilibrium in which the puck clusters maintain different sizes. This will happen, as in SubSection 6.4,
only if the $g$ value of the smaller cluster falls fast enough to avoid exhausting the cluster.

7.3.8. Maximum with Right Asymmetric Slope Magnitudes. The final case considered here is the asymmetric case in which the magnitude of the slope of $g$ on the higher $N$ side of the maximal point is higher than that on the lower $N$ side of the maximal point. We begin again with the monotonic increasing and decreasing cases.

**Figure 7.3.23:** In this figure, we plot the evolution of a system of two clusters with $g$ profile as indicated and initial sizes on the increasing region of $g$. As in earlier studies, we find that the system evolves to one containing two clusters of equal size.

Figure 7.3.23 gives the behavior of a pair of clusters evolving under the influence of a peaked asymmetric $g$ with the magnitude of slope of the decreasing region larger than the magnitude of slope of the increasing region. In this case, as in previous cases, the system evolves to one containing two equal sized clusters with an intermediate size.

**Figure 7.3.24:** This figure gives the evolution of a system of two clusters under the influence of an asymmetric $g$ with initial cluster sizes in the decreasing region of $g$. In this case, the smaller cluster is absorbed.
Figure 7.3.24 gives the behavior of a system of two clusters under the influence of an asymmetric \( g \) with initial cluster sizes in the decreasing region of \( g \). In this case, the smaller cluster loses pucks to the larger cluster, as it's initial \( g \) is larger than that of the smaller. The process will continue until the smaller cluster disappears altogether.

![Two Cluster Evolution Under Peaked g (Asymmetric)](image)

**Figure 7.3.25**: This figure gives the evolution of a system of two clusters under the influence of an asymmetric \( g \) with initial cluster sizes in different regions of \( g \), and with a larger initial \( g \) for the larger cluster.

Figure 7.3.25 illustrates the behavior of a system of clusters under the influence of an asymmetric \( g \) with initial cluster sizes in differing regions of \( g \), and with a larger initial large cluster \( g \). The large cluster will lose pucks to the smaller cluster until it is brought into the increasing region, after which time the outcome becomes as detailed in Figure 5.8.1.

![Two Cluster Evolution Under Peaked g (Asymmetric)](image)

**Figure 7.3.26**: This figure gives the evolution of a system of two clusters under the influence of an asymmetric \( g \) with initial cluster sizes in different regions of \( g \), and with a larger initial \( g \) for the smaller cluster.
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Figure 7.3.26 presents the final behavior of our study – that of two clusters which begin on opposite sides of the maximum of \( g \), with the smaller cluster having an initial \( g \) larger than the larger. In this case, as the magnitude of the slope of the descending region is larger than that of the increasing region, the smaller cluster cannot ever catch the larger one in \( g \) value, and it will eventually be absorbed.

Thus, the two behaviors of this type of asymmetric system are to form a single cluster and to form a set of two clusters of equal size.

7.3.9. Stability of Multi Points. We define multi points as those points at which the system settles in which two or more stable clusters exist in dynamic equilibrium with another. A multi point refers to the size of the cluster, rather than the value of \( g \).

We wish to understand under what conditions we can expect these multi points to be stable. In order for them to be stable, there must be a restoring force when the system moves out of equilibrium. Thus, let us start with the condition for the existence of a multi point. We must have two clusters of sizes \( N_1 \) and \( N_2 \), which are not necessarily equal. We must have that

\[
g(N_1) = g(N_2) \tag{7.3.7}
\]

Then if we change the size of cluster 1 by some amount \( \Delta \), by our conservation of pucks condition, we must change the size of cluster 2 by the amount \( -\Delta \). Thus we have that \( g(N_1) \) becomes \( g(N_1 + \Delta) \) and \( g(N_2) \) becomes \( g(N_2 - \Delta) \). Now, in order for a restoring force to exist, cluster 1 must start losing pucks. This can generally occur (Theorem 1) if

\[
g(N_1 + \Delta) > g(N_2 + \Delta) \tag{7.3.8}
\]

If \( \Delta \) is small, or these are linear regions, then we may approximate \( g(N_1 + \Delta) \) as

\[
g(N_1 + \Delta) \approx g(N_1) + \Delta \frac{\partial g}{\partial N}\bigg|_{N_1} \tag{7.3.9}
\]

and

\[
g(N_2 - \Delta) \approx g(N_2) - \Delta \frac{\partial g}{\partial N}\bigg|_{N_2} \tag{7.3.10}
\]

Thus, noting that \( g(N_1) = g(N_2) \), the condition becomes

\[
\frac{\partial g}{\partial N}\bigg|_{N_1} > -\frac{\partial g}{\partial N}\bigg|_{N_2} \tag{7.3.11}
\]

This means that the two regions must have two conditions met. First, the region in which cluster 1 is located must be increasing. Second, the region which cluster 2 is located must not be decreasing faster than the region around cluster 1 is located.
This gives the explanation for why we found multi points only in the situations outlined in Sections 7.3.5 and 7.3.7, and puts a strong bound on the appearance of multi points.

7.4. Imperfectly mixing media

Under the conditions that the media is rapidly mixing, it is possible to investigate the system using the number of pucks as the basis of investigation. This requires the assumption that the probability of encounter was either unrelated to or is some increasing function of the number of pucks. However, this assumption breaks down in imperfectly mixing media. In this Section, we consider densities of pucks rather than their numbers. This is motivated by a similarity between systems of moving robots and pucks and systems of gas molecules. Using this as a basis for our study, we develop an analogous condition to the previously derived condition for perfectly mixing systems. This is important because, while the use of only numbers requires perfect mixing, local densities do not, and so our analysis applies to real systems.

7.4.1. General Considerations. Previously the rate of evolution of a cluster was derived in terms of the number of robots in the system. The assumption that the robots are perfectly mixing allowed the formulation of equations solely in terms of the number of pucks in each cluster. However, in a real system, a cluster's evolution is determined in part by the local density of carriers rather than by the number of pucks in the cluster. It is necessary, then, in order to include real systems in our formalism, to reformulate the previous equations in terms of the local density of carriers and the number of pucks rather than the sheer number of pucks alone.

Two assumptions are made.

1. The average density of robots in the arena is constant.
2. Aside from the evaporation (and condensation) of pucks from (onto) a cluster, the behavior of pucks under the action of the robots will be to become on average equally dispersed throughout the space.

We consider the ability of the system to cluster under these assumptions.

Suppose that we have a space in which there exists a sustained gradient of puck density. In the simplest of cases, this gradient is linear in some direction \( \hat{x} \). If we denote the distance along this axis by \( x \), then we would assume that the density \( \delta \) is a function of \( x \), \( \delta(x) \). Assume that \( \delta \) is monotonically increasing from one end of the arena to the other. It is interesting to understand what might be happening here.
Recall that, all other things remaining equal, it may be assumed that the natural tendency is that the average density of moving pucks will tend to become constant. What this means is that there will be a net flow of pucks from high density areas to low density areas. This will tend to happen irrespective of any other considerations. However, this means that in order to sustain the density gradient, there must be a puck sink at the low density area of the arena. This means that there may only be a gradient if there is a net flow of pucks from the high density area to the low density area.

The opposite question is also important: what is the requirement for a net flow of pucks from one area of the arena to the other? If we do not let the robots exchange pucks, this means that a single robot carrying a puck must move from one region and drop it off in the other region. If the total density of robots is constant, this means that the number of empty robots on the low density side will be larger than that on the high density side. The end result is that a density gradient will occur and be maintained. This is an important consequence.

A net flow of pucks from one area of an arena to another may occur if and only if there exists a monotonic gradient in the density of robots carrying pucks between the areas in question, in which the density of robots carrying pucks is smaller at the end receiving the pucks.

In general, the rate of change of the size of a particular cluster, then, depends on two things. The first is the number of carriers interacting with the cluster. The second is the nature of the interaction of a carrier with the cluster in question. The rate of change of the size of a single cluster may be written as

\[
\frac{dn_1}{dt} = -\delta_e F(n_1) + \delta_f H(n_1)
\]

where the local density of empty robots \(\delta_e\) and of robots carrying pucks \(\delta_f\) are functions of position and time. In this equation, the functions \(F\) and \(H\) are analogous to previous functions, but now include the geometric properties of the arena and cluster position(s).

If we have two clusters, then the system is described by

\[
\frac{dn_1}{dt} = -\delta_e (x_1) F(n_1) + \delta_f (x_1) H(n_1)
\]

\[
\frac{dn_2}{dt} = -\delta_e (x_2) F(n_2) + \delta_f (x_2) H(n_2)
\]
If again, we assume that the number of pucks in the medium is stationary, then we have that

\[
\frac{dn_1}{dt} = -\frac{dn_2}{dt}
\]

or

\[
-\delta_e(x_1)F(n_1) + \delta_f(x_1)H(n_1) = \delta_e(x_2)F(n_2) - \delta_f(x_2)H(n_2)
\]

In general, the density of carriers is not constant throughout the region. However, if we consider only the density of robots in the arena, either empty or filled, if follows that this density is, on average, constant. If we let \(D\) denote the time-averaged density of robots in the arena, and \(\delta_e\) and \(\delta_f\) denote the time averaged local densities of empty and full robots, respectively, then

\[
D = \delta_e + \delta_f
\]

We assume that we are working in a state of dynamic equilibrium, in which the local density of empty carriers and of full carriers is approximately constant. This means that even though there may be a net flow of pucks between clusters in the system we now consider, we assume that the local densities are remaining constant.

The way that the clusters evolve depends on the equilibrium states. In general, the system will behave in such a way as to move toward the equilibrium states of the individual clusters. The interaction between clusters will occur through the robot media, and there will be two competing tendencies. The first tendency will be to have time averaged densities of robots become equal throughout the space. The second will be the tendency of robots nearby clusters to remove or put down pucks, moving the local densities toward the equilibrium state of the cluster. We will derive the following equilibrium densities in Section 7.4.2, as it is a significant aside from our current discussion. For now, we state without proof that the equilibrium relations for a single cluster are,

\[
\delta_f = D \frac{1}{1 + \frac{F}{H}}, \text{ and } \delta_e = D \frac{1}{1 + \frac{F}{H}}.
\]

Then, if we denote the local densities around cluster one by \(\delta_{e1}\) and \(\delta_{f1}\), with analogous expressions for cluster two, substituting equation (7.4.6) into equation (7.4.5),

\[
-(D - \delta_{f1})F(n_1) + \delta_{f1}H(n_1) = (D - \delta_{f2})F(n_2) - \delta_{f2}H(n_2)
\]
This can be rearranged to read

\[
\delta_{f_1} = \frac{D \left( F(n_2) + F(n_1) \right) - \delta_{f_2} \left( F(n_2) + H(n_2) \right)}{F(n_1) + H(n_1)}.
\]

This will be smaller than \(\delta_{f_2}\) iff

\[
D \left( F(n_2) + F(n_1) \right) < \delta_{f_2} \left( F(n_2) + H(n_2) \right) + \delta_{f_2} \left( F(n_1) + H(n_1) \right).
\]

\[
\frac{(F(n_1) + H(n_1)) + (F(n_2) + H(n_2))}{(F(n_2) + F(n_1))} > \frac{D}{\delta_{f_2}} = \frac{F(n_2) + H(n_2)}{F(n_2)}
\]

giving

\[
F(n_2)H(n_1) > F(n_1)H(n_2)
\]

or

\[
\frac{F(n_2)}{H(n_2)} > \frac{F(n_1)}{H(n_1)}
\]

This is the same condition found above for the case of the perfectly mixing robots. That is, if the ratio \(G = \frac{F}{H}\) is monotonically decreasing, then the equilibrium density around larger clusters will be smaller than that around smaller clusters. \(\delta_{f_1}\) being smaller than \(\delta_{f_2}\) would seem to indicate that there are fewer robots carrying pucks nearby cluster one than nearby cluster two. This indicates that the robots are more successful in removing pucks from cluster two than from cluster one, and more successful in depositing pucks on cluster one than on cluster two. In this case, cluster one will tend to grow while cluster two tends to decrease. Moreover, there will be a net flow of pucks from cluster two to one. Put another way, this indicates that under the action of the robots, the smaller clusters will pump pucks into the media trying to reach their equilibrium, while the larger clusters will absorb these pucks, trying to move to their smaller equilibrium.

Note that the relative density of empty or full carriers is a function of the design of the robot and the number of pucks in the cluster, as well as the cluster’s detailed characteristics (eg. its geometry). Thus, as long as the design of a robotic system tends to create lower densities of pucks around larger clusters, the larger of two clusters will tend to monotonically increase in size on average.

Perhaps most importantly, this result is easily generalizable to the multiple cluster regime. The minimum condition required is that the local density of robots carrying pucks induced by the cluster is a monotonically decreasing function of cluster size. Thus, nearby any given small cluster, the density will increase over that closer to larger clusters. Moreover, the smallest cluster will have the highest equilibrium.
density, and therefore can be seen to monotonically decrease in size, as in the previous section.

Mathematically, this can be shown as follows. Suppose that cluster $q$ is the smallest cluster in the system, and that there are $n$ clusters. Then we have

$$F(n_q) H(n_i) > F(n_i) H(n_q)$$

for all $i \neq q$. Then, we have

$$\sum_{i \neq q} F(n_q) H(n_i) > \sum_{i \neq q} F(n_i) H(n_q)$$

or that

$$\frac{F(n_q)}{H(n_q)} > \frac{\sum_{i \neq q} F(n_i)}{\sum_{i \neq q} H(n_i)}$$

which indicates that the effective cluster built from the detailed design of the other clusters tends to absorb pucks from the smallest cluster, mirroring our previous investigation of this topic.

Of course, the efficiency is another matter. This result does not help us to understand whether or not the system will quickly approach the desired equilibrium state. We return to this point in Section 7.5.

**7.4.2. Induced Densities.** In (7.4.7), the equilibrium densities of empty and full robots around a cluster of a given size and interaction dynamic were stated without proof. This subsection is devoted to deriving these relations.

We assume that we have a single cluster located in a container of some kind. The robots interact with the cluster according to the previously-defined functions $F$ and $H$, and may carry at most one puck at a time. We assume that there is no sink or source either of robots or of pucks.

In order for a cluster to be in equilibrium with a robotic (or other) medium, it must be that

$$\delta_e F = \delta_f H$$

where $H$ and $F$ represent the cross sections for deposit and for removal for a cluster of size $n$. If $D = \delta_e + \delta_f$ then

$$\delta_e F = (T - \delta_e) H.$$  \(^1\)

\(^1\)This condition implicitly requires the arena in which the robots are behaving to be closed or otherwise bounded.
Thus
\begin{equation}
(7.4.19) \quad \delta_e = D \frac{H}{F+H}, \quad \delta_f = D \frac{F}{F+H}
\end{equation}

These results may be rewritten as
\begin{equation}
(7.4.20) \quad \delta_f = D \frac{1}{1 + \frac{H}{F}}, \quad \text{and} \quad \delta_e = D \frac{1}{1 + \frac{F}{H}}.
\end{equation}

In the event that \( \frac{F}{H} \) is a monotonically decreasing function of \( n \), the evolution of pucks from a given cluster will decrease as its size increases. The equilibrium density surrounding a large cluster will be smaller than that around a small cluster. Thus, the pucks will cluster into a single cluster as long as this condition is met. Happily, this is identical to our previous result, though it now contains no restrictions.

Suppose that we have two cross sections \( F \) and \( H \) given by
\begin{equation}
(7.4.21) \quad F = \sigma n^\alpha
\end{equation}
and
\begin{equation}
(7.4.22) \quad H = 1.
\end{equation}

These together give us that
\begin{equation}
(7.4.23) \quad G = \sigma n^\alpha.
\end{equation}

We may use this in our expression of \( \delta_f \). We have in a discrete model
\begin{equation}
(7.4.24) \quad \delta_f = T \frac{1}{1 + \frac{H}{F}} = T \frac{\sigma n^\alpha}{\sigma n^\alpha + 1}.
\end{equation}

In Figure 7.4.1, we plot the prediction of this model and the measured occupancy of the robots for a nonembodied single cluster system with a varying number of pucks and 150 robots.
7.5. Efficiency

So far, we have investigated the question of whether or not a single cluster will form at all. This is compelling work, to be sure, but not completely satisfying to the engineer. The main question to an engineer, after verification that the algorithm will work eventually, is how to increase the speed of an algorithm. In this section, we discuss methods of providing algorithms that are at once capable of carrying out the task and of carrying it out efficiently.

7.5.1. Positive Induced Transport. In general the net transport between two clusters of differing sizes is an increasing function of the difference between their sizes. That is, if the difference between the sizes of two clusters is \( z \) then we expect the rate of transfer of pucks from one cluster to the other will be an increasing function of \( z \). Mathematically, this may be expressed as

\[
\frac{\partial F}{\partial z} \geq 0
\]

where \( F \) represents the puck flux around the smaller cluster.

Suppose that we have two \( G \) functions, say \( G_A \) and \( G_B \) corresponding to two different interaction schemes of simple puck clustering robots. Then around cluster...
1, the scheme A will have an equilibrium density of empty carriers given by

\[
\delta_e^A (N_1) = T \frac{H^A (N_1)}{F^A (N_1) + H^A (N_1)} = \frac{T}{G^A (N_1) + 1}
\]

(7.5.2)

while near cluster two, the equilibrium density will be given by

\[
\delta_e^A (N_2) = T \frac{H^A (N_2)}{F^A (N_2) + H^A (N_2)} = \frac{T}{G^A (N_2) + 1}
\]

(7.5.3)

Thus, we find that

\[
\Delta \delta_e^A = \frac{T \Delta G^A}{(G^A (N_1) + 1) (G^A (N_2) + 1)}
\]

(7.5.6)

and

\[
\Delta \delta_f^A = -\frac{T \Delta G^A}{(G^A (N_1) + 1) (G^A (N_2) + 1)}
\]

(7.5.7)

where \(\Delta G = G (N_2) - G (N_1)\). Thus, if the transport of one algorithm characterized by \(G_A\) is greater than that of another characterized by \(G_B\), we must have that

\[
\frac{T \Delta G_A}{(G_A (N_1) + 1) (G_A (N_2) + 1)} > \frac{T \Delta G_B}{(G_B (N_1) + 1) (G_B (N_2) + 1)}
\]

(7.5.8)

or that

\[
\Delta G_A > \Delta G_B \frac{(G_A (N_1) + 1) (G_A (N_2) + 1)}{(G_B (N_1) + 1) (G_B (N_2) + 1)}
\]

(7.5.9)

Of course, this is dependant on both strategies using the same technique for moving pucks around the arena. Any change in basic strategy would change the formalism above.

Suppose first that

\[
G_B = G_A + r (N)
\]

(7.5.10)

We wish to find the minimal condition on the function \(r\) which creates a second function \(G_B\) that is less efficient than \(G_A\). Now, we may assume without a loss of generality that \(r (N_1) = 0\). This gives us

\[
\frac{\Delta G_A}{(\Delta G_A - r (N_2))} > \frac{(G_A (N_2) + 1)}{(G_A (N_2) + r (N_2) + 1)}
\]

(7.5.11)
Since $\Delta G_A > r(N_2)$, we have that

$$\frac{(\Delta G_A - r(N_2))}{\Delta G_A} < \frac{G_A(N_2) + r(N_2) + 1}{(G_A(N_2) + 1)}$$

(7.5.12)

$$1 - \frac{r(N_2)}{\Delta G_A} < 1 + \frac{r(N_2)}{(G_A(N_2) + 1)}$$

(7.5.13)

$$-\frac{r(N_2)}{\Delta G_A} < \frac{r(N_2)}{(G_A(N_2) + 1)}$$

(7.5.14)

which leads us to

$$r(N_2) \left(\frac{1}{\Delta G_A} + \frac{1}{(G_A(N_2) + 1)}\right) > 0$$

(7.5.15)

or more simply that

$$r(N_2) > 0$$

(7.5.16)

Thus, if we have two functions $G_A$ and $G_B$, the latter will be less efficient if we simply have

$$G_B > G_A$$

(7.5.17)

**Figure 7.5.1:** This figure illustrates the performance of the puck aggregation for a two cluster system with a number of different robot swarm sizes.
Figure 7.5.1 illustrates the performance of a several swarms of robots on a swarm aggregation task in which the $g$ functions were given by

\begin{equation}
7.5.18 \quad g_1 = \frac{10}{N}
\end{equation}

and

\begin{equation}
7.5.19 \quad g_2 = \frac{5}{N}.
\end{equation}

Each performance measure for each swarm size was calculated using a perfectly mixing model of clustering in as described in Section 7.2. 10000 pucks were initialized in equal proportions in two clusters, requiring the system to randomly fluctuate out of equilibrium and into clustering behavior. As predicted above, the performance of the swarm with a smaller $g$ is better than that of the swarm with the larger $g$ in that the clustering time was significantly smaller, on average.

\textbf{7.5.2. Induced Transport.} Previously, we assumed that the induced transport was a positive increasing function of the difference in densities between two clusters. The analog for perfect mixing is that the induced transport is a positive increasing function of the difference in the number of pucks in the cluster. In this subsection, we verify this assumption in the imperfect mixing case. We show this in this section, completing our analysis.

Previously, we found that for a given cluster of $n_1$ pucks the rate of growth of the cluster is

\begin{equation}
7.5.20 \quad \frac{dn_1}{dt} = -\delta_e (x_1) F (n_1) + \delta_f (x_1) H (n_1)
\end{equation}

Recalling that in equilibrium

\begin{equation}
7.5.21 \quad \delta_e = T \frac{G}{G+1}, \quad \delta_f = T \frac{1}{G+1}
\end{equation}

We wish to verify that the rate of transport of pucks is an increasing function of the difference of induced densities between clusters. First, we assume that we have two clusters of differing size, say of sizes $n_1$ and of size $n_2$, respectively. These induce densities (in equilibrium) of

\begin{equation}
7.5.22 \quad \delta_{1,f} = \frac{T}{G_1+1} \quad \text{and} \quad \delta_{2,f} = \frac{T}{G_2+1}
\end{equation}

Now, we assume that the flow of pucks is linearly dependent on the rate of change of the density of pucks. That is,

\begin{equation}
7.5.23 \quad \frac{1}{\eta} F = \frac{\partial \delta_f}{\partial x} + \frac{\partial \delta_f}{\partial y} = -\frac{1}{\eta} \frac{dn_1}{dt}
\end{equation}
If the cluster is much larger than the number of robots, this is approximately constant flow. This gives

$$F = \eta \left( \frac{\partial \delta_f}{\partial x} + \frac{\partial \delta_f}{\partial y} \right) = C$$

The net flow from any area is a constant $C$, assuming that no pucks are allowed to cluster in any area of the arena. Solutions to this differential equation are

$$\delta_f = kx + ly + C_1$$

Assuming that both clusters are on the $x$-axis, we may deduce that

$$k = \frac{\delta_{2,f} - \delta_{1,f}}{\Delta x}$$

Moreover, if the clusters are located within a bounded arena, we may conclude that $l = 0$, or that there is no gradient along the direction perpendicular to the radii connecting the clusters. Thus, we have

$$\delta_f(x) = \frac{\delta_{2,f} - \delta_{1,f}}{\Delta x} x + \delta_{2,f}$$

giving

$$F = \eta \left( \frac{\delta_{2,f} - \delta_{1,f}}{\Delta x} \right) = C$$

Clearly, if

$$\frac{\delta^2_{1,f} - \delta^1_{1,f}}{\Delta x} > \frac{\delta^2_{2,f} - \delta^2_{1,f}}{\Delta x}$$

where $\delta^1_{1,f}$ represents the induced density at cluster one for scheme one, $\delta^1_{1,f}$ represents the same for control scheme 2, and so on. Thus, as long as this difference is larger, for scheme two, then the induced flow is larger. The rest of our conclusions from above follow quite nicely.

7.6. Predictions of the Model

In this section, we present calculations based on the puck clustering models of Beckers et al. (Beckers et al., 1996) and Maris and Boekhorst (Maris and Boekhorst 1996). We show that, as observed, the first model is predicted to cluster, while the second is not.

Let us first consider the model of Beckers et al. Beckers and colleagues report that the robot has four possible interactions with the robot.

1. Pick up a single puck
2. Pick up two pucks
3. Drop a single puck
4. Drop two pucks.

A robot travelling in straight lines will experience cluster as in Figure 7.6.1.

![Figure 7.6.1: The modes of interaction of the robots and clusters in Beckers et al. clustering paper.](image)

The robot has a probability of \( \frac{a}{r} \) of pulling off a single puck, \( \frac{2a}{r} \) of pulling off two pucks (if empty), and a probability of dropping of \( \frac{r-a}{r} \) if full of one, and of 1 if it has two pucks. Thus, we may write an expression for \( h \) and \( f \) as

\[
(7.6.1) \quad h = \lambda (r-a) n_1 + 2\lambda r n_2
\]

and

\[
(7.6.2) \quad f = \lambda a n_1 + \lambda a n_0 + 2\lambda a n_0
\]

where \( n_0, n_1, \) and \( n_2 \) represent the number of robots carrying 0, 1, and 2 pucks, respectively, and \( \lambda \) is a proportionality constant. Then

\[
(7.6.3) \quad g = \frac{a}{r} \frac{(n_1 + 3n_0)}{(1 - \frac{a}{r}) n_1 + 2n_2}
\]

Now, if \( r \gg a \) then

\[
(7.6.4) \quad g \approx \frac{a}{r} \frac{(n_1 + 3n_0)}{n_1 + 2n_2}
\]

This will generally be decreasing if \( n_0 \) is nearly constant (as in when robots are running in a large arena or with a small interaction probability). If this is the case,
then $n_0 \gg n_1 \gg n_2$ and

\[(7.6.5)\quad g \approx \frac{a3n_0}{rn_1} \approx \frac{a3}{r\alpha}\]

where $\alpha$ is some linear proportionality constant, generally a function of $a$ and $n_0$. This also explains why many clustering experiments failed when carried out in a very small arena, where the $n_1$ and $n_2$ are large, but not in larger arenas.

Martinoli, Ijspeert, and Mondada (Martinoli et al. 1999) report the use of a clustering experiment in which a khepera robot manipulates seeds and attempts to place them in long semi-linear “clusters”.

These clusters have two ways of being modified. These are having a seed added to the end of the cluster, or having a seed removed from the cluster. We plot the ratio of probabilities that these will occur reported in (Martinoli et al. 1999) in Figure 7.6.3.

This is clearly not monotonically decreasing, and so therefore does not satisfy our condition for monotonic clustering. Indeed, this is precisely what is reported in
(Martinoli et al. 1999), as the authors note that the behavior is somewhat driven by a probability of clusters to disappear, after which time an irreversible system change has occurred. The performance of the system is expected to require long times to converge as the time required to remove the larger clusters and add their constituent parts to the smaller clusters would seem to be an exponential function of the length of the cluster. Indeed, this is what is observed. We would characterize this behavior as pseudoclustering, in which no direct clustering behavior is responsible for the clustering itself, but it is rather the effect of irreversible random events which may be built upon by further irreversible random events of the same type.

### 7.7. Proper Swarm Engineering

In this brief Section, we report on the use of a group of multiple robots in creating predefined distributions of clusters.

A particularly simple system to create is one of two clusters in which all the pucks are initially in one cluster and end up in a predefined proportion in a second cluster.

Suppose that we have a total of \( N \) pucks, and we wish to create a system of pucks which has \( N_1 \) pucks in the larger cluster and \( N_2 \) pucks in the smaller cluster. As initial conditions are easy to control, we assume that the initial distribution is an easily generated structure.

Now, we suppose that we have two linear regions \( l_1 \) and \( l_2 \) which meet at a minimum of \( g \) for the two clusters. We assume also that the robot has an accurate method of determining the size of the cluster, deferring investigation of limited ability. Without a loss of generality, we may assume that \( g (N = 1) = 0.5 \). If this is the case, and we wish to have the system settle at \( N_1 \) and \( N_2 = N - N_1 \) then we must have

\[
\frac{1 - g_{eq}}{N_1} = m_2
\]

and

\[
\frac{g_{eq} - 0.5}{N_1} = m_1
\]

These yield the linear equations

\[
l_1 : y = \left( \frac{g_{eq} - 0.5}{N_1} \right) x + 0.5
\]

\[
l_2 : y = \left( \frac{1 - g_{eq}}{N_1} \right) x + \frac{g_{eq}N - N_2}{N_1}
\]
giving a minimum at

\[ \frac{N(1-g_{eq}) - 0.5N_1}{1.5 - 2g_{eq}} = x \]  

so that if \( g_{eq} = 0.45 \) then

\[ \frac{1.1N - N_1}{1.2} = x \]

Note that now the linear equations are given by

\[ l_1 : y = \left( \frac{-0.05}{N_1} \right) x + 0.5 \]

\[ l_2 : y = \left( \frac{0.55}{N_1} \right) x + \frac{0.45N - N_2}{N_1} \]

Thus, we have a design condition. If we let the \( f = 1 \) for all cases, which means that the robot will pick up every puck it encounters, and let the probability to drop be a function of size as prescribed in the above linear equations. We graph the evolution of a two-cluster system initialized with one cluster containing all the pucks and the second containing none.

**Figure 7.7.1:** This figure illustrates the use of a swarm engineering technique designed to produce two clusters of a prespecified 4:1 ratio.

In this Figure, the sizes of the clusters are plotted as a function of time. Initially, all pucks are in the larger cluster. However, very quickly, the clusters begin exchanging pucks, and continue to have a net flow to the smaller cluster until the desired
system is produced. Generalizations of this technique using a rough binary estimation of size, or a noisy size estimation produce similar results, with no significant degradation (up to 10% error). Most importantly, this can be easily generalized to multiple clusters, to clusters of differing size, and of a specific spatial design. These further possibilities require more investigation.

7.8. Discussion and Concluding Remarks

Groups of cooperating robots have the potential to carry out a wide variety of tasks which would seem to require intelligence in order to be completed, while utilizing little or no intelligence at the single agent level. In the natural world, these systems have been shown to be capable of carrying out tasks which seem to be complex and require rudimentary intelligence. Indeed, they have been shown to be more than a simple sum of the parts, forming an entirely new whole.

In this work we have begun to turn the design paradigm on its head. What we've done is ask what the general conditions must be in order to design a system of puck clusterers which will cluster pucks into a single cluster. Once this condition has been satisfied, it is expected that any design paradigm can be shown to lead to the robust clustering of the system. This condition does not take into account the efficiency of the algorithm, but instead deals only with the final global design goal. Further work must be completed in order to verify these expectations with physical robots.

What this does is allow a great generality and freedom in our design. We may now use exceptionally simple designs to complete the same global design goal. This allows us to build robots with extremely simple algorithms which will complete our task. What we have then achieved is a general methodology for creating extremely simple algorithms which yield a desired global behavior. Indeed, we have begun to unravel the idea of emergent properties and have replaced them with global design properties which may be seen to be different, in many cases, from those simple properties built into the robot. As an example, we may see that there is nothing in the simple robot which picks up pucks and shuttles them from group to group which would indicate that this would yield a global clustering behavior. However, this is indeed the end result, despite the fact not being immediately obvious without the advantage of hindsight or deep insight.

Further work in this area may tackle the use of stigmergic communication as a minimal necessary means of completing tasks. In order for this to be required, however, it must be necessary to recruit more than one robot in order to complete a task. Any less than this amounts simply to an improvement in efficiency. Now that a good understanding of the minimal requirement for generating more efficient
algorithms has been established, it is advantageous to undertake a study of the tradeoff between the efficiency of the collective, and the design complexity. This may yield optimally complex and efficient designs, using a minimum of collective processing, but yielding a maximally efficient collective. We do not tackle the problem here, but rather leave it as possible future research.
Part 3

Swarm Engineering for TSP
CHAPTER 8

Previous Swarm-Based Work on TSP and Combinatorial Optimization

The travelling salesman problem (TSP) is deceptively simple in its statement giving the illusion of having a simple proof. However, just as Fermat's last theorem is simply stated, but extremely difficult to prove, so too is TSP. Much of the work using software swarms has centered around TSP and related problems, such as routing problems in telecommunication systems. We review in this Chapter a small subset of the work done in this area.

Dorigo et al.'s seminal paper (Dorigo et al. 1996) on ant colony optimization provided a first attempt to use software swarms to solve a practical problem. In this paper, Dorigo et al. demonstrated the design of a system of agents travelling over a graph of nodes and edges which was capable of generating good solutions to small TSP instantiations. Moreover, it was demonstrated how one might generalize the system to a method of carrying out a variety of other optimizations.

Dorigo et al. (Dorigo et al. 1996) drew their inspiration from experiments done by biologists (Deneubourg et al. 1983, 1989, Goss et al. 1990). In studying ant systems it was noted that if a swarm of ants initially had created a stable path along which a group of ants was happily travelling back and forth, and an obstacle was placed in the way, as in Figure 8.1, the trail of ants would adapt by finding the shortest route around the obstacle.
Figure 8.1: When an obstacle is placed in the way of a stable ant trail, the trail adapts to find the shortest route around the obstacle.

The question then is how this is accomplished by ants. Ants do not seem to have any ability to know whether or not one route or the other is longer, and their capability for communication seems to be limited by locality. However, the swarm of ants seems to be able to adapt in a way that indicates some measure of intelligence.

The way in which this seems to be handled is through a form of bidirectional feedback (Dorigo et al. 1991). That is, ants travelling in both directions seem to employ a behavior which contributes to small differences in signals obtained by temporal differences in the arrival of ants travelling along one or the other of the prescribed paths. Since ants travelling along both directions will generally equally take one or the other paths around the obstacle, the first one to make it to the other side will bias the ants making later decisions. This is an unstable equilibrium, and the initial bias will be increased as the addition of relatively more pheromone on one side of the obstacle will reinforce itself on both ends. Interestingly, the same mechanism leads to lock in of one or the other side if the obstacle is placed symmetrically across the line of ants, as a random fluctuation can be fed back to cause the domination of one path.

The ant system is based on this type of communication, but employs “enhanced ants”. These ants

1. have memory of where they’ve been
2. will not be completely blind

---

1 One might argue that this is not intelligence at all, but rather dynamics. Evolution may have incorporated a dynamics into the system that allows it to deal with this commonplace occurrence.
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3. will update the amount of pheromone deposited on the trail based on the distance they travelled.

Each ant is initialized to begin at a randomly chosen city. Each link between cities is initialized to have zero pheromone. As each ant moves, it calculates the total distance travelled, and will place a bit of pheromone the amount of which is inversely proportional to the whole distance on the path it travelled at the completion of a path. The probability of moving from city to city will be an increasing function of the pheromone and a decreasing function of the distance between the ant’s current step and the proposed next step.

After each complete iteration, the pheromone is allowed to evaporate from each link, lowering the probability of those links not travelled. This allows long paths that have been travelled inadvertently to become less probable as a path to take over many iterations.

The algorithm is shown to perform well on a variety of problems, including a 30 city problem known as Oliver30 for which the algorithm extends the current best to a new minimum distance path. Dorigo et al. provide an extensive investigation of the effects of the various parameters, but do not provide any informative theoretical analysis of the behavior of the system.

Extensions of this work are plentiful, typically coming from Dorigo and collegues (Dorigo et al. 1996a,1997,1997). These include several minor modifications to the basic system, meant to increase the capabilities of the system’s search without the loss of the ability to find good solutions.

One particularly interesting extension of this work was created by Schoonderwoerd et al. (Schoonderwoerd et al. 1997). In this work a group of mobile “ants” were used to carry out dynamic load balancing on a telecommunication network. This was accomplished in an interesting way. In this work, the network is a directed symmetric graph with each node characterized by a capacity, a spare capacity, and a routing table, and each link having an infinite capacity. The routing table gives the probability that an agent will want to take a given link, in much the same way as the previous work used pheremones to bias the choices of ants. Ants are launched from random nodes and directed to random nodes. Each ant records the time required for its partial trip from one node to the next and updates the routing table entries at nodes it passes for those parts of the path going the other way. This is done by updating the pheremone levels on the routing table, in such a way as to preserve the normalization of a probability of 1 of choosing a given path. This and related work has laid a promising foundation for what one might hope will be a significantly more robust and dynamic standard method of carrying out traffic
routing on communications networks. Although swarm engineering techniques will fit nicely in this framework, we do not attempt this problem here.
Chapter 9

Swarm Engineering for TSP

As we briefly stated in Chapter 1, several researchers have been making progress in the area of global design using local design rules. This work is attempting to generate an understanding of how to attack problems using swarms while employing techniques that are less anecdotal and more general than those used previously. William Spears and colleagues (Spears and Gordon 1999, Gordon and Spears 99) have begun advocating the use of techniques based on artificial physics. This is a term borrowed from artificial life and refers to a brand of physics based entirely on the imagination, implemented in artificial environments that dominate "physical" artificial life work. In this paradigm, a set of behaviors are set up, which may be implemented by artificial agents using available actuators, and which must be obeyed by each element of the swarm. The approach seeks to generate a set of behaviors which may be implemented in both simulation and on real robots, based on a set of rules which may be easily simulated, and later uploaded to a group of real mobile robots.

In this Chapter we present the application of swarm engineering techniques to the solution of the travelling salesman problem. Our goal is to generate a swarm condition which will allow the completion of the task using a swarm of mobile agents. We demonstrate that although the basic algorithms of Dorigo et al. satisfy the swarm condition, they are unstable under random fluctuations. This means that with a small number of agents compared to the size of the problem set, the probability of generating a suboptimal tour is nontrivial. Finally, we present work on a novel method of handling TSP based on the swarm condition and designed in such a way as to avoid the problems inherent in the methods of Dorigo et al.

9.1. Swarm Criterion

In general, the goal of swarm engineering is to provide a scaffolding upon which to build a set of behaviors each agent will undertake. This scaffolding should provide enough structure so that any behavior which fits naturally in this design will accomplish the task.
9.1. SWARM CRITERION

9.1.1. Initial Definitions: One way of stating the goal of the travelling salesman problem is that one wishes to find a path through a set of locations such that the distance travelled is the smallest possible given the set of locations. The main weakness with this statement of the problem is that it does not yield to a solution using a swarm of agents. Rather, it is very much centered around the generation of a single path, a single piece of a vast puzzle.

Swarms, by definition, have an effect as a group. Thus, we must look for a second statement of the problem which is amenable to solution by swarms. We choose to restate the problem this way.

Given a set of \( N \) nodes \( \{n_i\}_{i=1}^N \), there are \( \frac{(N-1)!}{2} \) different paths possible which completely travel through each node, ending up at the beginning node again, without passing through any one node twice. There is an inherent order from shortest to longest of these paths. Thus, we seek a method of removing paths from the longest end of the list to the shortest end until the only path left is the shortest.

Thus, the group of path lengths is the interesting quantity here, and we wish to create a system under which this set of paths will evolve, eventually generating a single path which is the smallest path among those generated by the set of locations.

Given the set of nodes, we have a set of connections \( \{c_i\}_{i=1}^{N(N-1)} \) between nodes. These represent one part of a possible path. Each member of the swarm might be able to travel on these connections while travelling from node to node. We may model such travel as a stochastic process in which a particular node is chosen by an agent and travelled to with some probability \( p_{ij} \), where \( i \) represents the agent’s current node and \( j \) represents the next node. The object of the swarm’s interaction with the network of nodes is to modify these probabilities in such a way as to effectively (or deliberately) remove all links except those contributing to the minimum path.

We restate this formally in the next section, and it becomes our swarm condition.

9.1.2. Swarm evolutionary conditions and actions. Each path has a total probability of being traversed equal to

\[
p_{\lambda} = \prod_{i=1}^{N-1} p_{i(i+1)}
\]

where \( \lambda = \{n_{\lambda(1)}, n_{\lambda(2)}, \ldots, n_{\lambda(N)}\} \). We can therefore state the following set of swarm conditions.
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1. (Initialization) \( p_\lambda < p_{\lambda'} \) for all paths \( \lambda \) and \( \lambda' \) with the distance of \( \lambda \) larger than that of \( \lambda' \).
2. (Increasing dispersion) The swarm should affect the probabilities in such a way that as \( t \rightarrow \), \( |p_\lambda - p_{\lambda'}| \rightarrow \infty \).
3. (Absolute best probability) The swarm should also affect the probability of passing over the best path. As \( t \rightarrow \), \( p_{\lambda_{\text{min}}} \rightarrow \) where \( p_{\lambda_{\text{min}}} \) is the probability of the minimum path being travelled.
4. (Robust against error.) The system must be robust to sampling error.

The swarm is capable of doing two things in its travels over a network of cities and paths.

1. A swarm is capable of carrying out the travel and evaluating the path it took.
2. A swarm is capable of modifying the probabilities of the links it passes over.

The way in which modification of the probability of travelling over a given link is done may be quite general. Many researchers have done this with using a link-specific marker, many times called a pheromone. We now illustrate formally the effect of the use of a paradigm that uses a marker or other probability measure.

When travelling over a trail, a real ant will leave pheromone scattered on the trail, in response to cues both internal and external. Simulated TSP algorithms also employ a pheromone-based update method. In these methods, pheromone is typically left on the trail as a function of the distance the agent has travelled.

\[
\eta = f(d)
\]

where \( d \) is the total distance travelled by the agent. Thus, the amount of pheromone left on a particular link is given by

\[
ph = N \sum_c f(d_c) p_c
\]

where \( p_c \) represents the probability of a given agent travelling over a circuit \( c \) of distance \( d_c \) and \( N \) is the number of agents passing through the system. The sum is assumed to run over all circuits \( c \) containing the given link.

Let

\[
Z = \sum_c p_c
\]
We define the average inverse distance travelled over the entire set of complete paths which use the link in question

\[(9.1.5) \quad \left\langle \frac{1}{d} \right\rangle = \frac{1}{Z} \sum \frac{p_c}{d_c} .\]

Then the amount of pheromone makes

\[(9.1.6) \quad ph = NZ \left\langle \frac{1}{d} \right\rangle .\]

where \( f(d_c) \) is \( \frac{1}{d_c} \).

In actuality, pheromone merely causes a change in probability of an agent passing through a given link. Thus,

\[(9.1.7) \quad \frac{dp_h}{dt} \approx g \left( NZ \left\langle \frac{1}{d} \right\rangle \right)\]

where again \( d \) represents the average distance travelled through the given link and \( g \) represents the function of pheromone which indicates how a given amount of pheromone translates to a given probability.

**Example:** For instance, this may be given by

\[(9.1.8) \quad \frac{dp_h}{dt} = \alpha \left( \left\langle \frac{1}{d} \right\rangle - \left\langle \frac{1}{d_0} \right\rangle \right)\]

where \( \alpha \) is some proportionality constant and \( \left\langle \frac{1}{d_0} \right\rangle \) is the average of the inverse distances travelled by agents through the whole system, as opposed to those travelling through the link.

Now, suppose that we have a four city TSP problem as given in Figure 9.1.

![Figure 9.1: This figure gives an extremely small TSP problem.](image-url)
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(9.1.9) \[ p h_{12} = N p_{12} \left( \sum_{j,k} \sigma_{jk} f(d_{12jk}) p_{2j} p_{jk} p_{k1} \right) + C \]

where

(9.1.10) \[ \sigma_{jk} = \begin{cases} 
1 & \text{if } j \neq k \text{ and } j, k \in \{3, 4\} \\
0 & \text{otherwise} 
\end{cases} \]

This 2-d tensor describes the paths which may be considered. This gives us, if the level of pheromone is proportional to the rate of change of probability

(9.1.11) \[ \frac{dp_{12}}{dt} = N p_{12} \left( \sum_{j,k} \sigma_{jk} f(d_{12jk}) p_{2j} p_{jk} p_{k1} \right) + C \]

giving stationary solutions or solutions to this in the approximation that ps are not changing much

(9.1.12) \[ p_{12} = e^{\alpha t} \]

where

(9.1.13) \[ \alpha = N \left( \sum_{j,k} \sigma_{jk} f(d_{12jk}) p_{2j} p_{jk} p_{k1} \right) + C \]

with C possibly being some evaporation term or normalization term.

The most compelling part of this study is that such a system will generally increase or decrease depending on how the terms in equation (13) work out. If \( f \) is a nonnegative function, then the probabilities will never decrease, and will saturate (become 1) quickly. The resulting system is not selective. On the other hand, if the function \( f \) is negative, the probabilities will decrease, making the set of paths impassible by an agent.

We note also that the evolution of any given probability does not depend on the probability \( p_{12} \) itself, but merely on the ensemble of paths going through it.

We choose to model our \( f \) as

(9.1.14) \[ f = \frac{1}{d} - \frac{1}{d_{ave}} \]

where \( d_{ave} \) is the average distance of the complete paths taken by agents moving through the grid. Thus,

(9.1.15) \[ \alpha = N \left( \sum_{j,k} \sigma_{jk} \left( \frac{p_{2j} p_{jk} p_{k1}}{d_{12jk}} - \frac{p_{2j} p_{jk} p_{k1}}{d_{ave}} \right) \right) . \]
As long as this is negative, the link will decrease in probability. If it is positive, it will increase in probability. If there is a single path, the probabilities will remain stable.

9.1.3. Sampling Constraints. In general, it is very difficult, if not impossible to generate $d_{ave}$ or $d_{12}$. The calculation of these quantities requires that one obtains the result for a large number of paths, comparable to the number of possible paths in the search space. Practical approximations are nonetheless approximation- s, and are limited by definition. Thus, any system attempting to approximate the previous design will be limited in its ability to faithfully reproduce the equations presented.

We return to this point later in this work, illustrating how our results are affected.

9.2. Swarm Engineering Case Studies

Dorigo et al’s seminal work on swarm based optimization initially centered around the use of computational agents he called ‘ants’ to solve the travelling salesman problem. This work provided both inspiration and a basis for later work on the use of ant systems in the solution of combinatorial problems. In this section, we apply our previous theory to the solutions initially obtained in an effort to begin to understand why these algorithms performed as they did.

9.2.1. Initial ant-based optimization. Dorigo’s initial ant-based optimization system makes use of discrete agents which travel over a graph made up of nodes and symmetric links between nodes. Each node represents a location, and each link represents the distance between nodes. Nodes are infused with a quantity of a “substance” called pheromone which influences the ant’s likelihood of travelling along a given link. Ants are assumed to continually travel, keeping a record of the path they take. Ants are not allowed to retrace their path, and so cannot take a link that leads to a node they have already visited.

At each node, an ant must decide which path to take. This is done according to the amount of pheromone on each of the available links. The probability of an ant taking a particular node is given by

\[
p_{ij}^l (t) = \frac{[\tau_{ij} (t)]^\alpha \cdot [\eta_{ij}]^\beta}{\sum_l [\tau_{il} (t)]^\alpha \cdot [\eta_{il}]^\beta}
\]

where $\tau_{ij}$ represents the amount of pheromone on a link between node $i$ and $j$, $\eta$ represents a visibility parameter, the sum $l$ runs over all links from node $i$, and $\alpha$ and $\beta$ are adjustable parameters. Note that the sum of these is set to one, meaning that the ant will always take some path, a condition we relax in Section 4.
Each complete path of all ants constitutes a complete iteration. At the completion
of each iteration, each ant updates the pheromone levels on each link as indicated
by equation (9.2.2).

\[ \Delta \tau_{ij} = \begin{cases} 
Q/L^k(t) & \text{if } (i,j) \in T^k(t) \\
0 & \text{if } (i,j) \notin T^k(t)
\end{cases} \]

\( T^k(t) \) is the tour undertaken by the ant at iteration \( t \), and \( L^k(t) \) is its length. Thus,

\[ p_{ij}(t + \Delta t) = \frac{\tau_{ij}(t) + \sum_{c_{ij}} Q(\Delta t) \cdot [\eta_{ij}]^3}{\sum_l \left( \tau_{il}(t) + \sum_{c_{il}} Q(\Delta t) \cdot [\eta_{il}]^3 \right)} \]

where \( c \) runs over all tours passing through this link. We assume that \( Q \) may be
modelled as a function of time and that \( Q \) is continuous and \( Q(0) = 0 \). Thus, the
difference between the two is

\[ p_{ij}(t + \Delta t) - p_{ij}(t) = \frac{\alpha \sum_l \sum_{c_{ij}} Q(\Delta t) \cdot [\eta_{il}]^3 \cdot [\eta_{ij}]^3 \left( \frac{\tau_{il}(t)}{L_{c_{il}}} - \frac{\tau_{il}(t)}{L_{c_{il}}} \right)}{\sum_l \left( \tau_{il}(t) + \sum_{c_{il}} Q(\Delta t) \cdot [\eta_{il}]^3 \right)} \]

Now, if \( Q \ll \tau \) then

\[ p_{ij}(t + \Delta t) - p_{ij}(t) \approx \frac{\alpha \sum_l \sum_{c_{ij}} Q(\Delta t) \cdot [\eta_{il}]^3 \cdot [\eta_{ij}]^3 \left( \frac{\tau_{il}(t)}{L_{c_{il}}} - \frac{\tau_{il}(t)}{L_{c_{il}}} \right)}{\sum_l \left( \tau_{il}(t) + \sum_{c_{il}} Q(\Delta t) \cdot [\eta_{il}]^3 \right)} \]

This leads us to

\[ p_{ij}(t + \Delta t) - p_{ij}(t) \approx \alpha \sum_l \sum_{c_{ij}} Q(\Delta t) \cdot [\eta_{il}]^3 \cdot [\eta_{ij}]^3 \left( \frac{\tau_{il}(t)}{L_{c_{il}}} - \frac{\tau_{il}(t)}{L_{c_{il}}} \right) \]

which, in the limit gives us that

\[ \frac{\partial p_{ij}}{\partial t} = \alpha \sum_{c_{ij}} \left( \frac{\tau_{ij}(t)}{L_{c_{ij}}} - \frac{\tau_{ij}(t)}{L_{c_{ij}}} \right) \]

Focusing for a moment on

\[ \sum_l \sum_{c_{ij}} [\eta_{il}]^3 \left( \frac{\tau_{il}(t)}{L_{c_{il}}} - \frac{\tau_{il}(t)}{L_{c_{il}}} \right) \]

, we can rewrite this as

\[ \left( \sum_{l} \left\{ \eta_{il}^3 \right\} \sum_{c_{ij}} \left( \frac{\tau_{ij}(t)}{L_{c_{ij}}} \right) - \sum_{c_{ij}} \tau_{ij}(t) \sum_{l} \left( \frac{\tau_{il}(t) \eta_{il}^3}{L_{c_{il}}} \right) \right) \]
For simplicity, we may assign $\eta_{ij} = 1$ yielding
\[
\left( \sum_t [\tau_{ij}(t)]^\alpha \sum_{c_{ij}} \left( \frac{\tau_{ij}(t)}{L_{ij}} \right) - \sum_{c_{ij}} [\tau_{ij}(t)]^\alpha \sum_t \left( \frac{\tau_{il}(t)}{L_{il}} \right) \right).
\]

In principle, if the paths going through a link were long compared to other paths, the first term would tend to be smaller than the second, while if they were short, the second would tend to be smaller. This means that this system, would tend to satisfy our swarm condition, and should lead to a system that creates a shortest path.

However in real systems, one cannot know the values of these sums accurately, and there will always be an inherent error. Thus, the system will evolve under conditions that are not quite accurately predicted by these equations. The amount of change of pheromone, then under an error will determine the stability of the system. In a real ant-based system, the amount of change will be determined by
\[
\left( \sum_t [\tau_{il}(t)]^\alpha \sum_{a_{il}} \left( \frac{\tau_{ij}(t)}{L_{ij}} \right) - \sum_{c_{ij}} [\tau_{ij}(t)]^\alpha \sum_t \left( \frac{\tau_{il}(t)}{L_{il}} \right) \right).
\]

where $a$ represents the agent in the system over which the sums are actually taken. Now, if a long path has an initially large estimate of the first term, $\tau$ will increase along that link. This increase will in turn bias the ants from the second term to the first term, and if this bias is large enough, will tend to cause a link that should not increase to increase in probability, locking in a poor path. Indeed, this is precisely what is reported. Thus, although the system obeys our first three swarm engineering criteria, it fails to satisfy the fourth, which in practice significantly reduces the capability of the system.

9.2.2. Evaporation. Dorigo et al. propose a modification to the system which includes the use of pheromone evaporation. This is an attempt to provide a restorative force which will satisfy condition 4. In this case, we have
\[
(9.2.7) \quad p_{ij}(t + \Delta t) = \frac{\left[\tau_{ij}(t) (1 - \mu) + \frac{Q(\Delta t)}{L_{ij}} \right]^\alpha \cdot [\eta_{ij}]^\beta}{\sum_t \left[\tau_{il}(t) (1 - \mu) + \frac{Q(\Delta t)}{L_{il}} \right]^\alpha \cdot [\eta_{il}]^\beta}.
\]

Here, again, we may assume that $\mu$ is a function of the change in time $\Delta t$ which goes to zero when $\Delta t$ goes to zero. Then
\[
(9.2.8) \quad p_{ij}(t + \Delta t) - p_{ij}(t) = \frac{\left[\tau_{ij}(t) (1 - \mu) + \sum_{c_{ij}} \frac{Q(\Delta t)}{L_{ij}} \right]^\alpha \cdot [\eta_{ij}]^\beta}{\sum_t \left[\tau_{il}(t) (1 - \mu) + \sum_{c_{il}} \frac{Q(\Delta t)}{L_{il}} \right]^\alpha \cdot [\eta_{il}]^\beta} - \frac{\left[\tau_{ij}(t) \right]^\alpha \cdot [\eta_{ij}]^\beta}{\sum_t \left[\tau_{il}(t) \right]^\alpha \cdot [\eta_{il}]^\beta}.
\]
if again $Q \ll \tau$, then

\begin{equation}
(9.2.9)
\end{equation}

\[ p_{ij}(t + \Delta t) - p_{ij}(t) \propto \frac{\alpha \sum_i \sum_{c_{ij}} Q(\Delta t) \left[ \eta \right]^\beta \left[ \eta_{ij} \right]^\beta \left( \frac{\tau_{ij}(1-\mu)[\tau_{ij}(t)]^\alpha}{L_{c_{ij}}} - \frac{\tau_{ij}(1-\mu)[\tau_{ij}(t)]^\alpha}{L_{c_{ii}}} \right)}{\sum_i \left( \left[ \tau_{ii}(t)(1-\mu) + \sum_{c_{ii}} Q(\Delta t) \right] \left[ \eta \right]^\beta \right) \sum_i \left( \left[ \tau_{ii}(t) \right]^\alpha \cdot \left[ \eta \right]^\beta \right)} .
\]

In this case, the damping term depresses the change in probability, controlling the random fluctuations. This allows the system to be tuned with an appropriately chosen $\mu$ to a rate of change in probability that is small enough to manage and to relieve random fluctuations. Dorigo et al. report that this is sufficient to limit the effects of random fluctuation. However, there is a tradeoff between the strength of the evaporation and the effectiveness of the algorithm. If the evaporation term is too large, the denominator in equation (3.9) will also become small, making the size of the fluctuation increase. If this is the case, the system will never be able to lock into the desired minimum distance, but rather will continue to endlessly fluctuate.

9.3. Probabilistic Agents

The main weakness of ant-based systems is that they are vulnerable to random effects. This has led to a variety of different algorithms designed to minimize these effects. The weakness stems from the fact that the agent must make a decision about which path to take at every iteration. This is in contrast to first making a decision about whether or not to take a link in the path at all.

One might imagine a gedanken in which electrons are fired through an absorptive medium from each of the cities toward each of the other cities. If one were riding along with these electrons, one would note that the number of companion electrons travelling with the electron providing the ride would decrease as an inverse exponential of the distance. Thus, we would have

\begin{equation}
(9.3.1)
N = N_0 e^{-\lambda d}
\end{equation}

where $\lambda$ is some characteristic distance, and $d$ is some distance. Were one to send the electrons along to the next city, one would find a similar phenomenon occurring. This would happen again and again, until the final electrons arrived at their destination, with numbers reflecting the distance travelled. Thus,

\begin{equation}
(9.3.2)
N = N_0 e^{-\lambda d_t}
\end{equation}

with $d_t$ representing the total distance travelled.

We choose as model agents for our swarm agents as improved 'electrons'. Each agent has a probability of travelling from one node to another given by equation
(9.3.1). At each node, each agent duplicates itself so as to provide enough total agents to travel to each node not travelled to on the path it has already taken. Each new agent will then pick up where the first agent left off, travelling to the new nodes in the same way as the previous agent did in the last iteration. Note that if one agent is initialized at each node, and the probability travelling is 1 ($\lambda$ is 0), each possible path will be travelled. The behavior of an agent and its duplicates is depicted in Figure 9.2.

\[\text{Figure 9.2: This depicts two parts of one iteration of the agent's motion on a map.}\]

Note that in the first part of the iteration, one agent exists. In the second part, three agents exist. The number of agents equals the number of possible paths one might take while going through the first link.

It is straightforward to verify that the paths travelled by the agents in this system occur with an exponentially decreasing probability commensurate with equation (9.3.2). We illustrate this in Figure 9.3,
Figure 9.3: This illustrates the distribution of path lengths obtained from agents which completed a tour of ten randomly placed nodes.

in which $10^5$ iterations of a sample graph have been run.

This method has two main flaws. Any attempt to handle large graphs immediately causes one of two outcomes:

1. A virtual explosion in the number of agents in the intermediate stages of the search.
2. No agents completing tours, as a result of the extremely low probability of any agent completing a tour given the low pairwise probabilities required to limit the explosion of agents.

Moreover, the method is not a swarm at all. Indeed, it uses the predefined system to find the smallest path, using a large number of trials only to verify that the correct path has indeed been found.

A swarm has been defined in Chapter 1 as a group of communicating agents exhibiting emergent behavior. We employ a swarm-based method which derives from these probabilistic agents. We initialize the system with one agent. This agent has a predefined initial path $\{a_1, \ldots, a_N, a_1\}$ with some distance $d_a$, which becomes the first estimated minimum distance.

All probabilities are initialized according to

\begin{equation}
(9.3.3) \quad p_{ij} = e^{-\lambda d_{ij}}.
\end{equation}
This biases the algorithm towards a small number of completing paths, with a small average distance. At each iteration, this probability is reduced according to

\[(9.3.4) \quad p_{ij} \rightarrow v p_{ij}\]

where \(v\) is some positive number smaller than 1.

In order to generate new tours for sampling, the current tour is shifted to the left by \(M\) elements, i.e.,

\[(9.3.5) \quad \{a_1, \ldots, a_N, a_1\} \rightarrow \{a_{M+1}, \ldots, a_N, *, *, \ldots, *\}\]

where * indicates an unassigned node in the tour. The last \(M\) elements are chosen according to the guidelines given for probabilistic agents above, yielding many new paths in the process. Thus, the probability distribution of paths resulting from this method is

\[(9.3.6) \quad \{p_d|p_d = p_1 \cdots p_M\}\]

where the probabilities are the given according to choices for last elements. At every step, the new paths become truncated and duplicated, yielding a small number of new final paths.

If we define \(d_0\) to be the current estimate of the minimum distance, we denote the update of transition probabilities by

\[(9.3.7) \quad \frac{dp_{ij}}{dt} = \alpha \left( \frac{1}{d_{c_{ij}}} - \frac{1}{d_0} \right)\]

where \(d_{c_{ij}}\) is given by

\[(9.3.8) \quad d_{c_{ij}} = \left( \sum_c \left[ \frac{1}{d_c} \right] \right)^{-1}\]

and the sum is over all tours \(c\) which travel through a given link. Let us examine this in terms of our swarm condition.

- The initial state is exactly as desired in the swarm engineering condition.
- As more iterations pass, two types of updates occur. First, the probabilities are updated by multiplying a factor (for instance 0.99) to all link probabilities. This lowers the probability of the group of paths. Next, when an agent completes the path, the links along that path are updated by adding the multiplying by quantity \(\exp \left( \frac{1}{d_c} \right)\) to each of the link probabilities along the path. This increases the probability of going on the link, thereby increasing the probability of going along any small distance path going through this link. This satisfies condition 2.
9.3. PROBABALISTIC AGENTS

- The probability of visiting a nearby link is limited by a small number of links, indicating that the previous problems of both explosion and low probability have been solved. Moreover, as shown above, the smaller paths will be visited more often than the larger paths. Thus, those paths with smaller portions contributing will be selected more often than those with large portions selected.

- The longer distance paths have a decreasing probability which decreases at a larger rate than the shorter distance paths. The links contributing to these paths will have a smaller number of signals completing, and a smaller positive contribution per signal. Thus condition 3 is satisfied.

- As the best path is always of distance smaller than or equal to the current estimate $d_0$, the probability of this and all other paths decreases steadily. However, the system is reinitialized with the new estimate of the minimum distance, increasing the rate of decrease of long paths, but holding steady that of the minimum distance path.

- Finally, errors in sampling are of a different kind than previous errors. It is unlikely to lock in a path that is suboptimal, unless the rate of probability alteration is extremely high, as new paths may then be found easily which are superior. These will lead to a reduction in the relative probability of travelling over the suboptimal path. Since

\[(9.3.9) \quad p(t + \Delta t) = p(t) + \Delta \alpha \left( \frac{1}{d_{\text{comp}}} - \frac{1}{d_{\text{ext}}} \right)\]

in practice, it is impossible have an estimated minimum distance $d_{\text{ext}}$ smaller than the actual minimum. Thus, the probability of all paths will initially decrease, with the rate of decrease changing with each new better distance. The relative increases in rate of probability decrease is different for links of differing average distance, with those links which contribute to a small total path having a smaller acceleration than those links contributing to large paths.

We test these on three paths given in the TSPLIB, a standard set of travelling salesman test problems. In each case, the initial probabilities are given by $p_{ij} = e^{0.001d_{ij}}$ and the initial path is $\{1, 2, \ldots, N, 1\}$ where the path has $N$ nodes. In each case, the minimum is found with sufficient time. As a comprehensive analysis of the performance is beyond the scope of this chapter, we present only several minimum distances found on small paths. The results are given in Table 9.1.
In each case, the minimum distance was obtained, indicating that the swarm condition illustrated above does indeed produce the desired outcome.

Thus, the use of this type of swarm-based computation would seem to be promising, as reliable algorithms may be constructed simply by conforming to a given condition.

### 9.4. Conclusions

In this Chapter, we have examined the design of a swarm-based optimization system using a rational technique to initially design a swarm condition. Swarms are then engineered based on this condition. Those that satisfy this condition are expected to produce a desired final outcome for the system, while those that do not are not expected to be able to complete the task in a satisfactory and robust manner.

Investigating some of the previous work in this light has illustrated that, although most of the swarm condition imposed for the TSP are satisfied, they are not robust under the effect of noise. Addition of evaporation served to limit the amount of noise available for changes in probability. However, an evaporation rate that is too high would seem to produce paths with great variability, as is observed in practice.

This work represents the third and final illustration of a general procedure for producing swarms of a predefined desired behavior. The correct development and application of such techniques would seem to be a necessary step for creating a process whereby swarms can be applied to practical problems and used to produce useful results. Further work will address the development of a swarm-based way of gauging efficiency, with the hope for such work lying in the generation of swarm actions of a particular efficiency.

---

1. The average number of iterations for the Ulysses TSP algorithm is somewhat artificially low, as the runs were terminated at 10000 iterations, and these averages reflect the completing runs.
CHAPTER 10

Discussion and Conclusions

This work provides a first look into a potentially fruitful field in which many researchers currently work under a number of different names. Swarm engineering refers to a general approach to generating swarms of independent agents capable of completing specific global tasks, while using robotic or software agents which are relatively simple to individually construct.

Swarm engineering departs from the design of most\(^1\) multiple-agent systems in that our initial focus is on the general global characterization of the problem, rather than the local rules of the problem. The creation of a general set of conditions which allow the global goal to be achieved makes the design of individual agents, indeed groups of agents, somewhat simpler. However, this set of conditions can take a great deal of effort to build, and need not require the generation of an analytical solution to the problem. \(^2\) Thus, any behavior which satisfies these conditions can be thought of as a solution to the problem. While this approach is similar to the approach of traditional robotics, swarm-based robotics has departed from this approach.

We studied in this work three different systems, and the use of swarm engineering techniques in these three systems. The three systems were very different in the nature of the problem and in the type of solution. Plume tracking is correctly done in an embodied system, and as we have seen, the differing properties of the systems can lead to differing dependencies on parts of the solution. However, an analytic generation of a minimal condition for swarm-based exploration of plumes is both difficult and unnecessary. This is not to imply that generating a general condition for swarm-based exploration is unnecessary, simply that an attempt to do so analytically is unnecessarily difficult. With puck clustering systems, the situation is quite different. We have generated a set of conditions which, when satisfied, will allow the system to accomplish the goal. In this case, analytic methods have

---

\(^1\)We do not claim that we are the first to approach problems in this way.

\(^2\)In fact, although analytic solutions are desirable in many conditions, as illustrated in two of our three studies, their generation in some cases is unnecessarily complicated, and may hinder the work to be accomplished. It is our belief, however, that whenever possible and practical, such methods should be applied, as their study can often times lead to innovations that cannot be found in any other way.
10.1. Plume Tracking

A plume tracking algorithm is one in which a robot physically finds its way from a point downstream from the source of a plume to the source, using information available in the direction of motion of the surrounding fluid and in the intensity of the plume. This problem has its uses in both the natural world and in the unnatural world.

We discovered quite accidentally that a simple robot endowed with sensors with a directional response could be fabricated in such a way as to produce a behavior that carries the robot to the source of the plume. Interestingly, this behavior was discovered accidentally, and indicated that the solution of the general problem could be created quite easily. The many different solutions available in nature serves to underscore this point, indicating that artificial solutions need not be as complicated or involved as one might think.

A second algorithm for finding the plume source was investigated. This algorithm, unlike the first, has the advantage that it is unlikely to lose the plume once it has found it. Moreover, it is extremely efficient in tracking the plume to its source. We investigated the adaptation of the algorithm using and excluding the use of wind direction information in a configuration that used the direction to indicate whether or not the robot was facing upwind. The algorithm was investigated using both real experimental data obtained using a laser-scanned plume source (Cowen and Chang 2000) and simulated data using a simulator produced by Jay Farrell (Farrell et al. 1999) and adapted in house to produce tunable concentrations. The performance on both data sets was comparable except in the use of concentration information in producing tracking behavior. Overall, the algorithm was found to be quite robust over a large number of different pertubations of the system.

Finally, we applied swarm engineering to a swarm designed to extend the sensitivity of the system of robots. This swarm’s design was based on the condition that the system should make progress upstream, and should focus its search in areas of interest discovered by agents who might otherwise lose the source. The extension of the sensitivity of the system was demonstrated using a variety of performance measures, though the extension of the first arrival was only slight.
10.2. Puck Clustering

The application of swarm engineering techniques to puck clustering systems is quite straightforward. We may analytically investigate this system, and this was done. This required the restatement of the puck clustering problem in a format that allowed the focus to be on single agents rather than on global parameters, but also allowed the global goal to be achieved.

The basic swarm condition was generated in two ways. The first way was the consideration of the number of pucks in a pair of clusters of pucks. The general condition on the form of the ratio of the propensity to lose pucks $f$ versus the propensity to gain pucks $h$ was determined. Using this condition, it was shown that in a system of many clusters, the smallest of clusters always decreased in size, a requirement for the eventual absorption into a single cluster\(^3\). The same condition was again derived using a statistical physics approach in which local densities were considered assuming a diffusive environment. The same condition as was previously obtained was obtained in this consideration, allowing the extension of the system to real robot systems.

A brief investigation of the method of determining the relative efficiencies of two algorithms was carried out. This consisted of determining the minimal condition required to create a system that is less efficient than a given system. We found that if the ratio $g$ was being compared to another ratio $g'$, the latter would be more efficient if $g > g'$.

We enumerated the ways in which a non-monotonic system of two clusters containing two linear regions and a maximum or minimum would evolve. We found that such systems would in many cases create two stable clusters of pucks. Moreover, we discovered that in many cases both clusters had identical size, but in some cases, some clusters had differing sizes. Finally, we demonstrated that we could determine the sizes of the clusters ahead of time. This has exciting possible applications in distributed construction.

10.3. Travelling Salesman Problem

Our final investigation centered around the use of software swarms in the solution of the travelling salesman problem. This problem has been extensively investigated by other researchers, and our main contribution in this area was to establish that this was an incidence of swarm engineering and to put the work on firm mathematical footing. Once this had been accomplished, we observed the weaknesses of the systems from the equations that describe them.

\(^{3}\)Of course, the size to which we refer is a time-averaged size.
We proposed a second method of solving the travelling salesman problem which circumvents this difficulty. This method employs tunnelling agents, capable of dying along the way and of reproducing themselves. Left to travel to each node and not capable of dying, these agents could travel to all nodes over all paths if initiated by a single agent. An adaptation of this method was shown to satisfy the swarm engineering condition, and found good results when applied to three standard test problems, although more work on more test problems is required to validate the algorithm.

10.4. Summation

This thesis has provided an example of a global-first approach to swarm engineering. The set of techniques employed here may be extended to a wide variety of possible applications. In the author's view, one of the most exciting possible applications is distributed construction in difficult to reach areas inaccessible to humans. The use of such techniques might make it realistic to create structures allowing the harvesting of energy in both sustained mountaintop air currents or undersea currents. Construction of enclosures both undersea and in extraterrestrial locations may be possible, allowing colonization of both regions. Finally, the exploitation of such methods may allow search and rescue teams of robots to perform tasks more quickly and efficiently than may be capable for conventional search and rescue teams, allowing the combination of many individual robots' capabilities in the right times.
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