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ABSTRACT

A microscopic theory for the positive column discharge (PCD) is
developed using rate equations and power balance equations to model the
microscopic discharge processes. Macroscopic variables are calculated
from the microscopic parameters. The model is used to characterize a
hydrogen-helium PCD.

The equations in the model are modified to account for the presence
of resonant (H-alpha) radiation from an external source. The model is then
used to predict the voltage change in a hydrogen PCD (the optogalvanic
effect) as a function of current, illumination intensity, and gas
pressure. The results compare very favorably with experiments conducted
to measure the OGE.

Transient voltage changes induced by resonant illumination in a PCD
are calculated by numerical integration of the model equations. Pertur-
bation theory is applied to the equations to obtain more physical insight
into the physics of the transient OGE.

The experimental apparatus used to measure the OGE and that used to
measure the electron temperature (double probes) are described. A dis-
cussion of experimental problems covers some of the difficulties en-
countered.

The PCD model and OGE model are used to evaluate the practicality
of separating hydrogen and deuterium by optically assisted cataphoresis
in the PCD.

The possibility that recombination is a dominant process in the

discharge is discussed in detail and rejected.
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A careful description of the interaction of the illuminating
radiation and the PCD plasma is given, with special attention to
homogeneous and inhomogeneous broadening processes, saturation of
absorption and saturation of the OGE, and the relative bandwidths of
the illuminating radiation and discharge gas.

Some suggestions are made for future work.



Chapter I
GENERAL INTRODUCTION
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I. GENERAL INTRODUCTION

The idea that originally motivated the work described in this the-
sis was to exploit the well-known phenomenon of binary gas separation in
an electric discharge (cataphoresis) as a means of separating isotopes
(Bridges, 1976, unpublished). Cataphoresis occurs in a binary discharge
when the two constituent gases have different ionization potentials. The
gas with the lower potential is generally more easily ionized by the dis-
charge, and hence spends a larger fraction of its time in the ionic state
than the gas with the higher potential. Since the electric field in the
discharge pulls positive ions toward the cathode, the more readily
ionized gas accumulates there. The resulting steady state distribution
is then a tradeoff between the preferential drag the easily ionized gas re-
ceives and its tendency to diffuse against the concentration gradient that
is established. Figures I-1 and accompanying text show the results of a
demonstration of this effect.

Since isotopes of .the same gas do not, in general, have ionization
potentials that are very different, spontaneous cataphoretic isotope
separation seems unlikely. However, if a laser or some other source of
illumination is used to excite atoms of one isotope to a higher excited
state, preferential ionization of that isotope may occur, resulting in
separation. Thus the gas at the anode would be enriched in one isotope
and the gas at the cathode enriched in the other. As a practical matter,
the gases could then be exhausted through valves at either end of the
discharge and piped to two new discharges where further enrichment could

be performed, similar to the cascades used in gaseous diffusion



Fig.

I-1A.

Demonstration (Matveeva, 1959) of the separation of helium and
argon in a gas discharge. The initial concentration was 9%
argon in 1.6 torr helium. The discharge was run at 50 mA and
was 150 cm long. Curve I shows the amount of Ar at the anode
from the time when the discharge was initiated; Curve Il shows
the Ar at the anode when the discharge was turned off.
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Fig.

I-1B.

Spatial distribution of cadmium in a He-Cd discharge (Sosnowski,
1969). A helium discharge (inset) was operated inside an oven.
Cadmium was supplied from a separately heated sidearm. The
relative intensity of the cadmium 47993 line as a function of
distance along the discharge tube shows the cataphoretic pump-
ing of cadmium toward the anode. The helium 49218 Tine shows

no large concentration gradient, indicating the helium buffer
was not strongly pumped by the discharge. The sharp dips inthe
curve are caused by tube supports which blocked the 1ight.
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(Villani, 1976).

When a gas discharge is illuminated with intense radiation resonant
with an absorption line of one of the constituent gases as in the above
separation scheme, the gross characteristics of the discharge can be
modified; for example, the voltage across the tube can change. This is
the so-called optogalvanic effect, which has been known from the early days
of gas discharges, where a typical experiment was to use one discharge to
illuminate another containing the same gas (Meissner and Graffunder,

19275 Penning, 1928; Pike, 1936; Kenty, 1950; Meissner and Miller, 1953).
More recently, tunable lasers have been used for illumination (Feldmann,
1979; Katayama et al., 1979; Ausschnitt and Bjorklund, 1979; Ausschnitt

et al., 1978; Bridges, 1978), and optogalvanic spectroscopy is becoming
more and more widely used (Keller, Engleman, Zalewski, King Travis, Schenck,
Smyth, Luther, Green, Turk, Bentz, Crim, 1976-1979). Figure I-2 shows a
simple example of the thoga]vanic effect.

The goal of the research described in this thesis was to develop a
detailed microscopic model of the interaction of resonant illumination
with a discharge plasma, and to tie that model to the resulting macroscopic
effects of both isotopically selective cataphoresis and discharge impedance
or voltage changes.

The OGE is found to result from the fact that when power from ex-
ternal illumination is supplied to a discharge, the power required from the

field sustaining the discharge is reduced. Thus, at constant current

Power from laser _ Change in discharge voltage
Power to discharge Discharge voltage

If the illuminating laser beam has = 20 mW within the absorption line and

the discharge power is (50 mA)(200 volts) = 10W, the change in voltage is



A. Apparatus. Two mercury germicidal lamps are side by side. The light
from the active Tamp is AC modulated and causes voltage changes in
the passive DC Tamp.

B. Oscilloscope trace of the voltage change in the passive lamp caused
by ac ilTtumination from the active lamp. The DC voltage is 414V,

Fig. I-2. A simple demonstration of the optogalvanic effect (from Bridges,
1978).
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20x 1073

10W

Wy 200V = 0.4 volts

(NOTE: References for Chapter I are included in Chapter II references.)
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Chapter II

REVIEW OF CATAPHORESIS AND THE OPTOGALVANIC EFFECT
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I1. REVIEW OF CATAPHORESIS AND THE OPTOGALVANIC EFFECT

A. INTRODUCTION

The phenomenon of separation of two gases in an electrical dis-
charge has been known for a long time. Over the last 100 years there
have been many papers on the subject, including three reviews (Lehmann,
1898; Loeb, 1958; Chanin, 1978). Some of the earliest experimental refer-
ences are Baly (1893) and J. J. Thomson (1895). These papers and others
(Lehmann, 1898; Skaupy, 1916; Skaupy and Bobek, 1925; Mierdel, 1929;
Vygodski and Klarfeld, 1933; Penning, 1934) dealt with the spectroscopic
observation of the separation of binary gas mixtures, typically two noble
gases or one noble gas and one common molecular gas such as COZ' Later
work in the 1950's centered on exploiting cataphoresis to purify gas mix-
tures.

Separation of hydrogen and deuterium was proposed and demonstrated
by Groth and Harteck (1939), the first application of cataphoresis to iso-
tope separation. However; their work hinged on the fact that hydrogen and
deuterium have significantly different recombination coefficients.

Recently Bridges (1978) proposed a laser-assisted cataphoretic separation
scheme which is discussed in this investigation. A different scheme employ-
ing cataphoresis to separate isotopes, but depending on differential radia-
tion trapping for isotopic selectivity was proposed by Silfvast (1977). In
his scheme, two isotopes are in a discharge in their natural abundances.

The pressure is adjusted until one isotope has its resonance radiation
strongly trapped, while the other remains untrapped (the natural abundances

cannot be equal). The trapped isotope is then preferentially ionized and
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pumped to the cathode. In the late 1960's and early 1970's cataphoresis
entered into the techniques of gas lasers, particularly the helium-cadmium
laser (Goldsborough, 1969 ; Fendley et al., 1969; and Sosnowski, 1969). The
same techniques are required in the Tess well known He—I+, He-Se+, He—Te+,
and other charge-exchange ionization or Penning ionization lasers.

There are fewer publications of a theoretical nature in the litera-
ture; of these the most complete theories are in papers published in the
last twenty years. All of the theories deal with the basic physics of
cataphoresis: ions of the more easily ionized gas are "dragged" toward
the cathode by the electric field; diffusion then opposes the concentration
gradient that is created. A steady state concentration gradient results

when these two forces are balanced.

B. THEORY: CATAPHORESIS

Druyvesteyn (1935) published the first theoretical analysis of cata-
phoresis in an attempt to explain the separation of a noble gas and magnesium
vapor. Essentially, the theory consisted of equating the ion current to
the cathode to the back diffusion current of neutral atoms. From this con-
dition he found that the concentration of magnesium as a function of dis-

tance z along the discharge is given by
/2
n (z) = n (0) - (constant) —5plz

m m
T R
g

where

—
It

electron temperature

e
Tg = neutral gas temperature
R = tube radius

magnesium concentration

3
3
i
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neutral gas pressure

— ©
1] 1}

current

Two papers by Pekar that considered the theory of cataphoresis were
published in 1967. 1In one paper, he calculated radial gas separation by
equating the wall current induced by the ambipolar electric field to the
radial back diffusion current. Some simplifying assumptions led to the
conclusion that the radial separation decreased with an increase in pres-
sure. In the second paper he generalized the analysis to cover longitudinal
as well as radial separation, where electron temperature was calculated as
a function of distance along the discharge. In the 1imit of a high density
of the more easily ionized component, the Tongitudinal distribution of that
component was given by the product of an exponential in z and a Mathieu
function in z.

Sosnowski (1969) developed a simple theory for the longitudinal con-
centration of cadmium in the He-Cd laser. He made the assumptions that the
fractional jonization of cadmium is a constant independent of concentration
and that the electric field was constant in the discharge. Two radially
averaged diffusion equations, one for Cd ions and one for Cd neutral atoms,
were added to yield a general equation for steady state cataphoresis. The

solution to that equation is

1 - exp B(1 - %J
1 - exp B

n
n
0

where

concentration of Cd atoms and ions

=S
n

concentration of Cd atoms and ions at the Cd source

>
H
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auEL
D

1 = cadmium ion mobility

E = positive column electric field
L = positive column length
D = Cd diffusion coefficient

o = jonization fraction of Cd

The model was in excellent qualitative agreement with experimental
observations, which are shown in Chapter I, Figure I-T.

Shaperev (1972) developed a theory similar to that of Druyvesteyn,
based on equating the jon current flux to the reverse diffusion flux. He
assumed that the less easily ionized ions were a constant fraction of the
more easily ionized ions throughout the tube. By assuming a simple form
for the ion production rates, and assuming a fixed electron temperature,
he found that the more easily ionized gas had an exponential longitudinal
profile, and reduced his result to that of Druyvesteyn in the limit of high
density.

Cataphoresis in helium-neon mixtures was investigated theoretically
by Gaur and Chanin (1969). Their intent was to include the effects of ion
production and loss (as it occurs in the He-Ne laser) on the gas separa-
tion. By considering the kinetics of the important associative ionization

process,
Ne+ + 2He —> HeNe+ + He

they calculated an exponential distribution of gas along the tube. A
later paper by the same authors (Gaur and Chanin, 1970) extended the

analysis to helium-argon mixtures.
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Radial cataphoresis was also treated by Cayless (1963), who devel-
oped a numerical theory for fluorescent lamp discharges of mercury-noble
gas mixtures. The theory included many excitation processes, the local
distribution of ions, and a local electron temperature. He concluded
that mercury is pumped from the center of the discharge to the walls, and
the effect increases with current. A similar calculation was undertaken
by von Tongeren (1974) for argon-cesium mixtures. Latush et al. (1976)
performed an analysis of radial cataphoresis relevant to the helium-
cadmium laser. They considered the radial diffusion of the He-Cd species
and excitation processes of ground state atoms. Solving the radial dif-
fusion equation with fixed electron temperature, they concluded that the
cadmium density was a minimum at the center of the discharge.

Some investigators looked at the problem of the time dependence of
longitudinal cataphoretic gas separation. The first theoretical analysis
was that of Freudenthal (1967). In addition to a steady state model that
was a straightforward extension of Druyvesteyn's theory, he calculated
transient behavior from the diffusion equation. His principal conclusion
was that the degree of gas separation as a function of time is a decaying
exponential.

Shair and Remer (1968) developed the most complete theory of cata-
phoresis, accounting for transient and steady state effects as well as the
presence of gas reservoirs ("endbulbs") in the discharge. They derived
two radially averaged diffusion equations that described the motion of a
more easily ionized gas in the presence of a buffer gas. Making the
assumption that the charge fraction of the more easily ionized gas was a

constant, they derived a general equation for time-dependent cataphoresis.
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The main criticism of this theory is that it is not true that the charge
fraction can be constant in the presence of a concentration gradient.
Although the authors use the theory to calculate the separation of hydro-
gen and deuterium observed by Groth and Harteck (1939), it is not appli-
cable unless, for some reason, one isotope is preferentially ionized and

assumes the role of the more easily ionized gas.

C. EXPERIMENTS: CATAPHORESIS

A typical cataphoresis experiment consists of a gas-handling system
for two or more gases, a discharge tube and associated electronics, and
some means of evaluating the spatial concentration of the constituent gases
in the discharge. The most popular technique is observation of the inten-
sities of spectral lines in the sidelight of the discharge; the concentra-
tions of the gas species are assumed to be proportional to the intensities
of the lines originating from them. However, Steep concentration gradients
can cause changes in the local electron temperature and corresponding
changes in the excitation probability gas particular line, so that the
line intensities are not proportional to the neutral number density. An
alternative technique is to take gas samples at opposite ends of the tube
and analyze them in a mass spectrometer.

Noble gas mixtures have been studied extensively; Table II-1 con-
tains some of the references. Other combinations of gases or metal vapor
are listed in Table II-2.

There are three applications of cataphoresis: gas purification,

improved excitation of metal-vapor lasers, and isotope separation.
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Table II-1. Papers discussing cataphoretic separation of noble gases

Author Year Gases
Gaur et al. 1969 He-Ne
Reisz et al. 1954 Ar-Kr; Kr-Xe
Bhattacharya 1969 Kr-Xe
Hackam 1973 Ar-He
Remer and Shair 1971 Ar-He

Table II-2. Papers discussing cataphoretic separation of various gases

Author Year

Tombers 1971 He-N2

Gaur et al. 1968 He-N2

Sanctorum 1975 , N2—Ne

Remer et al. 1971 He-Ne, He-OZ, He-CO, He-CO2

Druyvesteyn et al. 1934 Na~-He, Na-Ne, Na-Ar, Na-Kr

Druyvesteyn 1835 Mg-Ne

Sosnowski 1969 He-Cd

Kenty 1958 Hg-He, Hg-Ne, Hg-Ar, He-Kr, Hg-Xe
COZ—CO, COZ—SOZ, NZ—COZ, H,-Hg,

Baly 1893 He-1,, H,-CO, H,-S0,, H,-CO,,
HoNo

Thomson 1895 HZ-C12

Beckey et al. 1953 HZ-D2

Springer et al. 1968 Cd-Noble Gas
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The method of gas purification by cataphoresis is quite transparent;
a mixture of gases is put in a discharge, and then exhausted from opposite
ends of the tube. The exhaust from the cathode end will be enriched in
the more easily ionized gas and the exhaust from the anode end enriched
in the less easily ionized gas. Fach of these two samples may be further
purified by repeating the process. If high purity is desired, discharge
contaminants and material sputtered from the cathode may become problems.

Cathaphoretic He-Cd lasers were developed by Sosnowski (1969),
Goldsborough (1969), and Fendley et al. (1969). A heated source of cad-
mium metal was placed near the anode in the bore of a helium discharge.
The Cd vapor, much more readily ionized than the helium, was rapidly
pumped to the cathode. The discharge walls were heated to prevent the
Cd from condensing, with the result that there was a substantial amount
of Cd vapor throughout the discharge. The appropriate levels in Cd are
excited by a Penning reaction with the 2535 metastables of He to obtain a
population inversion.

It should be noted.that this application of cataphoresis 1in gas
lasers is in fact the prevention of cataphoresis through the use of a gas
flow, either one-way or continuously via a return path connecting the
anode to the cathode in which there is no discharge.

Using cataphoresis to enrich isotopes requires, as noted, some
mechanism to distinguish one isotope from the other, such as preferential
ionization of one isotope. Hydrogen-deuterium mixtures have been shown to
separate spontaneously. According to Beckey et al. (1953), the mechanism
is as follows: the mass ratio of H and D is 2, and as a consequence the

hydrogen has a greater thermal velocity by v2. As a result, the hydrogen
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atoms diffuse to the walls faster, and are there associated into molecules
at a greater rate than deuterium atoms. Thus H is depieted compared to D,

and H, is enriched relative to D,. Thus, while both H and D atoms are

2 2

ionized with equal probability per atom, there are more D atoms than H
atoms, so that more D ions than H ions are dragged to the cathode by the
electric field. Since the ionization potential of molecular H2 exceeds

that of atomic D by nearly 2 volts, few hydrogen ions are produced.

Another attempt to see spontaneous cataphoretic isotope separation

36

was made by Freudenthal (1966). He failed to see any separation of ~Ar

and 40Ar. Matsumura et al. (1980) observed slight enrichment of 20Ne and

22Ne in a discharge, which they attributed to the greater viscosity of
the heavier isotope in the electron gas.
Cataphoretic isotope enrichment might be enhanced by selectively

exciting one isotope with external illumination as proposed by Bridges

(1978). This is discussed in detail in Chapter VIII.

D. INTRODUCTION: OGE

The recent flurry of work in the area of optogalvanic spectroscopy
(Feldmann, Katayama, Auschnitt, Bridges, Keller, Engleman, Zalewski, King,
Travis, Schenck, Smyth, Luther, Green, Turk, Bentz, Crim, 1976-1979) repre-
sents, as is often the case, the rediscovery and new application of an
effect that was first reported many years ago. The oldest experiments
consisted of measuring the voltage change in one discharge illuminated by
an identical discharge as in Fig. I-2 (Meissner and Graffunder, 1927;
Penning, 1928). Variations on this basic effect discussed below include i1-

Tumination of a positive columnwith a tunable dye laser, illumination
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of flames in an electric field with a laser, and illumination of hollow

cathode Tamps with a laser.

E. EXPERIMENTS: OGE

The earliest references found for the effect of resonant radiation
on a discharge are Meissner et al. (1927) and Penning (1928). Meissner
et al. demonstrated that the metastable atom populations in neon and
argon discharges were affected by illumination from other discharges con-
taining these same gases. Penning demonstrated that the starting voltage
of a discharge containing 20 Torr neon and a small amount of argon (the
so-called"Penning mixture") increased when illumination from another neon
discharge was applied. Two subsequent papers by Pike (1936) confirmed
the effect and used it to estimate the lifetimes of metastable neon atoms.
Fourteen years later, Kenty (1950) measured the voltage change in exter-
nally illuminated mercury argon lamps (which is as large as 40%) as a
function of current, and used it to comment on the role of mercury
metastables in the discharge. In 1953, Meissner and Miller found that
irradiation of a helium discharge positive column would change the I-V
characteristic by as much as 15%, and tied the effect to the metastable
concentration. Drouet and Novak (1971) measured the change in the elec-
tron distribution with neon illuminating neon.

The OGE was rediscovered several times with the advent of gas
lasers in the 1960s. Several papers documented the effect of lasing on
the populations of the laser discharge (Weaver and Frieberg, 1966; White
and Rigden, 1963; Waksberg and Carswell, 1965; Parks and Javan, 1965).

The decrease in current in He-Ne lasers was well documented (Garscadden
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and Adams, 1966) shortly after the discovery of that laser.

Frieberg and Weaver (1967) did an extensive investigation of the
effect of 3.5u Tasing in a xenon discharge, and found that the current
changed. Carswell and Wood (1967) found large current changes with the

presence of 10.6u lasing in CO,;* Garscadden etal.(1969) measured the corre-

E
sponding electron temperature changes; Skolnick (1970) used the OGE in

the laser discharge itself to frequency stabilize a CO2 laser, as did
Nussmeier and Friedrich (1969, unpublished) and Smith and Moffatt (1979).
Green et al. (1977) stabilized a dye laser to absorption lines in standard
hollow cathode spectrometer lamps.

More recent work on optogalvanic spectroscopy has been conducted
with dye lasers as the illumination source. 1In positive column discharges
Feldmann (1979) used a dye laser to produce optogalvanic response of some
molecules. Katayama et al. (1979) investigated optogalvanic response of
excited states of neon to a dye laser. Ausschnitt and Bjorklund (1979)
and Ausschnitt et al. (1978) investigated the transient behavior of a hydro-
gen positive column to pulsed H2 illumination. Bridges (1978) found a
large (30%) OGE when illuminating an excited state transition in cesium
with a dye Taser, and also reperformed Kenty's experiment by illuminating
one mercury germicidal lamp with another.

Hollow cathode discharges have been particularly popular subjects
for OGE experiments, since they are electrically quiet and exhibit OGE re-

sponse from both the buffer gas (usually neon or argon) and the sputtered

*

It is interesting to note that in their brief publication they said they
would publish the theory in a more extensive paper to follow; it never
did appear.
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cathode material. Bridges (1978) demonstrated the OGE in an argon-
uranium HCD, as well as in 1ithium and europium. A series of papers by
Keller, Engleman, and Zalewski of the Los Alamos Scientific Laboratories
and King, Travis, Schenck, Smyth, Luther, Green, Turk, Bentz and Crim at
the National Bureau of Standards in 1976-1979 discussed various aspects
of neon-uranium hollow cathode discharges.

An interesting technique for the optogalvanic detection of trace
elements in flames has been developed by the NBS group. Green et al.
(1976) detected sodium in a flame by optical excitation of the D line,
andwere able to detect the concentrations as low as 2 parts per billion.
Similar work was performed by Schenck et al. (1978) and Turketal. (1978).
Travis et al. (1978) extended the work to cover many different metals.
Schenck et al. (1978) investigated optogalvanic response of highly ex-
cited molecular states of metal oxides in flames.

The transient response of hollow cathodes to pulsed dye laser
excitation was measured by Miron et al. (1979) and Erez et al. (1979).
They also produced a simpie theory for the Tamp's response, which is dis-
cussed below.

The first demonstration of sub-Doppler optogalvanic response was
given by Johnston (1978), who used a narrowband dye laser to excite a
He-Ne discharge and found an "optogalvanic Lamb dip." Other sub-Doppler
experiments were conducted by Goldsmith et al. (1979) who performed two-
photon excitation experiments in Ne. A variation by Lawler et al. (1979)
measured the two-photon response of He at an intermodulation frequency; a

simple discussion of two-photon OGE was given by Vidal (1980).
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Other variations on OGE experiments were investigated by Keller
(1980), who postulated a simple model for noise limitations of OGE detec-
tion in hollow cathodes, and White et al. (1980), who investigated laser-

induced dipole pair absorption.

F. THEORY: OGE

In contrast to the extensive experimental work on the optogalvanic
effect, there are only five papers that present any theoretical calcula-
tions. The papers of Bridges (1978) and Lawler et al. (1979) deal with
very simple rate equation models. The Pepper paper (1978) is a more de-
tailed rate equation model, but contains errors as described below; the
Tater Lawler paper (1981) is based on using Ohm's Taw to calculate imped-
ance. A simple theory for the transient behavior of the optogalvanic
effect is that of Erez et al. (1979).

The simplest theory for the steady state optogalvanic effect is that
of Lawler et al. (1979). In the model considered by Lawler et al. n, and
n, are, respectively, the upper and lower level populations on the lasing

transition, and An are the changes in levels induced by the laser; the

u,2

total population change is Anu— An Ifall electrons created by the radia-

.
tion are collected with no collisional multiplication, the current increase
due to the radiation (which will be called the OGE current for simplicity)
is

i =e VR(Anu - An (I1.1)

S 2)

where R is the difference in ionization rates of the two levels, V is the

PCD volume.
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The shortcomings of such a simple theory are manifold: First, it
was assumed that the origin of the OGE signal was "extra" electrons gen-
erated in the body of the plasma; that is, the signal source was the
electron current. In fact this is an oversimplification of what happens
in a discharge. A perturbed electron density will affect the diffusion
loss rates, the excitation rates R, and can also affect the electron tem-
perature as well (which would, in turn, also affect R). Second, it is
not required by equation (II.1) that energy be conserved. Third, no con-
sideration is given to the presence of the external circuit driving the
discharge, how it responds to the "extra" electrons, or how the response af-
fects the discharge. Finally, the electron temperature itself was just
assumed, and no depietion of the exciting beam by absorption was included.
The theory was actually applied for a sub-Doppler experiment with two
counterpropagating laser beams. The equation discussed above is the cen-
tral assumption of that theory.

Slightly more complex is the theoretical model given by Bridges
(1978). Even in its admifted simplicity, however, it does indicate prob-
lems that turn out to be important. Bridges' model considers a simple set
of processes described by rate equations for three levels.

The processes included in this model are:

a) Creation of (1) by electron collision rate C1No;
b) Trapped spontaneous emission from 1 to 0, rate yA]ONO;

c) Stimulated excitation of (2) from (1), rate (W]ZN]— w21N2);

d) Spontaneous emission from (2), rate A, N, + AN, where A)= ] Ays s
i)

2172 22 2
the emission rate to all states but (1);
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e) Destruction of (2) by collisions, including those to higher levels

and ionization; rate DZNZ'

Bridges then assumes that C and D are not altered by the presence of the
radiation, and the OGE is directly proportional to N2 (both, he notes, are

doubtful assumptions); then

N, = K[S/(S+S3d8)] where S is the laser flux density
C1N
K= o ? T AC+D,)
Y9 g
17107 °2 2 2 (11.2)
. Brhy 1+ (Rt Do) /Ay
3dB A221 T+ (G Ry /797 A )L (A 7 0,07, ]

where SBdB is the laser flux necessary to reduce the OGE signal by a factor
of two below a linear increase, and 91,9, are the degeneracy factors.

While this model is considerably more detailed than the previous one
it suffers from some of the same flaws. Electron temperature, necessary to
calculate the electronic excitation rates, is assumed not to change. The
assumption that OGE is simply proportional to N2 is doubtful, and the
generic destruction rates D2 and /-\2 are 1likely not well known. Finally,
the results, as Bridges notes, are sensitive to the radiation trapping
factor which is somewhat uncertain, as discussed in Chapter III. Never-
theless, his model gave qualitative agreement with the shape of the OGE
saturation with laser, and came within an order of magnitude of predict-
ing S3dB observed experimentally in a cesium discharge.

A simple, admittedly phenomenological theory of the transient OGE

is that of Erez et al. (1979). It is based on calculating how an electron
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multiplication factor o depends on the discharge processes. o is defined
as the number of electrons generated at the cathode by the emission of one
electron by the cathode. If o > 1, the current increases, and there is an
increase in the voltage drop across the ballast resistor. At constant cur-
rent,

= (2o da _
do = (8V)n1 AV + ;(ani)v n bn, =0 (11.3)
N

where V is the tube voltage and n, are the atomic level populations.

Rewriting,

BV = -8 ] a. bng (I1.4)
1
where B = (gg)—] , a. = (Eg;) (11.5)
BV n. 1 Bn. n V
i Ty

The Tevel rate equations are

d(Ani)

—g - ; Yy bny - % (ng-n5) o5 I (11.6)

where Y is the general rate out of j into i (no illumination), 045 is the
optical cross-section of the i-j transition, and Iij is the resonant light
intensity. The two rate equations for the levels involved in the illumi-
nated transition are then used explicitly with the assumption that all

other levels relax with time Ti' That is,

d(Ani) An]

[ P (ny-ny) 015 1 (11.7)
d(AnZ) An,

gt =1, " (npmm) oy Iy, (11.8)



-29-

In steady state the explicit solution for the voltage change is
AV = -8012 112(a2T2- a]T])(n]- n2) (11.9)

An expression for the transient optogalvanic response is obtained

by assuming that

dAn] dAn2
rrailii ol (n2— n]) P I]2 (Taser on) (11.10)
d(An]) - An] ; ?(Anz) - é:z (1111)
dt T] dt 2
Integrating,
-t/T2 —t/T]
AV = —BQ(n]- nz)(a2 e -a; e ) (11.12)

and there is a decay characterized by two time constants. The quantity Q
is the pulse energy of the laser, Q = 910 J I]Z(t) dt.

The strength of this theory as well as its principal weakness is
its simplicity. It does éccount for the behavior of the O0GE in an intui-
tive manner. However, it is in reality little more than a reduction to
symbols of the assertion "each level decays exponentially with character-
istic time constant, hence so does the OGE." In fact, the model pre-
sented in Section III finds this to be the case, but the conclusion is
derived, not invoked by fiat. No analytical means is given for finding
the rate constants T] and T2; and no account is taken of the effect of
iTlumination on electron temperature. Also, most of the variables in the
theory, a, B, and An, cannot be calculated from the theory or measured

directly in a discharge; they were simply fit to the experimental results.
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The results, as might be expected, are in reasonable qualitative agree-
ment with the experiments.

A second, more sophisticated theory by Lawler (1980) deals with the
OGE resulting from illumination of a helium positive column with resonant
(5876%) illumination from a tunable dye laser. Lawler asserts that the
dominant ion/electron production mechanism in He is associative ioniza-
tion,

He* + He %He;+e_ (11.13)

and that the OGE derives from change induced in the metastable popula-
tion He” by the external illumination. He finds the change in "efficiency
of ionization per absorbed photon". By scaling with respect to this

quantity, any direct calculation of ionization rates is avoided.

Lawler writes a generalized ion rate equation

Q.
=

|

6(n,E) = 0= & (11.14)

Q.

where G 1s an ion production term minus an ion loss term and N is the ion

density. Similarly the current may also be written
o= Fn.E) (11.15)

A perturbation applied to the plasma changes both equations:

6 n+ 28+ gg= 0 - 9N

an 5E dt (11.16)

where [ is the jonization efficiency per photon and Q is the photon flux.
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Similarly,

Ai = = An + = AE (11.17)
The OGE response is calculated from
Zni = - AE (11.18)

where Z is the resistance of the ballast plus power supply, & is the
column Tength, and

i = oF 3Gydv dV
61 = -EQlsy sl (Gt o) (11.19)

di

The explicit forms of F and G used to evaluate the above expression

are

F(n.E) = eny E 7R% 2h (11.20)

where e is the electronic charge, u is electron mobility, and h0 is a

constant.

G(n,E) = g(E)n2

1/2
- n(2kTe/mp) ZWRQ/SOhO (IT.21)

where g(E) is all the ion production rate proportional to n2, mp is the

ion mass, and SO is a constant of order 1. Accordingly,

Q2
-

3G _ 172
i eRUE/[SOS&(ZkTe/mp) ] (11.22)

Q

n

Assuming some form for g(E), the OGE may be calculated as a function of
E/P, using the measured column resistance for dV/dI.

This model is clever in that it avoids explicit calculation of ex-
citation rates by relying solely on the "jonization efficiency" E and the

perturbations AR to evaluate the effect of the laser on the plasma. There
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are numerous opportunities for technical improvements which the author
acknowledges; particularly a better account of the role of metastables.

The objection to this work is that it expresses relationships
between quasi-empirical variables, such as %%»and E. It does not offer
a quantitative treatment of the microscopic processes in the discharge,
or how they cause changes in the macroscopic behavior of the plasma .
Finally, the model is based on the associative jonization processes
peculiar to He, and may not be easily adapted to other gases.

Lawler's theory is in fair agreement with his experimental observa-
tions.

The model considered by Pepper (1978) is closest to the present
work, and is the most detailed model of the optogalvanic effect that has
been published. It also, unfortunately, contains a fatal error. Pepper
solves simultaneously the rate equations, power balance equations, and an
implicit expression for the electron temperature; the three states in his
model are treated as a ternary system of gases. Figure II-2 shows the
various processes treated. Pepper's rate equations are (see Section III

for a discussion of the terms)

dN] g]
ria B(gg Ny = NPT+ NoAgyy = Nyng(Sq,+545)
+_2 N

T (11.23)
dN2 g]
¢ = BN, - 5;’”2)1 NSty = Nong (S 559)

NPy = 0 (11.24)

dn
_3 . o2y -
It N]neS13 + NzneS23 + D'V N3 = 0 (I1.25)
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Fig. II-4. Processes in the model of Pepper (1978)
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where A

is the Einstein A coefficient;
is the Einstein B coefficient;
is the degeneracy of level i;

is the electron excitation rate from level i to

level j;

is the Holstein radiation trapping factor for the
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2 ~> 1 transition;

is the ambipolar diffusion coefficient,

- -2
(2.405/R) Z stji

J

The electron temperature is computed from the expression of Dorgela,

Alting, and Boers (1935):

2
f1C1

I o~1¢0

i=]

where f

-1/2
(av,/kT ) V2 T

It

"

1l

]

Ni/NT = fractional population of level i

1/2
aivj /bi p

doi/dg (slope of cross section)

760 1. /p

mobility of ith species

pressure.

]
1+

(V. /KT,) e €_1.72x 107V

-1
s cm

(I1.26)

Pepper solves these equations by iteration on a computer, varying

the electron density Re and electron temperature Te until they are relaxed.

Then, using the power relationship

El = 7.85 neD+(e

where E is the electric field, I is the current, and ¢

I

+ 5kT )
e

(I1.27)

is the atomic ion-

jzation potential, the electric field (and change in electric field with
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illumination) are calculated.

While Pepper's analysis contains several good ideas (and was the
starting point for the present work), it also contains inaccuracies and a
serious error. First, his strategy was to iterate Ne until the "power
in" was equal to the "power out," but there is no expression for the
power in. In actuality, the set of equations is overdetermined; three
rate equations, one electron temperature equation, and one power balance
equation are given for only four variables, Ngs Mis Nos and Te. The error
is in Pepper's equation for na3 the sign of the diffusion coefficient is
wrong. Using the correct sign, the equation collapses immediately to
0 = 0, and there are left four variables and four equations (including
the power balance).

There are some Timitations in Pepper's approach. First, no
longitudinal attenuation by absorption of the external illumination is
allowed. Considering that the illumination is applied to a resonance
transition and is very strongly absorbed, this is a rather limiting ap-
proximation, particu]arly in 1ight of the large ground state densities
assumed in the calculation. Pepper uses sodium as an example, and the cal-

culation is done in very high density regions (NO 3_1014cm-3)

where the
absorption depth is extremely short, meaning an experiment would neces-
sarily involve excitingonly a small part of the column or an extremely
high illumination intensity. Second, no mention is made of the external
circuit driving the discharge (constant currentis implied but not stated

explicitly). It is quite possible, as indicated in Chapter III, to calcu-

late the field and current separately. Third, Pepper simultaneously
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assumes that charge neutrality is obeyed, but that ions are in the
spatial Schottky profile (see Chapter III) and electrons are uniformly
distributed, a clear contradiction. All excited states are assumed
uniformly distributed in radius, which is manifestly untrue (but may not
be overly important). Fourth, no explicit consideration is given to the
bandwidth of the illuminating source of dependence of the saturation

intensity on that bandwidth.
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THEORY OF POSITIVE COLUMN DISCHARGE
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ITI. THEORY OF POSITIVE COLUMN DISCHARGE

A. INTRODUCTION

This chapter presents the details of an analytic model for the opto-
galvanic effect in a positive column discharge (PCD). The first few
pages present a general overview of a microscopic model, the strategy
adopted to solve the equations, and the theory required to calculate
macroscopic, measurable quantities from the model. The next sections
describe in detail the application of the outlined model to a hydrogen
discharge, and give computational and experimental results. The experi-

ments are described in Chapter VII.

B. OVERVIEW

In an atomic positive column discharge, bound electrons are raised to
excited states or stripped from atoms primarily by electron collisions.
Electrons in excited states may decay to lower states through de-exciting
collisions or by radiation. A simple atomic system and the excitation and
de-excitation processes consisting of three levels are shown in Fig. III-1.
Electrons and ions recombine when they diffuse to the walls.

The rate equations describing the levels in Fig. III-1 for a cylin-
drical PCD are:
Tonic State: Ne

dn.

T 2
dt nlneS]c * nZneSZC T P e (I11.1)
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Fig. III.1 Simple Atomic System and Competing Rates
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Excited State: n,

—~— =n,nS,, - n,n_S - A (I11.2)

t 1Me”12 = Mole®py — 1

2Med2c T Aoy

Ground State: n]

n - n,n_S S

¢ T MNeS12 - MM (111.3)

lc

where o is the electron density
S.. 1is the rate of transitions per incident electron per atom

U caused by electron collisions. The subscript "c" refers to
the ionization continuum.

D. is the ambipolar diffusion coefficient

AZ] is the Einstein A coefficient for the radiative tran-
sition 2-1.

Charge balance (neutrality) is assumed to hold in the discharge

To eliminate the radial dependence from the equations, all electrons
and ions are assumed to have the same radial distribution, for example,
they can be assumed to be in the "fundamental diffusion mode" of the

Schottky model discussed below. Thus,

D Vzn. =~ D n././\2
ar i a i

For steady state, free electrons and ions created in the PCD are

assumed to be lost by recombination at the walls. From equation (III.1)
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dni
yral 0 (steady state) (111.4)
. . 2
which requires that Da = A (n]S]C + nZSZC)

The electric field in the discharge supplies power to free elec-
trons which excite atoms; the power density supplied to atoms from these

equations 1is

Power density to atoms = n1ne51c€1c + nzneSZCe2C

+ n]neS]ZE]Z (111.5)

where Eij is the transition energy from state 1 to state j . Additionally,
power is supplied to maintain a "sheath" (a non-neutral layer of steep
potential gradient) at the wall (discussed in detail below);

7.85 D_n

Power density to sheath = % (5 kT,) (I11.6)
mR

The dominant mode of power loss from the discharge is the £1c

liberated per recombination event at the wall after diffusion.

7.85 Dane
Power density lost to diffusion = —————é———'(e]c) (I11.7)
R
Additionally, there are small radiative losses:
Power density lost to radiation = n2A21€21 (I11.8)

Equating power supplied to power lost,

Power to atoms + Power to sheath = Total Power = NWe

= Power to diffusion+ Power to radiation+ Power to sheath,

where N w, is the net power input to the atoms.
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The power supplied to the atoms, sheath and diffusion is proportional to
Ngs the power radiated is not. Therefore, n, may be found from the power

balance:

Power to radiation

_ Power to d1'f1:us1'on+ Power to atoms

n n
e e

Power to radiation

_ Power to diffusion

e n
e

The macroscopic power P lost by radiation and wall heating must

also be the ohmic power supplied from the electric field:

P=JE=nu

Yo (I11.9)

where J is the current density and E is the electric field. Using Ohm's
law, J = ok,
GE™ = nw (I11.10)
and the electric field is just
- 1/2
E = [neme/aj (II1.11)

The plasma conductivity o may be calculated from microscopic variables. The

standard expression for ¢ is

c = _£ (111.12)

where e is the electronic charge, Mg is the electronic mass, and V, is the
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inelastic collision rate. Ve may be calculated from the inelastic collision
rates:

Vo= n]S]2-+n]S]C4-n252C (I11.13)

Combining (II1.11) and (II1.12), E may be calculated solely from the micro-
scopic variables

E = %,/——m\)w— (I11.14)

eee

The total discharge current I = WRZJ';using equations (III.10) and (III.11)

2 Yo
I =R Ne (II1.15)

which yields the current in terms of the macroscopic variables. The product

EI is the net macroscopic power consumed.

_ .pl
El = nR Ne@q (I11.16)

The above equations (III.1), (III.2 ), (III.4), (III.13), (III.14),
(IT1.15), and (II1.16) constitute a simple, complete model for characterizing
the microscopic and macroscopic properties of a PCD.

These seven equations may be solved in two ways. The first is to guess

initial conditions n](t=0) and n,(t=0) and integrate the equations in time

2
numerically until stable populations result. Alternatively, to find just

the steady state behavior, dn]/dt = 0; from equation (III.1 )

Dn /A% + nmS.. + A.n
_ a e

2 e 21 212
ny = P S (I11.17)
e 12 e lc

Similarly, dnz/dt = 0; from equation (III.2 )
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n.-nS

1'e”12
- (111.18)
2 ngSpyp tnSy t Ay

These two equations replace equations (III. 1) and (III.2 ). Initial
guesses for ny and n, can be made, and these nonlinear algebraic equa-
tions may then be solved numerically by iteration.

The addition of radiation resonant with the 2-1 transition from
an external source changes three of these equations slightly. The rate

equations become:

dn

?ﬁ}»= (previous equation) - B]Zn]W'+ BZ]”ZW

M | _ _

gt - (previous equation) + B]Zn]w - BZ]”ZW
where

B]Z,Bz]are the Einstein B coefficients

w s the spectral power density of the external radiation

The power balance is altered by the addition of energy from the external
illumination. EI is the ohmic power from the field and is augmented by

the amount

n.w + B

21" PN R (111.19)

(-B

Therefore, if the PCD is run at constant current in the presence of exter-

nal resonant illumination, the local change in field E may be calculated:
- . 1 = =
E = (previous E)—-T (lenzw - B]Zn]w) €19 (IT1.20)

This replaces equation (II1.14). The remaining three equations, (III.4 ),
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(II1.13), and (III.15) are unchanged by the radiation. However, the
numerical values computed from these equations will be differentin the
presence of radiation, since n, and Ny also change with illumination
present.

The above model allows evaluation of the local changes that occur
in the presence of resonant radiation in a PCD. In practice, the PCD
might be illuminated longitudinally with a laser, and some absorption
of the laser radiation will occur, so the intensity of the illuminating
radiation decreases from one end of the discharge to the other. The
local change in E will decrease correspondingly. How much the laser
light is absorbed depends on the absorption coefficient, which depends on
the level populations in the discharge and the laser linewidth; this is
treated in detail in Appendix IV.

The voltage change due to illumination measured at the terminals

of a discharge is just the sum of the local field changes:

AV = | AE(Tocal) dz

O

where L is the length of the PCD.

C. CHOICE OF DISCHARGE MEDIA

The two types of experiments in gas discharges treated in this
study, isotope separation and optogalvanic measurements, place some Timi-
tations on the choice of a discharge medium. If the application of the
above theory is to be kept reasonably simple, there are additional

restrictions. Finally, if the isotope separation work is to be
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interesting in a practical sense, the isotope should be worth separating.

For either type of experiment(OGE or CLIS), the most important
requirement is that it be fairly easy to make and operate a low pressure
discharge with a positive column. This eliminates any materials that
are hard to vaporize (have low vapor pressures). For the first experi-
ments, it was desirable to choose a permanent gas so that the discharge
did not have to be heated. Furthermore, the gas could not be so reac-
tive that it would harm the discharge tube walls or electrodes.

In either type of experiment, the gas has to be excited by exter-
nal illumination, either a laser or another discharge using the same
material. In the latter case, the requirements are that the gas has at
least one strong emission line that will not be absorbed by the glass tube
that contains the discharge. In the case of laser illumination, the wave-
length of the Tine should be within the tuning range of laser dyes that
can be excited by the pump laser available in our laboratory. For an
argon ion pump laser, this restricts the wavelengths that can be excited
to the approximate range'of 67008— 56002.

In order to develop a quantitative understanding of the OGE, it
is preferable to have an atom with a relatively simple energy level struc-
ture that does not form molecules. Furthermore, the excitation cross
sections and the A coefficients should be well documented if any reason-
able comparison with theory is to be made.

For CLIS experiments, the isotope shift of the line to be excited
must exceed the line's Doppler width in a discharge. Otherwise, a more

sophisticated, sub-Doppler approach must be adopted. The isotope shift
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must also exceed the linewidth of the exciting source.

Hydrogen seemed 1ike an excellent candidate in almost all respects.
The red 1line of atomic hydrogen (Hu, 65638) falls in the tuning range of
an argon-pumped rhodamine 101 dye laser. Hydrogen A coefficients and
electron impact cross sections are better documented than those of any
other element. Although H2 molecules may form in the discharge, they may
be nearly eliminated with the addition of a helium buffer (Ausschnitt etal.,
1978). The isotope shift is very large (4 cm_] or 125 GHz), and may be
resolved by even a relatively crude dye laser {Coherent Model 590) with
a nominal bandwidth of 40 GHz.

There are also several drawbacks to using hydrogen. (1) Hydrogen,
1ike many gases, tends to striate in a discharge. This means it tends
to separate into small longitudinal regions of high excitation separated
by regions of low excitation, giving the whole discharge a "striped" ap-
pearance. This 1is undesirable both because it is not well understood
theoretically, and because the striations can be unstable and can produce
electrical noise. The hé]ium buffer, added to dissociate HZ’ also reduces
the striations greatly. (2) The available red line is a transition
between two excited states, so a simulation must include at least three
atomic levels (an atom with excitation of a resonance line would only
require two), but the hydrogen resonance line La is at 12158, outside the

tuning range of any single dye laser.

The next sections discuss the detailed application of the preceding

theory to hydrogen.
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D. RATE EQUATIONS

Returning to the detailed discussion of the microscopic processes
(of which Section III-B presented an overview), rate equations describing
the hydrogen atomic levels may be derived. On the microscopic level, the
population of any atomic state in a hydrogen PCD is increased by processes
that add electrons to that state and decreased by processes that deplete
the state. The important processes in hydrogen that must be considered
are:
(i) electron collisional ionization from the ground state;

(ii) electron collisional ionization from excited states;

(i11) electron and ion collisional deactivation of excited states;

(iv) spontaneous emission of radiation;

(v) diffusion of all species.

Clearly, this list is not complete, but it does include reactions for cal-
culating the principal characteristics of a PCD.
A Grotrian diagram for hydrogen showing these processes is given

in Fig. I1-2. The four levels indicated are, with principal quantum number

n:
n=1 the ground state
n==2,3 the first two excited states
n = (continuum) free electrons

Each of the above processes depletes the population of the state
at the "tail" of the arrow and augments the population of the state at

the "tip."



-56-

Fig. I11.2 Grotrian diagram for four levels of hydrogen. Black arrows
represent electron collisional processes; wavy arrows indicate
(net) spontaneous radiative transitions; black bars represent
radiation trapping of resonance transitions discussed below;
the dashed arrow represents ambipolar diffusion of electrons

to the walls, followed by recombination.
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The rate at which electron collision processes (i, ii, and iii)

cause transitions between states i and J is

nean from 1 to J

iJ
neanji from j to i
where n. = ion density = Na by charge neutrality
Ne = electron density
ni,j = population density of a,b
Sij = collision rate

The rate at which spontaneous emission (process iv) depletes state

a or augments state b is

Yiih5 M
where Aij is the Einstein A coefficient
Vi is the "trapping factor" that accounts for the

reabsorption of emitted radiation

Electrons and ions in a PCD diffuse to the walls and recombine.

This occurs at a rate

where Da is the ambipolar diffusion coefficient

Vg is the radial Laplacian operator

Each of these processes and resulting rates is discussed in detail

below.
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The net rate of change of each level, dn/dt, is the sum of the
rates putting electrons into that state decreased by the sum of rates
removing electrons from that state. The net rate of change of the

population of each level is given below.

Grand State (n])

dn

1
dt

(0.269)(n g ) + D Vin

MeS21 * N3NeS3y a'r e

+(0.432) (Y, A

31P3N3 * Yorhonp) (111.21a)

(O.432)(n]ne)(5 +S,,+5S

12 13 ]C>

First Excited State (nz)

dn2
?ﬁ?': —(O.269)(n2ne)(52] + 523 + SZC)

+ (0.432) n n,S

M55 (111.21b)

+(0.269) n.n S,

+ (0.432) Y32A32n3

Second Excited State (n3)

t

d

-(0.269) nen3(531 +Sg, 4 S3c)

+ (0.432) nen]S + (0.269) n_n,S (111.21¢)

13 e 2723

(0.432)(v,,A

3oh3oN3) + Y37A3n3)

31

Continuum (free electrons or ions)

dne
4t + (0.269) n.n,S

= (0.432) n_n,S 2S5

1c

En (111.21d)

+ (0.269) n n,S, - DV o

e 373¢ a
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The numerical factors 0.432 and 0.269 appearing in the above equa-
tions account for the radial variations of the level populations as dis-
cussed in Section 3.f.

It is important to note that rate equations are not true on all time
scales. For extremely short times, quantum uncertainty dictates that the
system is not in a well defined state. However, these times are orders
of magnitude shorter than those of interest in this work. Furthermore,
ambipolar diffusion is not established instantaneously--it is established
in the time that an electron of thermal velocity requires to travel one
mean free path, here about ]O_7sec, and rate equations will not yield any

valid information for times shorter than this.

1. Electron Impact Excitation and Ionization

a) Theory of impact excitation

The rate per incident electron per target atom at which the transi-
tion i-Jj occurs, Sij’ is given by the standard energy integral (see for

example, Hasted, 1973)

_ 2691/2
Sij J F(e) Oij(g) [me] de (111.22)
€ .-c.
j i
where
£5>€5 = energy of 1,j levels

.. =T €. - €.
1] j i

F(e) = electron distribution function
0..(e) = excitation cross section

m_ = electron mass
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The total rate at which electrons cause the transition i -»j, Zij’

is the product of the constituent species and Sij

7.. = n.n S.. (111.23)

where n; is the density of atoms in state 1, and g is the electron density.
The typical shape of a dipole allowed cross section is given in Fig. III-3.
The product f(e) o(e) Ve is also drawn in Fig. III-4 to show the region
where impact excitation of the i> j transition occurs, in the high energy
“tail" of the distribution function, but below the peak of the cross sec-

tion. The cross section typically peaks at twice the threshold energy €5

J‘S
substantially above the peak of the Maxwellian, kTe/2. If the electron
distribution function is indeed Maxwellian and the cross section for a

dipole-allowed transition is approximated by a linear rise above the thresh-

old Eij’ the excitation rate becomes
_ (. 8.41/2 -
i (ﬂme)' i max ¢(€1j/kTe) exp( Eij/kTe) (111.24)
where
§0(x) = 2 B (111.25)
J (1+x)
and
X = Eij/kTe (1I11.26)

Since ¢ is a slowly varying function of x, the dominant energy dependence
of Sij arises from the exponential factor.
This formula is valid for i either the ground state or an excited

state, and j either an excited state or the ionization continuum, provided
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Fig. III-3 Ionization cross section and Maxwellian energy distribution.
A Maxwellian (electron) distribution function is shown on the
same graph,

fle) = (g SANG
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Fig. III-4 Product of a Maxwellian distribution and typical dipole

allowed cross-section
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the appropriate transition energy and peak cross section are used.

The assumption of a Maxwellian distribution for the electrons
or any other distribution, for example a Druyvesteyn distribution
(Acton and Swift, 1974), is always an approximation open to question.
In particular, it might be expected that the high energy "tail" of the
distribution would be depleted (as found in a He-Ne discharge by Heil
and Wada (1965), for example. It is a questionable assumption that a
low current discharge plasma can be characterized simply by one param-
eter, the electron temperature. At high electron densities, where
electron collisions dominate all other processes, a Maxwellian distri-
bution is usually a good assumption. In low-current discharges of the
type under consideration, the high energy tail is usually depleted below
that of a Maxwellian fit to the lower energy portion of the distribution
because of the depletion in ionizing collisions. The justification for
adopting the Maxwellian comes from a check made for a different type of
error. The hydrogen peak cross sections, O nax involved in the calculation
of the rates Sij are not all well known (see Appendix I), and it was
necessary to check the sensitivity of the model to variations in Ornax
(i.e., variations in Sij)' The result was that only the ground state
ionization cross section had a strong effect on the model, and assuming
a Maxwellian distribution for the corresponding excitation rate yielded
results in good agreement with experiment. It is thus reasonable to

assume a Maxwellian distribution throughout.

b) Theory of electron impact deactivation of excites states

The rate per incident electron per target atom at which the

transition j—+1i occurs, Sji’ is given by
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S . (kT ) = J Fle) o..(e)(2e/m)V/? de (111.27)

where Oji is the cross section for the downward transition. The prin-
ciple of detailed balance says that electron-atom collisions must ex-
hibit time-reversal symmetry; from this, oji can be related to Gij

(Seaton, 1962) by

m

+

M
2

Oji(g) - Eij(e ej) 3, (111.28)

where gi,gj are the level degeneracies. Equation (II1.24) then yields
e../kTe

= 95/9; Si5 e W (111.29)

S..
J1 1]

from which the downward excitation rates may be computed.

c) Atomic hydrogen cross sections

There are extensive theoretical and experimental investigations
of hydrogen cross sections in the literature. Most of the experimental
work, however, is centered on transitions from the ground state, and
excited state transitions must be taken from theory without substantial
verification. A summary of the cross sections found in the literature
is given in Appendix I. Table III.1 below gives the peak cross section
values that are used in the model. Where there is uncertainty regarding
a cross section, an average value is used; all cross sections represent
total values summed over the magnetic sublevels.

The rates Sij and Sji for the transitions in the hydrogen PCD
model are presented for several different electron temperatures in Table

I11.2 as calculated by equation (II11.24) using Oijnmx from Table III.1
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Peak cross sections used for computing excitation rates.

a
o]

Principal Quantum

is the Bohr radius.

Peak Cross Section, o.

1]

Numbers of Transition mag
1-c .75
2-C 18.0
3-c 95.9
1-2 .88
1-3 1.25x 1077
2-3 50.0

Table III-2 . Excitation and de-excitation rates of hydrogen (S.. and
Sji) as a function of electron temperature. Value in
parentheses is the exponent of 10.
Transition Electron Temperature, To (eV)

E.. g 1 eV 2 eV 3 eV eV eV
1] 1]

13.6 1-c 4.82 (-15) 5.93 (-12) 6.7 (-11) 2 (-10) (-10)
3.4 2-C 2.4 (-9) 1.5 (-8) 2.6 (-8) 3 (-8) (-8)
1.51 3-C 7.2 (-8) 1.3 (-7) 1.4 (-7) 1 (-7) (-7)

10.2 1-2 1.7 (-13) 3.7 (-11) 2.3 (-10) 5 (-10) (-9)

2-1 1.1 (-9) 1.5 (-9) 1.7 (-9) 1.8 (-9) (-9)

12.9 1-3 3.6 (-16) 2.1 (-13) 1.8 (-12) 5 (-12) (-11)

3-1 7.2 (-12) 9.8 (-12) 1.1 (-11) 1 (-11) (-11)
1.89 2-3 .4 (-8) (-8) 9.7 (-8) 9.5 (-8) (-8)
3-2 1 (-7) 8 (-7) 4.1 (-7) 3.4 (-7) (-7)
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As before, where there is uncertainty in the value of a peak cross sec-
tion, an average value is used. Note that Sij’ an integral of positive
functions, is a monotonically increasing function of energy, and that
Sji > Sij .

The excitation rates in Table III.2 are in fair agreement with
values calculated from much more sophisticated LTE plasma models, the
"collisional radiative" models. For a review of the extensive litera-
ture in this area, see Bibermanet al. (1971); the best known work is that of

Bates, Kingston, and McWhirter (1962); see Appendix III for a brief dis-

cussion.

2. Radiative Processes

The Einstein A coefficients for the three radiative transitions
included in the model are known very accurately (Wiese, Smith, and Glennon,

1966). Their values are given in Table III-3

Table ITI-3 A-coefficients for the three lowest transitions of hydrogen

.0 1
Transition (A) A sec
n=2to n=1 (1216) 4.699 x 10°
n=3ton=1 (1026) 5.575 x 10
n=3ton=2 (6563) 4.41 x 10’

The A-coefficients given above are the values appropriate for a
rarified gas; however, a photon emitted from a radiative transition ter-

minating in a highly populated state may be reabsorbed or "trapped." The
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result is that the net rates of some strongly allowed transitions are
substantially lower than the A-values in Table III.3 . This effect is
difficult to analyze theoretically for several reasons. First, the
degree of trapping depends on two time scales, the time between emission
and absorption by another atom, and the time between absorption and re-
emission by the same atom. Second, how long a photon takes to get out of
the discharge depends on the size of the plasma and Tocal excitation con-
ditions. Collisional-radiative LTE models are typically solved for
infinite plasmas in the limiting excitation regimes of "optically thick"
plasmas (highly trapped) and "optically thin" plasmas (no trapping). For
small positive column discharges of the type under consideration, the
classic analysis is that of Holstein (1947,1951). One of the results ob-
tained by Holstein is that in a small cylindrical discharge the effective
A-coefficient for the plasma as a whole is reduced by the factor vy, i.e.,

A is replaced by YA, where

1.6

Y- 172

. (111.30)
(kor(ﬂzn(kor))

and r = discharge tube radius; ko = absorption coefficient at Doppler line
center. Accordingly, in the present model, the transitions terminating

on the ground state are trapped,and trapping coefficients that range from

107" to 107°

10 en3 (

result from ground state densities ranging from 1015 to
0.03 torr to 3 torr).

R. Bartman (1980) has explained to the author that the above appli-
cation of equation (III.30) from Holstein's theory, while very widely used

in the gas-laser literature, is in fact a gross oversimplification.
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Holstein's analysis treated the decay of a radially uniform plasma with
no pumping. The time constant YA is the dominant decay constant (lowest
eigenvalue) of the fundamental spatial decay mode (eigenfunction), which
is parabolic. The Schottky model of cylindrical discharges (developed
in Section 3a) shows that the electron density and radiative excited

states have a spatial profile given by the zeroth order Bessel function,

n(r) = n(0) J (241 (111.31)

where R is the discharge column radius. Therefore evaluating radiation
trapping in a cylindrical column involves many decay constants, since the

projection of JO on the basis eigenstates of Holstein's equation involves

2.4r
R

ferent from a parabola for r < R, the dominant decay mode is principally

many of those eigenstates. However, since JO( ) is not too much dif-
the lowest-order one: The overlap integrals for higher-order modes are
small. Pumping, such as impact excitation, however, is much harder to
account for. Having said all this, equations (I11.30) will still be used
to account for trapping on the two transitions to the hydrogen ground
state. The price of treating trapping to the next order of sophistication

is much too high!

3. Diffusion

Plasma constituents can diffuse in several ways. Ions and electrons
are subject to ambipelar diffusion; neutrals and excited atoms diffuse
against any concentration gradient. In a cylindrical discharge with the
anticipated small (10'6) jonization fraction, it is eminently reasonable

to assume that the ground state atoms have a uniform radial distribution,
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and it is implicit throughout this work. Neglecting the small popula-
tions in the excited states, charged species are created predominantly
by electron ionization of ground state atoms, and they are destroyed
predominantly by radial ambipolar diffusion away from the center of the
discharge and eventual recombination at the walls. (For a discussion
of the alternative process, volume recombination, see Appendix III ).

a) Schottky model

Assuming radial symmetry,

2nr n_nyS

e

2nr DV
a

Ion Production Rate lc

Radial Diffusion Loss Rate n

c

S o

Equating the production rate to the loss rate, and assuming charge neutral-

1ty, ne= nj,
2
3 n an n, S
2e+]F re+ ]D]C ng =0 (111.32)
ar o a

n (r) = n (0) J (247 (111.33)

Requiring Na to be zero at the walls, the additional constraint

ny S;11/2
1 7ic _ 2.4
[ 5 } = S5 (111.34)

a
obtains. This is the Schottky discharge model which, having no excited
states or radiation, is the simplest positive column model. It is accurate
only to the extent that direct ionization from the ground state dominates
the discharge excitation processes. Furthermore, some value for the elec-

tron temperature must be assumed in order to calculate S, , when in

1c
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reality the electron temperature depends on the electric field and den-

sity of the discharge through the common discharge expression
E/p Te

This point also turns out to be important in the full model.

One frequently overlooked quirk of the Schottky model is that it
does not yield the absolute value of the electron density of a discharge;
it determines only the electron density relative to the density on axis.
This occurs because the rates of the two processes in the model, colli-
sional ionization and ambipolar diffusion, are both directly proportional
to the electron density, which consequently vanishes from the equations.
In reality, the electron density is determined principally by the current,
which in turn is set by the power supply and ballast resistor of the
external circuit. (Positive column discharges typically exhibit a nega-
tive incremental resistance and require an external means of limiting the

current.)

b) Schottky model with radiation

Radiation from the spontaneous decay of an excited Tevel to the
ground state does not depend directly on the electron density. When such
a process is added to the basic Schottky model, the electron density is
no longer indeterminate, and can be calculated from the model. However,
radiation is usually only a small perturbation on the excitation and dif-
fusion in a discharge (i.e., the radiative energy loss is quite small).
Thus the argument comes full circle; electron density is set principally

by the external circuit, and radiative losses, being small, will adjust
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to their "proper" value without grossly affecting the current. This
point is belabored here because it turns out to be of the utmost impor-

tance in calculating and understanding the optogalvanic effect.

c) Discharge parameter

With this simplest Schottky model, it is possible to calculate
some of the gross parameters of the discharge. It is instructive to
cover them here, since the more complete model will include refinements
on these same calculations.

First, the electrical conductivity of the plasma is given by

(see, for example, Reif, 1965)
B 2
o =nge /me\)e

where Ve is the electron collision frequency

Ve T MP1c

The net specific energy flow (per cm3, per electron) into the plasma W
is given by

w. = n]S

e 1c%1c

where €1c is the ionization potential. Finally, Chm's Taw,
J=oE

relates the current density to the electric field and conductivity.
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d) Ambipolar diffusion

The ambipolar diffusion coefficient, Da presents a special problem.
In this simplest model, it has been assumed that all electrons are lost
by recombination after diffusion to the walls. Equation (III.34) requires
that Da is pinned at a value that just balances the ion production rate.
But an expression for Da can also be derived by equating net electron and

ion flux (Krall and Trivelpiece, 1973)

(Te+'Ti) DiDe
Dy ¥ D +70. (111.35)
1 e e 1
where
KT.
D, = EG% (111.36)
1

is the ion diffusion coefficient, Vs is the ion-neutral collision fre-

quency, and

kT

D =_¢ (111.37)
e m\)e

is the electron diffusion.coefficient, with Te’Ti’ the electron and ion
temperatures, respectively. The two expressions for Dn are related, and
they yield similar results for hydrogen; for an electron temperature of
5 eV, Da ~ Hx 1O4cm2/sec. Unfortunately, this value is at odds with the
value 700+ 50 cm2/sec, measured by Persson and Brown (1955) in a pulsed
afterglow experiment. However, Persson and Brown do not state the elec-
tron temperature, and their value is simply too Tow to be credible for a
hydrogen positive column; were Da really that small, the dominant process

destroying charged species in the plasma would have to be volume
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recombination. This possibility is discussed in detail in Appendix

IT11. But in the OGE model being developed, a diffusion-loss-dominated
(or "wall-dominated") plasma is assumed, and any external perturbation
(such as radiation) may alter the production rate of ions and electrons.
Requiring all ions and electrons to be lost by ambipolar diffusion means
that Da must be large enough to dispose of the ions created by impact
ionization of excited states. Thus the proper value for Da including the
two upper states is

“(

D. = A n]S]C + nZS + n3S3C) (111.38)

2C

where

(2.405/R)? (111.39)

=
it

In practice, the rate of excitation from the higher states is much less

(1073

) than the rate of ionization from the ground state. The essential
point remains: Da is set by the excitation conditions in the discharge,
and volume recombination is disregarded.

But now, having set Da from the rate equations, it is no longer
possible to compute the electron density from equation (II1I1.21d). In fact,
this eguation collapses completely when the above value of Da is inserted.
It is on this point that the analysis by Pepper (1978) went astray. The
problem needs additional constraints to yield a unique solution. Specifi-
cally, it must be determined what physical processes set the electron
density. As in the simplest Schottky model, the answer is radiation and

the external circuit. The generalization of the equations describing the

power flow, Wes to include excited states, will complete the model. This
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is the subject of Section E.

For a fixed value of Da’ it is relatively straightforward to inte-
grate the above equations numerically. The results of doing so (with the
invocation of volume recombination) are presented in Appendix III, and the
computer program is presented in Appendix Ii. Unfortunately, for the
reasons discussed in detail in Appendix III, the results of this approach
are not credible. Specifically, for almost any value of Da’ the plasma
must be assumed recombination-dominated, which is very much at odds with
the putative view of positive columns. Additionally, the three rate
equations above do not specify that the power transferred to the plasma
from the electric field is equal to the power dissipated by recombination,
radiation, and gas heating. Finally, even if Da is chosen very carefully
so that realistic populations result, small perturbations (for example,

illumination) cause the system to become unstable.

e) Higher order ambipolar diffusion modes and diffusion of the

species

In the simple Schottky model above, there is only one possible

spatial diffusion mode, JO(Zifr).

In a more elaborate model, including
more processes (radiation, excited state ionization), it is possible that
higher diffusion modes will play a role. Accounting for these would in-
volve solving the radial diffusion equation with more complex excitation.
In order to keep the problem tenable, it is therefore assumed that the

fundamental diffusion mode dominates, i.e., Vﬁ Da o Da/Az, where

L = R/2.405

is the characteristic mode length.
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There remains the possibility that excited neutral species will
diffuse to the walls and be deactivated. However, when this was included
in the model, it did not make any substantial difference. Excited state
populations were reduced only a few percent below the values they assumed

with no diffusion, and it was not deemed necessary to include this process.

f) Spatial approximations

The foregoing discussion of spatial diffusion modes does indicate a
problem, however. What is the radial dependence of excited neutral states,
and how may it be incorporated in the model? In hydrogen, it is probably

a good assumption that excited states also have a JO(Z}?F) electron profile

since they are populated by electron collisions, and electrons collide
principally with the heavily populated ground state (which is radially
uniform). However, calculations for processes involving electrons and an

excited state then must account for the "overlap" of two species, both with

2.4y
R ).

Tating two overlap integrals in advance and then using the appropriate

radial dependence of JO( The problem can be treated simply by calcu-

numerical value in the rate equation. This scheme was first used by Kenty
(1958).

In the first case the spatial overlap (normalized to WRZ) is given

by
R
J JO(Z'R4'”) 20 v dr
0 > = 0.432
R

In the second case the normalized overlap is
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R
J J§(2'R4'“) 2mr dr
0
- 0.269
2

Hence the weighting factors in the rate equations are explained.

4. Other Reactions

Some of the reactions that have been omitted are:
i) ground-state atom collisions
ii) collisions between ground state atoms and excited atoms
iii) ion-atom collisions
iv) electron attachment
v) volume recombination

vi) molecular processes

i) Ground state atom-atom collisions are ignored since the gas
temperature in the discharge, even at high currents, does not exceed sev-
eral hundred degrees K. At these energies (0.01-0.1 eV) excitation of
the first atomic transition (10.2 eV) is miniscule.

ii) Collisions between a ground state atom and an excited atom,
and collisions involving two excited atoms are disregarded, since the den-
sity of excited atoms in a typical PCD is very low; at 1 Torr of hydrogen
and 100 mA current, the density of the first excited state is ~ 10_3 the
density of the ground state. Accordingly, excitation resulting from such
collisions is negligible because the energy of the constituent atoms is

too small, and de-excitation is negligible because of the low densities in-

volved.
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iii) Collisions involving excitation of atoms by ions do not
affect the positive column significantly. This is because the ion temper-
ature and drift velocity are generally much lower than the corresponding
quantities for electrons, in both cases because of the mass difference.

The ions, therefore, have a temperature that is not too much different
from the neutral temperature (ion-atom elastic collisions in fact tend to
equalize the temperatures), and thus lack sufficient energy to excite
neutrals. Excited atoms may be de-excited by ions. This is because ions,
having a net charge, can interact with the dipole moment of an excited
atom. However, the collision frequency of excited atoms and ions is small,
since both are heavy and move slowly, and this process will not affect the
discharge significantly. Even though the excited state densities and elec-
tron density are small, electronic deactivation cannot be ignored, and has
been already included in the model. Electron excited atom collisions occur
at a very high rate because electrons are light and have high velocities.
Deactivation of excited atoms by neutrals or other excited atoms is unim-
portant since the interacfion is at its strongest,dipole-dipole and at its
weakest, neutral-neutral; the corresponding de-excitation rate is negligible.
iv) Electron attachment to atoms (resulting in negative jons) has a
small effect under normal conditions because any such association (result-
ing in charged species) has a small binding energy and will be destroyed
quickly by collisions with another species, with 1ittle macroscopic effect
on the discharge. In fact, unusual conditions, such as a shock front are
necessary to produce significant quantities of negative hydrogen ions

(McDaniel, 1964).
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v) The various types of electron-ion volume recombination (radia-
tive and three-body) present special problems, as they are difficult
both to measure and to calculate. Estimates of the values for the recom-
bination coefficient for hydrogen vary over many orders of magnitude,

from 10_4 to 10_10 (see McDaniel, 1964; Brown, 1965) and the models used
to estimate them are very sophisticated (Bates et al., 1962). In the

present work, it was found that a very large recombination coefficient
4 5

(107" -10" em” 3sec ) was required before any substantial effect was seen
on the positive column plasma. This is discussed at lenath in Appendix III.
vi) In almost any discharge (except noble gases), the formation of
molecules is an essential part of the microscopic kinetic processes, and
hydrogen is, unfortunately, no exception. The dominant mode of H2 produc-
tion in a low pressure discharge is by association of ground state
neutrals at the discharge walls. At high pressures, three-body collisions
result in molecular formation also, but at the pressures used in typical
PCD's this process is truly negligible. 1In the body of the discharge,
molecules can be dissociafed principally by collisions with electrons. For
hydrogen the dissociation energy is 4.5 eV, compared to 10.2 eV for exci-
tation of the first excited state.) It might therefore be expected that
hydrogen molecules would be present in the body of the discharge; in fact,
they can be observed in some discharges. However, molecular association
at the walls is critically dependent on surface conditions. Previous
investigators looked at various factors affecting molecular dissociation
and atomic association. Wood (1921) found that association was enhanced

by the presence of water vapor above the inherent recombination rate for H

on pyrex or SiOZ,measuredat WJO_3. Goodyear and von Engel (1961) examined
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molecular processes in RF electrodeless discharges. Corrigan and von
Engel (1958) deduced a cross section for electron dissociation of H2;
Coffin (1959) concluded among other things that dissociation increased
with discharge current. Shaw (1959) found that coating the walls of a
hydrogen discharge with plastic reduced association. The addition of
helium as a buffer gas in the hydrogen discharge will effectively disso-
ciate the hydrogen molecules and act to suppress striations (Ausschnitt et
al., 1978). Therefore, the present model does not include any molecular
processes, and the experiments were performed with a helium buffer present
(typically 5 Torr helium and 1 Torr hydrogen. The possible effects of the
buffer on the discharge parameters are discussed in Appendix III.

The final assumption in the composition of this discharge model is
that only a few excited states need be considered; specifically, only the
ground state, first two excited states, and continuum (ionic) states are
included (i.e., principal quantum numbers n=1,2,3,0). In a low pressure
discharge (1 Torr) with low currents (< 100 mA), the ground state is by
far the most populous. The ionization fraction is quite low, of the order
of 10'6. Therefore, the dominant processes are those associated with the
ground state; in fact, in the simplest (Schottky) model of a discharge,
no excited states were included at all. The excited states have Tow
populations because they are energetically distant from the ground state
(>10 eV) in a plasma with an electron temperature of the order of 5 eV
(Ausschnittetal., 1978; see Chapter VI). Also, the higher the level, the more
paths there are for radiative decay (only the 2s level could be termed

metastable), and the less likely the radiation will be trapped. That is,
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between the effects of the Boltzmann factor and radiative decay, the ex-
cited state population of the higher-lying levels becomes progressively
smaller. This assumption is confirmed by the results of calculations

using the model. Typically n=3, the highest level considered, has a popu-
lation 10—6 of the ground state. Experimentally, some HB radiation (n=4
to n=2) was observed, but little HY (n=5 to n=2) was observed, support-
ing the conclusion that the higher levels are sparsely populated. This
simplification also finds some support in the literature; Grolleau, et al.
(1973) report that in an excited hydrogen discharge, excited states con-

tribute only a tiny fraction to the net production of hydrogen ions.

E. MACROSCOPIC PARAMETERS

Introduction

The preceding section covered the microscopic processes in a hydrogen
PCD. This section discusses the macroscopic properties of the discharge
and how they are related through the power balance to the microscopic
processes, expanding the treatment begun in the overview to this chapter.

The power balance is also used to derive the electron density.

1. Modes of Power Consumption

a) Sheath layer

Electrons are much lighter than ions and their mobility is greater
by a factorof One/mior)—]' Thus the flux of electrons toward the walls
of a discharge greatly exceeds the ion flux, and the walls must acquire a

net negative charge to repel most of the slower electrons. In steady state,

the net flux of ions and electrons is equal, and the wall acquires this
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"floating potential," given by

kTe
zn(Ve/VC)

vf]oat T e

where Ve’vc are the electron and ion mean thermal velocities. Of course

this means that ions are accelerated toward the walls in this gap, called
the sheath. They acquire an energy of about 5 kTe in passing through the
sheath, and this energy (which is distinct from the excitation energy)

must also be supplied to the plasma from the electric field.

b) Microscopic power distribution

The power input (per cm3) from electric field that results in

the excitation and ionization of atoms is, instead of equation (III.5 ),

Pin = Mne(S5e85c ¥Sq3813 + Syp8yp) (0.432)
atom
+ nzne(523e23 + SZCEZC) (0.269)
+ nyn S, (0.269) (111.40)

An electron deactivating an excited state inherits the energy lost by the

atom, so the net flow of energy from the field (per cm3) into the atoms 1is

Pnet = Pin - 0.269 nen252]€]2

atom atom

- 0.269 n n (S (I11.47)
el

30523 * S31613)
When an ion diffuses to the wall and recombines, it transports energy from

the plasma to the external world in the form of wall heating; this process

is the dominant loss mechanism. The ion will liberate the energy €1c
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(13.6 eV) that was required for its creation from a ground state atom.
It will also lose whatever energy it has acquired in  traversing the
wall sheath and perhaps some of its thermal energy as well; if the wall
is at some equilibrium temperature, the neutral atoms leaving it will
have the thermal energy appropriate to the wall temperature. The total

power {per cm3) delivered to the plasma from the field is then

_ 7.85 _
total Pnet ¥ 2 Da ne(O)(S kTe) = Nw , (I11.42)

atom R

P
since the wall flux I' of ions in the assumed Schottky Jo(gifﬁ) profile is

=DV Na - = 7.85 Dane(r= 0) (II1.43)

and 5 kTe is the energy acquired from acceleration through the sheath.

The total power per cm3 lost from a positive column is straightfor-
ward to calculate. Losses occur from radiation, recombination at the walls,
and the aforementioned wall sheath.

The energy (per cm3) lost due to radiative decay is approximately
(since the simple trapping factor y may not be an accurate expression of

this process as previously described)

A + A ) (0.432) (I11.44)

Pradiative = (21721512 * ¥Y31831%13 32532

The energy lost (per cm3) through diffusion to the wall is

= ae :
Paiffusion = 7 (£yc * 5 KTg) (I11.45)

and thus
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Ptotal = Paiffusion T Pradiation (111.46)

where gas heating or thermal Toss from the discharge has been assumed small.

The above equation may be solved for Ng*

P ooy
n = radiation (111.47)

_ Pdiffusion
e n

e
This is the required additional constraint equation for electrons and the
excited Tevel populations are determinate, although not soluble analytic-
ally.

c) Gross parameters

The above model given n, (actually gas pressure p) and Te as

inputs, yields n and the power flow in the discharge; it may be used to

2°"3
calculate gross PCD parameters as well.

The electron inelastic collision frequency, Vs in the presence of

excited states is

(S, +S., +S

<
i

(O.432)n

1 Ylc 13 12)

+ (O.269)n2 (S,5 *+ S (I11.48)

23 ZC)

+

(0.269)n

3 3c)

and thus the ohmic conductivity of the plasma column is known; as before,

o = neez,/meve, and Ohm's law, J = oF holds as in Section B.

Macroscopically, the power delivered to the plasma is P = g;§;=OE2.

But P is known from the microscopic model; eliminating it from equation

(I11.42)

o
E = T Tevele (111.49)
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The current I = (0.432)-J-7R%, and from Ohm's law,
I = WRZ vV.432 e ne/we/me\)e

Thus the model yields the plasma conductivity, electric field, and
current for a given pressure and electron temperature. Due caution must
be exercised in applying this model to data taken "at the terminals" of a
discharge, since electrode processes, particularly the cathode fall, are

not included.

d) Computational strategy

Initial computation with these equations yielded numerical re-
sults, but it was also obvious that the equations are somewhat difficult
to work with, and need to be recast in a better form for numerical compu-
tation. There are two subtle problems. The first is that the electron
density depends directly on the radiation loss, which is hard to calculate
accurately because of trapping and represents, as noted previously, only a
small perturbation on the plasma. Determining N directly from the radia-
tion is like having a tiger by the tail; a small disturbance can have
dramatic consequences.

Additionally, the rate equations are quite "stiff," meaning they
involve multiple time scales. Terms which are large at t=0 and dominate
the initial transient behavior ("fast" terms) can "fade" at longer times
when other “"slow" terms have a dominant effect. While sophisticated
numerical integration routines can deal with this problem, much computer
time is involved and results can be quite expensive to obtain.

Experimentally, as noted, the electron density is determined pri-

marily by the external circuit and the small radiative loss adjusts to
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some "proper" value. Heuristically, this suggests that fixing the current
(i.e., making it an input) and then, with the fixed-current condition,
making a first estimate of Ngs might be a good way to proceed. This estim-
ate could then be used with the rate equations to yield the excited state
populations, electric field, and power dissipated into diffusion and radia-
tion. There is the added benefit that constant current (even with resonant
external illumination) is relatively easy to achieve experimentally. Thus, if

I is fixed as an input, N is given by

I v m
ne B 2 W
mR™ eV .432 e

where Ve and Ve actually depend, of course, on the level populations.

At Tow currents, the ionization fraction ne/n] is small (10-6), and

the perturbation of the ground state may be assumed negligible;

dn]

_t:'O

and N is determined by the pressure only. In fact, all of the numerical
results for the PCD described in the next section were computed twice, with
and without this assumption, and no significant differences were noted.

The model now consists of the following set of equations:

Rate equations

dn
2 _
el —(0.269)(n2ne)52] + 523 + SZC)
+ (0.269) nenBS32 + (0.432) nen]S12 (1I11.50)
+(0.832) yy,A3,0,
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3 .
= = -(0.269) I e S3C)
+ (0.432) n_nySy5 + (0.269)(n n,S,,)
- (0.432) (y5oR35n5 *+ Y41A5qn3) (I11.51)

Electron density

AVERII
N — €€ (T11.52)

e wRe /E3e Ve

where Vo> the collision frequency and W the power input are given by
equations (I11.48) and (I111.42;, respectively, and the electric field may

be calculated from

E=—— /v (111.53)
/a3 e’e’e

This model requires the pressure nys the current I, and the electron
temperature Te as inputs. These three variables are not independent, and
hence may not be specified arbitrarily.

Extending the model to include the interdependence of these parameters
is possible, but not desirable. The dependence of Te on n,, for example,
may be calculated by the method of Dorgela, Alting, and Boers (1935), but
their accuracy is suspect, especially when the method is extended to
include excited states.

Since nys I, and Te may be measured, the alternative approach of
specifying them consistently from experimental results is adopted. Figure
VI-5 of Chapter VI contains the necessary data. An approximate linear

fit to the Te vs. I curves, useful for characterizing the PCD (results are
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in the next section) is
_ -3
I = (Te - 2.5)/(.105x10 )
thus a range of Te from 2.5 to 7 eV corresponds to a current range of O
to 43 mA, independent of pressure within experimental error. (The later
work on OGE uses measured values for Te and I, removing the approximation

inherent in this equation.

e) Steady state strategy

To find the steady state behavior of the model, equations (III.50)
through (II1.53), first the three parameters nys Ty» and T are specified.
Since in steady state

d

"3

dn2

equation (II1.50) for n, may be recast:

2

o 0.432 nen]S]3 + 0.269 nen3S32 + 0.432 n3A32 (111.55)
2 0.432 Y2-1A21 + 0.269 ”e(521 + 523 + 524)

Similarly, from equation (I11.51)

0.432 n n.S + .269 n.n,S

3 0.269 ne(S3] + 532 + 834) + O.432(A32 + Y3]A3])

n

The computational strategy is to make initial guesses for N, and ny. The
collision frequency Ve and power balance w, are calculated from equation
(I11.48) and (111.42), followed by new values for Nos Nas and N from equa-
tions (I11.50), (II1.51), and (I11.52). The process is iterated until the

populations no longer change, and then the electric field and power loss

may be computed.
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In fact this approach works quite well and is relatively inexpensive.
The initial guesses for n, and nj (analogous to initial conditions in the
rate equation formulation of the problem) do not affect the final values

achieved for n, and n i.e., the solution appears not to be multivalued);

5 |
they only affect the number of iterations required for convergence.
Information about the transient response is lost. Of course the purpose is
not really to calculate the transient response of the PCD without illumina-

tion, so the loss is small. Transient behavior with illumination is dis-

cussed later.

F. CALCULATED RESULTS FOR STEADY STATE PCD WITHOUT ILLUMINATION

Although the principal goal of this work is to evaluate the optogal-
vanic effect, the model that has been developed can be used to characterize
a hydrogen positive column without external illumination. The prerequisite
for credible results is that the input parameters, nys Te’ and I be speci-

fied consistently. They are not independent parameters, as noted previously.

1. Level Populations

a) n=2

Figure 1III-5 below shows the population of the first excited
level (n=2) as a function of current for three different pressures. It
yields the not altogether surprising result that n, increases with pressure
and electron temperature.

b) n =3

Figure 1III-6 is the equivalent plot for n=3; the conclusion

is similar.
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Fig. III-5 First excited state populations (n=2) as a function of

pressure and current (see text)



{cm-3)

-93-

i

g

U 30

CUPRENT (=)

o

~> 4



-94-

Fig. 1II-6 Second excited state population as a function of pressure

and current.
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In both these plots the excited state population is much less than
the ground state population, as was expected.
For any level, the net population is determined as a balance be-

tween gain and loss. For two levels i and j,

gain = collisional loss + radiative loss
(111.57)
neniS]-j = nenisji + njAji
Therefore,
n; S..n
J oo Je (111.58)
N S5iNe T A

In the absence of radiation (for example, if state b is metastable),

Aji = 0. From equations (II1.24) and (I11.29) the simple Boltzmann factor
n. g -e../kT
J- 1 W e (I11.59)
n; gj

obtains, where iy © €j - €5 Thus the population of metastable levels in

a PCD is expected to be mdch higher than the population of levels where
there is radiation and a large Aji decreases nj/ni in equation (II1.58).
Figure III-7 shows the excited level populations of a hydrogen PCD as a
fraction of the thermal equilibrium value of equation (IIT.59). For

n = 3, the fraction is = 3x 1072, and for n = 2, 2x 107",

These very Tow values supply verification of the assumption in

Section I1I-D-4 that the population of excited states does not substan-
tially affect the discharge column, since at these low currents radiative

decay dominates excited state losses. For states higher than n=3, as

noted, the population falls off very rapidly due to the many radiative



-97-

Fig. I1II-7 Level population as a fraction of thermal equilibrium value
at p=1.1 Torr
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de-excitation paths available.

c) Electron density

In Figure III- 8 the electron density is given as a function of
current. The electron density was found to vary only about 3% over a
factor of 10 in pressure, and is thus not shown on the graph. This veri-
fies the assumption that electron density is determined primarily by cur-

rent and T _.
e

d) Electric field

Finally in Figure III-9, the electric field is presented as a
function of pressure and current (Te). Not too surprisingly, E increases

with both Te and pressure, which recalls the standard relation E/p ~ Te.
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Fig. III-8 Electron density as a function of current (Te)
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Fig. III-9 Electric field as a function of current (Te) for several
different pressures
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IV. EFFECT OF RESONANT ILLUMINATION:  THEORY AND EXPERIMENTAL RESULTS

A. EFFECT OF RESONANT ILLUMINATION--STEADY STATE

The preceding theory may be extended to include the effect of exter-
nal resonant illumination on the discharge level populations, and,
ultimately, the macroscopic properties of the discharge: voltage, current,

or impedance.

1. Rate Equation Changes

Only simple additions need to be made to the preceding model to include
the effects of external illumination resonant with the n=2 to n=3 transi-
tion of hydrogen. If the rate per atom of upward transitions induced is
R23, and the corresponding downward rate is R32 = 92/g3R23, then the right
side of equation (II1.50) is augmented by the term

0.432(-R23n2 + R32n3)

and the right side of equation (III.51) is, of course, diminished by the
same term. The spatial form factor of 0.432 assumes uniform illumination
of the positive column. fhe gaussian profile of the laser couid be
accounted for by changing this constant, but this correction is ignored
here.

The logical way to proceed is by adopting the same fixed-current
computational scheme as in Section III.E. Experimentally, a fixed current
may be achieved by using a ballast resistor in series with the discharge
that is large enough to dwarf the small conductivity change caused by the
illumination.

The conductivity o will change in the presence of illumination through

the change in n, and ng which will change through the electron collision
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frequency, Vo (see equation (III.48). It is found from computation that
Ave/ve is less than 10-6 for all PCD conditions considered, and laser
power up to 400 mW. Thus the illumination does not contribute signifi-
cantly to the discharge conductivity over the range. The computed
change in conductivity, assuming the discharge impedance (3kQ)is less

than 108 (4k) = 24x 1073

‘Q, which is tiny compared to the 25 kQ and
40 kQ ballast resistors used in the experiment. The assumption of fixed
current with illumination is thus justified, and the computational strat-

egy of Section (III.E.c) is adopted. Accordingly, equation (III.55) becomes

0.432 n n;S;,+0.269 n n,Ss,+0.432 (ngAs, +ngR

n =
2 0.432(y21A2]4-R23) + 0.269 ne(5214-5234-52C)

32)

(Iv.1)

Equation (II1.56) similarly, is now

0.432 n .S, 5 +0.269 nn,S,,+0.432 n,R, (1v.2)

n =
3 0.269 ne(S31 + 532+ S3c) + 0.432(A32+ Ya1 ¥ R32)

2. Power Balance

The final change that must be made to the model is in the power
balance. The electronic power into the discharge is now augmented by the
power absorbed from the illumination. Without radiation, the ohmic power

was given from (III.53)

El = %'—_l;_' MaVee
v.432

With radiation, the net power is

I ——
— VM Vg - (R23n2 - R32n3) €53 (1v.3)

1
EI=_
€¢v/a3z ©E€
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where Ve and w, are written with a prime to emphasize that they will be
slightly affected by the presence of illumination; how much they are ac-
tually affected comes out of iterating the equations in the model. Divid-
ing this equation by the current yields the expression used with the rate
equations to find the voltage change caused by the light, i.e., the opto-
galvanic effect.

In extending the theory, it has been tacitly assumed that the electron
temperature does not change when Ha illumination excites the discharge.
Including a change in Te measured from experiment is trivial; calculating
it entgi]s the same problems that plague calculating Te (discussion in Sec- |
tion Iii;E ). However, the change in Te induced by the radiation is much
less than the error in our ability to measure Te (see Chapter VII) as
limited by the noise present in the tube, so it is quite likely that it is
also too small to affect the results significantly.

As it now stands, the model requires four inputs: current I, electron
temperature Te’ pressure n,; and the per atom rate of optical excitation

R23. From these parametefs the electric field, excited state populations,

radiative loss, and electronic power per unit length of positive column can

be calculated. The only task remaining before the model can be compared
with experiment is to account for the longitudinal absorption of resonant
illumination in the PCD. This is covered in detail in Appendix IV, and is

summarized in Section 3 below.

3. Linewidths and Absorption of External Radiation

The detailed derivation of the dependence of the OGE on the laser
bandwidth and the absorption coefficient of the gas is contained in Appen-

dix IV. Some results from that appendix are used below.
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At low intensities, external monochromatic radiation at frequency

is absorbed exponentially in a Doppler-broadened medium:

I=1, ev(v)z (1v.4)

where I 1is the monochromatic intensity of the external radiation

I_is the incident intensity (before any absorption)

)
z 1is distance along the discharge
NP SR T

v (v —=5—[n, - = n,] gn(v

8nc2 3 9, 2° °D

where gD(v) is the Doppler lineshape of the absorbing gas.

7 V-vp 2
gD(\,) - 2% 2 exp[— 4 on 2( X" D) ]
/TT A\)D D

where Yo is the center frequency of the line

AvD » the Doppler linewidth, is given by

k Tn
Avp= 2y fge D
D D Mc2 Lz

where Tn is the absorbing gas temperature.

As discussed in Appendix IV, the monochromatic low intensity radiation
produces a 1oca1‘change in electric field directly proportional to local
intensity
(Iv.5)

AE =c"1

local local

where the constant of proportionality c¢" is calculated from the numerical

simulation. The OGE voltage measured at the terminals of the discharge is
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Just the sum of these local voltage changes,

L

AV(v) = J B, qy 42 (1V.6)
0

= e I 7%3y [ - e YV (IV.7)

If the i1luminating radiation is not monochromatic (as is the case
for the Coherent 590 laser with a 40 GHz bandwidth), the OGE voltage must
be summed over the beam's spectral components, taking into account the
fact that different frequencies are absorbed differently as equation
(IVjﬁ) indicates. That is, equation (IV.4) must be integrated over fre-

quency. The "exact" result is

00

AV =c 1 -——%ﬂ-——- J dof1 - e Y(VIL; (1V.8)
nzx A32 e
where
Io = IO/A\)L
Av, =

L laser bandwidth

As a simplification, it might be assumed that all of the incident
radiation within the absorption linewidth of the medium is absorbed in
one folding length, 1/y(vo) = 2. In this case, the OGE voltage measured

at the terminals of the discharge is
V=gt 10 - et (1v.9)

This is referred to as the "crude" theory.
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B. RESULTS FOR STEADY STATE PCD WITH ILLUMINATION

1. Change in Excited State Populations

The external illumination causing the OGE changes the atomic level
populations n, and ny (most notably n3) as well as the electron density
Ng- Employing the above method of specifying consistent inputs, Figs.
IV-1, IV-2, and IV-3 show the induced population changes bandwidth (40
GHz) under different discharge conditions calculated from the rate equa-
tion model for an illumination much greater than the absorption linewidth

(6 GHz).
a) n=2

In general, An2 is directly proportional to the illumination inten-
sity within the absorption line. The point marked (X) indicates An2 cal-
culated for Te = 6 eV at 20 mA instead of the = 4.5 eV indicated by Fig.
VI-5 , and is a rough gauge of the effect of the inaccuracy inherent in
Te on Anz. The effect on An2 is not large, which augurs well for the

model as a whole. Variations in Te should not affect the outcome of other

calculated quantities either. Anz/n2 was typically ]0'3 (at 100 mW),

Justifying the approximation of Section V.C.1 that ﬁ2= 0 (note n2(t=«»)

Anz). The perturbation of level n=2 is thus not very large.

b) n=3

Figure IV-2 gives the calculated results. As expected, An3/n3 =
10] v 102, meaning Ny is sparsely populated in the absence of exciting
radiation, supporting the previous assumption that higher levels than n=3
are unpopulated. The calculated value of An3 also is directly propor-

tional to laser intensity. Again, the change in n, introduced by changing
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Fig. IV-1 Calculated change in first excited state (n=2) population at
z < 0 of a hydrogen positive column caused by resonant Ha
illumination
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IV-2 Calculated change in n= 3 population at z=0 of a hydrogen positive
column due to resonant H2 illumination
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T, from 4.5 to 6 eV is indicated by () » and the previous comments hold,
An3 is not dramatically affected by changes 1in Te’ so the results are

credible even in the absence of accurate knowledge of Te‘

c) Electron density

Finally, the calculated change in electron density in the presence
of illumination is shown in Fig.}V-S for some different values of the
external parameters. Typically, Ane/ne was extremely small, 10-4 or less.
The "error" introduced by changing Te is here relatively larger than that
for An, or An3.

What is remarkable is that Ane is negative for all cases calculated.
This is the opposite of what might be expected intuitively. The process
of exciting electrons in the column to higher states seems as if it should
increase electron density by promoting electrons toward the ionization con-
tinuum. What the simulation says, however, is quite different. The
correct explanation of the microscopic processes is that at constant cur-
rent the extra power pumped into the discharge from the laser reduces the
power required from the electric field, resulting in a reduced electron
density. That Ane < 0 is absolutely essential to the discussion of
hydrogen-deuterium isotope separation in Chapter VIII. In any application

the change in e is so small that it is unlikely to be significant.

2. Optogalvanic Effect

The next three sections, 2a, b, and é, show finally the OGE calcu-
lated from the model as a function of laser intensity, pressure, and cur-
rent. In all three, the agreement with experiment is remarkably good,

especially considering the simplicity of the model. The same strategy as
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Fig. IV-3 Change in electron density Ne from Ha illumination of a
hydrogen positive column
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Fig. IV-4 Theoretical and experimental values of OGE in hydrogen as a
function of illumination fluence. Errors are typically +25% in
the experimental curves.(least squares fit to data).

Exact theory, current = 20 mA

Exact theory, T, = 6 eV (see text)

Least squares fit to experimental data, current=24 mA
Exact theory, 40 mA

Least squares fit to experimental data, current=60 mA
Least squares fit to experimental data, current=40 mA
Crude theory, 20 mA

Exact theory, 60 mA

Crude theory, 40 mA

Crude theory, 60 mA
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in Section III.E, using experimental values to specify Te consistently

with pressure and current, is adopted throughout.

a) OGE as a function of illumination intensity

The OGE voltage resulting from H, illumination of hydrogen is cal-
culated to be (and was observed to be) negative under all conditions.
Furthermore, it was observed to be directly proportional to the laser
intensity at the available (broadband) powers, < 150 mW; no saturation
was observed. Figure IV-4abc shows the theoretical and experimental
values of the OGE as a function of laser power for both the "crude" and
"exact" theories of Section III with tube current as a parameter. No
saturation is predicted from the model, either. It is apparent from Fig.
IV-4J that the theory gives remarkably accurate results (note that the
vertical scale is linear, not logarithmic).

Neglecting for the moment the current parameter, it will be observed
that the crude theory gives results that are too low and the exact theory
gives results that are somewhat higher. This was quite predictable:

Fig. AIV-2 indicates that the Tongitudinal absorption integral, when cal-
culated exactly, is a]Ways greater than the corresponding crude theory.
The fact that the exact theory results are somewhat larger than experiment
is probably because no account was taken of any reflection of laser light
from the end windows of the discharge (they were not Brewster windows),
and the light reaching the column was, therefore, somewhat less than that
measured, with a corresponding reduction (perhaps 10%) in the predicted
OGE voltage. Additionally, the spatial form factor previously mentioned,

accounting for the nonuniform radial illumination, will reduce the
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theoretical result slightly. The magnitude of both these corrections
is less than that produced by the uncertainty in Te, and they are con-
sidered no further.

Also shown in Fig. IV;4 is the OGE as a function of illumination
intensity with (as before) an electron temperature of 6 eV instead of
the 4.5 eV given by Fig. VI-5 . Two conclusions are apparent; first,
the OGE voltage, while depending on Te’ does not depend on it strongly.
Any error introduced into the calculation by the uncertainty in Te is
thus insufficient to cause the calculated values of the OGE voltage to
be very much different from those of Fig.” IU-4, where they are in very
good agreement with experiment. Second, the value of Te at Tow currents
given by Fig. VI-5 s probably too high; the Te==6 eV curve is closer to
the experimental data than is that for Te= 4.5 eV,

Figure 1IV-4 supplies ample a posteriori justification for the
assumption of Section III.E that the OGE, for all cases of experimental
interest, is directly prpportiona] to the pumping rate R23. There is no
saturation anywhere.

The fact that curve C (experimental data for 20 mA) is everywhere
greater than curves E and F (experimental data for 40 mA and 60 mA) in-
dicates that the OGE decreases with current; comparison of the equivalent
theoretical curves for 20, 40, and 60 mA confirms this. However.

Curve D is greater than E; but D is less than H; however, within the
indicated errors, the opposite could be true; there is not enough accuracy
to say unambiguously which is greater. Further discussion of this point--

and the current dependence--is presented below.
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One final result that may be deduced from Fig. IV-4 1is an explana-
tion of the failure of the parallel-tube experiment described in Chapter
CVII.  The minimum signal that could be detected with the apparatus was
roughly .05 V; anything below that vanished into the discharge noise. The
minimum detectable laser power was thus = 10 mW. Estimating from Fig.
jVII-6, the maximum Ha power generated by one U-shaped tube absorbed by the
other is approximately 5 mW, which is barely detectable. The Fresnel
refractive losses to the two tubes and red cellophane reduce the luminosity
further; finally, the U-shaped tubes were considerably noisier than the one
used for Fig.fV—4‘ . Thus, in the parallel tube experiment, the signal was
just too small.

On several occasions, experiments were conducted to evaluate the
effect of reflecting the laser beam back through the discharge. Under no
circumstances was it found to produce anything more than a tiny (< 5%)
change in the signal. From Fig.AIV-1 after propagating through 20 cm
of discharge, the laser beam is almost fully absorbed. Reflecting the
beam produces hardly any éxtra excitation of the column. Invoking once
again the argument that the OGE is directly proportional to R23, it is
obvious that a significant additional OGE resulting from reflection of the
laser beam would be quite unexpected.

It is appropriate to include here one interesting result of applying
the model to a narrowband illumination source. It is indicated in
Appendix IV that the OGE response resulting from scanning a low power
narrowband laser through the Doppler width (6 GHz) of the H atomic line

("OGE Tineshape") in a 20 cm discharge would be much "flatter" than the



-127-

Doppler profile itself. Fiqgure IV-5 below shows the calculated narrowband
OGE (normalized to the 20 mA curve), where, as before, Te is specified con-
sistently with the help of experimental data. The normalized Doppler
profile is included for comparison.

In physical terms, what Fig.\fV—S indicates is fairly straightfor-
ward. It says that at low intensity monochromatic radiation produces the
same OGE voltage even with substantial detuning (greater than AvD/Z) of f
line center. This is because all of the incident radiation is absorbed in
the 20 cm hydrogen PCD under consideration. Far off line center (7-12 GHz)
the absorption coefficient y(v) is considerably smaller, and some light is
not absorbed, resulting in a reduced OGE voltage. If the external narrow-
band source illuminated only an infinitesimally short section of the PCD,
the OGE voltage would behave 1ike the Doppler lineshape as a function of

frequency offset, since there would be only infinitesimal absorption.

b) OGE as a function of pressure

The OGE in hydrogen would not be expected to remain constant as
pressure in the column is increased; unfortunately, neither would the elec-
tron temperature, which complicates the analysis. As an experimental
strategy, the discharge was run at constant current (40 mA) regardiess of
the pressure. It was necessary to increase the voltage across the tube
with increasing pressure (because the electron mean free path was decreas-
ing) to maintain the current. It might be expected that the electron tem-
perature under these circumstances is approximately constant, since E and
p are scaled together so E/P ~ Te = constant. A brief examination of Fig.

VI-5 , electron temperature as a function of current and pressure, shows
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Fig. IV-5 Normalized narrowband OGE as a function of frequency. The
Doppler profile is included for comparison.
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that this is only roughly true; it is, however, true within the experimen-
tal error. The analysis, therefore, is done with the same Te for all
pressures, but the caveat must be added that the intrinsic uncertainty in
Te should be considered in the results.

The OGE as a function of pressure for fixed current is presented
in Fig.ﬁiv;s . The typical error indicated for the experimental curve
represents the observed changes in OGE due to tube noise, gas pumping,
instability from situations (especially at higher pressures) and all other
effects previously mentioned that hurt reproducibility. The error bar on
the theoretical curve shows the variation in predicted OGE when the elec-
tron temperature is varied within the error bounds discussed previously.

The results are again remarkably good; even with the linear vertical
scale of Fig.\IV-G » both theory and experiment can be drawn, and are in
agreement within experimental error (error in both OGE voltage and Te).
Both experiment and theory show saturation at higher pressures. Most prob-
ably saturation occurs whgn the il1lumination is totally absorbed and a fur-
ther increase in pressure does not result in more absorption. Similarly,
the increase in OGE with pressure corresponds to increasing absorption, an
increasing fraction of the discharge power is supplied by the laser and the
voltage drops.

c) OGE as a function of current

Except for the recurring problem of electron temperature uncertainty,
finding the current dependence of the OGE in hydrogen is relatively simple.
In the model for fixed pressure, all that is necessary is a simultaneous
(consistent) variation of current I and electron temperature Te from Fig.

VI-5 . Experimentally, all that is involved is increasing the discharge
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Fig. IV-6 OGE as a function of pressure in a hydrogen positive column
at 40 mA current. See text for explanation of error.
Tube diameter = 0.5 cm.
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voltage (and current) and measuring the resulting OGE. The results are
shown in Fig.QIV-; . The agreement between experiment and theory is again
good; as before, the OGE predicted (v~ 0.5V) is quite close to the experi-
mental values. The errors, as in Section b, arise in the theory from the
inaccuracy of Te’ and in the experiment from noise and Tow reproducibility.
The larger error bar indicated on the experiment curve represents the
potential change in OGE from experiment to experiment, done on different
days with different discharge tubes. The smaller error bars indicate the
variation that was observed within the same experiment (i.e., the same
measurement taken at different times). The general behavior of increasing
and then decreasing OGE is bona fide, however, even though the change is
mostly below the uncertainty indicated by the smaller error bar. If the
current is changed and the OGE measurement is taken rapidly, the tube has
insufficient time to adopt pathological behavior (becoming unstable,
striating, outgassing dirt at higher currents, etc.) and the data are more
reliable. 4

At small currents (< 20 mA) Fig.vIV-f shows that the OGE falls off
rapidly. This is likely because the population of the n=2 excited state
is too low to absorb much radiation in the 20 cm of discharge (see Fig.
III-5). The theoretical model goes somewhat awry at these Tow currents
because the Te data become very unreliable. Below 20 mA, the plasma is
quite tenuous (the discharge frequently extinguishes spontaneously) because
there is only nominally enough voltage to sustain the.cathode fall and
positive column. The double probe Te measurement is very hard to make here

because practically any voltage applied to the probes disturbs the plasma
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Fig. IV-7 OGE as a function of current in a hydrogen discharge. See
text for a discussion of errors; error bars apply to the whole
curve, not individual points. Tube diameter = 0.5 cm;
hydrogen pressure = 0.5¢t.



-0GE (v)

0.7

0.6

0.5

0.4

0.3

0.2

0.1 1

-

-135-

'exact'theory

‘crude' theory

L [l I e

10 20 ' 50 ) 100
current (mA)



-136-

(both between the probes and in the rest of the discharge). The extra curve
at 20 mA indicates as before the effect on the OGE of increasing Te from
4.5 to 6 eV. It is possible to produce better low-current results from
the model by adjusting Te as a function of I, but given the difficulty of
good experimental verification, it hardly seems worth while, and it is more
truthful to indicate the OGE from errors arising from Te inaccuracy. r
At large currents (> 60 mA) the measured OGE decreases,in agreement
with the model. The decrease in OGE is the result of two competing factors,
OGE and absorption. At high currents, n, has a higher population, and the
absorption length decreases. On the other hand, the OGE per unit length

increases, since E vm v _w. , where Ve and w, are increasing functions

n,
Tocal eee
-YZ

of Ny The net OGE measured at the terminals is proportional to E e ',

local
and decreases.

The above results indicate that the OGE voltage measured at the ter-
minals of a discharge results from a trade-off of two factors, absorption
length and local voltage change. At moderate currents, with a relatively
long folding length, a smai] local OGE voltage is generated over a long

Tength; at higher currents and higher excited state populations, a larger

voltage is produced over a shorter folding length.
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Chapter V
TRANSIENT OPTOGALVANIC EFFECT



-138-

V.  TRANSIENT OGE

A. INTRODUCTION

The preceding discussion of the optogalvanic effect has been limited
to simulation of the steady state conditions in the discharge with and
without i1lumination. However, the OGE does exhibit a transient behavior
when the exciting illumination is switched on or off that is more complex
than a direct change between the two steady state values. Two methods are
presented below for calculating the transient OGE. The first method is
straightforward numerical integration of the rate equations, subject to
the constraint of power balance. The second method uses perturbation
theory to linearize the equations in the model, and then uses the results

to calculate the time constants of the OGE.

B. NUMERICAL INTEGRATION

Numerical integration of the rate equations, while not difficult,
can be quite expensive due to the multiple time scales involved. A
slight improvement in computational efficiency may be had by exploiting
the results of the fixed current formulation discussed in Section III.E,
that is, electron density is calculated to first order from an assumed
current. The computational strategy is then to specify the electron tem-
perature, current and pressure, and calculate first estimates for the
level populations, Nys Ngs and N from equations (IV.1) and (IV.2). The
numerical integrator then integrates equations (III.50) and (III.51)
using these estimates as initial values. Each time the levels n, and N,
are computed, Ne is recomputed, too, so that all the equations are

solved simultaneously. This procedure may be made slightly more efficient
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by using populations computed from the DC model of Section III as start-
ing values; this also serves to check both programs for errors. Once
the populations Nys N3s and Ne have reached steady-state values, the
external illumination is "turned on" and the above procedure is repeated.
Transient behavior is exhibited by the level populations before they
reach their steady state values, and the transient behavior of the dis-
charge voltage (transient OGE) may be deduced exactly as in the DC case
of Section III.E.

Numerical results for the populations as a function of time are
presented in Figure V.1 for one set of typical discharge parameters;
electron temperature, Te= 3.9 eV, current I = 22 mA, pressure = .105 Torr.

The extreme left-hand side of the plot at t=0 shows the popula-
tions at t=0, i.e., the initial steady state conditions before illumina-
tion is added. From there to 6x ]0'5 sec, the laser illumination
is turned on, after 2 x 10'5 sec illumination is turned off and
the populations relax back to the initial values.

Some previous (an& obvious) conclusions about the DC population
values are now corroborated. The electron density changes only slightly
with illumination. The upper radiative level, n=3, is populated strongly
by the laser, and the lower level, n=2, is slightly depleted by tﬁe
radiation.

The transient behavior of the discharge populations is very rapid.
On the time scale of the computation, only n, exhibits transient behavior
not tied directly to the radiation, with a time constant T = 2.5x 10'65ec

arising from the trapping of the decay resonance radiation (n=2 to n=1).
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(As noted, the model does not apply for all times, because it requires at

Teast 1077 sec to establish ambipolar diffusion).

C. PERTURBATION THEORY

This numerical integration approach to finding the transient be-
havior of discharge voltage, while effective, has several significant
drawbacks. As noted, it is expensive and cumbersome, but more signifi-
cantly, it does not easily yield any insight into the physical mechanisms
of the OGE; any such insight would have to be deduced from the results
of extensive computation. Since from experiment and steady state theory,
external illumination only slightly disturbs a hydrogen discharge, it is
appropriate to use perturbation theory. Perturbation theory would not,
however, be appropriate for discharges which exhibit a large OGE
such as the CO2 laser or the cesium discharge (Bridges,

1978); nor is it appropriate at high illumination intensities where there
is a large change in the energy balance (and, perhaps, a change in elec-
tron temperature).

The three level populations n,s ng, ng are assumed to be perturbed
only by the presence of Ha radiation. As a result, the electric field,
E, collision frequency Va? ambipolar diffusion coefficient Da’ and input
power density we are also perturbed. In the fixed-current formulation
there is no change in I.

First, each level population is written as the sum of a steady

state value and a small perturbation:

) n3=?%+ﬁ3 , n =n_+ (v.1)
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where n indicates steady state value, and f is the perturbation. It is

assumed that the switching time of the external radiation is much shorter
than the transient behavior of the discharge as determined by the plasma;
hence the radiative terms R23 and R32 may be excluded from the rate equa-

tions. Substituting in equations (III.50) and (III.51),

d

FEa (n24-n2) = 0.432 n](nei-ﬁe)slzi-(n3i-ﬁ3)(0.269(ne4-ne)S324-0.432 A32)
- (0.432Y2]A2]4-0.269(ne+-ﬁe)(52]4-5234-52C)(n2+-ﬁ2) (v.2)
d = .« _ — = — —
e (n34-n) = 0.432 n](ne+-ne)3134-0.269(ne4-ne)523(n24-n2)
- (0.432(A32+y3]A3])+ '269(”e+"e)(531 +s32+53c)(n3+ﬁ3)

(v.3)

Eliminating DC equations and second order terms,

4 (f,) = 0.432 fi_n, S, + (0.269 T S,,+0.432 Ay,) fi,
+0.269 1,8, = (0.432 v,1Ap +0.269 1 (Spy + Sy +¥,c)) Ty
- 0.269 y(S, +Spg* S,y (V.4)
and
S5 (F3) = 0.432 1,5, 5+ 0.269 7_fi,S,5 +0.269 fi_mySos
- 0.432(Agy+y5qRg )Ny +0.269 T (S, + S, +S5.) Tig
- 0.269 ﬁeﬁ3(s31 +s32+s3c) (v.5)
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1. Simplest Approximation, i _=f,=n, = 0

no

As indicated previously, the electron density Nas while weakly
coupled to n, and n3» is determined principally by the current through
the external circuit (later computational results show that, in fact,
Ane/ne due to radiation is quite small, of the order of 10'6). As a
first approximation, therefore, it is reasonably credible that ﬁe= 0
for a small perturbation on the discharge from resonant light. An addi-
tional approximation is suggested by some of the results of the DC model
of Chapter fv. In none of the many computer simulations undertaken was
the population of N, much changed (depleted) by the presence of illumina-
tion; furthermore, the unilluminated value of ny was always tiny (10'8
the population of the ground state). This suggests that additionally
assuming ﬁ2 =0 and ﬁé =0 are‘reasonab]e approximations. With these

three assumptions, equation ( V.4 ) yields fi,=0 and equation (Vv.5)

says
d ~ _ "
T3 * -0.432(A32-+Y3]A3]) + 0.269 ne(S31+-S32+-S3C) Y
= -x3ﬁ3 (v.6)
or
~ “A.t
fig = ﬁ3(0) e "3

The not altogether surprising result is that a perturbation to level 3
decays with a rate constant equal to a sum of the rates "out" of level 3.

The decay constant, 0.432(A )+ 0.269 ne(S3]4-S +S, ), is dom-

32 ¥ Y3183 32* S3¢)
inated by the radiative terms, especially A32, except at very low pres-

sures (< 0.01 Torr), where Y3 =1, Thus in the simplest theory ﬁ3 (and
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E) decay with time constants on the order of 1/A32(.432) v B x 10'8 sec.
The transient OGE may be calculated from equations(I1I.48, I111.49)

perturbing" E, Vc’ and Was

E+E=;
v.432

me(ve-Fﬁé)(me'+&e) (v.7)

Expanding and eliminating the zero order and second order terms,

1 1

=5 (5 w_+vo ) (v.8)

E /W ee ee

Since Ge and &e contain terms linear in 53, the transient behavior

of E occurs with the same time constant as ns- This is shown in Fig. V-2

2. f.=n,=0_

O
<

The approximation that 32= 0 may be removed; there should now be
two time constants in the results.

Equations (V.4) and (V.5) become

& (fi,) = -(0.432 v,,A,0 +0.269 n_(Sy +Spa+ Spc)) Ty

+ (.269 NSy, + .432 A32) ﬁ3 (v.9)
&5 (g) = .269 n S, i,

- (0.432(Ag, +v4qAgy) +0.269 n (S5 +S5,+S5) fi (V.10)

This is a simple system of first-order linear differential equa-
tions for which the solution is easily computed; if each level decays

exponentially,



-146-

(V.11)

=
nN
n
3
N
—
o
~—
(1]

and

ﬁ3 = ﬁ3(0) e (v.12)

The level decay constants, Aé;and A3, are the eigenvalues of the above
equations. Using the same argument as in the approximation, the time
constants of the level populations are also the time constants associated
with E. Thus, equation (V.8) still holds, but it is now computed
with ﬁz and ﬁ3. Results and discussion are presented below.

For a typical discharge (Te =6eV, I=50mA, p=1 Torr), the
equations are dominated by the radiative decay terms, particularly the

untrapped Ha terms; the numerical values are approximately

[(di,)) 10,
£ (-2x10%) + (1.9x107)| | 7,
= (v.13)
dF
3 2 7 N
= (2.2x10%) + (1.9x10") | | #
“dt'J L J L 3 J

The two coefficients of 33 are the same because A32 dominates all the
other terms; similarly Y21A2] dominates the first entry. If the lower
left entry--by far the smallest--is taken to be zero, the eigenvalues

(decay constants) are immediately obvious; they are

5 1

A sec

2 2x10

1 (v.14)

A 1.9x 107 sec

3

Level n=3 is (again) found to decay with a time constant equal to

1/.432 A32, and the level n=2 decays radiatively with a time constant
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Fig. V-2  Transient behavior of E, E
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1/Y2]A21. The combined behavior of 52 and ﬁ3 is given in general by the
eigenvectors of the equations. In this simple case,

-.432A,,t
ﬁ3(0) e 3

432y, At
iy(0) e 212 - 1,(0) e

=
w
]

L 832A,t
32 (V.15)

3
N
1}

and the electric field transient, E, may be computed from equation (V.8)

E is presented for the same parameters as Fig. V-1 . In Fig. V-2

the perturbation is approximated as ﬁ2(0)= 102 em™3 and ﬁ3(0)= -ﬁz(O).
While the preceding calculation is for one specific set of dis-

charge parameters, it is easily generalized. At higher pressure the decay

constant of 52 decreases because the trapping factor Y1 decreases.

. 1.6 ' (V.16)

1/2
kor(nfzn(kor))

Y21

where koﬂ:n]. At higher electron temperatures the lower left} entry

neS23 (0.269) becomes larger, and will have an effect on the decay eigen-
values and eigenmodes, causing the theory to become more complicated. In
principle, analytic expressions for the eigenvalues and eigenmodes of
equations (V.1)and (V.5) could be derived, but the result is unlikely to
be simple enough to yield much insight. Accordingly, it is necessary to
invoke numerical results; these are postponed until the next order of

approximation (ﬁe #0).

3. No Approximations

Finally, all three assumptions may be removed, although there is

the penalty of increased complexity of results.



-150-

The perturbation of ne may be tied to the perturbations 32 and

ﬁ3 through the current equation,

I 1 e
n == — (V.17)
e &%/ T3 o Joe

since Vo and Wy depend on the excited states. Writing the variable

quantities as a steady state term plus a perturbation,

=n_+H =y +9 W =W+ @ .
ng =g+, Vo T Vg t U, s WgT 0+ a (v.18)

=3
-+
=T
"
o

Ve Ge a)e
= CO w—e(] +_2-\)_-ZT (v.19)
b, I,
where the assumption that 59"§T'<< 1 dis the justification for the last
e ‘e
step. Eliminating ﬁé,
C Vm. v &
N (.20
e e e
Similarly Ge and &e are obtained from equations
Vo T .269(5234-52C)n2-+ 0.269 SBcn3 (v.21)
and
we = (.269(5236234-52C32C- 52]€]2)4'.432 Szc'o5Te)n2
+ (‘269(53c€3c' 532523— 531813)4-.432 S3C-5Te)n3 (v.22)
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Thus, ﬁe may be written

g = An + Bﬁ3 (v.23)
where
A< EQ. Vel .269(5234-52QZ
2 g Ve (v.24)
) .269(523523+-SZC32C- 521512)4-.432 SZC'STe
we
and
C v m 269 S
- _ 0 ee 3¢
B = > J/ we o (v.25)
.269(33ce3c- 532523- 531513)4-.432 S3C'5Te

@
e

Using the perturbed rate equations with no approximations,

dn
2 o~

Ft = Mol432 vy Ay +.269 n (Syy +S, +S,2)) +A(.432 n.S., +

+.269 nySa, - 1269 Ny(Spy + Sy +Sp3))]
+ n3[.269 n S,,+.432 A, +B(.432 nyS;,+ .269 n S,
- .269 ny(Spy +Sy5+S,.))] (V.26)
and
dns _
qt = Mpl-269 n Sps+A(.432 S 3+ .269 1S5~ 269 ng(Syy +Sgp+S3.))]

+ n3[—.432(A32+-Y3]A3])— .269 ne(S3]+-S324-S3C)

+ B(.432 n]S]3+ .269 n2523- .269 n3(s31 +s32+53c)] (v.27)
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Fig. V-3 Decay constant of ny = 2 as a function of current



-1563-

25 1+ 0-5 torr
-4
15T
o 1.0 torr
=< =+
o
~<
5+ - 2.5 torr
5.0 torr
0 20 50

current (mA)



-154-

Fig. V-4 Pressure dependence of first entry (= Az) and of Y21A21
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The eigenvalues of the above two equations are the desired time
constants, as in Section B. The results for this exact treatment do not
differ greatly from those of the approximation in the previous sections,
which is to be expected, since the change in Ne is tiny.

The rate constant A3 is equal to A32 within 1% for all currents
and pressures considered.

The rate constant Az is shown in Fig. V-3 . In all cases, the
dominant contribution to Az was from the trapped radiative decay, Y21A2]'

The effect of radiation trapping, which depends strongly on the
ground state population (pressure), is made more explicit in Fig. V-4.

At high pressures, the decay rate decreases due to stronger resonance
trapping.

The transient O0GE, E, does not differ much from that shown in Fig.
V-4 . At higher pressures the transient would become slower (AZ would
become smaller).

In all cases, the radiative decay is quite fast, and the OGE tran-
sients (see Fig.V-2 ) are also expected to be quite fast. In the experi-
ments conducted to date, no pulsed dye 1laser was available to corroborate
the calculation. Slow transients (10_2 sec) were induced by chopping the
laser; however, these were assumed to be caused by the external circuit,
as they did not change noticeably when different pressures or currents were
used. The same slow constant was observed with other gases (helium, neon)
in the positive column with the same circuit; they were observed in hollow
cathode discharges of neon-1ithium and neon-uranium on all lines with the
same external circuit with lower voltage. The transient OGE in a neon

HCD was measured by Miron et al. (1979) to change with a time constant of
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"~ 5 pysec, indicating that the slow behavior observed here was the result

of the LC time constant of the external circuit.
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VI. ELECTRON TEMPERATURE

A. INTRODUCTION

It is one of the universal problems in gas discharge physics that
even if there is a unique electron temperature, it is very hard to
measure accurately. There are basically three techniques for determin-
ing Te: (1) measuring the electron distribution directly in a retarding
field with the appropriate electron optics (for example, Heil and Wada,
(1963), (2) measuring microwave noise radiation, and (3) Langmuir probes.
The first option, an electron velocity spectrometer, is relatively dif-
ficult to make and operate. The second possibility, microwave noise
measurement, has some potential in the present work. Discharge tubes
embedded in microwave waveguides have long been used as microwave noise
standards (Bekefi and Brown, 1961; Parzen and Goldstein, 1950). The
microwave noise power is simply related to the electron temperature of
the discharge (Parzen and Goldstein, 1950). .However, this technique was
not adopted because the requisite apparatus, a hydrogen discharge inside
a microwave waveguide, was deemed harder to construct than the equipment

required for Langmuir probe measurements.

B. PROBE TECHNIQUES

The final option is to use an electrostatic probe in the discharge,
and this technique was adopted. A narrow tungsten wire is introduced
into the positive column as shown in Fig. VI-1 . The current-voltage
characteristic of the tube is recorded; it is well known (see Huddlestone

and Leonard, 1965) that the slope of the positive part of the
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Fig. VI-1 Langmufr probe in discharge tube



-162-

étungsten wire

uranium glass

/ jpyrex tube

0.5 cm




-163-

eV/kT
characteristic is proportional to e € provided the probe does not

perturb the plasma. This technique proved to be impractical experimen-
tally; the ground reference for the probe bias was the discharge tube
cathode, and the probe voltage and current tended to exhibit DC drift.
This occurred because the probe was "competing" with the anode; the
effects of the probe were not confined to one sheath layer, and the re-
sult was some instability in probe current.

An alternative solution was adopted, that of using a second probe
as the ground reference, and floating the probe power supply at this
voltage (also a well known technique). The circuit is shown in Fig.
VI-2. This arrangement eliminates drift of the DC probe potential rela-

tive to ground, and DC measurements may be taken with good reproducibil-

ity.
The impedance of a double probe is (Huddlestone and Leonard, 1965)
Ip = i, tanh (e(V—Vo)/kTe) (vI.1)
where i, is the probe current at saturation (see below), V is the probe

+
voltage, V0 is the voltage at zero current, and Ip is the probe current.

This expression is symmetric about I=0 as might be expected, since the
two probes are identical. With the bias V in either direction, the cur-

rent asymptotes to i,, the "saturation ion current." Physically, this

+
occurs when there are no more ions "available" in the sheath layer to
contribute to the current, even when the probe-to-probe voltage is in-
creased. Unfortunately, this means that under any circumstances, only
the high energy "tail" of the electron distribution can be sampled; only

relatively few "fast" electrons are needed to balance all the "slow" ions
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Fig. VI-2 Double probe circuit. V2 yields the current; V2+V1 is
the probe voltage. The power supply floats. '
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(Te >> Ti)' The tail of the electron distribution is what drives the
discharge; the first excited state is at 10.2 eV, and a typical electron
temperature is = 5 eV. Thus, a double probe measures the electron tem-
perature in exactly the region where it is expected to be non-Maxwellian.
Further compounding the inaccuracy is the fact that the probes never ex-
hibit a true saturation current (see Fig.VI-3); at high voltages the
plasma between the probes starts to form a "discharge within a discharge"
again because the effect of the bias voltage is not confined to a sheath
length. This presents a problem in the analysis of the data.

A typical double probe characteristic is presented in Fig. VI-3
The zero current potential Vo is approximately 24 volts, the probes were
separated by = 2 cm, implying an electric field of 12 V/cm in the positive
column. The lack of complete current saturation is clearly evident.
Further, the probe impedance is affected by the presence of striations,
and striations tend to form around any constriction in the column, such
as the probes themselves.

The electron tempefature is deduced by estimating a saturation cur-
rent (taken from the point where the probe characteristic turns most
sharply) and performing a least squares fit to the data on an HP-34C pro=
grammable ca]cu]ator.+ The results are presented in the next section; it

must be emphasized, however, that any measured value for Te must be viewed

with some suspicion.

+The method of least squares is used; the zero of the derivative of the

error squared is calculated.
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Fig. VI-3 Double probe characteristic
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C. EFFECT OF ILLUMINATION ON TeA

The presence of H, illumination, at sufficient intensity, is prob-
ably capable of changing the electron temperature. Experimentally a
change in Te*ATe could be detected by taking double probe characteristics
with and without illumination. With the apparatus previously described,
however, no change could be detected. Chopping the laser illumination
and using a lock-in amplifier (Princeton Applied Research HR-8 ) to
detect synchronous changes in probe voltage and current showed them both
to be present, but small and practically lost in the discharge noise
(x 0.1 VRMS). The circuit used is shown in Fig. VI-4; even with rejec-
tion of common mode noise from the two probes, only a tiny Avp and AIp
were seen. The effect of illumination on Te was certainly far below the
"theoretical noise" introduced by the lack of an exact saturation current.
It should be noted, however, that the probes, being about half-way down
the positive column, are not in the region of maximum absorption
of resonant light near the anode. Were the probes nearer the anode, a
larger synchronous current and voltage change might be
visible; it is not, however, clear that this would result in a larger
value for Te’ and beam attenuation between the probes would be a problem.

Experimentally, the double Langmuir probe method suffers from many
drawbacks; an intrinsically noisy source and the lack of saturation cur-
rent are the most serious. Extra helium, added to suppress the striations
clinging to the probes, also appears to increase the discharge noise, even
to the point where the noise damaged the detection electronics. Synchro-

nous changes in Te were even more difficult to detect, as the
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Fig. VI-4 Synchronous electron temperature probe circuit. The signal
is taken between A and B so common mode noise is rejected.
The adjustable resistance B is to offset any differential

gain.
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incremental signal is much smaller. Even in a CO2 laser which exhibits
an enormous voltage change (OGE) when it lases (which might be expected
from a high-efficiency laser), the corresponding change in electron tem-
perature is tiny (Garscadden, 1969). Thus, the measured Telnust be assumed

somewhat inaccurate, and ATe is assumed to be less than a few percent.

D. EXPERIMENTAL RESULTS--T_ FROM PROBES

The electron temperature as a function of current is presented
below for discharges run with several different partial pressures of
hydrogen in a 5 Torr helium buffer. Measurements were taken with the
double Langmuir probe. Te was deduced from a least-squares fit of 5
points of the probe data to the theoretical probe characteristic, equation
(Vi.]) . Errors, as indicated by the error bars on the figure, were
typically #1 eV on each set of data (experimental double probe charac-
teristic) used.

There were three sources of error in the data. Noise in the dis-
charge tube was always a problem, yielding only fair reproducibility of
the probe characteristic. Second, as noted, the jon saturation current
was not well defined, and whatever value was chosen affected the Te found.
Finally, the choice of which five data points to fit to the theoretical
probe characteristic was important; points chosen at high voltages (above
the saturation current voltage) introduced larger mean-square errors. An
attempt was made to compensate for this. Since well below the probe

current the characteristic is nearly linear, i.e.,

d _ 2. . 2 L.
x tanh x = sech®x = 1 - x" +

=~ ] for small x, (VI.2)
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VI-5 Electron temperature as a function of current for several different
partial pressures of hydrogen
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a linear fit to the data for low voltages should also yield the electron
temperature. This approach did not yield any better results than fitting
the full curve; the reproducibility of the data was still mediocre, and
there is no clear definition of what constitutes "small x" when there is
not a well defined saturation current. The electron temperatures deduced
from this approach were, however, within the approximate (*1 eV) errors
of fitting to the full curve, and it was concluded that there was no
advantage to this method.

With the caveat that the Te data are somewhat unreliable (particu-
larly at lower discharge currents where the probes can perturb the posi-
tive column significantly) the above data are used as input for the OGE
simulation, along with current and pressure. The electron temperature
depends on these two variables, so it is specified consistently from exper-
iments (within experimental error) rather than independently. Thus
the equation relating I and Te in the characterization of the atomic
model is explained, and there is a consistent way to specify the inputs

for the rate equation model.
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VII. OGE EXPERIMENTAL APPARATUS

A. INTRODUCTION

This chapter contains a description of the experimental apparatus used
in making hydrogen OGE measurements. Included are the hydrogen discharge
tube and associated gas-handling apparatus. Some discussion is presented

of experimental problems that were encountered in developing the experiments.

B. EXPERIMENTAL SETUP AND PROCEDURES

1. Apparatus

The experimental setup for the investigation of illumination of a hydro-
gen discharge is shown in Fig. VII.1. The illumination source consisted of
a CR-590 (Coherent Inc., Palo Alto, CA) dye laser with rhodamine 101 dye
(sold as Rh 640 by Exciton Chemical Corp., Dayton, OH) excited by the 51452
line of a Coherent CR-12 argon ion laser. The maximum power available was
about 150 mW at 65638, with a nominal bandwidth of 40 GHz.

The chopper was typically operated at a frequency of ~ 1 kHz. The
magnitude of the OGE signals was found not to depend on the chopping fre-
quency (i.e., the chopping was not exciting any acoustic instabilities of
the plasma). The CR-590 dye laser did not drift off the Ha line appreciably,
and no attempt was made to lock it to the appropriate frequency.

The hydrogen discharge tube consisted of a pyrex tube with microscope
slides fastened with Varian Torr-Seal epoxy serving as the end windows. The
positive column was approximately 20 cm long. The anode was a conventional
neon-sign electrode that had been leached with perchloric acid to remove

the barium carbonate coating usually employed to lower the work function in
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Fig. VII-1 Basic setup
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neon-sign service. The anode was outgassed under vacuum with an RF induc-
tion heater. A barium oxide hot cathode consisting of a directly heated coated-
nickel strip was used in most of the expefiments. A DC current of about 2A
raised the temperature to 900°C. Cold cathodes were initially tried,

but no amount of cleaning and outgassing could completely remove the impur-
ities (typically CO) sputtered into the discharge.+ The hot cathode was
also found necessary to suppress the noise in the tube. Discharge noise
did occur in hot-cathode tubes, but less frequently and more predictably.
The OGE signal is sufficiently small in hydrogen that a small amount of
noise can obscure the signal entirely. Additionally, strong discharge
noise can appear unpredictably (with grim consequences for the front end
of the oscilloscope or lock-in amplifier).

The gas-handling system is diagrammed in Fig. VII.2. Except as
noted, it was constructed entirely of 1/4" copper tubing and Swagelok fit-
tings. A stainless-steel-to-glass transition was used to connect the
discharge tube; pyrex wool was stuffed into the glass part of the transition
to prevent arcing to the ﬁateria]tn/changing the local pd product. Valves
were Teflon-seated; previous attempts with both greased glass valves and
greased metal valves introduced impurities into the discharge (CO more
often than not).

2. Procedures

A typical experimental procedure was to pump down the entire system

for half an hour and heat it simultaneously with either a heat gun or

TOn one not-so-memorable occasion, an attempt was made to clean a cold
cathode by running a high current Ar discharge. The result was a pure
C2 discharge; the spectrum showed clear Swann bands and almost no argon!
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Fig. VII-2 Gas handling system
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heater tape. Typical bottom-end pressures were " 10'7 Torr, measured at
the ion-gage or the diffusion pump; the limiting factor appeared to be
the toggle valve packing. The system was then flushed with ~ 50-100 Torr
He and pumped down to n 5 torr (the reason for the buffer was discussed
above). Hydrogen was then bled in through a needle valve.

The discharge operates at approximately constant current when ex-
cited with resonant illumination. This is because the ballast resistor was
quite large (25 k- 40 k@) and dwarfed the small resistance change of the
PCD (v 1R) induced by illumination. The OGE signal coupled out through the
capacitor was almost entirely a PCD voltage change and not a current change.

Experimental results were presented in Chapter IV along with the
theoretical calculations. For all the OGE measurements, data were taken
by measuring the voltage changes directly on the oscilloscope shown in Fig.
VII-1. Pressure was read off a digital voltmeter connected to the capaci-
tive manometer (MKS Instruments, type 222AHS), shown in Fig. VII-2 . Current
was measured directly with a DC ammeter connected in series with the dis-

charge and ballast resistor.

C. STRIATIONS IN THE HYDROGEN DISCHARGE

Pure hydrogen striates very strongly in a discharge; that is, the
positive column breaks up into regions of light (strong radiative emission)
and dark (negligible radiation). Each striation is several millimeters
long.

The presence of striations can affect the magnitude of an optogal-
vanic signal. An experiment that shows the correlation between striations

and OGE was performed to demonstrate this. Figure vII-3 shows the apparatus.
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Fig. VII-3 Experiment showing correlation of OGE and striations
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A pure hydrogen discharge was run at a current of ~ 40 mA. The discharge
was excited with resonant (A = 65638) radiation from the dye laser, result-
ing in a voltage change which was measured by a lock-in amplifier. The
output of the amplifier was fed to one channel of a strip chart recorder.
Simultaneously, a fiber optic probe was placed against the discharge near
the anode. The other end of the fiber was placed at the entrance slit of
a Jarrell-Ash monochromator tuned to HB (A = 48612), and the photomulti-
plier tube output of the monochromator was fed to a second channel of the
strip chart recorder.

A discharge was struck in the tube at a low pressure (0.2 Torr),
and hydrogen was allowed to bleed in through a needle valve, raising the
pressure and increasing the number of striations. The resulting traces
taken by the strip chart recorder then showed relative OGE and relative
sidelight at one location as pressure increased. Figure VII-4 shows the
strip-chart traces.

When the pressure increased, the number of striations increased
(and the length of each sfriation decreased slightly). Thus the striations
appeared to "move" down the tube until they were "swallowed" by the anode,
resulting in the "periodic" sidelight of trace 1. The magnitude of the OGE
was strongly affected by the exact positions of the striations in the tube,
as is obvious from trace 2.

The relative phase of the OGE signal and the sidelight changes with
increasing pressure in Fig. VII-4. This is because the fiber optic side-
light probe was not exactly at the anode. Thus when pressure increased,

the number of striations increased, the length of each striation decreased,
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Fig. VII-4 OGE and Ha sidelight as a function of pressure in the
presence of striations
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and the fiber optic probe's phase relative to the striations changed.

The helium buffer, introduced primarily to enhance the dissociation
of H2 (Ausschnitt et al., 1978) was also found to suppress striations and
yield a more reproducible OGE signal. Sidelight spectra were taken, and
almost no H2 lines were present; they were much weaker than the H atomic
lines. Helium lines were also quite weak; since the radiation is generally
a small perturbation, it is a fair conclusion that the helium is neither
excited nor ionized significantly by the discharge. (This is the standard
assumption for a buffer gas in a discharge of a more readily ionized gas;
the difference in ionization potentials is ~ 10 eV, so the current is sup-

ported almost entirely by electrons from hydrogen ions.)

D. EXPERIMENTAL PROBLEMS

The helium and hydrogen show some tendency to separate in the dis-
charge, with helium preferring the cathode region and hydrogen preferring
the anode. This effect was not always observed.

Typical power supply operating voltages were ~ 1500-2000V , most of
which (1200 V) was across the ballast resistor. Typical currents were
25-100 mA. Below 25 mA, the discharge was quite unstable and tenuous;
above 100 mA, the cathode was overloaded, the discharge walls became so
hot that outgassing of impurities was a problem. Typical positive column
voltages were ~ 10-15 V/cm (measured at zero current through the two
Langmuir probes). The apparatus, as noted previously, operates very nearly

at constant current.
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E. EARLY EXPERIMENT WITH A HYDROGEN RESONANCE LAMP

An earlier and unsuccessful version of this OGE experiment is shown
in Fig. VII.5 . A second parallel hydrogen discharge was used as the il-
lumination source instead of the dye laser. The source tube was run with
an AC power supply; the passive OGE tube was operated DC. Electrostatic
coupling between tubes was found to be a problem, but was eliminated by
placing a grounded copper wire screen between the tubes. Blue light from
HB was eliminated with red cellophane. Both tubes were wrapped in foil to
enhance any radiative coupling. However, even on the infrequent occasions
when the DC discharge ran quietly, no OGE was observed. This is, however,
in agreement with the theory; the Ha luminosities available from a discharge
are much too low to produce a signal much above the noise, see Fig. VII-6

and Fig. I11I-4b.
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Fig. VII-5 Parallel tube illumination. Tube radius=1 cm.
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Fig. VII-6 Ha luminosity of a 1 cm hydrogen discharge as a function of
current at a distance of 5.5 cm
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VIII. OPTICALLY ASSISTED CATAPHORETIC ISOTOPE SEPARATION

A. INTRODUCTION

The basic idea for isotope separation described in Chapter I was
to use a laser to excite one isotope (hydrogen or deuterium) in the
body of the discharge and induce increased ionization of that isotope.
Preferential ionization would then cause the jons of the excited
isotope to be acted on by the discharge electric field for a longer
period of time than the other (unexcited) isotope. Thus the excited
isotope ions would be preferentially drawn to the cathode, resulting
in a physical separation of the two isotopes. A reduced level of
ionization caused by illumination (for example, by destroying an im-
portant intermediate level) could also be exploited to separate
isotopes in the same manner, except the stimulated isotope would drift
to the anode.

The purpose of this chapter is to use a model for cataphoresis
(Shair and Remer, 1968) in conjunction with the OGE model described
in Chapters III-V to try to predict how much isotope separation could
be expected with optical excitation. The model of Shair and Remer was
chosen over the other models reviewed in Chapter II because it was
deemed the most complete. One result of their cataphoresis model is
that the degree of cataphoretic separation in a gas discharge depends
strongly on the ionization fraction of the preferentially ionized
species. The positive column model in Chapter III and the optogalvanic

effect model in Chapter IV are sufficient to evaluate the change in
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charge fraction induced by external illumination. The unfortunate
conclusion is that the average intensities of Ha or Da illumination
that are available from either resonance lamps or a commercial dye

laser are too Tow to affect the ionization fraction significantly.

B. CATAPHORESIS: THEORY OF SHAIR AND REMER

Shair and Remer (1968) have published the most complete theory
of transient and steady state longitudinal cataphoresis. Like other
theories (Ch. II), it is based on equating the "preferential flow" of
ions to the cathode to the diffusive flux toward the anode caused by
the concentration gradient. Assuming the buffer gas is not ionized,
ions of the more easily ionized gas are subject to diffusion against
the gradient, radial ambipolar diffusion and drag from the electric
field. Neutrals of the more easily ionized (impurity) gas are subject
only to diffusion in either the longitudinal or radial directions. Thus,
in this theory the diffusion equation for the ions of the more
easily ionized (impuritj) gas reads

2
an an 2
r

+ +
— =D + DV
3 + az2 a

n, +u Vn_+R, (VIII.1)

+

while for the neutrals of the more easily ionized gas,

Bno 82n0 2
3t D > 5+ Dvr Ny - Rc (VIII.2)
z
where Ny = concentration of impurity neutrals
n, = concentration of impurity ions
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“Vr = radial Laplacian
D, = don diffusion coefficient
D = neutral diffusion coefficient
Da = ambipolar diffusion coefficient
R = production rate of ions
z = distance from cathode
U = mobility of ions

Longitudinal diffusion of atoms in excited states is probably not an
important effect, as the populations are quite small for the hydrogen
discharges under consideration. Ionization of excited states is un-
likely to be an important process for the same reason. While the
electron (and ion) density is small, charged species are acted on by
the electric field and their longitudinal motion may not be ignored.
Assuming that the ratio of impurity ions to total impurities

(the charge fraction) n+/(n°+n+) remains constant, and combining the
two equations, a general equation for concentration of the more easily

ionized impurity is obtained:

2
26 a6 20
— = —% + q — (VIII.3)
9T 3n2 on
where
. - no+n+
no

is the total impurity concentration normalized to the neutral impurity

concentration, and
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n = z/L
L = tube length
_ pEL M

a b=t —_—

D no+n+

v
(which is the charge fraction normalized to uEL _ EL total)
D an an

E = tube electric field
’[' - t_D

L2

(the time normalized to the characteristic diffusion time for length
L, L%/m).
Boundary conditions that include the effect of gas reservoirs at

the anode and cathode ("endbulbs") are

g%-= §(36/31) - af at n =0 (VIII.4)
where
s = Cathode bulb volume
discharge volume
. = anode bulb volume
discharge volume
50 . _ 4o . (28 -
w - af E(BT) at n =1 (VIII.5)

In physical terms, these equations are just continuity equations,
saying that an increase or decrease in the atomic concentration in the

endbulbs is caused by a net flux of atoms.

Thus

%%— is the flux (divergence) of 8
a8 . .
57 18 the accumulation of ©

«f is the flux of 8 due to drift in the electric field
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The resulting transient solution is quite complicated
‘and is not given here. However, the steady state part is
relatively simple, and is the only result needed in the
present work. That is,

6(n,r=e) = — 1T OTE e™Oon (VIII.6)

a €

S + ce

Equation (VIII.6) says that the steady state concentration of impurity
atoms has an exponential spatial distribution. The steepness of the
profile depends on the charge fraction o .

If the more easily-ionized impurity in the discharge is actually
a mixture of isotopes, then each isotope will assume the same exponen-
tial profile described above. If they have the same charge fraction,
o, which is to be expected, they will have the same spatial distribu-
tion. Thus the theory does not predict the cataphoretic separation
of isotopes unless, for some reason, one isotope is preferentially
jonized or is otherwise preferentially acted on by the discharge. This
may be the case in H/D discharges, as explained in Chapter II, because
the v¥Z difference in thermal velocities produces quite different
molecular recombination rates, which in turn affects the concentrations
of the various species.

In the present experimental work, efforts were made to eliminate
any formation of H2 or D2 molecules, as discussed in Chapter VI. Thus,

for these experiments it is appropriate to evaluate the effect of the
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Ha illumination in stimulating or reducing ionization of one isotope,

H or D, without considering the effects of molecules.

C. OPTICAL ASSIST

The OGE model of Chapters III-V may be used to calculate the
change in charge fraction with the addition of resonant illumination,
which with equation (VIII.6) will yield an estimate of how much exter-
nal illumination affects cataphoretic separation. For a pure hydrogen
discharge, Fig. IV-3 indicates that the relative change in the electron

4 for an illumination intensity

density is negative, and at most =~ 3x 10°
of several hundred milliwatts (broadband). Accordingly, in a discharge
that is a mixture of H and D, the charge fraction of the illuminated
isotope (hydrogen or deuterium) will change by less than one percent.

This is not sufficient to cause a significant separation;from equation

(viii.e)

6 + 68 n elotsa)

or
88 ~ néo

so the optically enhanced separation is too small to be significant.
At higher intensities, the electron (and ion) density will be
affected more than at lower intensities. However, when the intensity
is high enough that the transition is saturated (this occurs at about
12 watts broadband), additional illumination has no effect on the
electron density or on any other discharge variable. At this high

intensity, the change in ion density will probably still not be enough
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Fig. IV-3 Change in electron density Ne from Ha illumination of a
hydrogen positive column
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to produce a significant separation. Even if Ang scaled directly with
laser power instead of saturating, Fig. IV-3 indicates that at 10

3

watts, Ane would be =3 x 107cm' , still less than one percent of the

total Ne of =IO]0cm_3. (Note that at high intensities the model may

fail if there is a change in Te caused by the laser.) Thus, under

fully saturated conditions for the hydrogen discharge considered in
Fig. IV-3 (1 torr hydrogen, 40 mA current) no laser-assisted cata-

phoresis is expected. The effect is just too small.

In the foregoing argument, it was assumed that the change in
electron density and charge fraction must be the cause of cataphoretic
separation, as in Shair and Remer's model. The conclusion that
optically assisted separation in H/D mixtures is not possible may also
be deduced with somewhat more physical insight from a different view-
point. In the absence of illumination, the rate at which atoms are

ionized from the ground state is

Zlc = "enlsic

From the state n=3, the ionization rate is

7 =
3¢ = "e"353¢
Therefore, .
n, S
3€ - n_3$3_c (VII1.7)
lc 1 “l1c

From Table III-2
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3= 5x10 at T =5eV (VIII.8)
However, Fig. III-7 indicates that at 5 eV or 30 mA, (n3/n]) = 10'7,
meaning that Z]c is much greater than Z3c‘ Even if resonant illumina-
tion changes ng by two orders of magnitude, which is more than Figqg.
IV-2 would predict, Z3c will still be less than one percent of Z]c‘ Thus
the H illumination cannot produce a significant change in the gross
excitation of the discharge . Even if the = 12W required to saturate
the transition were available, this conclusion wouldbe roughly true. At
full saturation, ny=n,. From Fig. III-5 for the hydrogen discharge

parameters under consideration, n, would be :1013, and thus

BT (VIII.9)

which might be observable.

Thus, unfortunately, the conclusion is that for hydrogen-
deuterium discharges with pressure 0.1 to 5.0 Torr and current 20-100 mA,
optically assisted cataphoretic isotope'separation is unobservably
small with Ha powers of the order of 1/2 Watt. The primary difficulty
is that the level from which the optical pumping occurs is too sparsely
populated. The situation would be more hopeful if that level were the

ground state on a well-populated metastable level.
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D. COMPARISON WITH EXPERIMENT AND CONCLUSION

1. Comparison

Cataphoretic isotope separation was attempted in the parallel-
tube experiment shown in Fig. VIII-5. One tube was filled with a
mixture of equal parts H and D, with total pressure 0.1 to 10.0 Torr.
The other tube was filled with one gas only (H or D), and the two tubes
were wrapped in foil to enhance the radiative‘coupling. The H/D tube
was operated at currents from 20-150 mA; the monoisotopic tube was run
at = 100 mA and served as the isotopically selective illumination
source. At no current or pressure, with or without the external illumin-
ation, was any isotope separation observed by monitoring Ha/Da side-
1light. No separation without illumination (caused by different recom-
bination rates discussed in Chapter II) was really expected; Beckey,
Groth, and Welge (1953) found almost no separation for parameters near
those listed above. It was indicated in Chapter V that no optogalvanic
effect was observed for any discharge parameters with the parallel tube
apparatus. If there is no OGE, it is almost certain there will be no
optically assisted isotope separation, as both effects require an
optically induced change in the discharge kinetics. The requirements
for seeing an OGE seem to be less stringent than those for seeing
optical isotope separation.

In the smaller hot cathode discharges of the type shown in Fig.
VII-1, no separation of H and D was observed, as was expected.

Equation (VIII.6) indicates that,all other parameters being equal,
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cataphoretic separation is proportional to length, and these tubes

were much shorter than the parallel tubes discussed above. (They were
designed for OGE experiments.) Using the indicated laser illumination
source, optogalvanic signals were measured, however, in H/D mixtures.
Signals were produced with the laser tuned to either the Ha or the Da
line. No separation was observed with the excitation of either isotope,

as expected.
2. Comment

The basic conclusion of this chapter is that H/D isotope separa-
tion by optically enhanced cataphoresis is not practical; the
enhancement is too small at the Ha intensities that are available in
the laboratory. At very high Ha illumination intensities, the predic-
tion of the PCD model may break down because the 1ight may affect the
electron temperature. It seems unlikely that this conclusion would be
any different if H2 molecular processes were considered, for two
reasons. First, H2 has a binding energy of only 4.5 eV (compared to
10.2 eV for the first excitation of H), so it is easily dissociated,
and it is very unlikely that H2 will change the discharge kinetics
greatly. Second, the change in charge fraction induced by illumination
is, as noted, tiny, and the presence of H2 is very unlikely to change
this. The photon flux from an external source is rapidly attenuated;
even when a photon is absorbed by a H or D atom, it excites the atom
only by 1.89 eV/13.6 eV = 14% of the ionization potential.

It may be possible to demonstrate optically enhanced cataphoretic

isotope separation in discharges with other elements. In addition to
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the requirements imposed by experimental feasibility, the PCD model
indicates some other requirements. First, the energy of the stimu-
lating photon (or the sum of the energies of the photons, if multi-
step or multi-photon excitation is tried) should be a significant
fraction of the ionization energy of the atom. Such illumination is
very likely to change the electron temperature in the discharge.
Second, high illumination intensity will almost certainly be required,
since it is desirable to excite every atom of one isotope. Thus the
(maximum) power requirement is (neglecting radiation trapping) one

photon per atom in state ¢ in the length of time ]/Aji’ where Aj is

[y

;
the A-coefficient of the j - 1 transition. (This does not imply that

a small A coefficient is desirable, however; in the limit A -~ 0, no
excitation would occur.) Low atomic densities reduce the power
requirements and also reduce the problem of charge exchange (excitation
exchange) between nearly identical levels of isotopes, which usually

is . huge (200 times typical electronic cross-sections) and would

reduce the selective excitation considerably at higher pressures.
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IX.  FUTURE POSSIBILITIES

A. INTRODUCTION

This chapter contains a collection of ideas relating to the
preceding thesis that may be pursued by the next investigator. They
are, in general, ideas that suggested themselves as the work pro-
gressed but probably would not have contributed much to the main goal
of understanding the OGE and optically assisted cataphoresis. No
claims are made for the viability of any ideas in this section, as

they are for the most part untried. Caveat emptor.

B. POSSIBLE EXTENSIONS OF THEORY AND SIMULATION

1. Molecular Model

An interesting extension of the hydrogen PCD and OGE model
described in Chapters III, IV, and V would include some molecular
kinetics. A H/D discharge in fact will contain H, D, H2, DZ’ HD, and
positive ions of each of. these species. The important molecular
processes include recombination at the walls (proportional to the wall
flux Davgne) excitation of molecular neutral levels and subsequent
radiation dissociation of all molecular species and reactions, e.g.,
H2+D2 -+ 2HD. Any recombination term in atomic molecular rate equa-
tions should include a parameter to account for the fact that recom-
bination may be determined by wall conditions. Power balance must

include molecular as well as atomic processes.



-214-

2. Bipolar Signal

Another possible extension of the theory would be to simulate
a discharge with a gas that has metastable levels. Positive OGE vol-
tage changes (Ha illumination of hydrogen ailways produces a negative »
signal) are associated with optically pumping electrons from metastable
levels to higher excited states that can decay radiatively to the
ground state. Even though the external illumination adds energy to
the discharge, it causes enhanced emission of photons in the resonance
decay, resulting in a net energy loss. At constant current, the
electric field must "make up" the loss, hence the OGE voltage is
positive. Positive OGE's are seen in neon, for example (Zalewski et al.,
1980). In the preceding theory, even though the terms proportional to
R in equation (IV.3) represent energy flowing into the plasma and a
negative OGE, the energy input Wg in the first term will be strongly
increased, resulting in a positive OGE. It would be very interesting
to model a simple system with metastables and try to predict a positive
OGE voltage. Unfortunately, any real atom with metastable states is
likely to have too many levels to model accurately. Some OGE signals
originating from excitation of metastable levels are observed experi-
mentally to be bipolar (Bridges, 1978) as a function of current, since
current affects the metastable population. This could be explained
as the competition between two effects using equation (IV.3) exactly

as above.
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3. He-Ne Optogalvanic Lamb Dip

It would be an interesting, if ambitious, project to develop a
simulation for the He-Ne laser. Johnston (1978 ) measured an "opto-
galvanic Lamb dip" in the He-Ne laser. He found that as he tuned a
narrowband dye laser near 63288 that illuminated a He-Ne discharge
from both directions, the optogalvanic signal so produced was reduced
on 1ine center from the signal produced off line center. This is due
to the fact that both beams were exciting the same atoms, and absorp-
tion was reduced. The theory in Chapter IV and Appendix IV is suffi-
cient to give a quantitative evaluation of this effect if a reasonable
simulation of a HeNe PCD could be developed.

A more limited approach would be to use the theory of Gordon
et al.(1963). An alternative experiment would be to measure the opto-
galvanic Lamb dip resulting from Ha illumination of a hydrogen dis-
charge, since the simulation is relatively simple. The extension of
the theory to cover saturation effects, such as the optogalvanic Lamb

dip, is given in Appendix IV.

C. POSSIBLE FUTURE EXPERIMENTS

1. Microwave Radiometry and Synchronous T_ Measurements

<

As noted in Chapter VII, a discharge embedded in a microwave wave-
guide could be used to measure the electron temperature. Microwave
radiation originating from bremsstrahlung generated by electron col-
lisions is simply related to the electron temperature (Parzen and

Goldstein, 1950). It would be interesting to measure Te this way. The
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gas in the discharge would be excited with a laser as in Fig. IX-1.
Alternatively, the experiment could be conducted in a slotted wave-
guide (Bridges, 1978, unpublished) and the light from a laser or
resonance lamp would excite the discharge through the slot, as in
Fig. IX-2.

Spatially averaged changes in Te could be measured this way. This
scheme is obviously amenable to synchronous detection: chopping the
illumination and Tooking for synchronous modulation of the microwave
noise would enhance sensitivity considerably. The drawback is that it
is somewhat hard to say just what the microwave measurement means if
the plasma is non-Maxwellian, which it almost certainly is.

An alternative scheme is to use double Langmuir probes described
in Chapter VII inside a laser discharge and Took for changes in the
probe characteristic when the optical cavity is synchronously
"spoiled." This eliminates the problem that occurs in an externally
illuminated discharge, that 1ight is absorbed as it propagates between
the probes. Alternatively, a high intensity narrowband laser could be
used to saturate (bleach) the transition and absorption would be less
important. This second method is not expected to yield significant
results. A similar experiment performed in the CO2 laser (Garscadden
and Bletzinger, 1969), did not find significant changes in electron
temperature due to lasing. Even at Tow currents in hydrogen, where
there is 1ittle enough absorption that light can reach the probes, only
miniscule (< 5%) changes in the probe characteristic were observed.

Combined with the lack of an exact saturation current discussed in
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Fig. IX-1 Discharge embedded in microwave waveguide for electron

temperature measurement
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Fig. IX-2 Discharge in slotted waveguide
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Chapter VII, the changes were too small to be significant in hydrogen.

3. Optogalvanic Photon Echoes

An interesting experiment would be to use the optogalvanic effect
to detect photon echoes. In a conventional photon echo experiment, two
pulses of resonant light are used to excite some atoms; a third pulse
appears spontanecusly when the atoms radiate (for an explanation, see
Yariv, 1975). The first two pulses could certainly be detected by
optogalvanic means, and the preceding theory would be applicable.
However, the third pulse is spontaneously generated from energy con-
tained by the atoms in coherent excited atomic states and might produce

an optogalvanic signal.

4. Optically Assisted Cataphoresis of Different Gases

Optically assisted cataphoresis could, in principle, be demonstrated
with two different gases instead of two isotopes. The collection of the
more easily ionized gas at the cathode could be enhanced by illumina-
tion. Cataphoresis, unf&rtunate]y, is only a small effect in a HeNe
discharge, or a HeNe laser would be an ideal vehicle for demonstrating
optically assisted cataphoresis; the laser would serve as the illumina-
tion source. A He-Cd laser might be an alternative. This experiment is
obviously of limited utility, since the whole point of using the

optical "assist" was as a way of distinguishing isotopes.

5. Other Candidates for Optically Enhanced Cataphoretic Isotope
Separation

Other gases that might demonstrate optically enhanced isotope
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153

151e/193E0.  While He is

separation are 3He and 4He, 6L1'/7L1', and
easy to work with and might be a good vehicle for demonstrating isotope
separation, it is of little practical importance since 3He does not

occur naturally (it is a decay product of 3H), thus it does not need to

4He. Lithium and europium both have potential for

be separated from
cataphoretic separation. Both appear to have absorption 1ines with a
suitable isotope shift, although experimental documentation is poor, and
a sub-Doppler experiment may be necessary to obtain selective excitation.
Both require a discharge inside an oven to obtain a significant amount
of metal vapor. Two-step excitation of lithium is possible with the
first photon at 6708R and the second at 61048,

The amount of isotopic cataphoresis in 1ithium could possibly be
measured (Bridges, 1976, unpublished) by allowing the metal to deposit
on the cool regions of the discharge walls outside the oven. The tube
regions so coated could be removed from the discharge and used as
cathodes in hollow cathode lamps. A buffer gas would sputter the
Tithium cathode and the isotopic abundances could be evaluated by using

the same laser that excited the positive column discharge to produce an

optogalvanic effect in the hollow cathode lamps.

6. Other Hydrogen Cataphoresis Experiments

If spontaneous H/D cataphoresis occurs because more H than D
associates at the discharge walls, as discussed in Chapter VIII, then
the degree of cataphoretic separation should be affected by wall proper-

ties. A wall which enhances association might also enhance separation;
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one that decreases association might decrease separation. There is a
certain amount of "black magic" in understanding what wall materials
enhance association (see Chapter III), but an interesting experiment
would be to vary discharge wall properties and evaluate the effect on
cataphoresis.

A related experiment is to measure the radial variation of H
and H2 or a mixture of H and D in a discharge by Tooking at atomic
and molecular lines in the light seen at the end of a discharge. This
technique is covered in detail in Webb (1968). For example, if H2 is
produced at the walls, an enhanced H2 emission would be expected from
the regions of gas near the walls. It would be interesting to corre-
late relative radial species populations with the wall properties and

the degree of spontaneous isotope separation.
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Appendix I:  HYDROGEN EXCITATION CROSS SECTIONS

A summary of the electron collision excitation cross sections
available in the literature is presented in Tables AI-1 to AI-6. Table
AI-7, showing the values of o actually used, is the same as Table

ITI.1

AI-1. Ionization from the Ground State

The cross section for the n=1 continuum transition is well known
for hydrogen; the peak cross section occurs at about 30-50 eV; various
values are given in Table 1.

Table 1. Peak cross sections for ionization of ground state
hydrogen. E = experimental; T = theoretical

Author c(wag)

Fite (1958, 1959) .8 (E)
Boksenberg (1961) .72 (E)
8 (T)

Coulter (1978) 9 (T)
Golden (1971) .85 (T)

AI-2. lIonization from n=2

With the exception of the paper by Dixon et al., who measured the
ionization cross section of the 2s metastable level, the values are ex-

clusively theoretical. Results are presented in Table 2.
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Table 2. Peak ionization cross sections of n=2
hydrogen. E = experimental; T = theoretical

2

Author State Opc max(nao)
Dixon (1975) 2s 6.5 - 19 (E)
Omidvar (1965) 25 + 2p 18 (T)
Omidvar (1965) total 14 -19 (7T)
Prasad (1966) total 13 - 19 (T)

AI-3. TIonization from n = 3

A small transition energy makes the n=3 - continuum transition
cross sections quite large. No experimental values were found. Results

are presented in Table 3.

Table 3. Peak ionization cross section of n= 3 hydrogen.
E = experimental; T = theoretical

2

Author State O3 max(nao)
Omidvar (1968) 3dm=1 105
3dm=2 93

Krinberg (1969) total 95.9
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Al-4. n=1 to n=2 Excitation

Results are in Table 4.

Table 4. Maximum excitation cross sections for n=2 to

n=3 transition in hydrogen.

E = experimental;

T = theoretical; ? = no clear maximum.

Author Trans. olzmax(nag)
Calloway (1975) 1s - 2s 0.2 (T)
Kauppila (1970) 1s - 2s 0.15-0.19 (E)
Kochsmeider (1973) 1s - 2s 0.23 (E)
McDowell et al. (1973) 1s - 2s 0.11 (T)?
Pindzola (1975) 1s - 2s .35 (T)
Calloway (1975) 1s - 2p 0.75 (E)?
McGowan (1969) 1s - 2p 0.8 ?

Long (1968) 1s = 2p 0.80 (T)?
Pindzola (1975) 1s - 2p 1.0 (T)
Golden (1971) 1-2 total .88 (T)
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AI-5. n=1 to n=3 Excitation

Results are in Table 5.

Table 5. Maximum excitation cross sections for n=1 to n=3
transitions in hydrogen. E = experimental;
T = theoretical; ? = no clear maximum

Author Transition 013(na§)
Mahan (1976) Is - 3s 2-2x 1072 (E)
McDowelletal. (1973) 1s - 3s 3x10°2 (1)2
Mahan (1976) 1s - 3p 1-2x107" (E)
Mahan (1976) 1s - 3d 3-5x 1072 (E)
Syms (1975) 1- 3 total 1.25 x 1072

Table 6. Maximum cross sections for n=2 to n=3 transitions
in hydrogen. T = theoretical; ? = no clear maximum

Author _ Transition 23max("a§)
Blerkom (1968) 2s - 3s 19 (T)
Burke (1967) 2s - 3s 10 (1)
Blerkom (1968) 2s - 3p 14 (T)
Burke (1967) 2s - 3p 14 (1)
Blerkom (1968) 2s - 3d 8 (T)
Burke (1967) 2s - 3d 22 (T)?
Burke (1967) 2p - 3s 0.8 (T)
Blerkom (1968) 2p - 3p 33 (T)
Burke (1969) 2p - 3p 13 (T)
Blerkom (1968) 2p - 3d 43 (T)
Burke (1967) 2p - 3d 37 (T)?
Blerkom (1968) 2-3 total 55 (T)

Burke (1967) ' 2-3 total 47 (T)
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Table AI-7 Peak cross sections used for computing excitation rates.

a, is the Bohr radius.

Peak Cross Section, o,

Principal Quaptgm 5 ij
Number of Transition ma
1-c .75
2-c 18.0
3-¢ 95.9
1-2 .88
1-3 1.25x 1072

2-3 50.0




-231-

REFERENCES - Appendix I

Blerkom, J. V., J. Phys. B 1, 423-427 (1968).

Boksenberg, A., Thesis, University of London, 1961; Data from Golden op cit.

Burke, P., S. Ormonde, and W. Whitaker, Proc. Phys. Soc. 92, 319-335 (1964).

Burke, P., A. Taylor, and S. Ormonde, Proc. Phys. Soc. 92, 345-350 (1967).

Burke, P., D. Gallagher, and S. Geltman, J. Phys. B 2, 1142 (1969).

Calloway, J., M.R.C. McDowell, and L. A. Morgan, J. Phys. B 8, 2181-2190
(1975).

Coulter, P. W. and W. R. Garrett, Phys. Rev. A 18, 1902-1907 (1978).

Dixon, A. J., A. von Engel, and M.F.A. Harrison, Proc. Roy. Soc. Lond. A 343,
333-349 (1975).

Fite, W. and R. Brackman, Phys. Rev. 112, 1141 (1958); Phys. Rev. 113, 115}
(1956).

Fite, W., R. Stebbings, and R. Brackmann, Phys. Rev. 116, 356 (1959).

Golden, L. B. and D. H. Sampson, Astrophys. J. 163, 405-410 (1971).

Kauppila, W., P. Burke, and W. Fite, Phys. Rev. A 1, 1099-1108 (1970).

Kauppila, W., W. Oh, and W. Fite, Phys. Rev. A 1, 1099 (1970).

Kochsmeider, H., V. Raible, and H. Klinpoppen, Phys. Rev. A 8, 1355-1358
(1973).

Krinberg, I. A., Sov. Astron-AJ 12, 840-843 (1969).

Long, R., D. Cox, and S. Smith, J. Res. NBS 72, 521-535 (1968).

Mahan, A. H., A. Gallagher, and S. J. Smith, Phys. Rev.A 13, 156-166 (1976).

McDowell, M.R.C., L. A. Morgan, and V. P. Myerscough, J. Phys.B 6, 1441-1451,
(1973).

McGowan, J., J. Williams, and E. Curley, Phys. Rev. 180, 132-138 (1969).



-232-

Omidvar, K. and E. Sullivan, Proc. Conf. Ionized Gases, 1965, p. 263-273.

Omidvar, K., Phys. Rev. 140, A26-A27 (1965); Phys. Rev. 140, A38-A46 (1965).
Pindzola, M. S. and H. P. Kelly, Phys. Rev.A 11, 221-229 (1975).

Prasad, S. S., Proc. Phys. Soc. 87, 393-398 (1966).

Syms, R. F., M.R.C. McDowell, L. A. Morgan, and V. P. Myerscough, J. Phys.

B8, 2817-2834 (1975).



-233-

Appendix 11
COMPUTER PROGRAMS
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Appendix II: COMPUTER PROGRAMS

This appendix contains one version of each of the three principal
computer programs used in the thesis. The first program is for the calcu-
lation of the steady state OGE by iteration of equations (f11-55and I11.56).
The second program calculates the explicit temporal response of a hydrogen
discharge plasma to resonant Ha optical stimulation by numerical integra-
tion of the rate equations. The third program is for the calculation of

the time constants in the perturbation theory of Chapter V.

Program #1

This program computes the level populations in a hydrogen discharge
by iterating equations (III.55and II1.56) wuntil stable populations
result. The array DATAIN contains the experimentally determined values for
current, electron temperature as a function of pressure; these values serve
as "inputs" to the equations. Other input variables are specified, and
then the subroutine WEBB is called to calculate the excitation rate as a
function of peak cross section (see Chapter III). Initial guesses are made
for the level populations, and the subroutine HOLST is called to calculate
the radiation trapping factors GAM21 and GAM31. Expressions for the Tevel
populations, collision frequency, energy input, and electric field are then
iterated until they stabilize. The radiative excitation terms (proportional
to the radiation density WBAR) are then added to the expressions for the
level populations, and the iteration process is repeated. Results are
stored in the arrays ARN2, ARN3, ARNE, and AREE, and the differences in the

level populations due to the excitation are calculated. The results agree
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exactly with the more formal numerical integration presented in Program

#2.

Program #2

The second program calculates the temporal response of a hydrogen
plasma to optical excitation by integrating the rate equations directly.
The initial setup is much the same as Program #1. Input data for I, Te’
and p are specified (note this program treats one set of these three
input parameters only, unlike Program #1). Initial guesses are made for
the populations and stored in the array POPO. The numerical integrator
GEAR calculates the behavior of the populations (with no illumination)
up until the time TOUTS. The illumination is then "added" to the rate
equations and the integration is repeated.

The subroutines HOLST and WEBB are the same as in Program #1, cal-
culating respectively the radiation trapping and excitation rates. The
subroutine DIFFUN contains the rate equations called by GEAR; each time
BIFFUN is called, the e]gctron density NE, collision frequency ANUE,
power input OMEGEP and electric field EE are calculated with a call to
the subroutine ELDEN. The level populations are stored in the PLOT

arrays and fed to a plotter. The results agree exactly with those of

Program #1

Program #3

This program calculates the time constants in equations(V.26,V.27)
derived from perturbation theory in Chapter V. The input variables are
initialized exactly as in Program #1, and the level populations are found

by iterating algebraic equations (III.55), (I11.56) again, as in Program
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#1. The coefficients of ﬁz and ﬁ3, the perturbations to the level popula-
tions induced by resonant illumination are calculated as ALPHA, BETA,

GAMMA, and DELTA, which all contain the constants AAA and BBB. These num-
bers are printed out, and the calculation is repeated for all the sets of

input data in DATAIN.
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Program #1

MAIN

IMPLICIT REAL®B(A-Z)

REAL®*E

LASER,NE

INTEGER®4 TTE.JNL, ILOQOP, ISAT

(ol X ol

DATE =

DIMENSICN ARN2(304)9ARN3(354)9ARNEL(344)

ane 606

[
[

IV G LEVEL 20.7 VS
C

444

LN Y

sAREE(3,4)

¢ARNZN(3,4) yARN3NI3,4) o ARNEIN(3,4)

oAREEN{3,4)

oDATAIN(Z2¢344) 4PRESS(4)

PRESS(1)=0.5
PRESS(2)=1.0
PRESS(3)=2.5
PRESS(4)=5.0

DATAIN(L,41,1)=22.0
DATAIN(L,2410=31.5
DATAINUL,3,1)=5).0
DATAIN(2,1+1)=3.9
DATAIN(24241)=4.9
OATAIN(2¢341)56.35
DATAIN(1+1,+2)=20C.0
DATAIN(L+242)=240.0
OATAIN(L1¢3,2)=60.C
DATAINIZ24142)=4.6
DATAIN(2¢242)=2646
OATAINI2,3,2)=1.0
DATAIN(Ls1430=15.
DATAIN{L,243)=24.
DATAIN{(1+3,3)=062.
DATAINI24143)=4.1
DATAIN{2+243)=4.0
DATAIN(2¢343)=5.6
DATAINI(1,),4)=18.5
DATAIN(1,244) =40,
DATAIN(L,3,4)=72.
DATAINI2,) 04)=5.5
DATAIN(Z212¢4)26.5
DATAIN(243,4)=6,62

6/21/80

WRITELO 444 ) LU(DATAINILYITEZINLY o ETE=L93)4INL=1,44))
BRITELO,444) {((DATAIN(2+ITE UNL)+1TE=1+3)9JNL=1+4})

FORMATL 4(3(EL2.542X)477))

DC 966 15A1=1,10

INPUT VARIABLES

TE IS ELtCTRON TEMPERATURE IN EV LEV=1.6E-12 ERGS

DC 999 I1E=1,3

DC 959 JNLl=1,4

MAIN

NL=PRESSTJNLI*3.54L16

VL-CATAINIZ2, 1T INI)D
TA IS5 NEUTRAL TeMP,
IN=.G3220C

IN EV

DATE =

6/21/80

14:55:44

14:55:44
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C R Is Tuee RACIUS IN CM
R=0.500

C ALALW IS LASER LINEWIDTH, HZ
ALALW=40.0v

C ALL IS TLTAL LASER PChER,RATITS
ALI=0.01

(2] ol

ALI=AL1*][S5A]

PHE IS BUFFER PRESSUREs TCRR

PhE=5,.00

PH IS HYURLGEN PRESSURE,TORR

PH=0.500

PICT=TGTAL FRESSURE,TCRR

PTQT=PH+PHL

A31H=5.57501

AI2H=4.41D7

A2lh=4.655D¢€
WBAR=ALI®L(.C7/13.1416CO0%R®$2%ALALWN*3.D10)
hBARM=WBAR
B832n=A32H*(¢6563.D-8)%%3/(8.,0083,.141600%6.06260-27)
823h=832h*18.00/8.00

WRETE(642) TN R ALALWALL+nEBAR,B32h,823H,A31H,
& A32hoA21H, PRyPhHE
2 FORMATL ' NEUTRAL TEMP =°,D10.34EV*e//»

¢ TUBE RADIUS=*,D10.3,°CM*,//,

[a) [a NN 2N al o}

oo

¢ LASER LINEWIOTh=*,010.3,'GH2*,//,
* LASER INTENSIYY=*,D10.3,*wAlTS5y//,
¢ ENERGY DENSITY=*,0]10.3+*ERGS/HI/CMI® v/ /
' B32H='4D10.3,*SEC-1/WBAR?,//,
¢ B23H='4D1C.3,*SEC-1/WBAR* /7
* A3LH=*4010.3,°SEC-1"//,
¢ A32H=°,D10.3,°'SEC~-1%97//,
* A21H=',01C.3,°SEC-1%s//»
¢ HYDROGEN PRESS=*4C10.3,°TORRY,//,
¢ HE BUFFER PKESS=',D10.3,°TCRR*)
C COMPUTE COEFFICIENTS FCR RATE EQUATIONS
C HYDROGEN
CALL WEBB(.7500,13.600,TE,SIGAV)
S14H=SEGAV
CALL wEBB(15.0093.4L0,TE,SIGAV)
S24H=SIGAV
CALL WEBB(95.900+1.51004TELSIGAV)
$34n=S1GAV
CALL WEBB(1.0D00,20,200,TE,SIGAV)
§12h=51GAV
S21H=512H%.2500#DEXP{10.200/TE)
CALL WEBB(60.D0,1.89D0¢TE,SIGAV)
S23H=SIGAV
¢t IV G LEVEL 20.7 VS MAIN DATE = 6/27/80 14:55:44
$32H=523H¢8.00/18.00¢DEXP(]1.8900/7L)
CALL wEBB(.100000,12.09L0,TE,SIGAV)
S13H=S1GAV
S$31h=S13r/9.D00*DEXP(12.0SC0/1TL)
WRITELO6,3) TE
3 FURMAT( ¢ ELECTRUN TEMPLRATURE =',010.3,°EV*)
C WRITE(695)514H,524H,534H,512HyS21HsS13H4S831H,523H,532H
5 FURMAT ( ¢ S14h=',01GCe3,//,
€ ' S24H='4D1Ce3,/7,
& ' S34h=',01C.3,//,
L % S12H=4,01C.3,//,

[ I Sl ol W o B B O
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' 521H="4D1Ce34//,
S13H="Y4yD1llede//,
S3LH="401Ce34//
5231n=*401Ce34//,
$32H=',D1C.3)

[ 2RI T T XIS RS R SRR S22 RAY SRR 2SRRI 2 2222 X 2222222 RS2 22 22222 23

FEPFSR0SIBSXBR VDB BEE PSSR FSRSLBFRFSPVBSLEE SRS S S S LT EEESSEE NS

N2=,1E10
N3=.1E4
NE=.1E1O

CALL HCLST(R¢1025.72D00+TN+1.00+18.D0,24D0sN1yA3LH,CAMMA)
GAP3I1=GAMMA
CALL HCLST(R,1215.67004TNy1oL0¢8.00,2.D094N19A21hsGAMMA)
GAMZ21=GAMMA

WRITE(6,50) GAM21,GAM3)
FORMAT{ * GAM21="¢D10.3,'GAM31=",010.3)

El2=10.2D0
£13=12.0900
Ele=13.6DC
£€23=1.8900
£24=3.400
E34=1.5100

CUR 15 THE CURRENT,AMPS
MUST BE SPECIFIED CONSISTENTLY w}TH CURRENT
CUR=DATAINIL ITE,INLI®*Ll.E-3

DA=0,
ANUE=0.

LEVEL 20.7 V5 MAIN DATE = 6/21/80

[aN N oW ol al

o

108

109
110

[

CMEGEP=0.
EE=Q.
WBAR=0.0

00 112 1L0ulP=1,1400

1IF(ITE.uE.2) GO IC K10

WRITELE)1US) NLeN2 /NI NELDALANUE GMEGEP WBARM,EE
FURMAT( 9(EL2.5,2X))

LOUNT INUE

ANUL 04 32¢NL#(512Nned13H+ S ar)
TULLOY¥NIH {S523He524H) 20 269*NI*534h

14:55:44
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CAT(R/2.405)%828 (NL1#S14H+NL#S24H+N3$S34H)
P1G=0.
CMEGEP=0.4328N1*(S14h*EL4+S1IH*EL3+S12H*EL2)
40.2698N2* (S23H*E23¢524HOE24—P1G2*521H*EL2)
*0e269*N3* (SIGH#L34~PIGH(S32H*E23+S3LHSEL3))

+7.85%DA®5 . *TE/(3.1416%R*32)

NE=CUR/(3.14106¢Kke%20CSCRTI0.43200))
SDSQRTIANUE®*.511D6/0MEGEP)
/43.010¢1.60-19)

N2=(0.432¢NESNL*51 2H+0.5398NESN3#S532H
+0.432¢N3% (A32H*BI2H*WBAR))
700.432%0LAM213A21H+0.269¢NE*(S2)H* S23H¢524H)
+0.432%B23H*WBAR)

N3={0.4326NE*NL®513H+0.269%NESN2
#S23H+0.432%N2*B23HeRBAR)
J(0.269NE*IS31H+532H¢S534H) .
¢0.432%(B32H*WBAR+AI2H*GAMIL®A3LH))

EE=DSQRTUIANUESOMEGEP®.511E6)/ (3. E10*SQKT(.432))
*1.6E~19/CURS
(-B23H®WBAR®N2$E2390.43283.1416%k%82
+B3I2H*WBARSNISE23%0.432%3,14]16%R**2)

EVEL 20.7 VS MAIN DATE = 6/21780

112

955

999

CCNT INUE
IFIWBAR.EQ.WBARK) GG TG 955

ARN2(ITE JNL)=N2

ARN3CITE,JNL)=N3

ARNELCITEJINL}=NE
AREE(ITE . JNL)=EE

WBAR=WBARN

GU FO 108

ARNZNUITE wUNLDI=NZ
ARNINIITE e JNLI=N3
AKNEINTEITEJNL)=NE
AKEENCITE«INL)=EL
CCMTINUE

JL %98 UNI=1l,4
DL %4%d ITE=1,4

14255344
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ARNZNIITE s JNLI=ARNZALITE, JNLI-AKN2(ITESIND)
ARNIN(ATE yJNLI=ARNINCITE s UNL Y =ARNILITEINL)

ARNEINCITE 2 INLI=ARNEIN(ITE INL)-ARNELLITE »UNL)

AREENIITE gJNL)=AREEN{ITEZINL) -AREELITE, INL)

998 CUNTINUE
[
WRITE(G639LILC(ARNZIITE s INL) o ITE=L¢3)9odUNL=10s4))
WRITE(6,915) LELARNNUITEZINL)Y s ETE=143) oUNI=1,4))
WRITE(OsF2)IC(ARNILITE W INL) o ITE=Ly3)euN1=1,4))
WHITELGL,925) CE CARNINCITEVIUNL) o ITE=143) yINL=144))
WRITELO,93)LL{ARNELIITE ) INL) o TE=193)sINL=1,4))
WRITE(G69935) LLIARNELINGITESJINL) o ITE=L143),IN1=1,4))
WRITECO6,96) 4 { (AREECITEZINLIVITE=L:3)4JINL=194))
hRIlE(b.965)(((AREEN(lIE JNLY o 1TE=L43)9JNL=1,4))
Sl FORMAT( N2N2N2® 9 //+&(LL1Xe3010s341X)e//))
915 FORMAT( * DELTA N2N2N2%4//,4{11Xe3D10.3¢1X34//))
92 FORMAT( * N3N3N3*,//040(1X43D10.3410X)s//7))
925 FORMAT( ¢ DELTA N3N3N3°,//:4((1X43010.3,1X14//71)}
93 FORMAT( * NELNEL®o//+4(11Xe3D010.341X)47/7))
§35 FORMATL * DELTA NEINEL®,//+4011Xe3D10.3,1X),7/7))
96 FORMAT( * EEEEEE®»// 040 11X430L11.502X)07/))
865 FURMAT( * DELTA EEEEEE®,//04((1Xy3D11.542X),4/7))
966 CONTINUE
[
[
sICP
END
IV G LEVEL 20.7 VS MAIN DATE = 6/21/80
SUBPROGRAMS CALLED
LOCATION SYMBOL LOCAYION SYMBCL LOCATION SYMBOL
118 wWEBS 11C HCLST 120 DEXP
12¢C
SCALAR MAP
LOCATION SYMBOL LOCATION SYMBCL LOCATION SYMBGL
1F8 TE 200 1L 208 R
220 PHE 228 PH 230 piar
248 A21H 250 . WBAR 258 WBARM
270 SIGAY 2718 Sl4n 280 S$24H
298 S21H 2A0 S$23H 2A8 S$32H
20 N2 2C8 N3 200 NE
2E8 GAM2] 2F0 El2 2F8 El3
310 E24 38 E34 320 CUR
338 OMEGEP 340 EE 348 PiG
35C 1SAT 360 1Loap 364
ARRAY MAP
LGCATION SYMBOL LOCATION SYMBCL LUCATICN SYMBOL
368 ARN3 3Cs ARNE L 428 AREE
548 ARNE LN 548 AREEN 608 DATAIN
FORMAT STATEMENT MAP
LOCATION SYMBOL LOCATICN SYMBCL LOCATION SYMBOL
148 2 1517 3 892 5
43 91 940 915 968 92
D4 935 SF2 86 AL 965

T LOCATIUN
£2¢
D54
07C

STATEMENT NUMBER MAP
STATEMENT LOCATION

[ Di4
1l £5C 12
16 084 17

STATEMENT LOCATION
7

03C
Do4
cec

14255344

LOCATION
124

LOCATION
210
238
260
288
280
208
300
328
350

LOCAT JON
488
668

LOCAT [ON
885
991
A35

STATEMENT LOCATION
8

13
18

044
D6C
094

PAGE 0006
SYMBOL LOCATION
DSQRT 128
SYMBOL LOCATICN
ALALN 218
AJlH 240
B32n 268
S34H 290
S$13H 288
GAMMA 2€0
Elé 308
DA 330
1TE 358
SYMBOL LOCATION
ARNZN <E8
PRESS 728
SYMBOL LOCATIO

50 92A

925 9AF

STATEMENT LOCATIOH

9
14
19

04C
D74
09C
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Program #2

IV G LEVEL 20.7 VS MAIN vale = ©/sc9r70U

() o o = [aNal [aXakal
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C
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o™

[

TIMNOAMMIM MMM

IMPLICITY RFAL®*8(A-2)

INTEGER®4 K, JyNyMF, INDyMC,NO

REAL®4 PLOT1,PLOT2,PLOT3,PLOT4,PLOTS

COMMON R+TE,TN,S14H,S24HyS34H,512H,521HyS13H,S31H,
S23H1S32H,A3IH,A21HyA32H,B23H,832H,WBAR
+POPDOX,GAM31yGAM214LASER

o+ ANUE DA OMEGEP ,NE,EE,CUR

DIMENSION POP(3,13),POPDOY(3),P0PO(3)
»POPDOX( 3)
+PLCTLI102)4PLOT2(102),PLOT3(102),PLOT4(102),PLOTS5(102)
INPUT VARIABLES
TE IS ELECTRON TEMPERATURE IN EV 1EV=1.6E-12 ERGS
TE=2.500
TN IS NEUTRAL TEMP, IN EV
TN=,0322
R 1S YUBE RADIUS IN CH
R=0.5
ALALW IS LASER LINEWIDTH, HZ
ALALMW=40.E9
ALT IS TOTAL LASER POWER,NATTS
AL1=0.5
