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ABSTRACT 

We have optically sectioned living cells to a maximum depth of ~250 nm using a Variable 

Angle-Total Internal Reflection Fluorescence Microscope (VA-TIRFM). This yields 3D 

images of cell membranes and nearby organelles similar to that gained by confocal 

microscopes but with at least an order-of-magnitude greater depth resolution. It also 

enables cellular membranes to be imaged in near isolation from cell organelles. Key to 

achieving this resolution was integration of a controllable excitation laser micropositioner 

into a standard through-the-lens TIRF illuminator and development of a custom culture 

dish for re-use of expensive high index of refraction cover slips. Images are acquired at 

several penetration depths by varying the excitation laser illumination angles. At the 

shallowest penetration depth (~46 nm) just the membrane and a few internal puncta are 

imaged. As the penetration depth is increased up to 250 nm organelles near the membrane, 

such as the ER, are imaged as well. The sequence of images from shallow deep is 

processed to yield a z-stack of images of approximately constant thickness at increasing 

distance from the coverslip. We employ this method to distinguish membrane-localized 

fluorophores ( 4 GFP 2 nicotinic acetylcholine receptors and pCS2:lyn-mCherry) at the 

plasma membrane (PM) from those in near-PM endoplasmic reticulum (ERTracker green, 

4 GFP 2 nicotinic acetylcholine receptors), on a z-axis distance scale of ~45 to ~250 nm 

in N2a cells. In doing so we observe occasional smooth ER structures that cannot be 

resolved as being distinct from the membrane. 

In a second project substantial progress has been made towards developing a Tip Enhanced 

Fluorescence Microscope (TEFM) capable of imaging wet biological samples with ~10 nm 

resolution. A TEFM combines a TIRFM with an Atomic Force Microscope (AFM) to 

modulate sample fluorescence through near-field dipole-dipole coupling.  

In the third project the capability to consistently produce high quality nanotube AFM 

probes was developed and a technique for chemically functionalizing the tip of a nanotube 

AFM probe was invented. 
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C h a p t e r  1  

INTRODUCTION 

Over the course of my studies at the California Institute of Technology I've had the 

opportunity to work on three lines of research.  All of these efforts employed novel 

imaging techniques to query the organization and composition of surface proteins involved 

in intercellular signaling. Most of this work was focused on nicotinic acetylcholine 

receptors (nAChRs).  

Neuronal signals are transmitted across a synapse via transmitter-gated ion channels to 

either skeletal muscle cells or to neuronal cells. Nicotinic acetylcholine receptors are found 

in many central nervous system and nerve-skeletal muscle postsynaptic membranes. The 

nAChR has a (pseudo)symmetric pentameric structure comprised of  homologous subunits. 

A wide variety of nAChR stochiometries are possible as the  subunits exist in at least ten 

different subtypes ( 1 through 10) and the  subunits exist in at least four subtypes ( 1 

through 4).
1
 nAChRs can be activated by both acetylcholine and nicotine. Chronic 

exposure to nicotine has been found to cause upregulation of functional nAChRs with a 

preferred ( 4)2( 2)3 stoichiometry.
2, 3, 4, 5, 6, 7

 

The capability to image the distribution and composition of nAChRs pre-and post- 

synaptically in pulse-chase experiments would be very helpful to attempts to untangle the 

regulatory mechanisms behind nicotine induced upregulation.
8
 It would be particularly 

useful to do so if the functional nAChR composition and distribution (in the membrane) 

could be resolved or isolated from the composition and distribution of nAChRs sequestered 

in nearby organelles of living cells.
9
 From a larger perspective this is capability would be 

useful for conducting pulse-chase experiments to illuminate trafficking and regulatory 

mechanisms of many types of functional surface receptors. 

So motivated, I collaborated with the Henry Lester group, to extend Total Internal 

Reflection Microscopy (TIRFM) to achieve z-axis resolution sufficient to discriminate 

cellular membranes from nearby organelles via Variable Angle Internal Reflection 
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Microscopy (VA-TIRFM). We also took initial steps towards using the information 

acquired while VA-TRIFM imaging to construct three-dimensional images of cell 

membranes and nearby cellular organelles. We then successfully utilized this technique to 

image murine neuroblastoma cells (N2a) that had been transfected with fluorescently 

labeled nAChRs. This technique and our results are described in Chapter 2. 

In the second project, we developed a Tip-Enhanced Fluorescence Microscope (TEFM) 

with the capability to resolve single molecules with <10 nm separation in collaboration 

with the Quake group.
10,11

 Later I attempted to use this technique to image surface proteins 

in a biological environment (warm and wet) as part of the Scott Fraser group. This effort 

and its results are described in some detail in Chapter 3. 

In the third project, conducted primarily in collaboration with the Pat Collier group, we 

developed the capability to fabricate nanotube Atomic Force Microscope (AFM) probes.
12

 

The mechanisms behind nanotube adhesion, and the surprisingly high AFM imaging 

resolution achieved with nanotube AFM probes, was illuminated through atomistic 

modeling.
13

 Finally we explored utilization of such probes for molecular patterning.
14,15

 To 

enable substrate patterning we invented a novel technique for uniquely functionalizing the 

end of a nanotube probe. This work is described in Chapter 4. 
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C h a p t e r  2  

IN-VIVO DISTINCTION BETWEEN PLASMA MEMBRANE AND NEAR-

MEMBRANE ORGANELLES USING VARIABLE ANGLE TOTAL INTERNAL 

REFLECTION FLUORESCENCE MICROSCOPY (VA-TIRFM) 

We have optically sectioned living cells to a maximum depth of ~250 nm using a Variable 

Angle-Total Internal Reflection Fluorescence Microscope (VA-TIRFM). This yields 3D 

images of cell membranes and nearby organelles similar to that gained by confocal 

microscopes but with at least an order-of-magnitude greater z resolution. It also enables 

cellular membranes to be imaged in near isolation from cell organelles. Key to achieving 

this resolution was integration of a controllable excitation laser micropositioner into a 

standard through-the-lens TIRF illuminator and development of a custom culture dish for 

re-use of expensive high index of refraction cover slips. Images are acquired at several 

penetration depths by varying the excitation laser illumination angles. At the shallowest 

penetration depth (~46 nm) just the membrane and a few internal puncta are imaged. As the 

penetration depth is increased up to 250 nm organelles near the membrane, such as the ER, 

are imaged as well. The sequence of images from shallow deep is processed to yield a z-

stack of images of approximately constant thickness at increasing distance from the 

coverslip. We employ this method to distinguish membrane-localized fluorophores ( 4 

GFP 2 nicotinic acetylcholine receptors and pCS2:lyn-mCherry) at the plasma membrane 

(PM) from those in near-PM endoplasmic reticulum (ERTracker green, 4 GFP 2 

nicotinic acetylcholine receptors), on a z-axis distance scale of ~45 to ~250 nm in N2a 

cells. In doing so we observe occasional smooth ER structures that cannot be resolved as 

being distinct from the membrane. 

2.1 Variable Angle Total Internal Reflection Fluorescence Microscopy overview 

Total Internal Reflection Fluorescence Microscopy (TIRFM)
1
 is a widely used technique 

for imaging cellular structure near a membrane that is adhered to a thin glass coverslip. 

This technique takes advantage of a basic principal of optics: the angle of refraction will be 

greater than the angle of incidence when light reaches an interface where the transport 
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media sharply changes from a higher to a lower index of refraction. The relationship 

between these angles is a function of the index of refraction of the two materials as 

described by Snell's law, 

n1 sin 1 = n2 sin 2 

where 1 is the angle of incidence and 2 is the angle of refraction for two materials with 

indexes of refraction n1 and n2 as seen in Figure 2.1. 

When the angle of refraction is >90° light can no longer cross the material boundary and is 

reflected from the interface with the lower index of refraction material back into the higher 

index of refraction material. This can be described as a total internal reflection. The 

minimum angle at which total internal reflection occurs is called the critical angle. Snell's 

law can be readily solved for this critical angle: 

c = sin
1(n2 /n1) 

An evanescent field is generated on the lower index of refraction side of this interface. The 

n1 

n2 

2 

1 

Figure 2.1. An epifluorescence microscope was used in this study. In this type of microscope the 

objective is under the sample as seen on theleft side of this figure. Immersion oil is used to match the 

index of refraction of the coverslip. The sample is on top of the coverslip. In objective-based TIRF the 

excitation laser is focused on the outside edge of the back aperture of the objective. The angle at which 

the excitation laser light emerges from the objective is determined by the radial positon of the focused 

excitation beam on the back aperture.  1 and 2 describe the angle of the excitation laser within the 

coverslip and in the sample. The index of refraction of the coverslip and the sample are described by n1 

and n2. 



 6

intensity of that evanescent field decays exponentially with distance, z, from the transport 

media interface as described by 

I(z) = I(0)e z / d  

Where, for surface polarized illumination, the intensity of the evanescent field at the 

interface  

I(0) =
4cos2

1 (
n2
n1
)2

 

The penetration depth of the evanescent field, 

d =
4 n1

(sin2 sin2 c )
1/ 2
=
4
(n1

2 sin2 n2
2) 1/ 2 , 

is defined by the specifics of the situation: the wavelength of the light, the transport media 

indexes of refraction and the degree to which the angle of incidence exceeds the critical 

angle. Note that for a given wavelength of light and set of transport media the penetration 

depth varies considerably. The penetration depth describes the depth at which the 

evanescent field intensity has decayed to 1/e, or approximately 36.8%, of the field strength 

at the surface. 

The penetration depth is minimized when the angle of incidence is much greater than the 

critical angle. As the angle of incidence is reduced the penetration depth increases. 

Therefore a series of images taken of a sample at decreasing angle of incidence will show 

successively deeper sections of the cell even though all of those images are total internal 

reflection images. In other words: by controlling the excitation laser angle the thickness of 

the cell region being imaged can be varied. 

This is the basis for the technique called Variable Angle-Total Internal Reflection 

Fluorescence Microscopy
2
 (VA-TIRFM). Since Lanni, Waggoner and Taylor's pioneering 

work the theory has been expanded, as have the concepts for processing the data. In the 
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process of advancing VA-TIRFM techniques exploratory studies have been conducted to 

characterize cell-surface contact topology
2,3,4

, image cellular focal adhesion sites
5
, 

determine secretory vesicle motion in 3 dimensions
6,7,8

, measure protein and polymer film 

thickness
9
, solute depth dependent concentration profiles

10,11
 and determine the length of -

DNA strands.
12

 

These exploratory studies successfully confirmed the theory developed for VA-TIRFM 

data analysis and refined instrument concepts. They also demonstrated the potential utility 

of this technique for studying cellular events near the membrane.  

However no significant scientific insights have been derived through application of VA-

TIRFM, nor has it become widely utilized in studies despite the proliferation of TIRF 

capable microscopes. Why has the promise yielded so little? 

Unfortunately the efficacy of VA-TIRFM was severely limited by the numerical aperture 

of available objectives. The numerical aperture (NA) can be used to describe the maximum 

angle of incidence light that can be transmitted through transport media, such as a 

coverslip, by a microscope objective. Specifically: 

max = sin
1 n1
NA

 

A given microscope objective can be used for objective based TIRF if max> c. In other 

words a microscope objective can only be used for objective based TIRF if NA>n2. 

Consider a sample with index of refraction n2 on a coverslip with index of refraction n1. A 

microscope objective can be used for TIRF imaging a thin sample in air if microscope 

NA>1. Objective based TIRF can be accomplished with water if its NA>1.33. Cells can 

barely be imaged in TIRF with a 1.4 NA objective and more commonly require a 1.45 NA 

objective since the average cellular index of refraction is 1.385.
13

  

All four of the major microscope manufacturers have produced objectives with NA's as 

high as 1.45 since 2005. Unfortunately many cellular organelles have indexes of refraction 

that approach 1.45 and some that exceed that value. The index of refraction of lysosomes 
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and melanin even exceeds the 1.52 index of refraction typical of glass coverslips. Table 2.1 

presents a list of cellular components and their indexes of refraction. 

Table 2.1 The index of refraction of several cellular components. 

As was seen earlier, confinement of the evanescent field depends significantly on the 

difference between the index of refraction of the coverslip and that of the specimen. The 

importance of these observations is demonstrated in Figure 2.2 where it is demonstrated 

that in a typical TIRF imaging configuration no cellular components with indexes of 

refraction greater than 1.42 will be in TIRF. Given the highly inhomogeneous nature of 

cells all that can be confidently claimed is that a cell is TIRF imaged with a 1.45 NA 

objective over a wide, ill-defined depth that varies across the image depending on the cell's 

specific characteristics. The penetration depth ranges from ~130 nm for n=1.385 to  for 

n>1.42 at the extreme outer edge of the objective for a 1° beam width centered in the TIRF 

range. From there it rapidly degrades should the beam be adjusted closer to the critical 

angle. It is also clear from Figure 2.2 that the results of previous investigators using VA-

TIRM were significantly limited by the index of refraction of glass and the NA of typical 

TIRF objectives. Hence we can conclude that VA-TIRFM cannot effectively discriminate 

between cellular components located within about 200 nm of the surface if a glass 

coverslip and 1.45 NA objective are used. 

Olympus also makes an APO 1.65 NA/100x objective. Two barriers have impeded the 

widespread use of this objective: the 1.8 index of refraction immersion oil is both toxic and 

unpleasant and the 1.8 index of refraction coverslips cost $40 each. As a result this 

objective is very rarely used and is still produced only by Olympus. 
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The penetration depth as a function of angle of incidence and cell component index of 

refraction are shown in Figure 2.3 for a 1.65 NA objective. These calculations were 

performed for a 488 nm excitation laser and N-LAF21 coverslip (n=1.7993 at 488 nm)
21

. It 

is clearly seen that the high index of refraction coverslip results in very tight confinement 

of the evanescent field. In addition, the variation in the index of refraction of cellular 

components is small in comparison with the difference between their values and the 1.65 

objective's. In combination, the result is that the penetration depth is very shallow and 

nearly constant across most of the TIRF angular range. Therefore this opens the possibility 

to vary the incident angle to optically section a cell, and thereby to characterize the 

fluorescent density as a function of depth. 

Figure 2.2. A typical TIRF microscope cannot distinguish a cell membrane from its organelles as the 

cellular indexes of refraction are similar to the 1.45 NA of the microscope objective. As result, the depth 

TIRF imaged at any given incident angle will vary considerably with cellular structure. The evanescent 

field penetration depths shown here were calculated for the indexes of refraction of several common 

cellular organelles. The values presented assume objective-based TIRFM through a 1.45 NA objective with 

a 488 nm wavelength excitation laser through a glass coverslip. The rectangular box is 1.0° wide and 

located at the center of the TIRF angular range for this combination. 
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In summary: VA-TIRFM is a good idea with a sound, and well-developed, theoretical 

basis. Initial experiments used 1.45 NA microscope objectives that did not permit sufficient 

discrimination in z for this approach to provide new insights. However, we demonstrate 

here that useful VA-TIRFM becomes a real possibility with a 1.65 NA objective and n 1.8 

coverslips. 

2.2 VA-TIRFM image processing 

One of the most carefully considered VA-TIRFM image processing techniques is the  

Figure 2.3. A cell can be imaged in pure TIRF (no far field component) with uniform z-thickness, 

regardless of cellular index of refraction, using a 1.65 objective. Over the boxed range of incident 

angles, the penetration depth is 60 nm for a 1.385 cellular average index of refraction. There is little 

difference in penetration depth as a function of cellular component index of refraction. The black 

rectangular box is 1.0 degree wide and approximates the full width 20% max beam width of our 488 

nm excitation laser. The box is centered in the TIRF range for this objective when looking at cells. 

This figure shows the calculated penetration depth as a function of incident angle and index of 

refraction for a 1.65 NA objective. These calculations were made for 488 nm laser excitation and 

assume the use of a N-LAF21 coverslip with an index of refraction of 1.7993 at 488 nm. 
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inverse Laplace transform.
22,23,24

 Recall that the intensity of the evanescent field in z is 

described by 

      where z is the distance to the coverslip surface, d is the penetration 

depth and the evanescent field intensity at the coverslip surface is 

      for s-polarized excitation. 

The product of the distribution of fluorophore concentration in z with the variation in 

fluorophore collection efficiency with z can be described by D(z) .25
 Then the measured 

fluorescence for a given D(z) , assuming that the brightness of a given fluorophore is only a 

function of the evanescent field intensity and the distance from the fluorophore to the 

coverslip surface, is  

. 

Extending this to describe a two dimensional surface, the z distribution of fluorophores is 

. 

Also recall that a Laplace transform of a function f (t) is formally defined as 

 

Then the expression that describes Fx,y ( )  is the Laplace transform of Dx,y (z). 

As Fx,y ( )  is the Laplace transform of Dx,y (z) it is reasonable to attempt to use the inverse 

Laplace transform of Fx,y ( )  to solve for Dx,y (z). This approach assumes that the 

evanescent field intensity is both constant and uniform over the x-y plane. It also assumes 

I(z) = I(0)e z / d

I(0) =
4cos2

1 (
n2
n1
)2

F( ) = I(0, ) D(z)e z / d ( )dz
0

Fx,y ( ) = Ix,y (0, ) Dx,y (z)e
z / d ( )dz

0

F(s) = f (t)e stdt
0
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that the field distribution over x-y is uniform and only varies with  as described above. 

Successful application of an inverse Laplace transform on appropriate VA-TIRFM data 

would enable complete deconvolution of the three-dimensional distribution of fluorophore 

concentration.  

Unfortunately the TIRFM that we used for this experiment evidences a very significant 

interference pattern across the coverslip that changes sharply with angle. The resulting 

variation in evanescent field intensity makes the inverse Laplace transform approach to 

reconstructing the continuous 3D profile of fluorophore concentration challenging.  

We note that the variation in field due to the interference pattern is small compared with 

that caused by large changes in incident angle. Such large changes in incident angle also 

result in large changes in penetration depth as the critical angle is approached. In other 

words: the signal-to-noise ratio is significantly improved when images of significantly 

different penetration depth are differenced instead of using finely incremented images.  

The theory above suggested a novel and relatively simple method for 3D image 

reconstruction using VA-TIRFM: treat the difference between a series of images 

taken with increasing penetration depth as being representative of the cell structure 

as function of depth. This approach formed the basis for the work presented in this 

chapter. 

If the difference in the evanescent field strength at the coverslip, I(0), is accounted for 

sequential images can be directly compared. As an example, with the excitation beam 

closest to the maximum angle, an approximately 45 nm thick image of the cell is captured. 

Another image can be taken closer to the critical angle such that the penetration depth is 

increased to 90 nm. These images can be multiplied by a normalization factor that accounts 

for the change in evanescent field intensity. By subtracting the first image from the second 

after normalization, a pair of optically sectioned images is obtained: each of which is ~45 

nm thick. 

Here we chose to discriminate cellular structure in z by analyzing the difference between 

images taken at five different angles ranging from the something very close to the critical 
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angle to something very close to the maximum angle of the 1.65 NA objective was. 

Surprisingly this simple approach to 3D image reconstruction has not been previously 

reported 

In Figure 2.4 an example of optical sectioning is presented in which a sequence of images 

is captured at several angles of incidence. The first image primarily shows the 48 nm 

closest to the coverslip. A second image is taken at a penetration depth of 72 nm. This 

second image can be considered to contain all of that information found in image 1, plus 

Figure 2.4. A five image VA-TIRFM sequence is shown relative to cellular organelle indexes of 

refraction. The five black rectangular boxes each represent an image in this sequence. Optical 

sectioning is achieved by choosing excitation laser incident angles such that the average penetration 

depth of each successive image is 1.5 times that of the previous one (Table 5.3). The image boxes are 

1.0 degree wide and match the full width 20% max beam width of our 488 nm excitation laser. The 5th 

image (far left box) is centered on a penetration depth of 243 nm for a cell's average index of refraction 

(1.385). Because of the beam width this image includes incident angles that result in penetration depths 

ranging between 160 nm up to ~700 nm. That real beam size effectively limits the center penetration 

depth to ~250 nm for a pure TIRF image (no far-field content). The calculations shown above assume 

a 1.65 NA objective, 488 nm laser excitation and the use of a N-LAF21 coverslip with an index of 

refraction of 1.7993 at 488 nm. 

5    4    3                2                                          1 
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that of the next 24 nm. Several of these differenced images can be used to build a 3 

dimensional image of the 250 nm closest to the coverslip. In doing so the fluorescent 

content of the membrane is largely isolated from the fluorescent content of the 

Endoplasmic Reticulum (ER) and other cellular organelles close to the membrane.  

The width of the focused excitation laser beam on the back aperture of the objective was 

measured and found to be ~42 microns (full width at 20% max height) or about 1° in terms 

of the incident angle variation near the critical angle. Therefore the width of the boxes 

shown in Figure 2.4 represent a 1° beam width. The penetration depth is seen to range from 

~700 nm to 160 nm across a 1° wide box centered at 50.8° incidence angle for cell with an 

average index of refraction of 1.385 adhered to a coverslip with an index of refraction of 

1.7993. The penetration depth is 240 nm at the center of the box.  

We conclude from this that a single image, containing only TIRF and no far-field 

illumination, has a practical depth limit of about 250 nm using this specified microscope. 

However we noted that a difference image, produced by subtracting an image taken at a 

somewhat greater incident angle from one taken proximate to the critical angle, and show 

detail at depths greater than 250 nm while still being in TIRF. 

What image sequence should be selected? Since we have measured the variation in field 

intensity with angle, and can use those values to normalize, it is not an important factor in 

selecting the specific angles for the image sequence. The two most important factors are 

penetration depth and field intensity. 

The integrated evanescent field at any incident angle is 

 

Consider the integrated field intensity ratio between images taken at two angles such that 

. We have already noted that normalization is done to account for the change in 

evanescent field intensity  with the change in incident angle. Therefore the  

I(z)
0

dz = I(0)e z / d dz =
0

I(0) e z / d dz = I(0)(d)
0

d2 = 2d1

I(0)
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Integrated intensity angle 1/angle 2= 

We see that the integrated field intensity is directly proportional to penetration depth once 

the field intensity at the surface as a function of angle has been normalized! Twice the 

penetration depth results in twice the normalized integrated evanescent field intensity. 

To implement this technique the relationship between beam position, as measured by the 

closed-loop controller, and the incident angle of the excitation beam in the coverslip was 

determined. We also determined the actual variation in evanescent field strength as a 

function of beam position. Using this information we can then choose which incident 

angles to image knowing the penetration depth at each location. The calibrations were also 

used to appropriately normalize the measured intensity of the field strength and thereby to 

enable to direct image differentiation. 

In Appendix A we present the details of the critical calibrations that were used to define 

and normalize the image sequence. These calibrations include the measured relationships 

between the excitation beam position and excitation beam angle of incidence. Also 

presented in Appendix A is the measured field intensity as a function of angle (and beam 

position) at the coverslip surface. This is compared with the field variation with incident 

angle predicted by theory. We find that the surface evanescent field intensity was 

approximately 10% less than that predicted by theory over the TIRF range of incident 

angles. At present we can only speculate as to the origin of this discrepancy. One 

possibility is that the evanescent field intensity is diminished across the coverslip in the 

direction of propagation due to scattering caused by the sample and coverslip surface 

roughness. An alternative explanation is that the difference is due to my measurement 

and/or data analysis error. A third is that a small fraction of the excitation energy within the 

evanescent region might contain some vertically polarized energy. 

Using these calibrations, difference processing a stack of images taken at different incident 

angles is straightforward. As an example: having taken an image at each of five incident 

angles, the background is then subtracted from each. The field intensity variation with 

angle at the surface can be readily normalized since we have measured this. Then each 

I(0)d1
I(0)d2

=
d1
2d1

=
1

2
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image is multiplied by a normalization factor to account for the change in field intensity 

with angle. Then image 1 is subtracted from image 2. Image 2 is subtracted from image 3. 

Image 3 is subtracted from image 4. And finally Image 4 is subtracted from image 5. 

ImageJ v1.44c
26

 was used to perform the image processing steps involved in producing the 

results presented in this thesis. 

The resulting stack of images includes the section nearest the coverslip, the section just 

above this and so on. This information contained in this group of images is analogous to a 

z-stack of images taken by a confocal microscope albeit with much finer z-axis resolution. 

This image stack can then be viewed as a three dimensional image using ImageJ or a 

variety of other programs. All of the 3D visualizations presented in this thesis were created 

using Imaris 7.0
27

 in the Beckman Imaging Center at Caltech. 

Since the normalized integrated field intensity is directly proportional to penetration depth, 

the most obvious imaging sequence strategy is to use even steps in penetration depth. The 

shallowest section is 48 nm. Therefore in Table 2.2 an imaging sequence is described 

where the penetration depth of each image is incremented by 48 nm. This approach enables 

a 5 slice image to be acquired with the deepest slice having a 240 nm penetration depth. 

Image number Penetration depth  depth Incident angle 

1 48 nm 48 nm 63° 

2 96 nm 48 nm 53.3° 

3 144 nm 48 nm 51.6° 

4 192 nm 48 nm 51.1° 

5 240 nm 48 nm 50.9° 

Table 2.2 Five image sequence with each image being the same thickness. 

Another reasonable approach would be to image in even logarithmic steps so that an even 

multiple of energy is contained in the sequential images after normalization for the chance 

in z=0 evanescent field strength. An alternate approach is to choose incident angles so that 

the thickness change is constant through the sequence. Post-normalization sequential image 

subtraction produces a differential image in the axial direction.   
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Table 2.3 shows the parameters for a logarithmic sequence in which five successive images 

contain 1.5 times as much energy (same thing as saying 1.5 times the penetration depth) as 

the previous image did after normalization. 

 

Image number Penetration depth  depth Incident angle 

1 48 nm 48 nm 63° 

2 72 nm 24 nm 55.7° 

3 108 nm 36 nm 52.7° 

4 162 nm 54 nm 51.4° 

5 243 nm 81 nm 50.9° 

Table 2.3 Five image sequence-logarithmic. Each image has 1.5 times the penetration depth 

of the previous one. This sequence is also shown in Figure 2.4. 

For both of the idealized solutions just discussed, noise is an issue. Camera noise, light 

leakage throughout the path, secondary reflection induced interference of excitation beam, 

non-uniformity of excitation beam due to alignment errors, laser intensity fluctuation, 

photobleaching are all concerns. Paucity of signal (photon starvation) is always a concern 

as well. The differencing technique we propose to use for VA-TIRFM image processing is 

less sensitive to some of these issues than most direct imaging techniques (e.g. background 

noise is exactly subtracted out from successive images along with the shallower TIRF 

information). 

Sources of error that change between images are particularly troubling. As noted earlier, 

the most significant of these appears to be variation of the excitation field intensity due to 

interference. Such interference between the main excitation beam and reflections within the 

optical path could be caused by misalignment, non-ideal optical anti-reflection coatings and 

immersion oil mismatch of index of refraction. The effect of laser interference on 

differenced images is seen in Figure 2.5.  
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In finely parsed sequences, the change in image content from one incident angle to another 

small compared to the change in excitation as the interference pattern is shifted. Subtracting 

images that differ only slightly exaggerates the variation of excitation due to laser 

interference. In effect Figure 2.5 demonstrates the magnitude of error seen in many 

calculations that involve a small difference between two large values. 

The ideal solution for eliminating interference fringe variations is to rapidly rotate the 

excitation beam on the back aperture of the objective. If the image, is taken with a time 

scale much longer than the rate of rotation, the interference patterns can be nearly 

completely averaged out.
28

 Another solution is to illuminate an annulus on the back 

aperture rather than at a point. This can be implemented by imaging an optical mask on the 

back aperture. Neither of these solutions were utilized in this study. 

This study instead used the less ideal approach of averaging several (2-5) adjacent images 

captured at slightly different incident angles. As an example 5 images taken at incident 

angles 64.3°, 63.5°, 62.9°, 62.3° and 61.6° can be averaged (increments of 10 μm in beam 

position). The penetration depths of these images vary between 46 and 50 nm. Averaging 

them significantly suppresses excitation fringe effects without significantly altering the 

information content.  

Figure 2.5. Differenced images taken with small changes in incident angle yield little information. The 

pictures a and b were captured with at nearly the same incident angle so that there is almost no change in 

penetration depth. As a result the images are nearly identical and differencing them gives a near-zero 

result. The three images above are a N2a cell stained with ERTracker green on the left and the membrane 

localized protein pCS2:lyn-mCherry (20100604 D1 C11b). Image a was taken with a 54.33° incident 

angle. Image b was captured at a 54.84° incident angle. Image c is the result of subtracting image b from 

image a. The impact of changes in the secondary interference pattern is evident.  

a   54.33°  b 54.84 c=a-b 
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However there is a limit to how many images can be averaged. Near the maximum angle 

taking several images causes the loss of very little depth resolution as the change in depth 

with angle is so small. Referring back to Figure 2.4, we see that the change in penetration 

depth becomes very large for small angle changes as you approach the critical angle. 

Therefore averaging must be done over a narrower range of incident angles as the critical 

angle is approached. In this study five images were averaged near the objective's maximum 

incident angle. The number of images averaged was reduced to 4, 3 and then 2 as the 

critical angle was approached. No averaging was done for the images captured closest to 

the critical angle. Image averaging also has the advantage of further reducing random high 

frequency noise in the final image. A complete table of the specific images averaged in this 

study is given in Appendix A. 

In future studies angular oversampling could be implemented by finely parsing the incident 

angle change when sampling (imaging) between the maximum angle of the objective and 

the critical angle. A running average solution could be implemented for such a dataset to 

provide far more than the 3 to 5 sections in a 3D image derived for this study. Such a 

running average could be accomplished by directly averaging adjacent images to yield a 

long sequence of images with reduced interference effects. Appropriately the images at the 

ends of this sequence would be minimally processed by this approach. 

In this study adjacent images were differenced (subtracted). Doing the same with a finely 

parsed sequence does not work well as the change in image content from one incident angle 

to another that is very slightly different, is so small as to exacerbate the impact of error 

sources such as secondary reflection interference (see Figure 2.5).  

Subtracting images using a running difference would provide meaningful information 

about the distribution of fluorescence concentration in z with a great deal more resolution 

than in the approach used in this study. As an example images in a sequence with a 

penetration depth difference of 30 nm could be differenced to result in a sequence of 

differences with much greater discrimination of fluorescence in z.  
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2.3 Methods 

Total internal reflection fluorescence (TIRF) microscopy. Neuro2a cells cultured in glass-

bottom culture dishes were transfected with appropriate plasmids and imaged at 48 h post 

transfection. TIRF images were obtained using an inverted microscope (Olympus IX71) 

equipped with an Olympus Apo 100X 1.65 numerical aperture oil objective. eGFP, ER 

Tracker green and mCherry fluorophores were excited with a 488-nm air-cooled argon 

laser (P/N IMA101040ALS) and an Optosplit II image splitter (Cairn Research) was used 

to simultaneously detect fluorescence emission from eGFP and mCherry. Images were 

aptured with an Andor Technology iXON+ DU-897 back-illuminated EMCCD camera.  

Data acquisition was accomplished using Andor IQ 1.10.1 software. 

The excitation laser incident angle was controlled by an actuated stage with closed-loop 

controller.
29

 Closed-loop control enables reproducible angle of incidence selection with 

high resolution (specs: 100 nm precision, 3 μm accuracy over the 230 μm TIRF range). 

The laser alignment and positioning assembly is pictured in Appendix A. 

All of the specific incident angle images captured during this study were taken as 64 

images sequences. These images were co-added (i.e. are processed to yield an average 

value z-projection image) to improve signal-to-noise by averaging out rapidly fluctuating 

noise sources such as shot noise. 

Sample exposure rate, percent laser transmission, and gain parameters were initially 

adjusted for each cell to utilize the full intensity range of the camera while excited by a 

laser close to the critical angle. Images were acquired beginning at the maximum angle and 

then sequentially incremented towards the critical angle. The 488 and 561 nm laser lines 

were linearly s-polarized as revealed using an achromatic 400 to 800 nm 1/2 wave plate 

(Thorlabs AQWP05M-600). 
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Cell culture chamber. To reduce the expense of coverslips, I designed a chamber, pictured 

in Figure 2.6, which is compatible with delicate cell cultures. This chamber itself is 

fabricated from virgin Teflon. It is sized to match a 35 mm culture dish so that normal 

culture dish covers can be used. The dish-coverslip junction is sealed via a dry silicon o-

ring. As a result the cells are confined in volume that appears, from the health and 

proliferation of the cells, to have an in vivo cytotoxicity comparable to that of commercial 

culture dishes. This assembly is attached to a stainless steel baseplate via machine screws. 

The baseplate has a recess sized to hold the 20 mm diameter N-LAF21 coverslips. 

Screwing the assembly together also provides the force necessary to squeeze the o-ring and 

thereby to achieve a liquid-tight seal. After some practice, coverslip breakage was reduced 

Figure 2.6. A cell culture chamber was fabricated from virgin Teflon that matched the inner and outer 

diameter, and depth of a commercial 35 mm dish. A silicon o-ring seals the coverslip and chamber so that 

it is cell media tight. Machine screws are used to assemble this chamber onto a stainless steel baseplate. 
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to approximately 1 per 20 dishes. The parts, from which the cell culture chamber was 

assembled, are pictured in Appendix A. 

Additionally it should be noted that Delrin was used rather than Teflon in the first version 

of this chamber. I found that all of the cells died in the dishes fabricated from Delrin. Many 

variations were explored to try and understand the reason for this without success. Finally 

new dishes were fabricated from virgin Teflon with the result that the cells thrived. Further 

literature searches indicate that formaldehyde leaches from Delrin.
30,31

   

Stringent cleaning of the culture dish parts is critical. The final assembly must be both 

sterile and clean of particulate and other contaminates. After use the dishes should be filled 

with 70% ethyl alcohol or 10% bleach solution and left to sit for at least 20 minutes. Then 

the dishes should be wiped dry with paper towels and stored for further cleaning. Teflon 

dishes, baseplates, screws and silicon o-rings are typically cleaned by hand washing in 

warm, soapy water, followed by 30 minutes sonication in a 2% micro90/DI water solution, 

followed by extensive rinses in 18 M  DI water, followed by 30 minute sonication in 

acetone in a covered crystallization dish. Then the outside of the crystallization dish 

containing these parts is very liberally sprayed with 70% ethyl alcohol and it is passed into 

a sterile tissue culture hood. The parts are individually removed from the acetone dish and 

blown dry by a high pressure stream of <1μm filtered nitrogen gas. The parts are then 

stored in a clean, sterile, covered crystallization dish in a sterile tissue culture hood.  

Assembly is done in the tissue culture hood using sterile tools. 

Coverslip cleaning is done separately from the cell culture dish components. The coverslip 

cleaning protocol is presented in detail in Appendix B. To briefly summarize the 

procedure: the coverslips are placed in a specially made virgin Teflon carrier, pictured in 

Figure 2.6, which is in turn is placed in a crystallization dish. The coverslips are sonicated 

for 20 minutes in a 2% micro90/DI water solution and then rinsed aggressively with DI 

water. Following this a 2 step RCA cleaning procedure is followed. The first step is to 

immerse the coverslips in a boiling SC-1 solution (3:2:1 ratio high-purity H2O, 30% 

NH4OH, 30% H2O2) for 20 min followed by thorough rinsing in 18M  DI water. In the  
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second step the coverslips are immersed in a boiling SC-2 solution (14:3:1 ratio) high-

purity water, 30% H2O2, 37% HCl) for 10 minutes followed by stringent rinsing in 18 M  

water. After rinsing the crystallization dish is refilled with 18 M  water, covered, sprayed 

with 70% ethyl alcohol and stored in a sterile tissue hood.                         

Materials and reagents. Mouse Neuro2a cells (CCL-131) were obtained from American 

Type Culture Collection (ATCC). Dulbecco’s modified Eagle’s medium (DMEM) with 4 

mM L-glutamine, OptiMEM 1, Leibovitz L-15 imaging medium, ER-Tracker Green and 

fetal bovine serum (FBS) were purchased from Invitrogen. Expressfect transfection reagent 

was purchased from Denville Scientific. 

Mouse wildtype (wt) 4 and 2 constructs were obtained from Dr. Jerry Stitzel. Mouse 4-

eGFP was engineered as previously described.
32

 Briefly, eGFP was introduced in frame 

into the 4 BstEII site with an upstream HA tag after residue 426 in the M3-M4 

intracellular loop. eGFP was PCR amplified from the peGFPN1 vector using the forward 

primer 5’-TTT TGG TCA CCC TAT CCT TAT GAC GTC CCA GAC TAC GCC ATG 

GTG AGC AAG GGC GAG GAG CTG-3’ and the reverse primer 5’-AAAA GGC GTA 

GTC TGG GAC GTC ATA AGG ATA GG TGA CCT CTT GTA CAG CTC GTC CAT 

GCC GAG-3’. The PCR product was cut with BstEII and ligated into the wt 4 construct to 

create 4-eGFP. Mutations were introduced into the 4-eGFP and 2-wt constructs using 

the appropriate primers and Quikchange II XL site-directed mutagenesis kit to create the 

4L358A-eGFP and the 2-365AAQA368L349M constructs. Plasma membrane reporter, 

pCS2:lyn-mCherry was obtained from Dr. Scott Fraser. (300 ng per 35-mm dish), to 

express a red fluorescent protein (pmCherry FP), which is targeted to the plasma 

membrane. The construct contains two copies of a myristoylation signal sequence 

subcloned from the Lyn Kinase gene. The signal sequence is immediately upstream of the 

FP gene and targets the FP to the plasma membrane.  

Cell culture and transfections. Mouse Neuro2a cells were cultured using standard tissue 

culture techniques and maintained in DMEM + 10 % FBS.
33

 Plasmid concentrations used 

for transfection were as follows: 500 ng of each nAChR and GluCl subunit, 75 ng of 

pCS2:lyn-mCherry. 90,000 cells were plated in the earlier described culture dishes. The 

following day, plasmid DNA was mixed with cationic lipids by adding appropriate DNA 
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concentrations to 4 l of Expressfect transfection reagent in 200 l DMEM final volume 

and incubated for 20 min at room temperature to form cationic lipid-DNA complexes. 

DMEM + DNA-lipid complexes were added to Neuro2a cells in 1 ml of DMEM + 10 % 

FBS and incubated at 37 ˚C for 4 h, following which, cells were rinsed 2X with DMEM, 

replaced with 3 ml of DMEM + 10 % FBS and incubated at 37 ˚C for 48 h. For nicotine 

treatments, a concentration of 0.1 and 1 M was used for 48 h and 20 min respectively, 

since these concentrations respectively mimic the nicotine concentrations achieved in 

smoker’s brains in between cigarettes (0.1 M, 48 h) and during smoking (1 M, 20 min). 

2.4 Results 

Variable-angle TIRFM is provides the ability to image well-defined layers, or thicknesses, 

of a cell near a coverslip. By changing the incident angle of the excitation laser we can 

capture a thinner or thicker optical section. With our current VA-TIRF microscope the 

thinnest optical section we could image had a ~46 nm penetration depth and the thickest 

pure TIRF image had a ~250 nm penetration depth. 

To test the ability to define layers within the 250 nm closest to the coverslip, we transfected 

pCS2:lyn-mCherry membrane localized protein into a N2a cell. Just prior to imaging we 

then stained the cells with ERTracker green. In Figure 2.7a, a 46 nm penetration depth 

image is shown. The mCherry labeled cell membrane is clearly imaged while the darkest 

part of the ERTracker image is seen in the center of the image where the cell membrane 

sealed the surface and prevented exposure to the stain. Figure 2.7a shows that the cell 

membrane is imaged in isolation from ER located inside the cell.  

To test the ability to isolate deeper cellular organelles we imaged that same cell at two 

penetrations depths: 240 nm and 80 nm. The 240 and 80 nm images were normalized to 

account for the change in intensity as a function of incident angle. Then the 80 nm image 

was subtracted from the 240 nm image to test whether cellular organelles near the 

membrane could be imaged without interference the plasma membrane. The result is seen 

in Figure 2.7b. The membrane localized mCherry emission is very nearly entirely 

subtracted out showing that the membrane labeled proteins could be successfully removed. 
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The ERTracker labeled image in contrast was very bright showing that the ER was well 

captured up to the ~240 nm penetration depth of that image. 

Figures 2.7a and b together indicated that a cell membrane and ER can be imaged without 

interference from each other (ie. optically isolated) in living cells. 

We then explored whether this would still prove true if a single color was used to image a 

membrane-bound receptor. To do this we transfected N2a cells with 4 eGFP, 2 wt 

nicotinic Acetylcholine Receptor (nAChR) subunits and pCS2:lyn-mCherry. In Figure 2.7c 

we see a 46 nm penetration depth image. The mCherry labeled membrane is bright and the 

4 eGFP 2 wt nAChR's appear to be uniformly distributed in the membrane with some 

puncta visible. The 240-80 nm penetration depth image in 7d shows that the mCherry 

labeled membrane is seen at low level while the GFP labeled nAChR 4 subunits are seen 

in quantity in interior cell organelles.  

This experiment was repeated after transfecting a N2a cell with 4 eGFP, 2-

365AAQA368L349M nAChR subunits. The mutation in the 2 subunit results in increased 

transport of nAChRs to the cell membrane. In 7e the cell is shown at 46 nm penetration 

depth. The membrane is clearly seen and evidences labeled nAChRs uniformly across the 

membrane. There are additionally some small puncta and tubular structures in that image 

close to the membrane. In 7f a 240-80 nm image of the same cell shows extensive ER 

structure deeper in the cell. 

Therefore we conclude that the membrane is significantly isolated from other cellular 

organelles in the thinnest penetration depth images despite substantial expression of 

fluorophores located internal to the membrane. We also conclude that the ER and other 

internal organelles can be imaged with only minor interference from the cell membrane, 

labeled with the same fluorophores, enabling direct response comparison in future 

experiments. 

Our first goal was to capture a series of VA-TIRFM images that are well discriminated in 

depth and then to use them to build a 3D image that is representative of the cellular 

structures within 250 nm of the coverslip. To do this we transfected N2a cells with 
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4L358A-eGFP 2 wt nAChR subunits and pCS2:lyn-mCherry. The 4 mutation (L358A) 

Figure 2.7. A control experiment (a) demonstrates that VA-TIRFM is capable of isolating the cell 

membrane from cell organelles. Additionally it is shown (b) that differenced images give information 

about cell organelles without contamination from membrane signal. Finally it is demonstrated (c, d, e, f) 

that a cell membrane and cell organelles can be imaged in isolation for membrane-expressed proteins 

labeled with GFP. TIRFM images a, c and e were captured at a penetration depth of 48 nm. TIRFM 

images b, d, and f are the residual after subtracting an 80 nm penetration depth image from a 240 nm 

penetration depth image. The 48 nm images are the thinnest which can be captured of a cell using a 1.65 

NA objective and a N-LAF21 coverslip. Because these images (a, c, e) are so thin they primarily 

capture the cell membrane and ER or vesicles that are in contact with, or very close to, the membrane. 

~240 nm penetration depth is the deepest that can be captured with this same arrangement and the real 

beam size of our microscope while remaining in pure TIRF. The residual (b, d, e), after subtracting an 

80 nm penetration depth image from a 240 nm penetration depth image, is primarily ER. Images a and b 

are control images: the left half of images a and b show ERTracker green stain. Because the cell seals 

the coverslip from the ERTracker stain the 48 nm image a shows a black region where the cell is 

centered while b, the 240-80 nm slice image, shows primarily ER. The right half of images a, b, c and d 

show cells expressing pCS2:lyn-mCherry membrane localized protein. Note that the 48 nm image 

captured the membrane while very little signal is added in the greater penetration depth images. The cell 

seen in images c and d is expressing 4-eGFP 2 wt nAChRs (left) and pCS2:lyn-mCherry (right). The 

cell in e and f is expressing 4-eGFP 2-365AAQA368L349M nAChRs (left) and pCS2:lyn-mCherry 

(right). Camera noise of 110 counts/pixel was subtracted from all of the above images. 

d 

b 

f 

a 

c 

e 

ERTracker ERTracker pCS2:lyn 

pCS2:lyn 
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renders a transport motif inactive. As a result the eGFP labeled subunits accumulate inside 

the cell. So this experiment, like that seen in 7a and b, enables us to image the mCherry 

labeled membrane and eGFP labeled organelles and thereby compare the imaged locations 

and the fidelity of the 3D model derived from our data. 

The imaging results of this experiment are seen in Figure 2.8. On the left is a sequence of 

VA-TIRFM images taken at 48, 72, 108, 162 and 243 nm penetration depths. These figures 

capture the total fluorescence within the evanescent field illuminated volume. The mCherry 

labeled membrane is clearly seen in the 48 nm penetration depth image (top left) and 

remains approximately the same for the rest of the sequence. In contrast the GFP labeled 

4 subunits are more faintly seen in the shallowest image and gain in intensity and 

structure as the images gain depth. The only processing of these images was camera 

background subtraction and contrast-brightness adjustment so that they would be visible to 

the reader. 

On the left side of Figure 2.8 are the differenced images defined in Table 5.3 and shown in 

Figure 2.4. Before differencing, the image intensities of the figures seen on the left are 

normalized to account for the variation in I(0) as a function of incident angle. The first 

image in the TIRFM image z-stack is the 46 nm penetration depth image seen in the top 

right of Figure 2.8. The next down is the difference between the 72 nm image and the 46 

nm images. The third down is the difference between the 108 nm and the 72 nm images 

(2nd and 3rd from the top on the left column). The fourth on the right is the difference 

between the fourth and the third images (162 nm-108 nm images) on the left. The fifth on 

the right is the difference between the fifth and the fourth on the left (243 nm-162 nm 

images). The difference images are the additional fluorescence that is captured each time 

the incident angle is changed so that a deeper section of the cell is imaged. As such, they 

approximate the label cellular structure as a function of depth. 

The 5 images on the right side of Figure 2.8 were then assembled as a z-stack and 

converted into a 3D image. The depth was increased by a factor of ~10 (to an apparent 2.5 

μm rather than the actual 243 nm) to allow the ER structure to be visible. Because of 

software limitations the sections are treated as being of equal thickness (500 nm each x 5 
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layers). Nine views of the resulting 3D image are shown in Figure 2.9. On the top left is an 

image of the GFP imaged 4 nAChR subunits and next to it is the mCherry labeled 

membrane. A view of the GFP and mCherry labeled cell 3D model is shown every 22.5° as 

it is rotated in 8 steps about a vertical axis.  

Figures 2.8 and 2.9 together demonstrate that 3D reconstruction captures an appropriately 

representative thin mCherry labeled membrane, and the much thicker GFP labeled ER and 

vesicles. Therefore, it appears that VA-TIRFM can be used to create representative 3 D 

models of cellular structure near the membrane. 

We then explored a single label 3D imaging of a membrane embedded protein by 

transfecting N2a cells with 4-eGFP 2-365AAQA368L349M nAChRs. This 2 mutant 

increases membrane transport of assembled nAChRs. The cells were also transfected with 

pCS2:lyn-mCherry membrane localized protein as a control. Similar to what is seen in 

Figures 2.8 and 2.9 we found that the mCherry labeled membrane image was appropriately 

represented (not shown).  

In Figure 2.10 we see the 3D fluorescence image from the perspective of being in the cell 

and looking out. The image on the right shows detected fluorescence directly. The image 

on the left shows a thresholded surface (497 counts per pixel) overlaid on the fluorescence 

image. The same logarithmic imaging sequence was used to construct this image that was 

used in Figures 2.8 and 2.9.  

In Figure 2.10, the smooth ER and many vesicles are clearly seen. Behind these (closer to 

the cell surface) the membrane can be seen. In Figures 2.11, 2.12 and 2.13 the 3D model of 

the cellular structure is further magnified and examined from several angles. As in Figure 

2.9, the 5 imaged layers were treated as being equal thickness and magnified by an average 

factor of ~10. This resulted in an apparent total thickness of 2.5 μm (5 layers, each 500 nm 

thick in z) as opposed to the actual value of ~243 nm overall. 
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Figure 2.8. A second control experiment demonstrates that a cell membrane and cell organelles can be imaged 

in isolation. The imaging sequence shown in Figure 2.4 is demonstrated here with a N2a cell. The left column 

images were captured at penetration depths of 48, 72, 108, 162, and 243 nm (from top to bottom) (Table 5.3). 

The right column contains the resulting images after differencing (1, 2-1, 3-2, 4-3, 5-4). The differenced 

images are the additional signal that is captured each time the incident angle is changed to give a thicker image 

depth The right image in each pair is labeled with pCS2:lyn-mCherry and has the scalebar. The set on the left 

shows 4L358A-eGFP 2 wt nAChRs. A L358A mutation in the 4 subunit interrupts the transport motif that 

would normally enable nAChRs to be membrane localized. Therefore this sequence of images provide a side-

by-side comparison of the change in signal with increasing penetration depth of an primarily ER localized 

protein ( 4L358A-eGFP on the left) and a membrane localized protein (pCS2:lyn-mCherry on the right). 

Increasing depth Differenced 

48 nm 

72 nm 

108 nm 

162 nm 

243 nm 

4GFP 2 4GFP 2 pCS2:lyn pCS2:lyn 

48 nm 

72-48 nm 

108-72 nm 

162-108 nm 

243-162 nm 
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Figure 2.9. A 3D image of a N2a cell is constructed from the differenced images shown in Figure 2.8. 

Nine views of a three dimensional image are shown being rotated 180° on a central, vertical axis. This 

3D image was reconstructed from the five differenced images shown in Figure 2.8 using Imaris 

software. The scale bar in the bottom left corner of each image is 5 μm long. The total depth of this 

image was ~240 nm. The z-axis in this figure's images is exaggerated by 10x (expanded to 2.4 

microns) for visibility. Magnification in one axis 'stretches' the image such that a normally spherical 

object becomes cylindrical in appearance (see edge on view in the center bottom). The images were 

taken face on. The top left perspective is looking out from the center of the cell and the top right from 

the outside looking in. Each of the successive images is rotated 22.5° from the precious view. Both 

the GFP labeled nAChRs (outside) and the mCherry labeled membrane (center) are seen. 

0°  

22.5°  

45°  

67.5°  90°  112.5°  

135°  

157.5°  

180°  
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Figure 2.10. A 3D image of cell structures provides information within 250 nm of the membrane with high 

fidelity. These images show the view from the inside looking out of a 3 D reconstruction that was made from 

differenced images in using the identical techniques that generated Figure 2.9. On the right, a 240 nm 

penetration depth TIRFM image is shown of a N2a cell that was transfected with 4-eGFP 2-

365AAQA368L349M nAChRs. On the left is a thresholded surface image (497 counts/pixel after background 

subtraction and normalization) of the same cell.  The scale bar at the upper right is 12 μm long. 
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Figure 2.11. A 250 nm thick 3D VA-TIRFM image shows fine structural detail. This view, slightly rotated 

from that seen in Figure 2.10, implies connections exist between the cell membrane and the smooth ER. In 

those locations, the separation cannot be resolved by the most shallow TIRM image possible: 46 nm 

evanescent field penetration depth and 50% illumination at 32 nm.  Here the thresholded surface image 

(identical to Figure 2.10) is overlaid on the green 3 D reconstructed imaged. This view is from the inside 

looking out. The rotation is on a vertical axis with the left hand side moved (up) out of the page. 
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Figure 2.12. Intricate detail is visible indicating that there are many places where parts of the smooth ER 

are proximate to the membrane such that they cannot be resolved as independent structures. This is the 

same 3D reconstruction seen in Figures 2.10 and 2.11, of a N2a cell transfected with 4-eGFP 2-

365AAQA368L349M nAChRs. The image on the left is further rotated so that the left hand edge seen in 

Figure 2.10 is nearly perpendicular to the page. The direction of rotation is continued so that the view 

shows the reconstructed 3D cell image from the membrane side looking in. 
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Figure 2.13. Many regions of apparent contact or unresolved proximity between the cell outer membrane 

and the smooth ER. The rotation of the cell seen in Figures 10, 11, and 12 is continued and the cell is tilted 

some as well (bottom of the cell rotated into the page). Like Figures 11 and 12 this image too is a 

combination of thresholded surface and full dynamic range image. This view is from the membrane side of 

the cell looking in.  
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A 3D model of a second cell is presented in Figures 2.14 and 2.15. It too is a N2a cell that 

was transfected with with 4-eGFP 2-365AAQA368L349M nAChRs. As with the other 

cells, this one was also transfected with pCS2:lyn-mCherry membrane localized protein as 

a control. Similar to what is seen in Figures 2.8-2.13 we found that the mCherry membrane 

image was appropriately represented (not shown). The acquisition and processing of this 

image stack was identical to that used to produce Figures 2.8-2.13. The thresholding 

surface image was generated at 497 counts per pixel as were those in Figures 2.10-2.13. 

The thresholded image too shows a surprisingly complex cellular structure in the 250 nm 

closest to the coverslip. It also appears that the structure is interconnected. The model 

indicates sites where the smooth ER either contacts the cell membrane or is sufficiently 

close that it cannot be resolved as a separate structure. 

This raises the question of how unique these features are. In Figure 2.16 three cells are 

shown. The cells in 2.16a and c are both transfected with 4-eGFP 2 wt nAChRs. The 

cell in image 2.16e was transfected with 4-eGFP 2-365AAQA368L349M nAChRs and 

was exposed to 100nM nicotine for 48 hours prior to imaging. Images a, c, and e were 

taken at 46 nm penetration depth. Images b, d, and f were captured at 200 nm penetration 

depth. These are full thickness images in that no subtraction was done to localize features. 

There are bright puncta on the membranes of these three cells.  

In image 2.16b there are several puncta circled that are located very close to the membrane. 

In image 2.16d it appears that those puncta did not connect to any structure above the 

membrane. Presumably the puncta imaged in 2.16b and 2.16d were vesicles. However in 

the other two cells it appears that puncta did connect to deeper structures. Note that similar 

features can be seen in Figure 2.7c and e. 

In summary, both 4-eGFP 2 wt and 4-eGFP 2-365AAQA368L349M nAChRs as 

expressed in N2a cells appear to have junctions where either the smooth ER makes contact 

with the cell membrane or is so close that it cannot be resolved via TIRFM. 
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Figure 2.14. A different N2a cell is pictured here with detail shown at a level comparable to that seen in 

Figures 9-13. On the right, a 240 nm penetration depth TIRFM image is shown of a N2a cell that was 

transfected with 4-eGFP 2-365AAQA368L349M nAChRs. On the left is a thresholded surface image 

(497 counts/pixel after background subtraction and normalization) of the same cell. This 3D model was 

constructed from 5 differenced slices ranging from 46 nm to 240 nm in penetration depth (sequence in 

Table 5.2). 
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Figure 2.15. Two views are given from the perspective of being on the inside of the cell while looking 

out. The views above have been rotated ~90 counterclockwise as well as tilted in comparison with the 

images seen in Figure 2.14. As with the cell in Figures 10-13 there are high intensity regions (>497 

counts per pixel after background subtraction) where the isointensity structures shown in threshold 

surface images seem to indicate either that there is contact between the cell and the smooth ER or 

alternately that they are so close that they can not be resolved by a 46 nm penetration depth TIRF image. 
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a 

46 nm 

b 

200 nm 

c 

46 nm 

d 

200 nm 

e 

46 nm 

f 

200 nm 

Figure 2.16. Bright nAChR puncta on membrane could be connections between the smooth ER and 

membrane, localized vesicles (probably the case for circled features in the middle image of this figure) or 

locations where ER structures are so close to the cell membrane that they cannot be resolved. The left TIRFM 

images are ~46 nm penetration depth. The right images are approximately 200 nm penetration depth (total 

power, no differencing). Frequently a bright spot (circled) is seen on the membrane in the thinnest possible 

TIRF image that appears to be part of a deeper structure. Similar features are seen in nearly all healthy cells 

with nAChRs that include a membrane transport motif. 
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2.5 Discussion  

It appears that we have detected puncta that may be locations where the smooth ER is in 

contact with the cell membrane. We know for sure that some detected puncta are so close 

to the membrane that we cannot detect any separation. How proximate to the membrane are 

these structures?  

The resulting 3D structure is surprisingly detailed. The images indicate that there are direct 

connections between the membranes and the smooth ER. It appears from this 3D image 

that these locations are not just self-contained vesicles or invaginations.  

In the literature it was reported that smooth ER to cell membrane connections
34,35

 have 

been imaged via electron tomography. Hysashi (ref 34) in particular observed murine 

neuron cultures with dynamin 1 KO. They observed a great increase in the number of 

clathrin coated pits in inhibitory synapses and the occurrence of a dynamin 1 independent 

form of bulk endocytosis. They noted that the observed heterogeneity in the mode of 

synaptic vesicle recycling in different synapses and function states implied that 

independent trafficking mechanisms to clathrin mediated endocytosis might exist in normal 

cells. In addition smooth ER connections with the membranes of other organelles via EM 

tomography have also been observed.
36

 

Therefore it appears plausible that apparent intersections between the smooth ER and outer 

cell membrane reported here might be real. If so, then VA-TIRFM could be a very useful 

method for studying the regulatory pathways controlling this potential trafficking 

mechanism in live cells.  

A critical issue with any microscopy technique is: how reliable is this data? Over the index 

of refraction range of a cell, using a 1.65 objective and N-LAF21 coverslips, a penetration 

depth of ~46 nm can be achieved. It is critical to remember that the evanescent field decays 

exponentially. In other words fluorophores near the coverslip surface are more strongly 

illuminated than those further from the surface. The evanescent field intensity has dropped 

to ~ 37% at one penetration depth from the surface. Yet even at three times the penetration 

depth the evanescent field is still ~5% of the intensity at the coverslip surface. Hence an 
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image taken at a given incident angle, and thereby with a well-defined penetration depth, 

entangles information from considerably deeper than the penetration depth with that from 

shallower sections of the cell. 

Perhaps the best way to view an individual image is to state that there is a 1-sigma 

probability that the fluorescence concentration is located within the penetration depth of 

that image. Therefore the differential technique that was utilized in this VA-TIRFM study 

optimally yields 3D images in which the fluorophore concentration distribution in z is 

certain to ~1 sigma.  

A 1-sigma certainty is more stringent than the gold standard for defining optical resolution: 

the Rayleigh criterion.
37

 Rayleigh defined a pair of point sources, assuming equal 

brightness and spectral content, as being resolved when the central diffraction disks are just 

touching at 50% of maximum. The separation then is equal to the Full Width Half 

Maximum (FWHM) of one of the beams. 1-sigma certainty is more stringent than the 

Raleigh criterion as the intensity at that point is only 1/e 37% of maximum rather than at 

50%. 

The early attempts at VA-TIRFM 3D image reconstruction reported here do not achieve 1-

sigma certainty due to non-uniformity of the excitation beam. However they do approach 

and likely exceed the Rayleigh criterion in terms of vertical resolution. This implies that we 

have achieved a vertical resolution of <50 nm. 

A more rigorous deconvolution of the continuous fluorophore distribution is required to do 

significantly better than 1-sigma certainty. This could be accomplished via the inverse 

Laplace transform approach described earlier. An alternate method for disentangling 

fluorescence that originated at different z distances in an evanescent field would be to use a 

finite difference technique similar to that used to solve heat transfer and fluid flow 

problems. 

During the course of this study a variety of different imaging strategies were explored. It is 

clear (see Figure 2.5) that direct differencing very, very finely parsed images is ineffective 



 41

as the variation of illumination intensity due to interference patterns is greater than the 

additional signal detected due to increased penetration depth.  

For simple direct differencing with our current microscope we have found that five slices 

probably represents the most that can be useful. In comparing the efficacy of several 

approaches we found that five slice z-stacks in general appear to have fewer artifacts than 

4, which in turn is better than 3 image z-stacks. Even spaced 5 layer images were 

constructed and give nearly identical results (not shown) to the 5 slice logarithmic z-stacks. 

In all cases the 4 slice even space approach gave better results than the 4 slice logarithmic 

approach.  It is not clear to what degree this is due to limitations in the image processing 

software. 

Image fidelity or goodness was here evaluated in a fashion similar to that used when 

evaluating AFM images: by how sharply defined features are and by an absence of 

artifacts. Here we define artifacts as repeated structures across an image. As an example, an 

artifact in a reconstructed image could be identified if the visualized structures have 

relatively round, twisted shapes throughout most of a cells were connected in one, cell-

wide, section with a parallel set of cylindrical or conical features. So the images were 

examined for features or associations that were repeated as patterns to identify artifacts as 

would be done when evaluating AFM images. 

This kind of artifact is certain to occur when the image is stretched in z (by 10 x in the case 

of the papers presented herein). It is also likely to occur when the collected image stack has 

significantly varying thicknesses. Every image processing software package identified, 

including ImageJ and Imaris 7.0, reconstruct images assuming that every image in the stack 

is of equal thickness. If on slice is twice as thick as another the final result will be to 

artificially stretch or compress those regions in a 3D reconstruction. Therefore it is logical 

to prefer even spaced (in penetration depth) differenced images when doing 3 D image 

reconstructions. 

As shown earlier (e.g. Figure 2.4) even spaced differential images are limited to a z-stack 

containing only five slices of ~50 nm thickness (each). Clearly it would be beneficial to get 
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finer z resolution than this. Alternative approaches would include interleaving images so 

that two stacks of 50 nm thick images could be offset by 25 nm. 

While continuous 3D image reconstruction is a challenging problem, there are clear first 

steps that can be taken by future researchers. Three major impediments remain to be solved 

for significantly finer z resolution:  

1. Image processing software in which the z value of each image in a stack can be 

individually set and  

2. A substantial reduction in excitation laser interference pattern. The first ways to achieve 

that are to improve the index of refraction match between the coverslip and the immersion 

oil and to replace the optics that guide the excitation laser with ones that have high quality 

antireflection coatings. If that is not sufficient, two methods for ensuring elimination of 

interference patterns are spinning beam and annular mask. With spinning beam the radius 

must be increased or decreased to change angle of incidence. Precise control of this is 

possible but will require some though and very good optical alignment. VA-TIRFM with 

an annular mask is tougher.  Perhaps the image of the mask on the objective back plane 

could be expanded or contracted optically (in analogy to a zoom lens).  

3. A smaller excitation laser beam focal spot would significantly reduce the variation in 

incident angle across the beam. Therefore more finely parsed images could be taken. A 

factor of two to three reduction in beam size would be sufficient to enable 10 differential 

slices to be acquired rather than the current limit of 5. 

Summary 

We have demonstrated that TIRFM using a 1.65 NA objective enables cellular membranes 

to be imaged in near isolation from the interior of a cell. Further, by using a close-loop 

controlled positioner, the incident angle of the excitation laser can be repeatably set. This in 

turn enables images to be captured with known and controlled evanescent field penetration 

depths. We have shown that the deepest pure TIRF image that can be taken, even with a 

1.65 NA objective and high index N-LAF21 coverslips, is about 250 nm thick. 
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A novel, and relatively simple image processing technique was developed during this study 

wherein several images are taken with known penetration depths. By normalizing these 

images, to account for the change in evanescent field intensity as a function of incident 

angle, they can be directly subtracted to yield difference images in which cellular structures 

can be optically isolated to distances within 46 nm of the coverslip surface and thereafter at 

defined distances up to ~250 nm.  

We have also demonstrated that these differenced images can be used to construct detailed 

cellular structure models of up to 250 nm depth. In doing so it appears that cellular 

organelles can be located vertically to within ~50 nm at present and with higher precision 

given further development. 

Finally we have detected puncta where the smooth ER may intersect with the cell 

membrane presumably for the purposes of rapid transport of lipids and membrane bound 

proteins including nAChRs. Such tubular connections between the ER and outer membrane 

could represent an alternate trafficking mechanism to transport via discrete vesicles. VA-

TIRFM appears to be well suited for investigating mechanisms controlling the assembly of 

functional receptors or lipid rafts in living cells via pulse-chase experiments. 

In conclusion, we confidently expect that VA-TIRFM will provide insight into trafficking 

mechanisms by enabling imaging of cell membranes discrete from images of nearby 

cellular components. 
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C h a p t e r  3  

TOWARDS IMAGING FLUORESCENLY LABELED PROTEINS WITH TIP-

ENHANCED FLUORESCENCE MICROSCOPY (TEFM) 

In collaboration with the Quake group of Caltech, we demonstrated sub-10 nm optical 

resolution with a Tip-Enhanced Fluorescence Microscope (TEFM) imaging quantum dots
1
 

and single-molecules
2
 on a dry surface. TEFM is a hybrid microscope that combines an 

Atomic Force Microscope (AFM) with a custom Total Internal Reflection Fluorescence 

Microscope (TIRFM). A 543 nm excitation laser beam is focused through a microscope 

objective at the top surface of a glass coverslip to stimulate an evanescent field. Emitted 

fluorescence is collected by the microscope objective and then directed onto an avalanche 

photodiode (APD) through a system of spectral filters. In Figure 3-1 the major components 

in a TEFM are shown schematically. The two patents awarded for this microscope are 

Appendices C and D. 

After joining the Scott Fraser group this instrument was substantially enhanced to enable 

imaging of proteins in a biologically relevant warm, wet environment. In collaboration with 

the Henry Lester group, a prolonged 

attempt was made to utilize this Wet-

TEFM for imaging nicotinic 

acetylcholine receptors on living cells. 

However, the complexities of the tip-

sample interaction with living cells, 

combined with the complexities of 

tip-evanescent field interactions in 

extracellular liquid, precluded 

confident interpretation of the 

resulting data. As a result I was not 

able to apply this instrument to study 
Figure 3.1 The major components in a TEFM are 

schematically shown above. In essence the TEFM 

is comprised of an AFM and a TIRF microscope. 
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neuroreceptor organization and composition as intended. 

This chapter is organized into two sections. In the first section 'Dry TEFM Imaging' two 

papers are presented that describe the TEFM principles, instrument and our results in detail.  

In the second section 'Wet TEFM Imaging of Live Cells and Membrane-bound Proteins' 

the innovations developed to enable adaptation of TEFM to imaging live cells are 

summarized, and some preliminary results are presented. Detailed descriptions of the 

instrument, data acquisition hardware and software and the image processing software 

developed for wet TEFM imaging, are presented in Appendix E. 

3.1 Dry TEFM Imaging 

TEFM is a hybrid microscope that combines an Atomic Force Microscope (AFM) with a 

custom epi-fluorescence optical microscope as shown in Figure 3.2. The excitation laser 

beam is focused at the top surface of a glass coverslip and emitted fluorescence is directed 

onto an avalanche photodiode (APD) through a system of spectral filters. Controlled by 

independent digital feedback loops, the excitation laser focus spot tracks the lateral motion 

of the AFM probe with a tip/tilt servo mirror. 

The TEFM concept couples an AFM probe to a vertically polarized excitation laser, giving 

substantial enhancement of the optical field strength in analogy with a lightning rod.
3,4,5

 

The probe apex electric field intensity is enhanced through a geometric lightning-rod effect: 

resulting in an increase in the fluorescence 

of samples being imaged by up to 25x 

(quantum dots). In the context of near-field 

microscopy, field enhancement near the tip 

of a sharp probe has been used to generate 

optical contrast via elastic light 

scattering,
6,7

 Raman scattering,
8
 two-

photon fluorescence,
4
 single-photon 

fluorescence
9,10,11

, and optical second-

harmonic generation.
12

 The promise of 

Figure 3.2  Emission is stimulated when the 

AFM probe tip is proximate to a fluorescent 

sample. When separated by from the sample 

by >10 nanometers (left) only the excitation 

laser stimulated emission can be detected. 
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these “apertureless” techniques is that spatial resolution is limited only by the sharpness of 

the tip, overcoming limits imposed by the optical skin-depth in more conventional 

“aperture” techniques. We reported the first rigorous measurements of the magnitude and 

spatial extent of the enhanced field near the tip of a silicon atomic force microscope (AFM) 

probe.
1
 The measurements unambiguously confirm an r

6
 power-law decay whose spatial 

dependence is moderated by a tip sharpness parameter. Fluorescence from five nm 

diameter CdSe-ZnS core-shell quantum-dots decay to half their peak value within 1.7 nm 

of the tip apex. This fluorescence decay-length is several times smaller than previous 

measurements for either silicon
9
 or metal

4,8,11,13
tips. 

In air, the silicon AFM probe oscillates above the sample surface with peak-peak amplitude 

typically between 10 and 40 nm. The tip-enhanced fluorescence signal is superimposed on 

a significant far-field fluorescence background induced by the diffraction limited excitation 

laser focus spot.
5
 Oscillating the probe with amplitude three or more times the decay length 

decouples the tip-enhanced field from the background by inducing a strong modulation of 

the fluorescence photon count rate.
14

 Data is recorded in the form of two primary streams: 

one that marks the arrival time of each detected photon, and one that timestamps the 

vertical position of the probe. Because the raw data is inherently digital in nature, multiple 

analysis algorithms can be applied to the data simultaneously without degradation of the 

signal. By filtering the data at the tapping frequency we suppress the background and 

generate single-photon fluorescence images of isolated quantum dots with lateral resolution 

below 10 nm. 

References 1 and 2 are included below (J. M. Gerton, L. A. Wade, G. A. Lessard, Z. Ma, 

and S. R. Quake, Tip-enhanced Fluorescence Microscopy at 10 nanometer Resolution, 

Phys. Rev. Lett., 2004, 93, 180801 and Z. Ma, J.M. Gerton, L.A. Wade and S.R Quake, 

Fluorescence Near-Field Microscopy of DNA at sub-10 nm Resolution, Phys. Rev. Lett. 97, 

260801 (2006)) courtesy of the American Physical Society to whom they are copyrighted.
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180801-1
We demonstrate unambiguously that the field enhancement near the apex of a laser-illuminated
silicon tip decays according to a power law that is moderated by a single parameter characterizing the
tip sharpness. Oscillating the probe in intermittent contact with a semiconductor nanocrystal strongly
modulates the fluorescence excitation rate, providing robust optical contrast and enabling excellent
background rejection. Laterally encoded demodulation yields images with <10 nm spatial resolution,
consistent with independent measurements of tip sharpness.

DOI: 10.1103/PhysRevLett.93.180801 PACS numbers: 07.79.Fc, 42.50.Hz, 61.46.+w, 78.67.Bf
The potential of near-field microscopy to optically
resolve structure well below the diffraction limit has
excited physicists, chemists, and biologists for almost
20 years. Conventional near-field scanning optical mi-
croscopy (NSOM) uses the light forced through a small
metal aperture to locally excite or detect an optical re-
sponse. The spatial resolution in NSOM is limited to 30–
50 nm by the penetration depth of light into the metal
aperture. More recently, apertureless-NSOM (ANSOM)
techniques were developed which leverage the strong
enhancement of an externally applied optical field at the
apex of a sharp tip for local excitation of the sample [1–
11]. The promised advantage of ANSOM is that spatial
resolution should be limited only by tip sharpness (typi-
cally�10 nm). The resolution in most previous ANSOM
experiments, however, was at best marginally better than
NSOM and was inferior to expectations based on tip
sharpness alone. Further, the external field used to induce
enhancement led to a substantial background signal and
to assertions that one-photon fluorescence is not appro-
priate for ANSOM [12,13]. These experiments fell short
of their potential because they maintained a tip-sample
gap of several nanometers, and thus did not thoroughly
exploit the tightly confined enhancement.

Here, we demonstrate an ANSOM technique that fully
exploits the available contrast and leads to spatial resolu-
tion that is limited only by tip sharpness. The problems
associated with a tip-sample gap are overcome by oscil-
lating the probe in intermittent contact with the sample.
The detected signal is then composed of a modulated
near-field portion that is superimposed on the far-field
background. Subsequent demodulation decouples the two
components and thus strongly elevates the near-field sig-
nal relative to the background. With this technique, we
measured <10 nm lateral resolution via one-photon fluo-
rescence imaging of isolated quantum dots, consistent
with independent measurements of tip sharpness. The
measured resolution is >3 times better than previous
reports for quantum dots using one-photon fluorescence
[8,9], and is�2 times better than previous measurements
0031-9007=04=93(18)=180801(4)$22.50 
using higher-order optical processes (two-photon fluores-
cence [6], Raman scattering [4,5]) despite predictions to
the contrary [12,13].

To better understand the advantages of this technique
and to facilitate development of accurate physical models,
it is crucial to rigorously characterize the spatial confine-
ment of the enhancement effect. Previous investigations
did not attain the level of precision necessary to differ-
entiate between various theoretical models [4,7,14] and
there was no experimental or theoretical consensus re-
garding either the functionality or the set of parameters
governing the spatial confinement [12,15–18]. In this
Letter, we show unambiguously that the enhancement
decays strictly according to a power-law functionality
moderated by a single parameter that characterizes the
tip sharpness. The collective results shown here will
impact not only nano-optics research, but also the appli-
cation of ANSOM to a wide range of nanoscale systems at
the interface between physics, biology, and chemistry.

Our instrument combines a custom optical layout with
a commercial (Digital Instruments Bioscope) atomic
force microscope (AFM). The excitation laser beam is fo-
cused through a glass coverslip (spot size: 350�1000 nm)
using a 1.3 N.A. oil-immersion objective lens. The objec-
tive simultaneously collects fluorescence, which is then
directed onto an avalanche photodiode through a system
of spectral filters (background rejection-ratio �1010 : 1).
A beam-shaping mask is inserted into the excitation
beam to generate a purely evanescent field above the glass
interface (decay length: 120–250 nm) with a large po-
larization component along the probe axis [19] as re-
quired for field enhancement [15,20]. The focal spot is
aligned with the AFM probe by means of a piezoactuated
tip-tilt mirror, and the lateral position of the probe is
controlled by closed-loop feedback. Uncorrected residual
drift (0:05–0:2 nm=s) is the dominant source of uncer-
tainty in the probe position.

The silicon AFM probe oscillates [21] with a typical
peak-peak amplitude of 30–40 nm, assuring tip-sample
contact at closest approach. In contrast, previous work
2004 The American Physical Society 180801-1
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used very small oscillations (�1 nm) [7,8] or shear-force
feedback [4,6,10,14] to maintain a tip-sample gap of
several nanometers. Data are recorded to a computer
disk in the form of two independent streams of time
stamps: one that marks the arrival time of each detected
photon, and one that marks a particular phase in each
probe-oscillation cycle. Because the raw data are stored
permanently in a lossless digital format, multiple analysis
algorithms can be applied without degrading the signal.

Samples are prepared by drying a dilute solution of
CdSe-ZnS core-shell quantum dots onto a clean glass
coverslip. The dots have a mean diameter of �5 nm and
an emission spectrum centered near � � 600 nm. The
fluorescence rate is highly dynamic, exhibiting ‘‘blink-
ing’’ and sudden changes in quantum yield (QY), in
agreement with previous observations [8,22,23]. When a
quantum dot is ‘‘on’’ and in a high QY state, a typical
count rate of�2� 104 sec�1 is measured with�300 nW
of illumination power.

To determine which parameters influence the tip-
enhanced intensity distribution we measure the induced
fluorescence rate as a function of tip-sample separation
(z). The focal spot and AFM probe are centered on an
isolated dot and the photon and probe-oscillation data
streams are recorded for several seconds. A histogram
of the phase delay (�) between the arrival time of each
photon and the preceding probe-oscillation time stamp is
computed. Each value of � is then mapped to the corre-
sponding value of z to produce an approach curve (Fig. 1).
Each approach curve is a convolution of the tip-enhanced
intensity distribution and the excitation-probability dis-
FIG. 1. Enhancement near a sharp silicon probe. Approach
curves for a 5 nm diameter quantum dot (solid circles), a 5�
20 nm CdSe-ZnS nanorod (open squares), and a 20 nm diame-
ter dye-doped latex sphere (open triangles). Additional ap-
proach curves extending to z� 150 nm (not shown) were flat
beyond the enhancement region. The vertical scale is normal-
ized to the count rate for a retracted probe. 10% uncertainties in
the horizontal and vertical scales originate from calibration of
the probe-oscillation amplitude and noise in the normalization
factor, respectively. The lines connect the data points. Inset:
Histogram of phase delays for the quantum dot.

180801-2
tribution within the target. Thus, the fluorescence decays
to half its peak value at larger z for increasing target size:
1.7, 4.3, and 6.3 nm for the quantum dot, nanorod, and
sphere, respectively. Because of the convolution, the half-
maximum at z � 1:7 nm for the quantum dot represents
an upper limit for the spatial confinement of the tip-
enhanced intensity profile. This value is several times
smaller than previous measurements for either silicon
[7] or metal [4,6,10,14] tips.

The fluorescence count rate is enhanced by a factor of
19 for the quantum dot, a factor of 3 for the nanorod, and
a factor of 4 for the 20 nm diameter fluorescent sphere.
Previous measurements that used silicon tips showed less
than a fivefold increase for quantum dots [8,9] and less
than a 50% increase for 20 nm spheres [7]. Further, those
experiments were complicated by interference effects
that yielded a net suppression of the signal relative to the
fluorescence background. An additional experiment used
a modified aperture-type near-field tip and showed evi-
dence of enhancement that was difficult to quantify [14].

Figure 2 plots each approach curve from Fig. 1 on a log-
log scale. Unity is subtracted from the vertical scales of
Fig. 1 and the horizontal scales are offset by the fitting
parameter a, whose physical relevance is discussed below.

50
FIG. 2. Least-squares fit to the approach curve for (a) 20 nm
diameter dye-doped sphere; (b) nanorod; and (c) spherical
quantum dot. Fits to the power law of Eq. (1) (solid curves)
and an exponential function (dashed curves) are shown with the
data. The horizontal scales are offset by the fitted values of a,
and unity is subtracted from the vertical scales.

180801-2



FIG. 3 (color). Tip-enhanced fluorescence image of a nano-
rod. (a) Fluorescence demodulation signal. (b) AFM probe
height (5 nm at peak). (c) Total photon count. Insets in (a)
and (b) show signal profiles along the designated axis of length
250 nm. Blue curve in (d) shows the total photon count (� 0:2)
along the horizontal axis in (c), while red and black curves
show the photon count within two ranges of tip-sample sepa-
ration: 0< z< 0:4 nm (red) and 2:5< z < 4:5 nm (black).
Field-of-view is 400� 200 nm: 256 lines of 1024 pixels each.
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The linear appearance of the data on the log-log scale
indicates a power-law decay, and the fluorescence en-
hancement (�) is fit to the function

� �
F�z�
F1
� 1 � 
2

�
a

z� a

�
6
; (1)

where F�z�=F1 is the detected fluorescence rate normal-
ized to the background rate (F1), and 
 is the field-
enhancement factor. The solid curves show least-squares
fits to Eq. (1) (
, a free parameters) while the dashed
curves are exponential decays. The data are clearly con-
sistent with a power law, and deviate systematically from
the best exponential fit. Previously, both power law [7,14]
and exponential [4] decays were fit to experimental data
with equal success. The precision of those experiments
was insufficient to differentiate between various models
because they did not probe the high-contrast region
within several nanometers of tip-sample contact.

The measured �z� a��6 decay corresponds to the
‘‘near-field’’ term in the expression for the field intensity
near a point dipole, where z is the distance between the
apex of the tip and the sample surface. Thus in the limit of
an infinitesimally small target particle, the tip-enhanced
field is equivalent to a dipole field whose singularity is
located within the probe at a distance a from the apex,
where a is the tip radius-of-curvature. For finite-sized
target particles, the parameter a is a measure of the
degree of convolution between the intensity distribution
and the excitation-probability distribution, and as ex-
pected the fitted values of a increase for larger targets.
For smaller targets, a is converging to a value (�10 nm)
that is characteristic of the silicon probes used here. This
is evidence that the field decay is indeed moderated only
by the sharpness of the tip.

Because this technique utilizes a large probe-
oscillation amplitude, the fluorescence rate is modulated
with maximum contrast, from the background level when
the tip is 30–40 nm above the sample to the peak en-
hancement at tip-sample contact (Fig. 1). The tip-
enhanced intensity profile has no ‘‘far-field’’ component
proportional to r�2 (Fig. 2) and the corresponding fluo-
rescence profile arises from the ‘‘near-field’’ intensity
distribution only. Thus, the depth of fluorescence modu-
lation that results from oscillation of the probe is de-
coupled from the far-field background and the near-field
signal is easily extracted by subsequent demodulation.

A demodulated fluorescence image of a nanorod is
shown in Fig. 3(a). The image was generated by raster
scanning the AFM probe at a rate of 4 lines=s and then
dividing each line into spatiotemporal pixels. These scan
rates are at least 5 times faster than previous work for
one-photon fluorescence [7–9] and 10 times faster for
both two-photon fluorescence [6] and Raman scattering
[4]. Pixel values are computed offline as the component of
the photon-time-trace’s Fourier power spectrum at the
180801-3
probe-oscillation frequency

P �
�X

i

sin�i

�
2
�

�X
i

cos�i

�
2
; (2)

where �i are the measured phase delays and the summa-
tion is over all detected photons for the given pixel. When
the probe is in the lateral vicinity of the target, the �i are
biased toward the phase value of tip-sample contact
where the fluorescence rate is maximally enhanced.
Otherwise, the �i are uniformly distributed and P van-
ishes to within the shot noise. Comparing Figs. 3(a) and
3(b) shows that the spatial resolution of the demodulated
image (see below) is comparable to the tip sharpness and
surpasses even the AFM resolution. Comparing Figs. 3(a)
and 3(c) demonstrates the effectiveness of the analysis
[Eq. (2)] in suppressing the fluorescence background.

Figure 3(d) shows three signal profiles along the hori-
zontal axis indicated in Fig. 3(c) corresponding to the
summation of photons over the entire probe-oscillation-
cycle (blue), and within a tip-sample separation range of
0< z< 0:4 nm (red), and 2:5< z< 4:5 nm (black). Here,
horizontal profiles are chosen to avoid the regions of
quantum-dot blinking [dark stripes in Fig. 3(c)]. As in-
dicated on the figure, the data corresponding to the blue
profile have been divided by a factor of 5. Nearly 20% of
the detected photons are emitted when the tip apex is
within 0:4 nm of the sample surface (red curve) even
though this corresponds to only �3% of the oscillation
period. The black curve approximates the typical scan-
ning conditions of previous ANSOM experiments which
maintained a tip-sample gap roughly in this range [7–9].
Clearly, those conditions yield both inferior contrast and
resolution compared to our technique.

The approach curve measurements (Figs. 1 and 2)
suggest a straightforward approach for estimating the
180801-3



FIG. 4 (color). Tip-enhanced fluorescence image of quantum
dots. The degree of contrast is emphasized by false-color relief.
The image contains 512 lines of 1000 pixels each. The arrows
indicate the measured FWHM for two quantum dots.
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spatial resolution. The tip-enhanced field is modeled by a
point dipole using a conservative estimate for tip-
curvature (a � 14 nm) as suggested by the quantum-dot
approach curve in Fig. 2(c). A Monte Carlo simulation is
then used to generate ‘‘mock’’ data from two hypothetical
point sources separated by some distance and the analysis
algorithm [Eq. (2)] is applied. The minimum resolvable
separation between the point sources is then determined
by applying the Sparrow criterion to the demodulated
image, i.e., where the central dip between the two sources
vanishes [24]. Use of the Sparrow rather than the
Rayleigh criterion assures that the estimated resolution
is independent of the particular moment calculated in
Eq. (2). The simulations suggest a spatial resolution of
11–12 nm for the nanorod images shown in Fig. 3.
Figure 4 shows a fluorescence demodulation image of
spherical quantum dots in false-color relief. The arrows
indicate the measured FWHM for two dots, and the
model suggests a spatial resolution of �8 nm for the
smaller one.

In conclusion, we made the first definitive measurement
of the tip-enhanced optical field at the apex of a sharp
probe and rigorously confirmed a dipolelike model. The
technique developed for these measurements overcomes
several major obstacles in ANSOM performance and led
to the first one-photon fluorescence images with resolu-
tion below 10 nm. In contrast to previous work, the tip-
enhanced excitation rate is maximized because the probe
apex intermittently contacts the sample and thus the
enhanced field is probed at atomic-scale distances from
the apex. The intermittent tip-sample contact also induces
modulation of the excitation rate; demodulating the re-
sultant signal strongly suppresses the problematic far-field
background and enables spatial resolution limited only by
180801-4
tip sharpness. The improvements in background suppres-
sion and spatial resolution will be even more acute for
multiphoton processes (surface-enhanced Raman scatter-
ing; coherent anti-Stokes Raman scattering; two-photon
fluorescence) compared to one-photon fluorescence, be-
cause the induced signal is then more strongly confined at
the tip apex. In the future, it may be possible to image
samples in a wet environment to measure dynamic pro-
cesses in molecular-scale structural biology. Finally, it
may also be possible to use carbon single-wall nanotubes
attached to AFM probes [25,26] to further improve spa-
tial resolution.

We thank Delia Milliron, Ben Boussert, and Paul
Alivisatos for the nanocrystals and acknowledge the fi-
nancial support of Bruce Burrows and Pharmagenomix
Inc. J. M. G. was partially supported by the Beckman
Institute.
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Fluorescence Near-Field Microscopy of DNA at Sub-10 nm Resolution
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We demonstrate apertureless near-field microscopy of single molecules at sub-10 nm resolution. With a
novel phase filter, near-field images of single organic fluorophores were obtained with �sixfold improve-
ment in the signal-to-noise ratio. The improvement allowed pairs of molecules separated by�15 nm to be
reliably and repeatedly resolved, thus demonstrating the first true Rayleigh resolution test for near-field
images of single molecules. The potential of this technique for biological applications was demonstrated
with an experiment that measured the helical rise of A-form DNA.

DOI: 10.1103/PhysRevLett.97.260801 PACS numbers: 07.79.Fc, 42.50.Hz, 87.15.�v, 87.64.Xx

For nano- and molecular science and technology, near-
field optical microscopy provides a technique to measure
and manipulate structures at subdiffraction limited resolu-
tion. The use of a sharp apertureless tip to locally perturb
the fields at the sample with apertureless near-field scan-
ning optical microscopy (ANSOM) has allowed spatial
resolution at or surpassing 20 nm using elastic scattering
[1,2], Raman scattering [3,4], and fluorescence excitation
[5,6]. With fluorescence ANSOM, fluorescence of the
sample is modified by the proximity of the tip that enhan-
ces the excitation field near it, but at the same time induces
nonradiative energy transfer (fluorescence quenching) [7].
As a result of the two competitive effects, only single folds
of fluorescence enhancement [8–14] or small fractions of
fluorescence quenching [15,16] can be measured.
Detection of the small high-resolution signal against the
classical signal excited by the laser illumination has re-
mained the main concern of fluorescence ANSOM.

Single molecules are widely used as fluorescent tags or
reporters in biology [17], sensitive probes in materials and
physical chemistry [18], and model single quantum sys-
tems for studying light-matter interactions [18]. Near-field
optical imaging of single molecules has intrigued scientists
since the demonstration by Betzig et al. [19]. Unfortu-
nately, it has been a challenge [7,16] to image fluorescent
molecules with ANSOM due to the inherent molecular
fluorescence fluctuation [inset of Fig. 1(b)] and the limited
number of photons available before photochemical de-
struction (photobleaching) of the molecule. Only two ex-
periments have achieved resolution at 30–40 nm by
imaging isolated molecules in vacuum or in a matrix [11]
or using a nanofabricated metal tip on top of a fiber
aperture [20]. More recently, it was demonstrated that
properly designed ‘‘nanoantennas’’ can enhance the power
of the optical near field by several orders [21,22] or reduce
nonradiative energy transfer [23], thus holding promise for
imaging single molecules. In this Letter, we demonstrate
single-molecule ANSOM imaging at sub-10 nm resolution
using a novel phase filter. For the first time, two molecules
separated by less than 15 nm can be resolved with

ANSOM. We applied this technique to measure the helical
rise of A-form DNA. The progress we present will accel-
erate the application of fluorescence ANSOM in the life
sciences.

The microscope setup was described previously [6].
Briefly, an atomic force microscope (tapping mode:
�80 kHz) is combined with an inverted confocal optical
microscope, with the silicon tip (FESP, Veeco Instruments)
aligned with the laser focal spot [Fig. 1(a)]; the fluores-
cence photons and the beginning of the tip oscillation
cycles were recorded as time stamps.

We imaged isolated Cy3 molecules and Cy3 molecule
pairs. Each Cy3 molecule is attached to the 50 end of a

 

FIG. 1. (a) Illustration of the microscope. The linearly polar-
ized beam, passing through a mask with a wedged window (not
shown), is at total internal reflection at the substrate-air interface
(focus area �350� 1000 nm) to achieve a large field compo-
nent along the tip axis. (b) Tip-oscillation phase histogram of the
photons. The inset is a typical fluorescence time trace of a Cy3
molecule, where the vertical axis is the photon count per 0.01 s.
(c) The background noise (standard deviation) obtained from the
phase filter (solid curve) and from the unfiltered shot noise,

���
n
p

(dash curve). The horizontal axis is the same as (d). (d) The SNR
calculated as the image pixel signal divided by the background
noise from the phase filter (solid curve) and from the unfiltered
shot noise (dash curve). The image pixel signal is 0:60fN=3 (f:
fluorescence enhancement; N: photon number per pixel emitted
by a typical molecule) for the solid curve according to Eq. (1),
and 0:75fN=3, which is the direct sum of the near-field photons
[Fig. 1(b)], for the dash curve. For both curves, we used f � 5,
N � 10.
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60-mer single-stranded DNA (ssDNA). Each pair of Cy3
molecules is linked by a 60 bp double-stranded DNA
(dsDNA), prepared by annealing two complementary
50-labeled ssDNA. The dsDNA chain is shorter than the
DNA persistence length (�150 bp), so it is rigid. To obtain
topographical atomic force microscope (AFM) images of
the DNA molecules, we used glass–mica hybrid slides
[24]. To prepare the samples, 1 �l of 10 nM DNA solution
was spread on the mica surface and evaporated dry, then
the surface was rinsed with deionized water and dried with
nitrogen gas. The majority of the molecules on the surface
produced more than 105 photon counts, allowing >20 s
imaging time.

The signal of fluorescence ANSOM contains the near-
field and far-field components excited by the optical near-
field and propagating laser illumination, respectively. With
single molecules, fluorescence enhancement is only
�twofold to fivefold [Fig. 1(b)], comparable to the fluc-
tuation of the far-field signal [inset of Fig. 1(b)]. In pre-
vious work [6], we demonstrated that signal demodulation
separates the far-field and near-field signals successfully.
This method, however, requires a large number of photons
and works only for intense targets, such as quantum dots
(Fig. 4 of Ref. [6]). To find an efficient separation method,
we studied the 2� 105 fluorescence photons from an
isolated Cy3 molecule probed by an oscillating tip.
Figure 1(b) is the tip-oscillation phase histogram of the
photons, from which phase �0 for the maximum fluores-
cence enhancement can be determined. It was found from
experiments that �0 remains the same with the same type
of tip, and the profile of fluorescence enhancement can be
approximated by

 g����0� � exp
�
�
j���0j

2
p

602

�
�0 � �;�0 < 360	

where j���0jp is defined as min�j���0j;
j360� j���0jj	. We calculated the raw near-field signal
Srn of a pixel as

 Srn �
X

j���0jp�60

exp
�
�
j���0j

2
p

602

�
D���; (1)

where D��� is the number of photons at phase �. This
formula is a bandpass phase filter that passes photons
within 60 deg of �0 [Fig. 1(b)] with weights determined
from g. The width of the bandpass window was optimized
to increase the passed photons and to reduce the bleed-
through between the near-field and far-field signals. The
far-field signal Sf was calculated as

 Sf �
X

j����0�180	jp�60

exp
�
�
j�� ��0 � 180	j2p

602

�
D���

(2)

such that molecules outside the near-field volume of the tip
contribute equally to Srn and Sf. Sf was then averaged with

those of its four neighboring pixels to get �Sf. The pixel
signal was calculated as Sn � Srn � �Sf for Srn > �Sf and
Sn � 0 for Srn < �Sf.

The phase filter effectively suppresses the noise of
the background, where we refer to the background as
an area without near-field images. One can estimate the
effect of the filter by approximating g with a top hat
function, with which we can calculate the mean and vari-
ance of the background as ~x �

P
1
i�0

P
1
j�0 jP�5i; 5n=3	 �

P�i
 j; n=3	 and ~�2 �
P
1
i�0 P�5i; 5n=3	f

P
1
j�0�j�

~x	2P�i
 j; n=3	 

Pi
j�0 ~x2P�j; n=3	g, respectively, where

i and j are dummy variables, n is the average photon
number per pixel in the background, and P�a; b	 �
�e�bba	=a! is the Poisson probability density. The effect
of using a Gaussian for g causes only a small change in the
standard deviation of the background, giving � � 0:75 ~�.
Compared with the unfiltered shot noise, the background
noise is effectively suppressed with the phase filter
[Fig. 1(c)], which provides �sixfold improvement in the
signal-to-noise ratio (SNR) and makes it possible to image
multiple fluorescent targets in the focal spot [Fig. 1(d)].
Assuming that a far-field illuminated molecule emits 10
photons per pixel, good SNR (>7) can be obtained with up
to ten molecules in the focal spot and fair SNR (>3) with
several tens of molecules in the focal spot [Fig. 1(d)]. The
SNR obtained in experiments (Figs. 2 and 4), determined
as the difference between the peak image signal and the
background baseline divided by the variation of a 100�
100 nm background area, is in good agreement with the
calculation [Fig. 1(d)].

We imaged 211 isolated single Cy3 molecules. The
images are either symmetric [Fig. 2(a)] or elongated
[Fig. 2(b)], due to different molecular dipole orientations

 

FIG. 2 (color). (a), (b) Near-field images of isolated Cy3
molecules. Each figure was extracted from a 1� 1 �m, 512�
512 pixel image. The SNR for (a) and (b) is 16.2 and 25.5,
respectively. Scale bars: 25 nm. (c), (d) Histograms of FWHM
measured along the minor and major directions, respectively.
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(discussed below). Histograms of full width at half maxi-
mum (FWHM) measured along the minor and major di-
rections of the 211 images are shown in Figs. 2(c) and 2(d),
with the average at 6.8 and 9.6 nm, respectively. It is clear
that simply choosing the linewidth of a single image is not
an accurate method for determining resolution, for the
images are highly variable. Here we define an average
resolution of 8.2 nm, which is �3–4 times better than the
previous best ANSOM measurements and close to 1 order
better than typical results of apertured near-field
microscopy.

To better understand the results, we simulated images of
single molecules using the electrostatic dipole model of the
tip. This model was adopted in both fluorescence ANSOM
and scattering ANSOM [1,25] and was supported by nu-
merical simulations [26]. According to the model, the total
field amplitude is

 

~E�~r	 � E0

�
ẑ
 �

�
3z

r4 r̂�
1

r3 ẑ
��
; (3)

where E0 is the external laser field, � is determined ex-
perimentally and the coordinate origin is at the tip center.
Using �E�r	 � p��; ’	�2 as the image intensity, simulation
results [Fig. 3(a)] show that as ~p tilts away from the tip
axis, the image becomes elongated and the image center
shifts away from the molecule; when ~p is perpendicular to
the tip axis (j�� 90�j � 0:8�), the image has two sym-
metric ‘‘lobes’’; when � is close to 90� (0:8� �
j�� 90�j � 20�), there is a small region where the signal
is below the background. For nonzero ’, the images are
simply ’-degree rotation of those for’ � 0 [Fig. 3(a)], for
the field is symmetric about the tip axis. Simulation pat-
terns for � at or close to 90� were experimentally observed
[Figs. 3(b)–3(d)], providing direct support for the electro-
static dipole model.

Measuring true resolution has long been a challenge in
near-field microscopy; one of the strongest tests is to make
a ‘‘Rayleigh’’ resolution measurement, in which two proxi-
mate point sources are resolved. To our knowledge there

have been no rigorous near-field measurements such as this
made with single molecules, which are excellent approx-
imations of a point source. With the phase filter, we were
able to resolve two Cy3 molecules linked by a 60 bp
dsDNA oligonucleotide. Figures 4(a)– 4(c) are the near-
field optical images of such molecule pairs, where
Figs. 4(d)–4(f) are the corresponding topographical
AFM images. ANSOM has a better resolution than AFM
even with the same tip, because the force involved in AFM,
which is proportional to the inverse of the tip-sample
distance [27], decays much more slowly than the optical
near field. There are no previous AFM experiments that
resolved DNA molecules as short as 15 nm; instead, round
images for short DNA molecules were observed in this
[Fig. 4(d)] and previous experiments [28].

We imaged a total of 389 dsDNA oligonucleotides, 29%
of which showed resolvable Cy3 pairs. The Cy3 labeling
efficiency for each DNA strand is about 80%, so we expect
that 67% of the optically detectable DNA oligonucleotides
are actually labeled with two Cy3 molecules. Factors such
as imperfect annealing, photobleaching, and worn tips can
all contribute to the failure to resolve the rest. As a control
experiment, the 211 images of single Cy3 molecules were
analyzed in the same fashion and double-lobed artifacts
were found in only 4% of the images [Fig. 4(h)], which is a

 

FIG. 3 (color). (a) Simulated images with the tip radius at
10 nm and fluorescence enhancement at 5. Scale bar: 20 nm.
(b)–(d) Experimental images (150� 150 nm) showing the same
patterns as the simulated ones. In these images, Srn was used as
the pixel signal.

 

FIG. 4 (color). (a)–(c) Near-field images of Cy3 pairs. The
SNR is 12.4 and 15.9 for (a), 16.1 for (b), and 20.4 for (c). The
insets show the profiles with line cut through the image centers
(indicated by arrows), where the horizontal axis is in pixels
(1 pixel � 1:95 nm) and the vertical axis is the pixel signal.
(d)–(f) AFM images corresponding to images (a)–(c), respec-
tively. Scale bars: 50 nm. (g) Histogram of distances between the
resolved Cy3 molecules. (h) Histogram of distances between the
two artifactual lobes of single Cy3 molecules.
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vast improvement over a previous method which has arti-
facts in all images [20].

With the resolved Cy3 molecule pairs, the end-to-end
distances of the 60 bp DNA oligonucleotides can be mea-
sured [Fig. 4(g)]. The statistical result is 13:0 nm

4:1 nm (standard deviation) with standard error of the
mean �� � 0:4 nm. Random factors that contribute to
the distribution of the measurements include limited pre-
cision in determining the image centers, shifting of the
images, and the flexible carbon linker (�0:6 nm) between
the Cy3 molecule and DNA. Systematic errors also exist in
the result. Simulation shows that the two images shift
toward each other because the tip enhances both molecules
when it is in between them; the shift increases with larger
tip radius. The linewidth of the majority of the images
indicates an upbound of the tip radius at 15 nm, at which a
2.5 nm shift was simulated for two molecules separated by
15 nm. Therefore, the precision of our measurement of the
DNA length has a statistical error of 3% and a systematic
error up to 20%.

DNA structure depends strongly on humidity and takes
the A-form and B-form structure at low and high humidity,
respectively. It is now understood that DNA-binding drugs
and proteins can induce local conformational conversion
between the two forms [29]. In our experiments, the DNA
molecules were imaged at humidity (�30%) well below
the 73% threshold for the A-form DNA. An unresolved
paradox in x-ray diffraction studies of A-form DNA is that
fibers of long DNA molecules with mixed sequences yield
a consistent value of 2:6 �A=bp for the helical rise [30], but
crystal structures of small oligonucleotides (�10 bp) re-
veal an average value of 2:83 �A=bp with a standard devia-
tion of �0:36 �A=bp across different sequences [31]. The
source of the discrepancy is as yet unresolved, although
crystal artifacts, molecular weight effects, and incomplete
sequence sampling may all play a role. Our measurements
described above allow an independent determination of
the helical rise, and do not suffer from artifacts due to
crystal packing or small molecular weights. The result
(2:17 �A=bp) agrees with the x-ray data of fibers within
one sigma of our largest estimated experimental error and
falls within the two sigma limit of the sequence-dependent
variation observed in crystal structure data.

The phase filtering method should be applicable to nano-
antennas [21–23] and supersharp carbon nanotube probes
[32] with which both the resolution and the precision can
be improved. With the advances of AFM technology, such
as imaging in water and fast frame imaging speeds, it may
ultimately be possible to combine optical resolution ap-
proaching that of electron microscopy with the ability to
image biomolecules in physiological conditions.
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3.2 Wet TEFM Imaging of Live Cells and Membrane-bound Proteins 

The basic concepts that enable wet TEFM imaging are very similar to those upon which the 

dry TEFM microscope was built. Wet TEFM also relies on the modulation of fluorescence 

when the tip is proximate to a fluorophore. As with the original microscope the wet 

imaging TEFM also combined a homebuilt TIRF optical microscope with an atomic force 

microscope.
15

 Detailed pictures of the wet TEFM instrument and filter specifics are 

presented in Appendix E. The data acquisition system specification and design is also 

included in Appendix E along with the complete image processing code developed for this 

project. 

TEFM imaging of live cells is substantially more difficult than imaging hard, dry samples 

on atomically smooth surfaces. To a large extent this is true because this technique 

fundamentally relies on tip stimulated, and modulated, fluorescence. Achieving near-field, 

tip stimulated fluorescence essentially requires that the AFM probe contact the sample 

fluorescent labels. It also requires that the AFM probe be oscillated, so that tip-sample 

contact is periodic, to enable modulation of the sample fluorescence.  

In AFM terms, probe oscillation with periodic contact is referred to as 'tapping mode' 

operation. Unfortunately wet tapping mode imaging of living cells is very, very difficult. 

Instead of tapping mode, contact mode, in which the tip remains in constant contact with 

the sample being imaged, is used by the AFM community for imaging biological samples. 

Also, there were no prior studies, theoretical or experimental, of tip-enhanced fluorescence 

in a liquid environment. 

This discussion is focused on those issues that are specific and unique to wet-sample 

TEFM imaging. As a result of these challenges, many innovations were developed to 

enable the capability to image live cells. Some of these challenges, and the solutions that 

solved them, are described below. 
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The objects being observed (cells) are large compared with the ~7 micron Field-of-

View (FoV) our microscope was capable of. 

In the dry TEFM, the sample was kept still as the laser and AFM probe were 

synchronously rastered over it. The FoV of the microscope described in our PRL 

publications was limited by the range of the tip-tilt mirror that directed the excitation 

laser such that it stayed focused on the tip of the AFM probe as it was rastered over the 

sample. Therefore a new mode of operation, sample scanning, was introduced. To 

accomplish this an nPoint piezoelectric X-Y sample scanning stage with a 100 micron 

range
16

 was installed. The data acquisition and control software and image processing 

software were also modified to enable operation in this new mode. With the sample 

stage in place the laser focal spot was focused onto the AFM probe tip. The laser and 

AFM probe were then held stationary in X-Y while the sample was rastered. With this 

change the largest area that could be scanned was increased from ~49 square microns to 

~10,000 square microns. This is large enough to fully capture one or more N2a cells. 

To image a sequence of cells within a given culture dish the nPoint sample stage was 

mounted to a second, long-range X-Y translation stage. This long-range X-Y 

translation stage is driven with two manual 100-pitch thumbscrews. These move the 

nPoint sample stage approximately 125 microns with one half-turn. 

The microscope objective used in our previous work was incompatible with doing 

TIRF with water above the coverslip. 

Total internal reflection fluorescence microscopy, as implemented in our TEFM, relies 

on an excitation laser the exits the microscope objective at such an extreme angle that it 

reflects at the glass coverslip-sample interface rather than transmitting. The reflected 

light, being electromagnetic radiation, induces an evanescent field on the sample side of 

this interface. It is this evanescent field that we use for exciting fluorescence in the 

sample. 
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The maximum angle at which a collimated laser beam can leave an objective is 

described by the objective's Numerical Aperture (NA). The higher the NA value, the 

greater the maximum angle is for a given transmitting media. 

The infinity corrected microscope objective used for all of our dry sample TEFM 

imaging was only a 1.3 NA oil immersion objective.
17

 Since water has an index of 

refraction of 1.33 this objective would not be used to do objective-based TIRF of a wet 

sample. A 1.45 NA oil immersion microscope objective
18

 was procured that was 

compatible with wet sample TIRF. 

An unusual feature of this TIRFM was that the excitation laser entered the back 

aperture as a collimated beam and so was focused at the coverslip surface. As a result, 

the sample was not illuminated by the laser until the image was actually being acquired. 

This helped to reduce photobleaching of the sample. In contrast, most objective-based 

TIRFMs, including the one described in Chapter 2 of this thesis, are designed so that 

the excitation laser is focused on the objective back aperture and so achieve a uniform 

illumination over a large area at the cost of additional photobleaching of the sample. 

Normal AFM probe holders are capable of tapping mode oscillation are not 

compatible with imaging in water.  

The normal tapping mode AFM tip holder is designed to work on dry samples. Among 

other issues it has exposed electrical connections to power the tiny piezo chip that 

drives the high frequency oscillation in z. An alternate method for driving tip 

oscillation in liquid is called z-demodulation. In that mode the entire piezo column is 

oscillated.  The probe holder acts like a piston that oscillates the entire end of the AFM. 

Doing so alternately pressurizes and depressurizes the liquid (and cell). The probe tip 

position oscillates relative to the sample holder because due to interaction with the 

liquid environment. However I found that this mode of operation significantly distorted 

live cells. In addition, the Veeco Nanoscope IV AFM control electronics incorporated a 

low-pass filter in the z-demodulation circuit that was set at 20 kHz. Since silicon AFM 
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probes that will perform tapping mode in water oscillate at frequencies between 16 and 

70 kHz I discovered that the AFM drive circuitry was attenuating it's own drive signal.  

To solve this a liquid-compatible probe holder made by Veeco
19

 was procured, in 

which the piezo chip and its electrical connections were encapsulated. This device was 

intended for tapping mode operation in water. Since the drive signal comes through the 

tapping mode circuit in the AFM controller rather than the z-demodulation circuit there 

was no issue with self-attenuation using this holder. The direct drive probe holder is 

relatively large however and so the AFM stand had to be raised to accommodate it. The 

size of the tip holder also precluded the use of small cell culture dishes. MatTek 

manufactures cell culture dishes with a 50 mm diameter, and a large coverslip 

compatible with this larger AFM probe holder.
20

 The glass coverslip was a number 0 

thickness, which was compatible with doing TIRF through the new 1.45 NA 

microscope objective. 

TEFM requires that the AFM probe tip oscillate (tap) in such a manner that the 

probe alternately makes contact with the sample and then oscillates above the sample. 

Such 'tapping-mode' AFM imaging is done at a frequency near the resonant 

frequency of the AFM probe cantilever. In air there is very little damping of this 

oscillation. However, the viscous nature of water substantially damps the AFM probe 

oscillation and thereby precludes imaging at the very high frequencies (200-400 kHz) 

typical. In addition, wet cells and membranes are soft resulting in tip-induced 

physical deformation of the cells. 

As described in the 'Dry Imaging' section, the TEFM is fundamentally based on 

combining an AFM with a TIRFM. The advantage of this technique comes from 

interactions between the AFM probe tip and the TIRF evanescent field. The large 

electric field resulting from these interactions at the tip of the probe in turn stimulates 

fluorescence through a non-radiative dipole-dipole near-field interaction. This 1/r
6
 

nature of near-field fluorescence stimulation requires that the tip either touch the 
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fluorophore significant or approach to within a nanometer if near-field fluorescence 

enhancement is to be observed. 

Normal tapping mode AFM probes are designed to oscillate at high frequency in air. 

Much of the positional uncertainty in this system is due to chaotic oscillation modes. 

As a result the primarily random noise in any one image-pixel is reduced by the square 

root of the number of taps within it. As a result: the higher the tapping frequency the 

faster an image can be made without degrading image quality. The stiffness of a typical 

silicon AFM probe cantilever ranges between 40 and 50 N/m. A live cell is much softer 

than such a probe. So commercially available probes that are designed for tapping 

mode imaging are inappropriate for imaging live cells in liquid. 

Therefore a softer cantilever was required if the soft sample was not to be significantly 

deformed during contact.  Most 'soft' cantilever AFM probes are made of silicon 

nitride, which is an insulator. We found previously that the best tip enhancement 

occurred with doped-silicon AFM probes and that silicon nitride cantilevers produced 

no tip enhancement. 

After investigating many options it was discovered that silicon force mode AFM probes 

were capable of tapping mode imaging in water. In particular I found that Nanosensors 

ATEC-FM and PPP-FMR AFM probes
21

 worked reasonably well on firm wet samples 

although less well on live cells.  These silicon AFM probes typically operate at ~30 

kHz in water with a cantilever stiffness of 2.8 N/m. No solution was found that enabled 

high quality tapping mode imaging of live cells using a semi-conductive probe. 

AFM tip alignment with the excitation laser is much more difficult in water as the 

alignment laser is refracted by the water and its container. In addition, cell covered 

coverslips are not atomically smooth or essentially free of fluorescent contamination 

as the dry samples previously imaged were. 

Tip alignment with the focal spot of the excitation laser is critical in tip-enhanced 

imaging. It was found that the AFM probe can be illuminated in water with a 670 nm 
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laser diode
22

 such that it produces a very clearly defined diffraction pattern (see Figure 

3.1 a). If water is just pooled over the sample, refraction of the alignment laser 

normally precluded alignment. However it was found that the side of a cell culture dish 

is sufficiently flat that this technique works in water as well as in air.  This diffraction 

pattern can be imaged by the optical microscope objective (see Figure 3.1b-d) when 

this probe is in contact with, or very close to, the glass surface.  By comparing the 

relative positions of the reference laser spot and the probe diffraction pattern as imaged 

by the microscope objective it is easy to consistently position the AFM probe within 

~ /25 (~30 nm) of a defined point. 

In some cases the cells on the surface would scatter the alignment laser light so much as 

to make it hard to differentiate the tip diffraction pattern. In that situation, the laser was 

initially aimed higher up the AFM such that the beam is bounced off the dichroic 

directly down onto the cantilever. The shadow of the cantilever can be used to put the 

tip very close to the excitation laser backscatter. Final tip-laser alignment could then be 

carried out in the normal manner.  

Most biological experiments based on fluorescence imaging require the detection of at 

least two fluorophore colors. Such two color imaging often requires excitation at 

several different laser wavelengths. 

To accomplish this a second TEFM was constructed capable of imaging in two colors 

and using three fiber-coupled excitation lasers (442 nm, 502 nm and 543 nm). This 

optical and mechanical configuration of this microscope is shown Appendix E. Another 

significant difference in this microscope is that it utilizes two methods of producing a 

p-polarized evanescent field. One is based on the mask technique used previously. The 

second is based on use of a radial polarization filter.
23

 The radially polarized beam that 

emerges from that filter has several more complicated modes.  So the beam is then 

focused on a pinhole chosen and positioned to transmit only radially polarized light. In 

this microscope excitation beam alignment is done using a tip-tilt mirror through a 1:1 

telescope in a manner similar to the earlier instrument. AFM positioning is done using 
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X and Y translation stages driven by actuators. The same nPoint sample scanning stage 

is used along with the same gross positioning X-Y translation stage. All of the filters 

were custom made by Chroma and suitable for single molecule imaging.
24

  

Even in optimal conditions, AFM imaging of live cells using tapping mode is 

problematic due to the forces involved. In addition the evanescent field has a typical 

penetration depth of 100-200 nm in cells. Cells are thicker than 200 nm. As a result 

imaging the top of the cell will not result in significant tip enhanced fluorescence 

emission because the evanescent field will have completely decayed by the top of the 

cell. 

While required for efficient stimulated emission, contact with the typical, stiff AFM 

probe tends to deform the cell surface. As mentioned earlier one way to minimize that 

distortion is to image with soft AFM probes. Another method for minimizing sample 

 

 
Figure 3.3. A hybrid AFM/Inverted Optical microscope with single molecule sensitivity is shown in panel A.  A 

diffraction pattern is cast by the tip of the AFM probe (panel B) when <50 nm off the coverslip surface under 

illumination from the laserpointer. The 543 nm reference spot, seen to the left of this pattern, is approximately 9 

μm from the probe tip.  In panel C, the diffraction pattern is 1.45 μm in X and 450 nm in Y from the reference 

spot.  In panel D the two are aligned. 
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distortion is to not image a live cell. Instead the cell can be adhered to the surface of a 

cell. Such adhesion can be achieved by growing the cell on an APTES coated coverslip. 

Extracellular proteins can be covalently attached to such a surface. Alternately, an 

APTES coated coverslip can be placed on top of cultured cells. The membrane-bound 

proteins can be made to covalently bond to the coverslip. After attachment, by 

cytolysis, the cell can be ruptured and the membrane skeletal membrane gently washed 

off. 

The remaining attached membrane ghost can be imaged directly. The membrane ghost, 

being attached directly to the coverslip, is in the strongest portion of the evanescent 

field. The fluorescent labeling is best located on the cytosolic side of the cell membrane 

for this approach. In that fashion the tip can directly approach the fluorescent label. 

Protocols used to successfully produce such specimens are presented in Appendix B. 

The protocols included in Appendix B detail APTES coating the coverslip, cell 

adhesion, hypotonic cell lysis, cell plating and transfection. 

In summary, this approach has the advantages of placing the sample within the 

maximum intensity of the evanescent field, exposing cytosolically labeled proteins 

directly to the AFM probe, and minimizing mechanical distortion. Imaging membrane 

ghosts rather than live cells should be the clear choice of preference in any future 

studies. 

Wet tapping mode imaging can only be done at line scan rates of 3 lines/second or 

fewer. Typically 1 line per second was used for imaging. A 512 line image therefore 

typically took 512 seconds to acquire. The large (~1 GB) dataset acquired took 20-40 

minutes to transfer and process before an image could be seen. This made it very 

difficult to scan a culture dish to identify healthy cells. As a result imaging 10 cells 

took at least 14 hours. 

A method for normal real-time fluorescence imaging was developed and incorporated 

into the TEFM. A photon counter
25

 was used that output a DC voltage directly 

proportional to the photon flux seen by the detector. The optical image was displayed 
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on the monitor as it was acquired, via the Nanoscope control software (v5.12), by 

connecting the photon counter output signal to an auxiliary port on the Nanoscope IV 

AFM controller. 

 

The dry imaging data acquisition system included 27 electronics boxes and several 

sets of software. This hard-wired system was not adaptable to wet imaging. 

A new Data Acquisition and Control (DAC) system was developed using National 

Instruments cards and LabView software. The flexibility of this system enabled the 

microscope to be adapted for imaging wet environments. A description of this DAC is 

provided in Appendix E. 

It was desirable to produce combined AFM-optical images that were easily 

interpreted by eye. 

Digital images are typically encoded in RGB. The difficulty with that is that the gray 

scale is entangled with the color information. An additional difficulty is that the eye is 

more sensitive to some colors (e.g. green) than to others (e.g. red). As a result, the 

grayscale must be changed after combining RGB encoded images. While doing so the 

user has a tendency to rebalance the image: to emphasize specific colors to be more 

esthetically pleasing. The result does not maintain data integrity. 

Alternative method of encoding images is based on Hue, Saturation and Value (HSV). 

In this system all three components are independent. Hue is color. Saturation is the 

depth of the color.  Value is grayscale. This system can be used to encode the AFM 

topographic image in value. Each of the emission spectral bands detected can be 

assigned a different hue. The saturation of that hue is the direct representation of 

intensity. Since each of these parameters are independent, co-localization is nicely 

accounted for in the color mathematics by assigning the appropriate intermediate hues. 

The specific hue can be assigned depending on the relative intensity of the two spectral 
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bands with the saturation representing the combined intensity. Other researchers can 

then disentangle the specific band intensities at each pixel without loss of information 

(2 variables, 2 knowns). Later, this image can be converted back to RGB for 

presentation. Data integrity is preserved by eliminating any need to rebalance the 

combined image.  

HSV is presented in more detail in Appendix F. 
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Figure 3.4 An AFM image of a wet membrane ghost from a N2a cell that was attached to a glass coverslip 

was generated using Veeco Nanoscope software. It was labeled by a mCherry tagged membrane-bound 

protein. b shows the AFM image computed by the Matlab image processing software we developed. The 

Matlab scripts for this software are given, in their entirety in Appendix E. c shows the total photon count and 

is essentially a normal TIRF image. d shows a near-field image computed using the same method described in 

the 2004 PRL by Gerton et al. e shows a vector summed image indicative of stimulated emission.

a 

b c 

d e 
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Figure 3.5 An AFM image computed by our Matlab image processing software (Appendix E) for a N2a cell 

transfected with 4 mCherry 2 wild type. b shows the total photon count and is essentially a normal TIRF 

image. c shows a fansom computed image using the same method described in the 2004 PRL by Gerton et al. 

d shows a vector summed image indicative of stimulated emission. 

c 

e 

a 

c 

b 

d 
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Figure 3.6 Measurement 20091106Wbd1. Top left is the AFM image computed by our Matlab image 

processing software (Appendix E) for extracellular fluid immersed 20 nm latex beads adhered to a class 

coverslip. The beads are labeled with red fluorescent dye. Top right is the total photon count image and is 

essentially a normal TIRF image. Bottom left shows a near-field image computed using the same method 

described in the 2004 PRL by Gerton et al. Bottom right is a vector summed near-field image indicative of 

stimulated emission. The FoV is 5 microns. 
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Figure 3.7 Measurement 20091106Wbd3. Top left is the AFM image computed by our Matlab image 

processing software (Appendix E) for 20 nm latex beads adhered to a class coverslip and immersed in 

extracellular liquid. The beads are labeled with red fluorescent dye. Top right is the total photon count image 

and is essentially a normal TIRF image.  Bottom left shows a near-field image computed using the same 

method described in the 2004 PRL by Gerton et al. Bottom right is a vector summed near-field image 

indicative of stimulated emission. The FoV is 2 microns. Note that the image suddenly changes at 0.7 microns 

on the y-axis. That is because a bead stuck to the AFM tip partway though the image. 
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Figure 3.8 Measurement 20091106Wbd5. Top left is an AFM image computed by our Matlab image 

processing software (Appendix E) for extracellular fluid immersed 20 nm latex beads adhered to a class 

coverslip. The beads are labeled with Red fluorescent dye. Top right is the total photon count image and is 

essentially a normal TIRF image.  Bottom left shows a near-field image computed using the same method 

described in the 2004 PRL by Gerton et al. Bottom right is a vector summed near-field image indicative of 

stimulated emission. The FoV is 4.6 microns. 
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Figure 3.9 Measurement 20091106Wbd5 zoomed in to show a region ~1.2 microns across from Figure 3.6. 

Top left is a AFM image computed by our Matlab image processing software (Appendix E) for extracellular 

fluid immersed 20 nm latex beads adhered to a class coverslip. The beads are labeled with red fluorescent dye. 

Top right is the total photon count image and is essentially a normal TIRF image.  Bottom left shows a near-

field image computed using the same method described in the 2004 PRL by Gerton et al. Bottom right is a 

vector summed near-field image indicative of stimulated emission. 
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3.3 Summary and Conclusions 

A TEFM was modified to enable imaging of wet samples. As examples a membrane ghost 

image is presented in Figure 3.2 and a typical cell image is presented in Figure 3.3. A 

second version of this microscope was built with greatly increased capability including 

simultaneous detection of two colors, excitation at three laser wavelengths in either of two 

modes of vertical polarization. 

While many hundreds of cells and cell membrane ghosts were imaged during this effort the 

results were inconsistent. Figures 3.4-3.7 show images of 20 nm beads in extracellular 

solution. Clearly there is coupling between the tip and sample. What it means however is 

uncertain. Resolution of these inconsistencies will require careful study of the tip-laser 

interactions in water and cell media. 
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C h a p t e r  4  

NANOTUBES, IMAGING AND PROTEINS 

An atomic force microscope can image the height (z) of a surface with extraordinary 

resolution. For a smooth surface it is relatively easy to achieve 0.25 Å in height resolution. 

However when the topography becomes more convoluted the detected height at any given 

point can be strongly influenced by the shape of the AFM probe. This becomes particularly 

apparent when determining the width of an object. The surface resolution (x-y) of an 

atomic force microscope is limited by the width of its tip (typically 5-10 nm radius). 

The advantages of nanotube AFM probes are that they are very small in diameter and that 

the sides are vertical. As a result nanotube probes offer the potential for AFM imaging 

surface topography with minimal distortion due to the shape and size of the probe. 

Therefore we developed, in collaboration with the Pat Collier group, the capability to 

fabricate nanotube Atomic Force Microscope (AFM) probes.
1
 In this paper we present how 

to grow nanotube substrates and fabricate nanotube AFM probes. As part of this effort we 

characterized the diameter of the nanotubes on the substrate. We also examine the 

resolution that nanotube AFM probes could achieve. 

To our surprise we found that images taken with nanotube probes frequently demonstrated 

resolution better than could be expected given the apparent diameter of the nanotubes that 

were grown on the substrates that we used to supply nanotubes for attachment. 

Therefore we (in an effort primarily conducted by Santiago Solaris of the Goddard group) 

used atomistic modeling to study the balance of forces that enabled nanotube attachment.
2
 

As a result of this effort we gained real insight into the basis for the surprisingly high 

imaging resolution we achieved with nanotube AFM probes. 

Both of the papers referenced above are included in this chapter, along with their 

supporting material, courtesy of the American Chemical Society to whom they are 

copyrighted.  
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A US patent issued for the methods we invented for nanotube tip attachment to an AFM 

probe is included in Appendix G.
3
 Appendix H is a patent

4
 that describes a method of 

functionalizing nanotube tips. Specifically, it describes methods for coating the nanotube 

tipped probe to preclude non-specific binding or other chemical interactions with the probe 

and then chemically functionalizing the end of the nanotube tipped probe with a carboxyl 

group or amine group so that further chemical modification can be made. This unique 

chemical functionalization of the nanotube tip can be used to attach a single protein or a 

specific group of proteins. Such a modified tip can then be used for sensing unique 

chemical motilities or triggering specific reactions with extraordinary spatial resolution. 

Functionalized nanotube tips can be used to pattern a substrate for future sensing or 

chemical logic use. 
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ABSTRACT

Scanning and transmission electron microscopy were used to image hundreds of single-wall carbon nanotube probes and to correlate probe
morphology with AFM image resolution. Several methods for fabricating such probes were evaluated, resulting in a procedure that produces
image-quality single-wall nanotube probes at a rate compatible with their routine use. Surprisingly, about one-third of the tips image with
resolution better than the nanotube probe diameter and, in exceptional cases, with resolution better than 1 nm. This represents the highest
lateral resolution reported to date for a SWNT probe.

Single-wall carbon nanotubes (SWNTs) have shown great
potential as high-resolution AFM imaging probes.1-3 The
level of resolution possible for both single molecule imaging
and force transduction in AFM is ultimately limited by the
structure of the tip. Commercially available silicon probe
tips have radii of curvature of 5-15 nm. The finest
commercially available Si tips are very delicate, leading to
substantial variation in tip shape and size even between
successive images. SWNTs, on the other hand, have diam-
eters between 1.5 and 6 nm, providing resolution comparable
to molecular scale dimensions. Carbon nanotubes are chemi-
cally and mechanically robust, with axial Young’s moduli
of about 1.25 TPa,4,5 resulting in a tip structure that is stable
over prolonged imaging periods.6 Finally, SWNTs can be
chemically functionalized uniquely at their very ends, per-
mitting a broad array of applications in nanotechnology and
biotechnology.7 Nevertheless, it is difficult to reproducibly
assemble large quantities of high-quality single-wall nanotube
AFM tips. To fully realize the promise of these probes for
high-resolution AFM, a better physical understanding is
needed of how the geometry of the mounted SWNT on its
AFM tip support affects image quality.

Successfully fabricating a probe suitable for AFM imaging
in air involves several steps: attaching the nanotube to a
silicon AFM tip, shortening it sufficiently to enable high
resolution imaging, characterizing its quality, and storing it

for later use. Building upon previously reported techniques,
we have conducted a comparative survey of fabrication meth-
ods to produce a protocol that routinely results in high quality
probes. The quality of the AFM images taken with the result-
ant probes, along with the frequency and ease of success,
was used to distinguish between the several approaches
studied. In addition, SEM and TEM images of hundreds of
nanotube AFM probes were used to evaluate the efficacy of
different probe attachment and shortening techniques and to
improve the accuracy of our interpretation of AFM imaging
and force calibration results. For the first time, the AFM
resolution achieved when imaging with nanotube probes was
directly correlated to TEM images taken of these same
probes. This allowed us to carry out a rigorous examination
of nanotube morphology and its influence on image resolu-
tion and quality, by directly correlating nanotube geometry,
as determined with TEM imaging, with their performance
as AFM probes. As a result, we gained significant new
insights that are important for research groups performing
AFM imaging with SWNT tips.

In this paper, we summarize the results of these studies
and describe a procedure that enables consistently successful
nanotube probe fabrication. The lateral resolution of these
probes when used to image 3 nm diameter SWNTs was
typically less than 4 nm, and in one case, 5 Å.8 This is an
improvement by a factor of 4 over the best resolution re-
ported to date using a SWNT probe, which is 2.0 nm.9 The
systematic correlation of TEM images of SWNT probes with
the effective lateral resolution obtained when using these
probes for topographical imaging indicates that approxi-
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mately one-third of the probes demonstrated resolution
smaller than the diameter of the nanotube probe itself when
imaging nanotubes on a smooth substrate. For example, we
have measured 1.2 nm lateral resolution from a SWNT
scanning probe that was 5.5 nm in diameter.

These TEM-AFM correlations provide experimental
evidence consistent with previous mechanical modeling
carried out by Snow, et al.10 Additionally, whereas previous
investigations have shown nanotube buckling to be an elastic
process,2,3,9,11we have found that under some circumstances,
a SWNT probe can buckle inelastically, resulting in probe
damage and corresponding image artifacts.

Finally, we have found that nanotubes picked up by AFM
tips can have larger diameters (by about a factor of 2) than
the diameters of nanotubes imaged on the surface of the
growth substrate, as determined from height measurements
with a conventional AFM tip. A better understanding of this
discrepancy is needed for optimizing the yield and reproduc-
ibility of nanotube probe fabrication. The AFM image
resolution statistics we report here underscore the variability
between probes fabricated by different methods.

Digital Instruments BioScope and Multimode atomic force
microscopes were used with Nanoscope IV controllers for
this work. Transmission electron microscopy was performed
with a Phillips EM430, and scanning electron microscopy
was performed with a Hitachi 4100.

We compared several methods for attaching nanotubes to
silicon AFM tips: manual assembly, direct growth, and
pickup. Smalley’s group reported the first example of the
use of carbon nanotubes as AFM tips in 1996.11 Manual
assembly of AFM probes was found to be relatively simple,
although the nanotubes had to be large enough to be seen
and manipulated under an optical microscope, and thus did
not yield high-resolution probes. While direct growth12-14

offers the potential for parallel fabrication of SWNT AFM
probes, we found that the yield was quite low. We also
determined that the rate-limiting step in probe fabrication
was the nanotube shortening step rather than attachment.
Therefore, we focused our efforts on the pick-up technique
for nanotube attachment, as shown in Figure 1.

The pick-up technique, developed by Lieber et al.,15 is an
efficient and consistent method for mounting SWNTs in the
proper orientation. When SWNTs are grown on a flat sub-
strate, a small percentage of the tubes are oriented vertically,
and can be picked up when the AFM tip scans across the
surface in tapping mode. The nanotube binds to the side of
the pyramidal AFM tip via attractive van der Waals forces,
and usually remains attached firmly enough that it can be
repeatedly pressed into and scanned across the substrate
surface. We found that it was important to reduce the field
of view (e.g., from 10µm to 10 nm) or retract the tip as
soon as a nanotube was successfully picked up in order to
minimize the probability of picking up additional nanotubes
(see Supporting Information). Multiple attached tubes or
bundles can lead to AFM image artifacts.

It is also important to note that the ambient humidity
appears to affect the efficiency of the pickup method. We
found it nearly impossible to pick up nanotubes from a

substrate under high humidity conditions. Enclosing the AFM
in a glovebag under a flow of dry nitrogen for about 30 min
rejuvenated the process. We speculate that an increase in
the relative humidity makes it more difficult to pick up
nanotubes for two main reasons. First, at higher humidity
values, it is harder to overcome capillary forces due to the
build up of a surface layer of water on the growth substrate.
More force is necessary to pry a prone nanotube off the
surface due to increased adhesion. Second, increasing water
build up on the tip decreases the attractive interactions of
the nanotube to the silicon surface of the AFM tip during
pick up. It is known that the van der Waals interactions at
the nanotube-AFM tip interface are not strong enough to
keep the tube attached to the tip in liquid water.9 Nanoscopic
condensation of water between the AFM tip and the growth
substrate at high relative humidity may have an analogous
effect on the success rate for picking up a nanotube.

SWNTs were grown via chemical vapor deposition (CVD)
on 4 mm to 8 mm square, 500µm thick p-doped Si wafers.
Four different methods were used to coat the substrates with
iron catalyst for growing nanotubes suitable for pickup: spin
coating a solution of Fe(NO3)3‚9H2O in isopropyl alcohol,9

thermal evaporation of iron onto the substrate, electron beam
evaporation of iron onto the substrate,15 and incubation with
ferritin. We achieved the most uniform deposition of small
(1-2 nm) catalytic sites with high spatial density by using
ferritin-derived iron nanoparticles, prepared as described by
Dai and co-workers.16

CVD growth was performed in a 22 mm inner diameter
Lindberg/Blue M quartz tube furnace with a single heating
zone 312 mm long, as shown in Figure 2. Five wafers are
positioned 12.5 mm apart in a specially designed quartz
holder, oriented vertically and with the catalyst-coated side
facing away from the direction of the incoming gas. A
significant advantage of this holder is that it enables up to
three small substrates to be mounted side-by-side in each
slot for parallel comparison of growth results under nearly
identical temperature and gas flow conditions.

Figure 1. TEM image of a single-wall carbon nanotube picked
up from a silicon substrate.
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We found that growth was faster (5µm long nanotubes
within one minute) and the distribution of tube lengths
increased when the catalyst-coated surface was facing away
from the incoming gas flow. We speculate that this is due
to increased turbulence of the gas flow at the catalyst coated
side after passing over the edges of the substrate. Induced
turbulence should minimize the role of diffusion-limited
growth relative to nucleation rate in the growth kinetics, but
at the expense of uniform growth. These growth procedures
generate SWNTs on the substrate with diameters ranging
from 1.6 to 3.0 nm, and lengths between 100 nm and 5µm,
as imaged with AFM and SEM.

The distribution of tube diameters varied with the size of
the catalytic sites. For example, we found that spin coating
many drops of dilute solution of the iron nitrate catalyst to
give a high density of small catalytic sites gave a slightly
broader tube diameter distribution than did ferritin. In con-
trast, depositing a few drops of higher density iron solutions
yielded broad size distributions and larger average tube
diameters. Based on AFM analyses of these substrates, it
appears that the larger tube diameters resulted from larger
catalytic sites on the substrate. No MWNTs have been
observed on these substrates.

The long-term stability of pickup substrates appears to vary
depending on how they were prepared. Ferritin and ferric
nitrate substrates appear to be substantially less effective for
pickup attachment after 4 to 6 months. We hypothesize that
this is due to the relatively weak mechanical attachment of
the catalytic site to the substrate. Over time, vertically
oriented tubes that are attached to loosely bound catalytic
sites apparently physisorb onto the substrate. Enclosing the
AFM in a glovebag with a flow of dry nitrogen for about 30
min substantially enhanced pickup with these older sub-
strates. In contrast, substrates that had the catalytic sites
deposited by molecular beam epitaxy (MBE) have demon-
strated reliable pickup of nanotubes with an AFM tip over
several years without special care.15

The diameters of the picked up tubes measured with TEM
were typically between 4 and 6 nm. In comparison, the
diameters of nanotubes lying horizontally on the substrate,
determined by AFM height measurements, were only 2-3
nm. We have ruled out TEM and AFM calibration errors as
the cause of this discrepancy. We have also ruled out
compression of the imaged nanotubes by the AFM tip, which

would result in a decreased apparent diameter. Deformation
of the horizontal nanotubes due to van der Waals forces has
also been modeled using realistic molecular dynamics
simulations based on quantum mechanical calculations, and
found insufficient to explain this discrepancy.17 It appears
that this disparity is real and not just an artifact due to tube
distortion or measurement error.

This indicates a strong preference for larger diameter tubes
to be picked up by silicon AFM probes. There are two
plausible explanations for this disparity. One possibility is
that larger diameter nanotubes have a higher probability of
remaining vertically oriented on the growth substrate over
time than smaller diameter tubes. Only the population of
smaller diameter nanotubes adsorbed to the growth substrate
can be imaged by AFM. Hence, AFM images will be biased
toward this part of the distribution of nanotube diameters.

Alternatively, this disparity may be explained by the
binding energy of the nanotube to the AFM cantilever tip
relative to the binding energy of the nanotube to the substrate.
Once a SWNT has been picked up by a scanning AFM tip,
there are two kinds of motions that impose stress on the
system. The AFM cantilever has a net motion parallel to
the substrate. During pick-up, typical horizontal velocities
are on the order of 30 000 nm/s. This motion imposes three
kinds of stress on the system: shear, bending, and tension.
In addition, the cantilever has a rapid vertical oscillation,
typically 70-250 kHz, with an amplitude of 40-50 nm, that
imposes additional bending and tension stresses.

The mechanical stresses imposed by the cantilever motion
on a nanotube attached on one end to the AFM tip, and on
the other end to the surface of the growth substrate, will
result in one of two outcomes: the nanotube either slips off
the cantilever tip and remains attached to the substrate, or
the nanotube separates from the substrate interface and is
“picked up”. The discriminator between these two outcomes
is the binding energy at the attachment site of the nanotube
to the silicon tip relative to that of its attachment to the
substrate. These binding energies will depend on many
factors that are virtually impossible to characterize fully, such
as the relative lengths of the nanotube adsorbed onto the tip
versus the substrate, as well as details of the chemical,
physical, and mechanical interactions between the nanotube
and these surfaces during scanning in tapping mode. It is
known, however, that binding energy scales with the tube
diameter, which can be determined directly from both AFM
and TEM images.

The strength of nanotube attachment can be approximated
as being linearly proportional to the nanotube diameter using
the thin-walled cylinder approximation. At the attachment
site with the AFM cantilever tip, the nanotube can be con-
sidered fixed until the binding energy is exceeded at this
interface by the imposed stresses. This binding force in-
creases linearly with diameter, but at a rate 1.6 times faster
for tubes greater than 2.7 nm diameter than it does for smaller
diameter nanotubes.18 The increased binding energy for
nanotubes greater than 2.7 nm could result in larger diameter
nanotubes being preferentially picked up. The relative
adhesion strength of the catalytic particle to the tube versus

Figure 2. Diagram of CVD apparatus for production of nanotube
substrates.
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the substrate could also have a significant influence on the
diameters of the tubes that are picked up.

As seen in Figure 1, more than 100 nm of a nanotube
typically protrudes from the end of the AFM tip after pick-
up. High-resolution imaging is not possible with such a long
nanotube tip due to thermal fluctuations and bending. Pick-
up SWNT tips were shortened by a combination of push
shortening, an approach developed by Hafner and Lieber,13

and electrical pulse etching.2,12An HP 8114A pulse generator
was used in combination with a Digital Instruments signal
access module for all of our pulse shortening experiments.

Push shortening is done by incrementally decreasing the
tip-sample separation distance during successive force
calibrations to push the nanotube up along the side of an
AFM tip. This process requires a picked-up tube of very
specific length. Tubes longer than 100 nm tend to buckle
inelastically during this process, after which they cannot be
shortened by further pushing. Push shortening is superior to
pulse etching when further shortening nanotubes less than
100 nm long in very small increments.

We obtain similar results for electrical pulse etching with
native oxide coated p-doped silicon, 300 nm thick thermally
grown oxide-coated p-doped silicon, and gold-plated silicon
substrates. This finding indicates that the entire probe
fabrication procedure can be carried out on a single unpat-
terned, doped-silicon substrate. Thermally grown oxide
substrates typically required higher voltages to successfully
pulse-shorten than did either native oxide or gold-coated
silicon substrates.

Using electrical pulse shortening and push shortening in
combination on the same tip relaxes the constraints for
obtaining high-quality probes from the nanotube growth
substrate and increases yield. Long tubes can be coarsely
shortened with electrical pulses until their lengths are less
than 100 nm. Push shortening can then be used for finer
control in adjusting the probe length.

We frequently found that electrostatic forces would strip
nanotubes off the AFM tips when they had been stored in a
nonconductive container. An aluminum box with a narrow
strip of double-sided tape or a conductive Gel-Pak container
both seemed to solve this problem. Prior to use of conductive
boxes for nanotube tip storage, we were unsuccessful in TEM
imaging the attached nanotube probes.

To characterize the effective resolution of our SWNT
probes, we imaged nanotubes resting flat on the silicon
growth substrate, using a scanning field of view of 100-
350 nm. We define resolution as the full width of the imaged
tube measured at the noise floor, minus the measured tube
height. While nanotubes are convenient samples for deter-
mining resolution, they are not infinitely rigid. Dekker’s
group has shown that the apparent height of a nanotube
measured by tapping mode imaging can decrease substan-
tially at high oscillation amplitudes, even with conventional
silicon tips.19 We have observed similar effects with nanotube
probes.20 For this study, the oscillation amplitude was main-
tained close enough to its freely oscillating value in air to
limit this effect to be within 10% of the true nanotube
height.

Figure 3 shows histograms of the lateral resolutions
obtained with SWNT probes fabricated using a growth
substrate coated with ferric nitrate catalyst versus those
fabricated using ferritin as the catalyst. The variation in
nanotube probe performance was greater than we expected
based on previous reports. Leiber et al. had examined the
image quality of different nanotube types (MWNTs and
SWNTs).21 In contrast, we compared 39 SWNTs made from
the same iron nitrate-coated substrate and 40 from a ferritin
substrate. The wide range in resolution found, between the
two different kinds of substrate (ferritin vs iron nitrate), as
well as from the same substrate, was surprising and
underscores the importance of specific nanotube character-
istics in determining the maximum achievable resolution.

There is a clear shift in the distribution toward higher
resolution probes when ferritin was used as the catalyst,
consistent with a narrower catalyst size distribution. It is not
clear how much technique improvements rather than the
switch to ferritin from ferric nitrate coated substrates played
in the comparative distribution. Most of the latter tips were
fabricated using ferritin substrates. By that time, we were
more careful to reduce the field of view immediately after
pick-up to minimize bundle formation. This could explain
why there are fewer 10-15 nm resolution tips. However, it
is clear that significantly more probes with resolution better
than 5 nm were fabricated using ferritin substrates.

Nearly 100 probes were imaged by TEM to characterize
the efficacy of different fabrication techniques. Of these,
fourteen SWNT probes imaged by TEM had previously been
used for tapping-mode topographic imaging. Table 1 presents
a summary of probe characteristics determined by TEM-
AFM correlations for the fourteen SWNT probes. Entries in
bold correspond to probes that demonstrated lateral resolution
less than the actual nanotube probe diameter.

Image quality is a function of many factors including: tube
diameter and length, contact angle, number of nanotubes
extending past the silicon tip, thermal noise, and contamina-
tion. These factors can lead to substantial variability in
resolution. By correlating probe structure and orientation seen
in the TEM images with topographic imaging performance,
we can provide experimental evidence consistent with
previous mechanical modeling carried out by Snow et al.,10

who have shown that lateral tip-sample forces can bend

Figure 3. The left histogram summarizes the resolution for 39
probes fabricated on a substrate coated with ferric nitrate catalyst.
The right histogram shows the resolution distribution of 40 probes
made from nanotubes picked up from a substrate coated with
ferritin. Included is the typical resolution obtainable with a
conventional silicon AFM tip.
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single-wall nanotubes or cause snap-to-contact behavior when
the tubes exceed either a critical length or a critical angle
relative to the substrate surface normal. These effects
introduce a significant degree of broadening and the appear-
ance of image artifacts.

If the nanotube is presented to the sample surface at an
angle deviating from the surface normal by more than∼30°,
poor resolution and obvious image artifacts result due to tip-
sample forces having a significant component perpendicular
to the nanotube axis. For example, Figure 4 shows a 19 nm
long, 4 nm diameter nanotube projecting from the probe tip
at an angle of 40°. This probe produced an image that
contained a positive height “shadowing” artifact approxi-
mately 10 nm in width parallel to each sample nanotube.
This artifact resulted from the nonideal orientation of the
probe. Additionally, the TEM image showed that the
nanotube is buckled near the silicon tip. Previous reports
have described reversibleelasticbuckling of the nanotube,
which did not have a serious impact on image quality.5,9,21

Our TEM correlations indicate, however, that buckling can,
under some circumstances, be inelastic, resulting in irrevers-
ible structural changes. This structural defect results in an
effectively lower stiffness for the probe, which we believe

is responsible for the decreased resolution and imaging
artifacts we observe (shadowing features). Similar artifacts
were seen with SWNT ropes (multiple SWNTs bundled
together) for the same reason; the layered structure of a
bundle of nanotubes attached to the AFM tip results in
stiffness variation along the probe length.

SWNTs must also have aspect ratios less than∼10 to be
adequate for imaging purposes. Figure 5 shows a 4 nm
diameter nanotube protruding 112 nm from the end of the
AFM tip, but at an angle deviating from the surface normal
by less than 20°. The resulting lateral resolution was still
2.5 times the probe tube diameter. This broadening of the
image is due in small part to thermal vibrations. However,
mechanical modeling studies have indicated that for a
nanotube of this geometry, the root-mean-squared thermal
vibrations of the end of the tube should be less than 2 Å.22

Nanotube bending due to lateral tip-sample forces is most
likely the principal contribution to the degraded resolution.

Table 1. TEM-AFM Correlation Table for Single-Wall Carbon Nanotube Scanning Probes

tip type
tube

diameter
tube

length
aspect
ratio

deviation from
perpendicular

lateral resolution
(full width-height)

lateral resolution/
probe diameter

SWNT 4.2 nm 10 nm 2.4 10° 2.8 nm 0.67
Bundle 9.3 nm 77 nm 8.3 20° 4.0 nm 0.43
SWNT 4.0 nm 112 nm 28 30° 10.4 nm 2.60
SWNTa 4.0 nm 19 nm 4.8 40° 4.6 nm 1.15
SWNT 5.5 nm 40 nm 7.3 20° 1.2 nm 0.22
Bundle 8.0 nm 35 nm 4.4 15° 5.6 nm 0.70
SWNT 3.7 nm 30 nm 8.1 30° 5.8 nm 1.56
SWNTa,b 4.2 nm 33 nm 7.9 20° 6.0 nm 1.43
SWNT 5.4 nm 38 nm 7.0 10° 5.9 nm 1.09
SWNT 3.5 nm 15 nm 4.3 20° 4.4 nm 1.26
Bundle 5.5 nm 51 nm 9.3 0° 21 nm 4.0
SWNT 5.3 nm 55 nm 10.4 0° 3.9 nm 0.74
SWNT 6.5 nm 42 nm 6.5 0° 4.3 nm 0.66
SWNT 5.4 nm 26 nm 4.8 10° 8.0 nm 1.48

a Probe showed a “shadowing” artifact.b Nanotube appeared buckled 16 nm from the end of the tube.

Figure 4. Correlation of image showing artifact due to large contact
angle with substrate. Additionally, this nanotube appears to be
buckled near the silicon tip. The dotted black line in the upper left
image is perpendicular to the substrate.

Figure 5. Image artifacts due to bending are significant for long
nanotubes. Note that there are a number of picked up nanotubes at
the base of this tip. The damage to the silicon tip probably occurred
during repeated force calibrations.
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Images taken with high quality nanotube probes show no
sign of artifacts. These probes all had the nanotubes oriented
on the tip at angles close to the substrate surface normal
(within 10-20°) and had protrusion lengthse40 nm. By
directly measuring the nanotube width from each TEM image
and comparing that to the obtained AFM resolution, we have
determined the average ratio of AFM resolution to tube
diameter for SWNT probes in this class to be 1.17. This is
a reasonable value, given that thermal vibrations and bending
of the nanotube will always slightly increase its effective
imaging diameter.

In about 1/3 of the high quality nanotube probes made
from the ferritin substrate, as shown in Figure 6, it was found
that the effective lateral resolution was significantlybetter
than the nanotube probe diameter measured directly with
TEM. Figure 6 shows a nanotube probe 5.5 nm in diameter
that demonstrated a lateral resolution of 1.2 nm, just 22%
of the diameter of the nanotube. It is likely that this enhanced
resolution occurs when the nanotube contacts the substrate
being imaged with either an asperity or at a specific angle
such that only an edge of the nanotube is in contact with the
substrate. Imaging a small object with an asperity or an open
edge of the tube could lead to the high resolutions observed.
Molecular dynamics simulations of surface-nanotube and
nanotube-nanotube interactions indicate that other phenom-
ena may also be important, including elastic deformation of
the sample nanotube relative to the probe nanotube.17

In conclusion, we have combined elements from several
previously reported techniques for producing nanotube tips
suitable for AFM imaging dry samples that significantly
reduce the time of manufacture while improving reproduc-
ibility and performance. Feedback from SEM and TEM
images of the nanotube probes was used to directly evaluate
the effectiveness of the different techniques employed for
each of the steps in the fabrication procedure. The optimal
process involves the following six steps. (1) Grow nanotubes
from ferritin-derived iron nanoparticles on conductive silicon
substrates coated only with its native oxide. (2) Pick up a
SWNT by imaging the substrate with a 10µm field of view
in tapping mode. (3) Quickly reduce the field of view to
approximately 10 nm so that additional tubes are not picked
up. (4) Shorten the tube to an appropriate length for imaging

without changing substrates using a combination of electrical
pulse and push shortening techniques. (5) Image a 100-
500 nm region of the substrate to characterize the probe
quality. (6) Store shortened nanotube probe in a conductive
box.

By growing nanotubes directly on a conductive p-doped
silicon substrate with only a native oxide layer, it is possible
to pick up, shorten, and test the probe resolution without
having to switch samples. This proved to be a significant
timesaving optimization. We have found that the resulting
nanotube growths (diameter and length) are very similar for
all of the investigated catalyst deposition techniques if the
spatial density and diameters of catalytic sites are similar.
Rates of production have typically reached one probe per
hour for several consecutive hours. On exceptional days, the
rate can be as high as several per hour. This success has
been duplicated with incoming group members.

Overall, we have found AFM image quality to be
consistently and significantly better with nanotube tips than
with the best silicon AFM tips. Correlations of TEM images
of SWNT probes with the effective lateral resolution obtained
when using these probes for topographical imaging with
AFM indicate that approximately one-third of the probes
demonstrate resolution better than the diameter of the
nanotube probe itself when imaging nanotubes on a smooth
substrate. The methodology described here has resulted in a
sufficiently high level of productivity to enable development
of single-molecule probes and sensors using functionalized
nanotube tips, and has proven capable of fabricating AFM
probes with the highest resolution reported to date.
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Supporting Information: 
 
Nanotube AFM Tip Attachment 
 
Methods we compared for attaching nanotubes to silicon AFM tips include manual assembly, direct 
growth and pickup.  
 
Smalley’s group reported the first example of the use of carbon nanotubes as AFM tips in 1996.1 They 
manually attached multi-wall carbon nanotubes (MWNT) and ropes of individual SWNTs to the apex of 
silicon pyramidal tips using tape adhesive and a micromanipulator in an optical microscope. The main 
drawback to this method is that MWNT tips large enough to be seen optically did not improve the 
resolution much beyond standard silicon tips when imaging isolated amyloid fibrils.2 
 
We found it fairly efficient to manually attach MWNTs to silicon AFM cantilevers with a 1000x optical 
microscope. In particular, the rate of assembly was quite high when a 15 V potential was applied 
between the silicon probe and the nanotubes. This resulted in nearly perfect and rapid alignment of the 
nanotube to the silicon tip. However, there was not a clear path to doing so with the thin SWNTs 
required for very high-resolution imaging. 
 
Lieber,3,4 and Quate’s5 groups later showed that individual single wall carbon nanotubes could be 
directly grown by chemical vapor deposition (CVD) on the silicon tips themselves by first pre-coating 
the tip with a metal catalyst. In the CVD synthesis of carbon nanotubes, metal catalyst nanoparticles are 
heated in the presence of a hydrocarbon gas or carbon monoxide; the gas molecules dissociate on the 
catalyst surface and carbon is adsorbed into the particle. As the carbon precipitates, a carbon nanotube is 
grown with a diameter similar to that of the catalyst particle. 
 
Two techniques for direct growth have been reported. One involves creating nanopores at the apex of 
the silicon tip by etching with hydrofluoric acid. Catalyst particles are then deposited inside the 
nanopores. Carbon nanotubes grown via CVD from such a tip have an appropriate geometry for AFM 
imaging. While this approach enables fabrication of SWNT tips, the preparation of the porous layer in 
the silicon is time consuming and placement of the nanotube at the optimal location near the tip apex is 
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often not achieved. In addition nanotubes typically grew at perhaps 1% of catalytic sites for the growth 
procedures we have explored. To ensure a moderate probability of having a nanotube grown on a given 
tip, a large number (20 or more) of etched holes with catalytic particles could be fabricated. However, 
any given tip might have no tubes, one tube or several tubes. 
 
Direct surface growth of SWNTs by CVD on catalyst-coated silicon tips has also been demonstrated, 
without the use of pores. We have analyzed approximately 300 tips prepared this way with scanning 
electron microscopy (SEM) and dozens of tips with transmission electron microscopy (TEM). As seen 
in Figure 1, we most commonly found densely coated tips with ropes and bundles of SWNTs extending 
from all sides of the silicon pyramid. These ropes often form complex loop structures not suitable for 
AFM work. About 1/3 of the tips examined had no tubes near the tip although they may have been 
covered by nanotubes elsewhere. Only a few percent of the probes had single nanotubes at the tip. Even 
fewer were oriented vertically.  
 
The mechanical stability of the nanotubes directly grown on the silicon tips was found to be quite poor. 
As a control, we briefly imaged a smooth surface in tapping mode with tips having nanotubes at the end, 
as determined by SEM, before any attempts at electrical pulse shortening of the tubes. Afterwards, these 
probes were re-imaged by SEM. The nanotubes were lost from 7 of 9 tips used in this control 
experiment. It was also frequently observed during electrical pulse shortening that the tubes would fall 
off. The final yield of useful nanotube tips was therefore on the order of 1% of the number of originally 
fabricated probes using the direct growth method. While these results represent early attempts at 
developing nanotube AFM tips, and there was clearly significant progress possible with continued 
process development, we decided to focus on the technically simpler problem of developing suitable 
substrates for nanotube pickup. 
 

 
Figure 1. TEM images of nanotubes grown on AFM tip include ropes, multi-walled and single-walled 
tubes. Note that most of the growths consist of ropes.  
 
Pick-up Substrate Preparation and Nanotube Growth 
 
The pick-up technique is an efficient and consistent method for mounting SWNTs in the proper 
orientation. When SWNTs are grown on a flat substrate, a small percentage of the tubes are oriented 
vertically, and can be picked up when the AFM tip scans across the surface in tapping mode. Typically, 
1 to 4 tubes can be picked up from a 10 µm square region. Given this tube density, a 6 mm substrate 
could in theory be used nearly a million times. Nanotube substrates suitable for pickup were produced 
using four methods of catalyst deposition and compared in side-by-side CVD growths. We achieved 
similar results with each of these techniques. The suitability of a substrate for nanotube pickup appears 
to depend primarily on the density and size distribution of the catalytic sites and not on how they were 

85



 

3

deposited. 
 
Pick-up of a nanotube is readily observed by monitoring the height signal of the AFM image while 
looking for a significant step change in the average position. The nanotube binds to the side of the 
pyramidal AFM tip via attractive van der Waals forces, and usually remains attached firmly enough that 
it can be repeatedly pressed into and scanned across the substrate surface. A picked up tube can be 
removed by holding the tip a few hundred nanometers above the substrate and applying a 50V, 100 µs 
pulse. The removal mechanism is not clear but probably involves either electrostatic attraction or 
ablation. 
 
Nanotube pick up can reoccur several times, resulting in a ‘bundle’ of nanotubes attached to the tip. In 
figure 2, two bundles are shown that most likely were picked up sequentially, although it is possible that 
they grew this way on the substrate. 
 

Silicon substrates were cleaved under 
cleanroom conditions, and cleaned by 
sonicating for 15 minutes at 25 ºC first in 
toluene, then in acetone, and finally in 
electronics-grade isopropyl alcohol. To 
coat the substrates with catalytic iron 
nanoparticles, 1-30 drops of 1-30 µg/mL 
Fe(NO3)3•9H2O solution in electronics-
grade isopropyl alcohol were applied 
while spinning substrates at 3000 r.p.m., 
waiting approximately 10 seconds 
between drops to permit the solvent to 
evaporate. We found that the catalytic 
sites would be considerably larger and 
often less homogeneously distributed 
over the surface at higher concentrations 
(e.g. 100-300 µg/mL Fe(NO3)3•9H2O). 
The nanotube growths on such substrates 

were correspondingly larger in diameter and sparser. Again, the critical factor is achieving a high 
density of very small catalytic sites.  
 
Alternately, some silicon substrates were coated under high vacuum with ~1/40 monolayer of iron 
applied by thermal or electron beam evaporation. In general, the deposited catalyst sites were large and 
not optimal for SWNT growth. However, with continued development an optimal pickup substrate 
could most likely be fabricated via molecular beam epitaxy of the iron catalyst at patterned growth sites. 
Such a substrate can achieve a nearly uniform catalyst site size and therefore will grow a more uniform 
distribution of nanotubes; a high density of 1-3 nm diameter tubes with lengths less than 1 µm would be 
ideal. In addition, such a substrate is substantially more stable over time and can be used for nanotube 
pickup successfully for several years. 
 
Other silicon substrates were incubated overnight at 4 ºC in a 44 µM solution of ferritin containing ~200 
Fe atoms/protein, prepared as described by Dai and coworkers.6 In this process, a calcination step is 
required after coating the substrate to remove all organic material originating from the ferritin protein, 
leaving behind only nanoparticles of iron oxide. This is done by heating the coated substrate in a furnace 
to 800 ºC in air and holding at that temperature for 10 minutes. This process gave the smallest catalyst 
size distribution and therefore yielded the most consistent nanotube growths. The catalytic site size 
distribution and the resultant growths were very consistent with those reported by Dai. The results from 

Figure 2. Several tubes have been picked up and 
stacked in ‘bundles’ on silicon AFM probes. 
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Figure 3. AFM height image of 
nanotubes grown from ferritin coated 
oxidized silicon substrate. Field of view 
is 3 x 3 µm. The height range is 10 nm.

a typical ferritin growth are depicted in Figure 3. 
 
CVD growth was performed in a 22 mm inner diameter 
Lindberg/Blue M quartz tube furnace with a single 
heating zone 312 mm long. Five wafers are positioned 
12.5 mm apart in a specially designed quartz holder, 
oriented vertically and with the catalyst coated side 
facing away from the direction of the incoming gas. A 
significant advantage of this holder is that it enables up 
to three small substrates to be mounted side-by-side in 
each slot for parallel comparison of growth results under 
nearly identical temperature and gas flow conditions. 
Optimal nanotube growth is obtained when the holder is 
positioned at the leeward end of the quartz tube, with the 
last wafer approximately 2 mm from the end of the 
heating zone. 
 
The quartz tube is then flushed for 15 minutes with 
argon gas (Matheson, 99.9995% purity, 440 sccm). The 
furnace is heated at 950˚ C for approximately 20 
minutes, and then held at 950˚C for 15 minutes, both 
under a flowing atmosphere of Argon (440 sccm) and H2 (Matheson, research grade, 125 sccm). The 
furnace is held at this temperature for 5 additional minutes while being flushed with Ar (440 sccm). 
Growth of nanotubes is then carried out for 0.5 to 2 minutes at 950˚C with CH4 (Air Liquide, Ultra High 
Purity, 1080 sccm) and H2 (125 sccm). Following this growth step, the furnace is again flushed with 
Argon (440 sccm) and held at 950˚C before rapidly cooling to less than 250˚C, after which the 
substrates are removed from the furnace. 
 
Substantial variations in growth density occurred between substrates mounted at different positions in 
the furnace or between identically placed substrates on different runs, which we attribute to temperature 
variations in the furnace. It was found that the substrate temperature could differ by as much as 20 ˚C 
with a 1 cm change in position in the furnace or upon changes in the gas composition and mass-flow. A 
three-stage furnace would likely help improve reproducibility. 
 
Shortening AFM Nanotube Tips 
 
Push and electrical pulse techniques for shortening nanotube AFM tips were examined individually and 
in combination. This was done on several different surfaces. The most efficient method was to combine 
pickup, pulse and push shortening all on a single substrate. Force calibration measurements were 
employed to establish the length of the nanotube tips using the method described by Cooper, et al.5  This 
approach was found to be suitable for both push and electrical pulse shortening techniques. Once a 
nanotube has been picked up and shortened, the probe can be used for high-resolution imaging, 
biomolecular manipulations or force spectroscopy.  
 
A general method for shortening utilizes electrical pulses.2,7 The procedure to shorten the SWNT in air 
consists of applying +5 to +30 volt pulses of 20 to 100 µs duration between the AFM tip and a 
grounded, conductive substrate. Presumably the electrical pulse shortens the nanotube by ablation due to 
the very high electric field generated at the nanotube end.  These pulses are supplied from a Hewlett-
Packard 8114A pulse generator and routed to the tip through a Digital Instruments Signal Access 
Module, or “break-out” box, which is connected to the MultiMode AFM.  The pulses are applied while 
tapping the surface at approximately 70 kHz or 300 kHz, which are the resonance frequencies of the 
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cantilevers we used (FESP and TESP cantilevers, Digital Instruments). While both work, we tend to 
prefer the softer FESP probes.  
 
For a given SWNT tip, larger voltage pulses shorten the tube in larger increments, as do pulses of longer 
duration. But the voltage necessary to carry out shortening varies drastically between individual tubes. 
This is believed due both to the environmental conditions (especially humidity), and to the widely 
varying conductivities associated with nanotubes of slightly different molecular structure, for example, 
between semiconducting and metallic nanotubes.  Nanotubes can be shortened precisely with steps as 
small as 2 nm per pulse. The main drawback to this technique is that the nanotube length removed can 
vary significantly from one pulse to another and one day to another.  Hence to successfully employ this 
technique one must be careful and attentive. A secondary drawback is that electrical pulsing can 
dislodge the nanotube electrostatically from the AFM tip. Nevertheless, this second effect can also be 
exploited to controllably deposit nanotubes precisely on substrates for device fabrication.8  
 
Push shortening of short, <100nm long tubes is accomplished by taking successive tip-substrate 
distance-sweep measurements, and incrementing the sweep start point by ~5 nm at a time.9 By doing 
this, the tube can be pushed up along the tip. We find electrical pulse shortening to be more effective 
than push shortening in terms of being able to shorten a nanotube significantly (e.g. by several hundred 
nm in 20 nm steps). 
 
For substrates with tubes of significantly varying length that are typically too long the combined 
approach, pulse shortening followed by push shortening has significant advantages. We have avoided 
the need for multiple substrates or a patterned substrate that includes pickup and separate shortening 
regions by reducing the field-of-view to ~10 nm during shortening.  
 
Once the nanotube probe has been shortened to a useful length, the field of view can be increased to 
100-500 nm so that a nanotube laying flat on the substrate can be imaged. An AFM image of a 
horizontal nanotube is a very good way to determine the quality of the final probe. Keeping the field of 
view small minimizes the chance that another nanotube is picked up.  
 
Imaging with Nanotube Probe Tips 
 
Table 1 in the manuscript lists the properties of 14 nanotube probes that were determined by TEM-AFM 
correlations described in the text. We have found that topographic image resolution when using SWNT 
probes was more sensitive to imaging conditions, particularly oscillation amplitude, than conventional 
silicon probes.  This may be due to the small interaction area and compressibility of SWNTs.  In 
addition, in about a third of the cases, the observed AFM resolution was significantly better than would 
be predicted from the nanotube probe diameter. We have also found that, at a given oscillation 
amplitude, a small change in drive frequency or in amplitude setpoint can improve image resolution 
when compared with the optimal settings used for imaging with a bare silicon probe. In particular, the 
amplitude set point for a nanotube probe can often be as high as 95% of the free oscillation amplitude in 
air and still permit high resolution imaging.  A high amplitude setpoint corresponds to small tip-sample 
forces, which is desirable for imaging delicate biological macromolecules. 
 
When imaging with SWNT tips in tapping mode AFM, care must be taken to recognize imaging 
artifacts. Imaging artifacts can be introduced through bending and thermal vibration.10 In addition, 
buckled nanotubes frequently demonstrate degraded resolution or artifacts. We have also seen multiple 
tubes at the tip of some probes, either bundled together to form a “broom”, or attached to different faces 
of the silicon AFM tip oriented at an angle relative to one another. The data in table 1 of the main paper 
show that high resolution imaging without artifacts was only accomplished with probes consisting of 
single tubes that had not been previously buckled. 
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The TEM images also show the presence of a low density contaminant coating on the probes. Evidence 
suggests that this material is deposited by silicone oil outgassing from the “gel-pack” in which most of 
the probes were stored.11 This is supported by the significant amount of movement of this contaminant 
over the nanotube observed during TEM imaging. We have found via TEM imaging that gel-free 
clamshell tip wafer enclosures deposit about an order-of-magnitude less contamination on silicon AFM 
probes than gel-pack enclosures. This will be important for those wishing to perform dip pen 
nanolithography or nanotube probe functionalization. However, the contaminant had a limited effect for 
AFM imaging in air. 
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Influence of Elastic Deformation on Single-Wall Carbon Nanotube Atomic Force
Microscopy Probe Resolution
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We have previously reported that 4-6 nm diameter single-wall carbon nanotube (SWNT) probes used for
tapping-mode atomic force microscopy (AFM) can exhibit lateral resolution that is significantly better than
the probe diameter when prone nanotubes are imaged on a flat SiO2 surface. To further investigate this
phenomenon, accurate models for use in atomistic molecular dynamics simulations were constructed on the
basis of transmission electron microscopy (TEM) and AFM data. Probe-sample interaction potentials were
generated by utilization of force fields derived from ab initio quantum mechanics calculations and material
bulk and surface properties, and the resulting force curves were integrated numerically with the AFM cantilever
equation of motion. The simulations demonstrate that, under the AFM imaging conditions employed, elastic
deformations of both the probe and sample nanotubes result in a decrease of the apparent width of the sample.
This behavior provides an explanation for the unexpected resolution improvement and illustrates some of the
subtleties involved when imaging is performed with SWNT probes in place of conventional silicon probes.
However, the generality of this phenomenon for other AFM imaging applications employing SWNT probes
remains to be explored.

Introduction

To date, numerous papers have described the preparation of
both multiwall and single-wall carbon nanotube (SWNT) atomic
force microscopy (AFM) probes.1-5 SWNT probes offer
topographic imaging resolution superior to that of conventional
silicon AFM tips, due to their unique chemical and mechanical
properties, high aspect ratios, and molecular-scale dimensions.6-10

In a recent publication we have described an efficient SWNT
probe fabrication methodology and correlated the structures
[acquired by transmission electron microscopy (TEM)] of 14
probes with the quality of AFM images they produced when
imaging a prone SWNT sample.11 By comparing the observed
AFM resolution with the diameter of the probe nanotube
measured from the TEM image, we found that the lateral
resolution is on average 1.2 times the nanotube probe diameter.
This value approaches the expected ideal ratio of unity in the
absence of thermal vibrations and bending effects of the probe.12

Surprisingly, we have found that for some cases the apparent
lateral resolution of the probe nanotube was actuallybetterthan
expected on the basis of its diameter. In one case (shown in
Figure 6 of ref 11), which forms the basis for the computational
work presented here, we found that the lateral resolution from
a 5.5 nm diameter SWNT probe was 1.2 nm, just 22% of the
probe diameter. Here and in previous investigations, we define
the lateral resolution of a SWNT probe as the difference between
the measured height of a sample, which can be determined to

high precision with AFM, and the measured diameter (full width
at the noise floor), as outlined in Figure 1. In an ideal case, the
limiting resolution equals the diameter of the probe. This
simplified model, in which the probe and sample are considered
to be incompressible objects, has commonly been used to
describe AFM resolution.2,4,5 However, simple geometrical
arguments alone cannot explain the subdiameter resolution we
observed. The potential for SWNT AFM probes to be used as
common research tools requires a more thorough understanding
of how the physical, chemical, and mechanical properties of
SWNT probes affect image resolution.

To this end, we present here a quantitative atomistic molecular
dynamics investigation of SWNT AFM probe behavior in the
context of tapping-mode topographic imaging. The dimensions
of the probes and samples are on the order of 1-50 nm, placing
them within the range of atomistic simulations. To elucidate
the actual tip-sample interactions that give rise to the observed
phenomena, we have used TEM-AFM correlation data11 to
construct realistic molecular models of an open-ended SWNT
probe interacting with a prone SWNT sample on a flat hydroxyl-
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Figure 1. Schematic illustration of the relationship between probe
diameter and lateral resolution. The left panel shows a model for a
SWNT probe imaging a prone nanotube on a flat surface. The right
panel shows the resulting cross-sectional profile, from which the width
and height of the imaged nanotube are measured. In this simple
geometric model, the full width is equal to the sum of the diameters of
the probe and sample nanotubes.
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terminated silicon surface. These models were used to generate
accurate potential curves at different positions of the probe
relative to the sample. Integration of the resulting forces into
the equation of motion for an oscillating cantilever yielded
simulated topographic cross-section profiles that corroborate the
experimental results. These simulations indicate that, under the
AFM conditions employed, both probe bending and localized
deformations of the probe and sample SWNTs strongly influence
the topographic profile measured with AFM. The reversible
elastic nature of these deformations is demonstrated both
experimentally and in simulations.

Methods

Fabrication, characterization, and imaging with SWNT AFM
probes has been described previously.11 The effective lateral
resolution of each probe was obtained by imaging, under
ambient conditions in air, a carbon nanotube lying prone on a
flat native-oxide silicon surface. To acquire accurate sample
height and width measurements by use of amplitude-modulated
AFM, it was necessary to first carefully calibrate the response
of the system over a wide range of operational parameters, most
importantly, the oscillation amplitude of the SWNT probe. For
example, to understand the effects that vertical compression of
a sample nanotube by the AFM probe had on the lateral
resolution, repeated measurements of the sample nanotube height
as a function of probe oscillation amplitude were performed
for both conventional silicon and SWNT AFM tips. In all cases,
the driving amplitudes employed were kept below the limit
corresponding to a 10% reduction in the apparent height of the
sample nanotube due to compression. In addition, we measured
force calibration curves, which consist of scans of the damped
oscillation amplitude as a function of the average tip-sample
separation for a given cantilever driving force. The force
calibration curves revealed the presence of coexisting attractive
and repulsive tip-sample interaction regimes.13,14 Bistable
switching of the cantilever oscillation between the two regimes
manifests itself as sudden changes in the observed sample height
and width.15 In general, we avoided these amplitude instabilities
and the concomitant experimental artifacts by operating the
AFM cantilever with a driving force sufficient to give a free-
air oscillation amplitude greater than 20 nm. Consequently, all
AFM data presented here can be considered in the repulsive
regime or “intermittent contact” mode.

The simulation of the AFM tip motion was carried out by
integration of the equation of motion for a damped harmonic
oscillator at each AFM scan point on the sample, with the
experimental parameter values contained in Table 1:

wherez(Zc, t) is the instantaneous tip position with respect to
its average position (Zc), k is the harmonic force constant for

the displacement of the tip with respect to its equilibrium rest
position,m is the effective mass,ω0 ) xk/m, the free resonant
frequency,Q is the quality factor,zts is the instantaneous tip
positionwith respect to the sample, Fts(zts) the calculated tip-
sample interaction force, andF0 cos (ωt) is the oscillating
driving force applied to the cantilever.

The use of this equation to describe the tip motion ap-
proximates the SWNT tip-cantilever ensemble as a point-mass
harmonic oscillator. Nevertheless, this model has been used
extensively for numerical treatment of tapping-mode AFM with
conventional probes. Although the actual dynamics of the
oscillating cantilever in the presence of the probe-sample
interactions are nonlinear, the validity of the harmonic ap-
proximation for modeling conventional tapping-mode AFM
imaging in air has been demonstrated with both theory and
experiment for the range of parameters used here.13,16-19

Prior to integrating eq 1 we obtained the required tip-sample
interaction forces using atomistic models, as explained in detail
below. All molecular dynamics (MD) simulations were carried
out with Cerius2 molecular simulations software (Accelrys, San
Diego, CA). The MD force-field parameters were optimized
by fitting the material bulk and surface properties such as
elasticity moduli, vibrational frequencies, and surface geometry
both to experimental data and to rigorous quantum mechanics
calculations on clusters representative of the silicon and
graphene systems under study. Equation 1 was integrated by
use of the Verlet algorithm to fourth-order accuracy for the tip
position and second-order accuracy for the tip velocity.20

Realistic atomistic models were constructed for the SWNT
probe used for tapping-mode AFM imaging. Every effort was
made to match the model structures and simulation conditions
as closely as possible to corresponding experimental values,
including the nanotube probe diameter, length, angle relative
to the substrate normal, and the fine structure at the probe end.
All silicon surfaces were (100) and were terminated with
hydroxyl groups. The probe was a (40,40)21 armchair SWNT
(5.4 nm diameter, 45 nm length, with 5 nm of fixed atoms at
one end of the probe to simulate its attachment site at the AFM
tip) constructed from approximately 25 000 carbon atoms. The
sample was a (16,16) armchair SWNT (2.2 nm diameter, 10
nm length) constructed from approximately 2600 carbon atoms.
The sample SWNT was kept fixed at both ends during the
calculations to simulate a very long nanotube, which is unlikely
to displace laterally during AFM tapping. Similar models were
generated for a conventional silicon tip interacting with the
sample nanotube. Several of these models are shown in Figure
2.

The tip-sample interaction potentials were constructed by
vertically approaching the sample with the probe nanotube at
0.05 nm intervals, at each point optimizing the system geometry
by minimization of the potential energy (additional calculations
performed at 300 K showed that the potentials did not
significantly change with inclusion of thermal vibrations at room
temperature; see Supporting Information). The gradient of this
energy-position function with respect to the vertical tip position
is the tip-sample interaction force.

To reduce the computational cost of the molecular simula-
tions, each model of a nanotube on the surface included only a
small section of the silicon surface, sufficient to obtain an
accurate description of the SWNT probe interactions with the
sample. This does not give an accurate description of the
interaction of the tip with the silicon surface for the cases in
which the SWNT tip deforms and slips against one side of the
sample nanotube and makes contact with the underlying

TABLE 1: Tapping-Mode AFM Parameters Used for
Numerical Simulations

cantilever spring constant k ) 4.8 N/m
cantilever quality factor Q ) 150
cantilever resonant frequency ω/2π ) 47.48 kHz
free air oscillation amplitude A0 ) 39 nm
amplitude set-point Asp ) 15.4 nm
excitation force F0 ) 1.25 nN

m
d2z(Zc, t)

dt2
)

-kz(Zc, t) + m
ω0

Q

dz(Zc, t)

dt
+ Fts(zts) + F0 cos (ωt) (1)
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substrate. To correct this, another model was constructedwithout
a sample nanotube on the substrate to obtain the interaction
forces between the tip and the bare silicon surface. The
deformation of the tip was considered in all cases when the
relative position of the surface and the end of the tip was
calculated for each scan point.

This procedure provides a discrete set of points, and so
regression analysis with simple functional forms (e.g., poly-
nomials or functions of the form 1/rn) was performed in order
to obtain continuous force-position curves, which can be
programmed easily into the AFM dynamics integration code.
The forces for a given vertical position of the tip may have
different values, depending on whether the tip has slipped
relative to the sample SWNT. This was accounted for during
the construction of the force-position curves and incorporated
into the integration of the cantilever equation of motion.

Results and Discussion
A series of 11 curves showing probe-sample force versus

height were generated at evenly spaced points along the line
perpendicular to the axis of the sample nanotube. The separation
between adjacent points was 1 nm. Figure 2 shows the location
of the 11 scan points relative to the sample nanotube, and four
of the corresponding tip-sample force curves are shown in
Figure 3 (all 11 energy-position curves, from which these force
curves were obtained by differentiation, are provided in the
Supporting Information). The abscissa on all graphs in Figure
3 corresponds to the distance between the lowest atom on the
SWNT tip and the highest atom of the Si(100)-OH surface.
Negative values on this axis correspond to elastic deformations
in nanotube and surface geometry, including local deformation
of the probe, as well as slight deformation of the Si-OH surface.

Each of the 11 probe-sample force curves generated along
the scan line was then inserted into eq 1 and integrated for the
average tip positions relative to the substrate (Zc) ranging from
50 to 0 nm, by use of actual imaging parameter values.11 For
each scan point and tip position, eq 1 was integrated numerically
for 0.02 s with a 0.1 ns integration step (to fourth-order accuracy
with respect to the time step size) to determine the oscillation
amplitude of the cantilever as a function of its vertical position
[the initial tip position was set equal to its equilibrium position,
i.e., z(Zc, 0) ) 0, and the initial velocity was set to zero in all
cases]. This numerical procedure is analogous to acquiring a
“force calibration curve” for each scan point in Figure 2.

The result of these calculations was a curve showing the
cantilever equilibrium oscillation amplitude as a function of the
average vertical position of the tip for each point along the scan
direction. Two of these curves are shown as insets in Figure 5.
The simulated cross-section trace in Figure 5 was then con-
structed by plotting the locus of tip position values which
maintained the oscillation amplitude at the set-point value of
15.4 nm. Note that the average tip-sample separation for each
scan point is given relative to the value obtained when imaging
the bare silicon oxide substrate.

The construction of tip-sample interaction force curves
through molecular simulations of large finite systems under-
estimates the long-range attractive forces present in the system.
This is because the calculation of nonbonded interaction energies
between pairs of atoms is generally limited to a cutoff radius
on the order of 1 nm or less to reduce the cost of the computation
(the number of nonbonded interactions, which scales with the
square of the number of atoms in the simulation, can account
for over 90% of the computation costs of a typical system).
Underestimating the long-range attractive forces, and hence the
region of positive force gradient, can alter the predicted regions
of amplitude bistability.13 However, at the free oscillation
amplitude employed here,A0 ) 39 nm, the average force will
be determined almost exclusively by the repulsive part of the
tip-sample interaction potential,16 and thus the underestimation
of the attractive contribution will have negligible influence on
the simulated topographic profile.

Under ambient conditions, a thin film of water is adsorbed
on hydrophilic surfaces such as SiO2. The formation of a
meniscus or liquid bridge between the surface and the probe
will result in an additional attractive capillary force that depends
on probe-sample distance.22 We did not include the effects of
adsorbed water in our model. We do not expect that inclusion
of these effects will significantly change the nanoscopic
interactions between the probe and sample nanotubes predicted
by the simulations. Future work will address this issue.

Simple models of AFM resolution assume that the probe is
a rigid, incompressible cylinder with a flat or hemispherical end.
In practice this is not the case. High-magnification TEM images
show that the ends of the probe nanotubes are generally open
due to ablation from an electrical etching procedure used to
shorten the nanotube probes to useful lengths.2,4 Purely geo-
metric arguments suggest that an open-ended tube with protrud-
ing asperities could, for extremely low-relief samples, provide
resolution comparable to the asperity diameter rather than the
full diameter of the probe, in direct analogy to results published
for silicon probes.23 However, probe asperities are unlikely to
be important when imaging a sample nanotube that has a
diameter (height above the surface) comparable to that of the
probe.

The Young’s modulus of SWNTs is approximately 1.25 TPa
along the tube axis.24 Because of this very high stiffness, only
a small amount of longitudinal compression of the tube occurs
during AFM imaging. However, Snow et al.12 have shown that
SWNT probes are susceptible to bending due to their high aspect
ratio if not oriented vertically relative to a surface. Image
artifacts from bending can be minimized by shortening the
nanotube probe so that it protrudes less than 100 nm beyond
the supporting silicon tip.

While SWNTs have exceptional longitudinal stiffness, radially
they are far more compliant,25 a characteristic that permits
localized deformation of the nanotube walls. The likelihood of
deformation is further increased due to the structural discontinu-

Figure 2. Illustration of the models used to construct the tip-sample
interaction profile. The models were constructed on the basis of
experimental TEM and AFM data. The final tip position during the
AFM scan is shown for four of these points. The corresponding force
curves are shown in Figure 3.
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ity at the opened end of the nanotube probe. The susceptibility
of nanotubes to radial deformation is predicated upon two
competing effects: the energy cost associated with strain of the
nanotube as it is deformed from its equilibrium cylindrical
geometry, and the stabilization that a compressed nanotube gains
due to increased interlayer van der Waals attractions. These two
competing effects scale in opposite directions with increased
nanotube diameter, such that larger SWNTs are easier to deform
radially than smaller diameter tubes.26 We have previously
observed that SWNTs attached to silicon AFM tips via the
“pick-up” method tend to be 4-6 nm, which is larger than the
tubes observed lying prone upon the pick-up substrate (1-3
nm).11 We postulated that the increase in net binding energy
with larger diameter nanotubes stems from the interplay between
van der Waals forces and the geometric stiffness of a nanotube.
The resulting radial “softness” of these larger nanotubes not
only increases the energy with which they bind to a silicon probe
during pick-up but also has significant implications when they
are subsequently used for AFM imaging.

Our molecular dynamics simulations show lateral slipping
of the probe nanotube relative to the sample nanotube, due both
to bending along the length of the probe and to localized radial
deformation of the probe and sample at the point of contact
(illustrated in Figure 4 and Supporting Information). This
behavior is a function of the structures and relative orientations
of the probe and sample nanotubes, the applied tip-sample
force, and the position (in thex-y plane) of the probe nanotube
relative to the sample nanotube. The smaller thex-y distance
between the center of the probe tube and the axis of the sample
tube, the larger the force required to deform the nanotubes and
cause them to slip past one another. That is, when the probe
presses on the edge of the sample nanotube, a smaller amount
of force is required to cause it to slip laterally than when it

presses on the crown of the sample nanotube. The simulations
show this deformation behavior to be completely reversible and
elastic (images illustrating reversibility are provided in the
Supporting Information). Experimentally, the elasticity is dem-
onstrated by the fact that we have not observed the topographic
cross sections to change significantly during imaging at a given
amplitude set-point, and the TEM images taken of each probe
after AFM imaging show no alterations of the nanotube
structure, such as kinks or buckles.

This lateral slipping and deformation of the probe nanotube
explains the observation of sub-probe-diameter effective resolu-
tion. In amplitude-feedback tapping-mode AFM, modulation
of the cantilever oscillation amplitude depends on the average
strength of the tip-sample forces.27 The AFM controller adjusts
the extension of thez-piezoelectric element in order to hold
the amplitude of the cantilever oscillation at the fixed value
designated by the amplitude set-point (an independent variable
set by the user). The resultingz-piezo voltage corrections are
converted to units of length and output as the topographic height
data. If the probe and sample deform negligibly under the
associated tapping forces, the sample height can be measured
accurately to within the precision of the piezoelectric element,
typically <1 Å. However, if either material is significantly
deformable, the resultantz-piezo data represents a more complex
convolution of probe and sample structure.

The simulations conducted here indicate that when the probe
SWNT is tapping on an edge of the sample SWNT, the
subsequent repulsive forces deformbothnanotubes sufficiently
to allow them to slip past one another without significantly
influencing the cantilever oscillation amplitude. In fact, when
the very edges of the probe and sample tubes come into contact,
the net tip-sample force is actually attractive rather than
repulsive, due to the large area of favorable contact between
the graphitic surfaces. This is illustrated in the force curves for
scan points 2 and 10 by the fact that the net force is negative
between the two local minima, corresponding to the region in
which the probe and the sample are slipping past one another.
Once lateral slipping takes place, the resulting tip-sample
interaction is dominated by the repulsive forces between the
probe SWNT and the Si/SiO2 surface. Thus, for that particular
x-y position, the AFM controller does not “see” the sample
nanotube. Only when the probe SWNT is positioned closer to
the crown of the prone sample SWNT are the interaction forces
between the probe and sample nanotubes high enough to cause
sufficient damping of the cantilever oscillation amplitude. At
scan point 7, which corresponds to the probe tapping on the
crown of the sample nanotube, no slipping can take place under

Figure 3. Tip-sample force curves calculated for four of the 11 scan points shown in Figure 2. The abscissa on all graphs corresponds to the
distance between the lowest atom on the SWNT tip and the highest atom of the Si(100)-OH surface. The small blue circle in each plot indicates
the lowest position that the probe tip reached during the subsequent AFM imaging simulation.

Figure 4. Illustration of the slipping phenomenon of the SWNT probe
past the SWNT sample for scan point 3. Both bending along the length
of the probe and local deformation contribute to slipping. The picture
shows that the simulated probe is more susceptible to deformation,
although the sample nanotube does deform slightly. This is due to the
larger diameter of the probe (5.4 vs 2.2 nm) and the fact that its end is
opened, which decreases its radial rigidity.
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the imaging conditions given in Table 1, because the maximum
tip-sample repulsive force does not exceed the necessary
threshold,∼30 nN. Here, the cantilever amplitude is damped
by the sample nanotube and the AFM records the interaction.
The net result is that the topographic data indicates an apparent
nanotube width that is smaller than the sum of the probe and
sample SWNT diameters.

A quantitative representation of this phenomenon is illustrated
in Figure 5. The lower half of the figure shows the effective
cross section of a sample nanotube, calculated from the MD
and AFM dynamics simulations, obtained when a SWNT probe
is used under the repulsive tapping conditions given in Table
1. This scan shows two important features that are also observed
experimentally. First, the apparent probe resolution for this
simulation is 2.0 nm, 37% of the probe diameter. Additionally,
the simulated cross section is asymmetric, which is a direct
consequence of the specific SWNT probe geometry, particularly
the tilt angle, that favors probe-sample slipping more on one
side of the sample than on the other.

In contrast, MD simulations have shown that a conventional
silicon probe does not slip under the same imaging conditions.
This is because the rigidity of the silicon probe requires higher
forces to induce deformation, while the larger radius of curvature
of the probe tip actually generates smaller lateral forces
compared to a SWNT probe. The different behavior is also due
to the chemical properties of crystalline silicon, which strongly
influence the surface-surface interactions with the SWNT
sample, as well as the attractive van der Waals forces between
the larger silicon tip and the silicon surface. These two
parameters in particular, probe compressibility and adhesion
forces, are transformed in a highly nonlinear way by the
response of the oscillating tip.28 Thus, SWNT probes perform
in a fundamentally different manner than silicon probes, not
merely when imaging prone carbon nanotubes but for a variety
of samples.

We have also simulated a smaller diameter SWNT probe
since previous reports have described nanotube probes in the
1-3 nm diameter range.1,2,4,7Smaller diameter nanotube probes
should be far less susceptible to localized radial deformation,

due to their increased resistance against compression (as seen
with the sample nanotube, Figure 4). However, the bending
mode along the length of a thinner probe is actually softer, since
the flexural rigidity scales asr4.29 The probe was a (16,16)
armchair SWNT (2.2 nm diameter, 20 nm length) that had
approximately the same aspect ratio as the larger 5.4 nm probe
used in this study. As before, the probe nanotube was oriented
at 15° relative to the surface normal and the sample nanotube
was 2.2 nm in diameter and 10 nm in length. Images from the
simulation are incorporated in the Supporting Information and
show that slipping also occurs for the thinner probe when
tapping on the edge of the sample nanotube. For this probe, the
slipping is almost entirely due to bending and not to local
deformation. The corresponding tip-sample force curve indi-
cates that the force opposing the slipping motion of the probe
was negligible.

Dekker and co-workers30 have reported previously that as a
function of driving amplitude in tapping-mode imaging, a
conventional silicon AFM probe can vertically compress a 1.4
nm single-wall nanotube lying on a flat surface, resulting in a
decreased apparentheight. This experimental observation is
consistent with previously reported experimental measurements
and molecular dynamics simulations, which described radial
deformation of 1-3 nm single-wall carbon nanotubes by both
van der Waals forces and external static loads.31-33 Here we
show that in tapping-mode AFM, the associated forces deform
the probe nanotube in addition to the sample, strongly influenc-
ing the subsequently measured effectivelateral resolution.

Our molecular dynamics simulations confirm that some
vertical compression of a prone sample nanotube occurs under
standard tapping-mode AFM conditions, for both conventional
silicon AFM probes and SWNT probes. However the simula-
tions predict that this effect is, at most, 10% of the sample tube
diameter for 1-3 nm SWNTs and occurs primarily when the
probe nanotube is tapping on the crown of the sample nanotube
(see, for example, point 7 in Figure 2). This corresponds well
with our experimental calibration of sample tube compression
under the tapping-mode operating parameters employed. The
enhanced lateral resolution, on the other hand, is due to the

Figure 5. Schematic depiction of the construction of an AFM scan from molecular and AFM dynamics simulations. The two inset amplitude-
distance curves illustrate how the measured height is obtained for each scan point at an amplitude set-point of 15.4 nm. The resulting AFM cross-
sectional height is given relative to the average tip separation from the bare SiO2 surface. The horizontal axis corresponds to the scan points shown
in Figure 2. For comparison, the cross section from experimental data has been overlaid on the same scale with its center point arbitrarily positioned
to match up with the center of the simulated cross section.
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highly localized deformation and bending of the probe nanotube
along the edges of the sample nanotube, and is therefore not
affected significantly by vertical compression.

Conclusion

By correlating experimental data with atomistic molecular
dynamics simulations, we have characterized how the unique
properties of SWNT AFM probes can strongly influence
topographic imaging fidelity. Probe bending and mutual local
deformation of both the probe and sample nanotubes under
typical tapping-mode AFM forces can result in a reduction of
the measured width of the sample tube, and consequently an
ostensive improvement of the lateral resolution, to the extent
that the resolution can appear to be better than expected from
the measured diameter of the nanotube probe. We are interested
in determining whether a similar improvement of apparent
resolution is observed when imaging less compliant samples
of different material composition, such as metallic or semicon-
ducting nanoparticles.

Given the interest in nanoscale physical and biological
phenomena, SWNT probes are likely to evolve into a more
common research tool. A complete understanding of probe
behavior in the context of atomic force microscopy is therefore
critical. It is important to note that the lateral resolution reported
here is an apparent value, arising from the simplified definition
set forth in the Introduction, and was studied for the specific
case of 4-6 nm diameter open-ended SWNT probes imaging
2-3 nm diameter SWNTs adsorbed on a flat surface. In practice,
the resolving power of an AFM probe is dependent upon the
experimental context. It is of particular importance to determine
whether the observed deformation phenomenon results in a net
gain or loss of structural information when SWNT probes are
used to image soft nanoscale samples, such as biological
macromolecules. The improvement in the apparent resolution
due to deformation of the probe and sample nanotubes in this
study was a consequence of the relatively high driving forces
applied to the AFM cantilever. Tapping-mode AFM imaging
performed in this repulsive regime with conventional probes
has been shown to damage biomolecules.14 In addition, resolu-
tion less than the probe diameter could complicate interpretation
of AFM images quantitatively.

The combination of probe structure determination, charac-
terization of imaging resolution, and simulated dynamic behavior
described here has highlighted practical differences between
carbon nanotube probes and conventional silicon probes. This
work also underscores the usefulness of atomistic simulations
in describing the dynamic nanoscale interactions involved in
scanning probe microscopy.
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Supporting Information 

 

Tables of force field parameters: 

 

TABLE 1:  Force Field Energy Expression 

Total Energy E = Ebond stretch + Eangle bend + Etorsion + Estretch-bend-stretch + 
Estretch-stretch + Evan der Waals * 

Bond Stretch Energy  

Type Harmonic 

2)(
2
1

ob RRKE −=  

Bond Stretch Energy  

Type Morse 
2)( )1( −= −− oRR

o eDE α   where  
o

b

D
K

2
=α  
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2

Angle Bend Energy 
Theta Harmonic 

2)(
2
1

oKE θθθ −=  

Angle Bend Energy 
Cosine Harmonic 

2
2 )(

2
1

o
o

CosCosK
Sin

E θθ
θ θ −=  

Torsion Energy 
Dihedral )](1[

2
1 φttt nCosdKE −=  

Stretch-Bend-Stretch Energy 
R-Cosine 

)]()()[( ojkoijo RjkRjkCRijRijCCosCosE −+−−= θθ  

Stretch-Stretch Energy 
R-R  

))(( ooss RjkRjkRijRijKE −−=  

Van der Waals Energy 
Morse )2( 2 χχ −= oDE   where   

)1(
2

−
−

= oR
R

e
γ

χ  

Van der Waals Energy 
Lennard-Jones 6-12 ))(2)(( 612

R
R

R
RDE oo

o −=  

* The present study did not consider charged samples or probes; hence the energy expression does not 
include electrostatic energy terms. 

 

 

TABLE 2:  Force Field Atom Types 

H_ Non-acid hydrogen 

H___A Acid hydrogen 

C_3 SP3 carbon 

C_2G SP2 graphite carbon 

O_3 SP3 oxygen 

Si0 Bulk silicon 

SiS Surface silicon 

SiOH Surface silicon connected to OH group 

SiH Surface silicon connected to H_ 
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TABLE 3: Harmonic Bond Stretch Parameters 

Atom 1 Atom 2 Kb Ro 

SiOH O_3 700.0000 1.5870 

O_3 H___A 500.0000 1.0000 

C_3 H_ 662.6080 1.1094 

C_3 C_3 699.5920 1.5140 

C_2G H_ 700.0000 1.0200 

C_2G C_3 739.8881 1.4860 

H_ H_ 700.0000 0.7500 

 

 

TABLE 4: Morse Bond Stretch Parameters 

Atom 1 Atom 2 Kb Ro Do 

SiOH H_ 382.3870 1.4830 92.6000 

SiH H_ 382.3870 1.4830 92.6000 

Si0 Si0 193.0936 2.3810 73.7000 

SiOH Si0 193.0936 2.3810 73.7000 

SiH Si0 240.0660 2.3810 73.7000 

SiOH SiOH 193.0936 2.3810 73.7000 

SiH SiH 193.0936 2.3810 73.7000 

C_2G C_2G 720.0000 1.4114 133.0000 

SiS Si0 193.0936 2.3810 73.7000 

SiS SiS 193.0936 2.3810 73.7000 
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TABLE 5: Angle Bend Parameters 

Atom 1 Atom 2 Atom 3 Type θK  oθ  

C_2G C_2G C_2G Cosine harmonic 196.1300 120.0000 

C_2G C_2G C_3 Cosine harmonic 196.1300 120.0000 

C_3 C_2G C_3 Cosine harmonic 188.4421 120.0000 

C_2G C_3 C_2G Cosine harmonic 220.2246 109.4710 

C_3 C_3 C_3 Cosine harmonic 214.2065 109.4710 

C_3 C_2G H_ Cosine harmonic 98.7841 120.0000 

Si0 SiH H_ Cosine harmonic 42.2500 115.1400 

Si0 Si0 Si0 Cosine harmonic 31.2682 105.0467 

C_3 C_3 H_ Cosine harmonic 117.2321 109.4710 

C_2G C_3 H_ Cosine harmonic 121.6821 109.4710 

C_2G C_3 C_3 Cosine harmonic 220.2246 109.4710 

C_2G C_2G H_ Cosine harmonic 103.1658 120.0000 

Any O_3 Any Theta harmonic 100.0000 104.5100 

H_ SiOH H_ Cosine harmonic 58.2560 110.9530 

Si0 SiOH O_3 Cosine harmonic 102.7429 109.4710 

SiOH SiOH Si0 Cosine harmonic 31.2682 105.0467 

SiOH Si0 Si0 Cosine harmonic 31.2682 105.0467 

SiOH Si0 SiOH Cosine harmonic 31.2682 105.0467 

SiH SiH Si0 Cosine harmonic 31.2682 105.0467 

Si0 SiH Si0 Cosine harmonic 31.2682 105.0467 

SiH Si0 SiH Cosine harmonic 31.2682 105.0467 

SiS Si0 Si0 Cosine harmonic 31.2682 105.0467 

SiS Si0 SiS Cosine harmonic 31.2682 105.0467 

Si0 SiOH Si0 Cosine harmonic 31.2682 105.0467 

SiOH SiOH O_3 Cosine harmonic 102.7429 109.4710 

SiH SiH H_ Cosine harmonic 42.2500 115.1400 
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5

Si0 SiS Si0 Cosine harmonic 31.2682 105.0467 

SiS SiS Si0 Cosine harmonic 31.2682 105.0467 

O_3 SiOH H_ Cosine harmonic 57.6239 109.4710 

 

 

TABLE 6: Torsion Parameters 

Atom 1 Atom 2 Atom 3 Atom 4 Kt nt dt 

C_2G C_2G C_2G C_2G 85.1200 2.0000 1.0000 

Any C_2G C_2G Any 100.0000 2.0000 1.0000 

Any C_2G C_3 Any 2.0000 3.0000 -1.0000 

Any C_3 C_3 Any 2.0000 3.0000 -1.0000 

Any SiOH O_3 Any 2.0000 3.0000 -1.0000 

 

 

TABLE 7: Stretch-Bend-Stretch Parameters 

Atom 1 Atom 2 Atom 3 Rij Rjk θo Cij Cjk 

Si0 Si0 Si0 2.3810 2.3810 109.4712 -14.8184 -14.8184 

 

 

TABLE 8:  Stretch-Stretch Parameters 

Atom 1 Atom 2 Atom 3 Kss Rijo Rjko 

Si0 Si0 Si0 3.6001 2.3810 2.3810 

 

TABLE 9:  van der Waals Parameters 

Atom 1 Atom 2 Type Do Ro γ 

H_ H_ Morse 0.018145 3.56979 10.70940 
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H___A H___A LJ 6-12 0.000099 3.19499 N/A 

C_3 C_3 LJ 6-12 0.146699 3.98300 N/A 

C_2G C_2G Morse 0.098999 3.993999 10.96300 

O_3 O_3 LJ 6-12 0.095700 3.404599 N/A 

Si0 Si0 LJ 6-12 0.310000 4.269999 N/A 

SiS SiS LJ 6-12 0.310000 4.269999 N/A 

SiOH SiOH LJ 6-12 0.310000 4.269999 N/A 

SiH SiH LJ 6-12 0.310000 4.269999 N/A 

C_2G H_ Morse 0.034710 3.744610 12.25614 

SiOH C_2G LJ 6-12 0.175186 4.132000 N/A 

Si0 C_2G LJ 6-12 0.175186 4.132000 N/A 

SiH C_2G LJ 6-12 0.175186 4.132000 N/A 

SiS C_2G LJ 6-12 0.175186 4.132000 N/A 

O_3 C_2G LJ 6-12 0.097336 3.699299 N/A 

 

The original parameters used to create these force fields were developed in the Materials and Process 

Simulation Center (California Institute of Technology).1,2,3  Additional parameters were added to study 

mixed systems (containing silicon, graphitic systems, oxygen and hydrogen) by applying arithmetic 

and/or geometric combination rules to existing parameters, by quantum mechanics calculations 

conducted by Weiqiao Deng, Richard Muller and William A. Goddard III or by using generic terms 

from the Dreiding force field.4 
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Energy-position and force-position curves from MD simulations:  
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Energy Vs. Tip Postion 
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Figure S-1: Energy-distance and force-distance profiles generated for various probe positions, 

corresponding to the scan points in figure 2 of the manuscript. 

 

Effect of thermal vibrations: 

The tip-sample potentials and the corresponding force curves were constructed at zero kelvin to 

minimize the cost of the simulations.  However, thermal vibration calculations at 300 K show that the 

potentials would not be significantly different at room temperature.  The additional thermal energy 

would have the effect of lowering the energy barriers that the system needs to overcome in order for the 

probe to slip off the sample.  This is only relevant for scan points 6, 7 and 8, for which the probe did not 

slip at the tip-sample forces present during tapping mode imaging. Only at much higher forces (~30 nN) 

did the probe slip off the sample nanotube at these points.  The force and energy curves presented here 

show that the energy requirement to cause these points to slip is the same as that required to 

longitudinally compress the probe by one full nm, which is much greater than the available thermal 

energy.  Our calculations show that the maximum horizontal displacement of any atom on the tip of the 

probe at 300 K is below 0.095 nm (less than 1.8% of the probe width), which would not significantly 

104



 

10

change the relative position of probe and sample.  The amplitude of the vertical vibrations is less than 

0.055 nm. 

 

Characterization of SWNT deformation modes: 

 

Figure S-2: Degree of probe bending shown for two 

extreme cases: scan point 2, the point on the scan where the 

5.4 nm diameter probe nanotube first comes into contact 

with the sample nanotube, and scan point 5, the last point 

for which slipping occurred during the imaging simulation.  

The probe images have been rotated from their original 

tilted position to illustrate the amount of bending that the 

probe undergoes. The local deformation of the tip is also 

shown in the bottom pictures.  The images show that both 

bending and local deformation contributes significantly to 

the reduction in the probe�s effective resolution for this 

SWNT diameter.  
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Slipping of smaller SWNT probes: 2.2 nm diameter, 20 nm in length: 

 

Figure S-3: The images from the simulation with the 2.2 nm diameter probe show that slipping also 

occurs for smaller probes, although it is primarily due to bending and not to local deformation, due to 

the higher radial stiffness for the thinner SWNT probes.  In order to slip, the probe needed to displace 

laterally a distance of approximately 0.5 nm (22% of the sample diameter). 

 

 

Figure S-4: Force curve for the 2.2 nm SNWT probe.  The dashed circle shows the region where 

slipping occurs.  As the graph shows, there is no significant force opposing the slipping motion of the 

probe.  The negative peak in the force is due to snap-to-contact as the probe first approaches the sample. 
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Illustration of reversibility in SWNT probe-sample interaction: 

 

Figure S-5:  Sequential images illustrating the reversible elastic nature of the deformation phenomenon.  

The top image on the left corresponds to the SWNT tip and sample before contact for scan point 6.  The 

second image corresponds to the tip compressing the SWNT with a force of 33 nN (approximately twice 

the maximum tip-sample force observed during imaging).  Images 3-6 correspond to intermediate 

geometry relaxation steps of the probe and sample after the probe has retracted.  Note that the time 

required for geometry relaxation is on the order of 20 ps, one order of magnitude smaller than the 

integration time step used for AFM dynamics simulations (0.1 ns).  This guarantees that the probe and 

sample are able to relax before the tip impacts the sample a second time. 
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A p p e n d i x  A  

VA-TIRFM supporting information 

 

The following are included in this appendix: 

A.1 Relationships between excitation laser beam position and angle of incidence in the 

coverslip 

A.2 Evanescent field intensity as a function of angle of incidence 

A.3 Imaging sequence table including which images are averaged  

A.4 Andor iXonem+ 897 camera background 

A.5 Photographs of Teflon cell culture chamber 

A.6 Photographs of TIRF microscope and excitation positioning assembly 
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A.1 Relationships between excitation laser beam position and angle of incidence in the 

coverslip 

 

 

Prism based TIRF angle measurement (July 1-6, 2010) 

These values were used for all of the data analysis presented in this thesis. 

 

Excitation laser distance         Excitation laser distance          Incidence angle at N-LAF21 

from start of TIRF (microns)    from actuator 'Home' (mm)     coverslip-air interface 

30 9.54 62.20011804 

40 9.55 61.56618627 

50 9.56 60.97517815 

60 9.57 60.36034276 

70 9.58 59.75822335 

80 9.59 59.15776225 

90 9.6 58.57997814 

100 9.61 58.09803605 

110 9.62 57.47241837 

120 9.63 56.94762434 

130 9.64 56.49142547 

140 9.65 55.87686581 

150 9.66 55.38603725 

160 9.67 54.84467262 

170 9.68 54.37578342 

180 9.69 53.84137628 

190 9.7 53.36306498 

200 9.71 52.85593721 

210 9.72 52.38820027 

220 9.73 51.89360491 

230 9.74 51.3740835 

240 9.75 50.89504964 

250 9.76 50.42415964 

260 9.77 49.87027422 

270 9.78 49.43323141 

280 9.79 48.96066402 

290 9.8 48.51270569 

300 9.81 48.06056125 

310 9.82 47.57803314 

320 9.83 47.121313 

330 9.84 46.65059582 

340 9.85 46.23064973 

Table A.1 Angle as a function of beam position. This measurement was made in the TIRF 

region using a SF-2 equilateral prism (n=1.648) to project the beam onto lab wall. Then the 

beam angle in air was calculated, then the beam angle in the prism and then that in the 

coverslip using a coverslip index of refraction-1.7993 and a 488  nm laser. 
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Figure A.1 Angle of incidence as a function of beam offset. This is from the prism-based 

measurement of beam angle as a function of position. The curve fit relation was used to 

relate the position data in my lab notebook to the angle of incidence. That angle of 

incidence was in turn used to establish penetration depth. Therefore this figure was used to 

select which images to use for image processing in every case for the data presented in 

Chapter 2 of this thesis. This relation was used rather than absolute beam position because 

at times there was some drift in the measured position. In that case I would use the offset 

from onset of TIRF (defined by the maximum angle allowed by the back aperture) to 

determine what the angle and thereby the penetration depth were. 
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Figure A.2 Prism based TIRF measurement fit and data:  Offset laser position as a function 

of angle. This is the inverse plot from that in Figure A.1.  
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Figure A.3 Prism TIRF data compared to a linear fit: it is really close. 
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Figure A.4 Full scale fit from the laser in Epi (pointed vertically) to sealing down to the 

critical angle (data points from 0° to ~34°). It also includes a waterbased TIRF onset 

datapoint and another at the extreme edge of the back aperture point. The units on the 

excitation beam position are distance in (mm) from the actuator 'homed' position. 
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Figure A.5 Beam angle as a function of excitation beam position. Full scale fit from the 

laser in Epi pointed vertically to sealing down to the critical angle (data points from 0° to 

~34°). It also includes a water-based TIRF onset datapoint and the extreme edge of the 

back aperture point. The units on the excitation beam position are distance in (mm) from 

the actuator 'homed' position. This is the inverse of Figure A.4. 
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Figure A.6 The measured field intensity averaged was about 10% (on average) lower than 

that predicted by theory over the TIRF range of incident angle.  At present we can only 

speculate as to the origin of this discrepancy. One possibility is that the evanescent field 

intensity is diminished across the coverslip in the direction of propagation due to scattering 

caused by the sample and coverslip surface roughness. An alternative explanation is that 

the difference is due to my measurement and/or data analysis error. A third is that a small 

fraction of the excitation energy within the evanescent region might contain some vertically 

polarized energy 

 

As a result the normalization factor was increased by 10% from theory to account for this 

difference. 
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A.2 Evanescent field intensity as a function of angle of incidence 

Microns 

offset 

position 

(mm) Penetration 

Calc 

Intensity Normalization ADJ+ 

  angle  Depth (nm)   10% 

0 9.51 64.274 46.11099207 1.849497093 2.153675043 2.369 

10 9.52 63.590 47.13495262 1.941917327 2.051176781 2.256 

20 9.53 62.922 48.22529751 2.033929283 1.958384574 2.154 

30 9.54 62.268 49.38857035 2.125454198 1.874053902 2.061 

40 9.55 61.628 50.63245181 2.21642634 1.797134269 1.976 

50 9.56 61.002 51.96600732 2.306792179 1.726733673 1.899 

60 9.57 60.389 53.40000522 2.39650959 1.662090462 1.828 

70 9.58 59.787 54.94733027 2.485547091 1.602550902 1.762 

80 9.59 59.198 56.6235278 2.573883125 1.547551127 1.702 

90 9.6 58.620 58.44753042 2.661505365 1.496602556 1.646 

100 9.61 58.052 60.44264372 2.748410064 1.449279998 1.594 

110 9.62 57.494 62.63790777 2.834601432 1.405211924 1.545 

120 9.63 56.946 65.07001602 2.920091055 1.364072441 1.500 

130 9.64 56.407 67.78608288 3.004897335 1.32557465 1.458 

140 9.65 55.876 70.84774223 3.089044974 1.289465115 1.418 

150 9.66 55.353 74.33740586 3.172564475 1.255519238 1.381 

160 9.67 54.838 78.36817005 3.255491682 1.22353737 1.345 

170 9.68 54.329 83.1001824 3.337867337 1.193341535 1.312 

180 9.69 53.826 88.76912127 3.419736672 1.164772646 1.281 

190 9.7 53.328 95.73903929 3.501149013 1.137688147 1.251 

200 9.71 52.836 104.6087792 3.582157416 1.111959992 1.223 

210 9.72 52.348 116.4508049 3.662818315 1.087472921 1.196 

220 9.73 51.864 133.4349282 3.743191193 1.064122971 1.170 

225 9.735 51.623 145.2559639 3.783288968 1.052844698 1.158 

230 9.74 51.384 160.8804372 3.823338265 1.041816197 1.145 

235 9.745 51.144 182.9217212 3.86334724 1.031027108 1.134 

240 9.75 50.906 217.4781111 3.903324181 1.020467568 1.122 

245 9.755 50.668 283.9205354 3.943277501 1.010128182 1.111 

250 9.76 50.430 521.9432409 3.983215732 1 1

Table A.2 Evanescent field intensity at the coverslip surface as a function of angle of 

incidence. The +10% values in the far right column were used for all images processed in 

Chapter 2 of this thesis. 
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Figure A.7 The measured field normalization factor as a function of offset beam 

position from the onset of illumination (at the outside edge of objective). The actual 

onset was considered to be once the full beam was past the edge of the objective. That 

onset was found to be 20 microns past the point where light would first start to leak past 

the edge. The evanescent field intensity was determined by measuring the fluorescence 

intensity from 20 nm beads stuck on a N-LAF21 coverslip with more beads in solution 

above the coverslip. To make this measurement, the average of a very small region of 

interest was defined in ImageJ. Four sets of measurements were made across the 220 

micron TIRF range. A new region of interest was selected for each of those runs. The 

average intensity within that ROI was measured in 10 micron increments. The intensity 

for the four runs at each position was then averaged. That yielded the data plotted here. 

When beads became continuously visible in any part of the image, the limit of TIRF was 

considered to have been reached. From this point it was ~20 microns further in beam 

position before the full field would be far-field illuminated...presumably due to beam 

width again. 
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A.3 Imaging sequence table including which images are averaged  

Assume that images were taken every 10 microns from the onset of TIRF (as defined 

above), then those images can be numbered. Image 1 was the very first image taken at the 

onset of TIRF. Image 26 was then taken after shifting the beam position 250 microns 

towards being centered. 

These assume five slice image stacks as defined in Tables 2.2 and 2.3. 

z-stack from most extreme 

TIRF towards critical angle 

5 image logarithmic defined 

in Table 2.3 

5 image even-spaced  

defined in Table 2.2 

Stack Image 1 Average images 1-5 Average images 1-5 

Stack Image 2 Average images 13-17 Average images 19-21 

Stack Image 3 Average images 21-22 Average images 23-24 

Stack Image 4 Image 24 Image 25 

Stack Image 5 Average images 25-26 Image 26 if very clean 

else just use 4 stack 

Table A.3 Images selected and averaged for z-stack to be used for 3D image generation. 
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A.4 Andor iXonem+ 897 camera background 

 

A 200 image sequence was acquired with the camera stable at -85°C. During these images 

the 488 laser was on but the shutter was off. Also the room light was off but computer 

monitors were on. A z-stack was then assembled and averaged. The histogram of that 

image showed values at 109, 110 and 111 counts per pixel with 110 having more pixels 

than the other two combined.  

 

The camera background value of 110 counts per pixel was therefore used for all 

calculations within this thesis. 
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A.5 Photographs of Teflon cell culture chamber 

 

 

Figure A.8 Cell culture chamber parts. The baseplate was made of stainless steel. The 

chamber was made from virgin Teflon and sealed with a silicon o-ring. The chamber was 

covered with a commercial 35 mm culture dish top (to ensure proper circulation of air in 

the incubation chamber). 
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Figure A.9 An assembled cell culture dish is shown on the left with a commercial 35 mm 

cover. 
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Figure A.10 A fully assembled culture dish is shown above from the top and also from the 

bottom. 
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A.6 Photographs of TIRF microscope and excitation positioning assembly 

 

Figure A.11 The complete Olympus IX71 microscope used for the VA-TIRFM study 

reported in this thesis is shown here. Note the laser positioning assembly on the right. 
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Figure A.12 Laser alignment and positioning assembly with control electronics. 
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A.13 View of laser positioning assembly facing the microscope. 
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A p p e n d i x  B  

Cell, Cleaning and Surface Chemistry Protocols 

 

Protocols presented: 

• N2a cell plating 

• N2a cell transfection 

• N2a cell media 

• N2a cell media-clear 

• Intracellular Fluid 

• Extracellular Liquid 

• Coverslip cleaning 

• Cell Lysis 

• Membrane patch preparation 

• N2a cell top membrane adhesion 

• Linking carboxylated beads to APTES coated coverslip 

• APTES coating glass coverslips 
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N2a cell plating protocol 

L. Wade 

April 13, 2009 

This protocol is for splitting flasks of N2a cells and for plating cells into new culture 

dishes. 

 

Basics: 

Sterilize everything with 70% ethanol.  Then put into hood 

Spray hands too....every time you touch something outside the sterile box. 

Wear short sleeves or roll up long sleeves. 

Stay sterile 

Toss anything that touches anything else 

 

 

Fluids used: 

TrypLE express (Gibco 12605) 

This is basically trypsin. It is used to separate the cells from the flask in which they’ve been 

growing. 

 

N2a Cell Media Protocol for 500 ml solution: 

a. DMEM, high Glucose, 4mMl-glutamine (Gibco 11965-092) 222.5 ml 

b. Fetal Bovine Serum, Qualified (Gibco 26140-079) 50 ml 

c. Optimem1 222.5 ml 

d.Pen/Strep (100x) (Mediatech 30-009-CI/Gibco 15140-122) 5 ml 

-note this is a mix of the antibiotics Penicillin and Streptomycin 

 

Add together, stir, and then 0.22 μm filter into sterile 500 ml container. 

I checked pH:  7.42 without titration. 

 

Flask Splitting protocol: 

Prepare three 50 ml centrifuge tubes. 

Add 5 ml of TrypLE (avoids contamination of main bottle) to one of the tubes. 

Transfer 50 ml of N2a growth media into the second tube. 

Spray and pass the third tube into the sterile hood to hold cells later in protocol. 

Separate cells from flask. 

Evacuate all serum from flask. 

Use 5 ml pipette to add a couple ml of N2a cell media. 

Roll this around flask and then evacuate this media. 

Add 2-3 ml of trypsin, roll it around flask and then set flask in incubator for 2 to 4 minutes. 

Add 10 ml of N2a growth media to flask. 

Suck back into 10 ml pipette, then back out then back in. 

Repeat this a total of 3 to 4 times. 

Suck up the ~12 to 13 ml of cells-in-media solution and put into the previously sterilized 

empty 50 ml bottle. 

Suck about 1 ml of this media (for 10:1 split...or ~2.5 ml for 5:1 split) and put into a new 

sterile flask. 
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Add 13 ml of N2a cell media to this new flask. 

Label flask with the passage number, the date of plating, your name, the cell type. 

Place new flask in incubator. 

Discard old flask and TrypLE containing 50 ml bottle. 

 

Notes:  p30 is the end of a cell line’s useful life.  More than p25 is pretty old, and p28 and 

more is aged severely.  My experience is that old cell lines are less vital and express (the 

desired) proteins at much lower levels than new cell lines do. 

 

Plate cells into new culture dishes: 

Pass new culture dishes into the sterile hood after spraying liberally with ethanol. 

Calibrate the cell density in the 50 ml tube left over from splitting the cells from old flask: 

Turn 50 ml tube up and down a couple times to mix the cells in the media. 

Pipette out ~100μl of this solution. 

Wick into hemacytometer with coverslip. 

I use one made by Hausser Scientific, model 3500, ‘Levy Hemacytometer, 

improved Neubauer.’  Each group of 16 squares has a volume of 0.1 μl. 

Count the number of cells in each of the four 16 grid locations. 

Count cells on the top and lefthand lines but not those on the bottom or righthand 

lines. 

Divide the total by four. 

The density in the 50 ml flask is therefore this number times 10,000 per ml. 

For example:  a total count of 236 mean that there were an average of 59 cells per 

16 grid location and that the flask has a density of 590,000 cells per ml of 

media/cell solution. 

We want to plate about 90,000 cells into each new culture dish.  So in the case described 

above we want to put 90,000 cells/ 590,000 cells/ml = 0.15 ml of solution pipetted into 

each culture dish (this is for large dishes (50-60 mm dia)). For my teflon 35 mm dishes I 

plated 25,000 cells. 

For my 35 mm teflon dishes with 20 mm coverslips try 10,000 cells. 

Also add 4 ml of N2a cell growth media into each culture dish. 

Gently swish cells in a figure 8 until well mixed. 

No opaque clump in center should be visible. 

Put into incubator. 

Dispose of everything and spray everything in sterile hood with ethanol including the 

suction tube. 

 

Longevity 

Cells in culture dish ready for transfection in ~1 day. 

Cells in flask will live for 3-4 days and then need to be split again. 
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Cell transfection protocol 

L. Wade 

April 13, 2009 

This protocol is for transfecting DNA plasmids into N2a cells. 

Basics: 

1. Sterilize everything with 70% ethanol.  Then put into hood. 

a. Spray hands too....every time you touch something outside the sterile box. 

b. Wear short sleeves or roll up long sleeves. 

2. Stay sterile. 

a. Toss anything that touches anything else. 

Fluids used: 

DMEM   (Gibco 11965) 

ExpressFect Transfection Reagent (Denville Scientific) 

DNA Plasmids to be transfected 

N2a cell growth Media (only needed for final step) 

 

Transfection solution preparation: 

1) Pass one ~1ml centrifuge tube into the sterile hood for each dish being prepared, 

plus One extra.   

2) Transfer 100μl DMEM into one centrifuge tube for each dish to be prepared. 

3) Add plasmid to each centrifuge tube for each dish in the appropriate amount: 

a. 75 ng of mCherry labeled lyn kinase (membrane localized protein) is 0.46 

μl (160 ng/μl). 

b. 500 ng of 4 with GFP or 2 with or w/o GFP.  Density is 100 ng/μl so 

for these transfer 5μl into each tube. 

4) Prepare ‘master mix’: 

a. Into extra tube transfer 100 μl of DMEM plus 8μl of Expressfect for each 

50 mm dish being prepared (4 μl for a 35 mm dish). 

b. Gently tap bottom of this master mix several times to mix. 

5) Pipette 104 μl of ‘master mix’ into each centrifuge tube (one per dish). 

6) Vortex and then let sit for 15-20 minutes. 

 

Transfect culture dishes: 

1) Pipette ~3ml media from culture dishes to be transfected. 

a. Leaves about 1.5 mm deep media in each dish. 

b. Put removed media into a 50 ml tube for future disposal. 

2) Pipette all liquid from one centrifuge tube (about 205 to 210 μl each) and transfer 

into a culture dish. 

3) Gently swirl each of the dishes to mix fluids. 

4) Place all transfection culture dishes into incubator and wait 4 hours. 

5) Wipe everything down with ethanol mixture (70%) 

6) After four hours evacuate transfection mixture out of each dish and immediately 

add ~4 ml of N2a cell media. 

7) Swirl some and suction up again. 

8) Once again immediately add 4 ml of N2a cell media and then place sealed dish in 

incubator. 
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9) Dish will be ready to image in 48 hours (optimally). 

a. Can be imaged as early as 24 hours with low levels of protein expression. 

b. 36 to 60 hours is the optimal range. 

 

 

 

N2a Cell Media Protocol 

500 ml solution 

DMEM, high Glucose, 4mMl-glutamine (Gibco 11965-092) 222.5 ml 

Fetal Bovine Serum, Qualified (Gibco 26140-079) 50 ml 

Optimem1 222.5 ml 

Pen/Strep (100x) Mediatech 30-009-CI/Gibco 15140-122) 5 ml 

(note this is a mix of the antibiotics Penicillin and Streptomycin) 

 

Add together, stir, and then 0.22 μm filter into sterile 500 ml container. 

 

I checked pH today:  7.42 without titration. 

 

 

N2a Cell Media-clear 

 

445 ml of DMEM without phenol red 

5 ml of penicillin streptomysin (we have aliquots) 

50 ml of FBS 

 

 

Intracellular fluid 

Rev 2 with recommended changes by Fraser Moss on 9 January 2009: 

 

mM     Compound                Fw                   100 ml (1X) 150ml (1X) 

130     KCl                              74.55              969.2 mg 1.454 g 

6          MgCl2.6H2O            203.3              122.0 mg 183 mg 

5          EGTA                        380.4              190.2 mg 275.3 mg 

10        HEPES                      238.3              238.3 mg 357.5 mg 

 

Titrate the pH of this solution to ~7.4 using KOH NOT NaOH. 

Also check the osmolarity of this solution.  Typically mammalian cells in culture will be in 

media of 296mOsm/kg.  Try and get your solutions in this ballpark (+/- 10% max).  Add 

glucose to increase and water to decrease.  Check that the concentrations above have not 

been changed if water is added. 

 

The solution below includes ATP, which is not necessary for today’s work (membrane 

patches) as my cell is not functioning: 

mM     Compound                Fw                   100 ml (1X) 

110     K-gluconate              234.25                2.577 g 

20        KCl                            74.55            149.1 mg 
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1          MgCl2.6H2O           203.3                20.3 mg 

5          EGTA                       380.4              190.2 mg 

5          MgATP                     507.2              253.6 mg 

10        HEPES                      238.3              238.3 mg 

Titrate the pH of this solution to ~7.4 using KOH. 

 

For whole cell patch clamping use: 

From Nashmi-JNeuro-2007 

Whole-cell recordings were performed with glass electrodes (2–5 M ) filled with an 

internal solution [88 mM KH2PO4, 4.5 mM MgCl2, 0.9 mM EGTA, 9 mM HEPES, 0.4 

mM CaCl2, 14 mM creatine phosphate (Tris salt), 4 mM Mg-ATP, and 0.3 mM GTP (Tris 

salt), pH 7.4 with KOH.] (Nashmi et al., 2003; Fonck et al., 2005).  Also used in Drenan, 

MolPharm-2008. 

 

 

Extracellular Liquid-ECL (or Solution-ECS or Fluid-ECF) 

 

After Clemens, Sodickson DL and Bean BP (1998) J. Neurosci. 18, 8153-8162. 

 GMW mM X1 1l(g) 10X 1l(g) 

NaCl 58.44 150 8.766 87.66 

KCl 74.55 4 0.298 2.98 

Hepes 238.3 10 2.383 23.83 

MgCl2 203.3 2 0.407 4.07 

CaCl2 110.99 2 0.222 2.22 

Glucose 180.16 10 1.802 18.02 

Adjust to pH 7.4 with NaOH 
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Coverslip cleaning summary 

 

This is for starting with dirty coverslips and going all the way. 

 

To clean new coverslips, that do not need a specific surface charge, you can simply 

sonicate in spectroscopic grade acetone and then blow dry. 

 

My standard Glass Cleaning Proceedure  

June 8, 2010 

This is a variation of the RCA method 

 

In the “RCA” method, coverslips and slides were: 

1. sonicated in a surfactant solution (2% Micro-90) for 20 min,  

2. washed for 3min in a stream of deionized water,  

3. rinsed thoroughly with 18.3 M -cm and 0.22μm filtered water,  

4. then immersed in boiling RCA solution (3:2:1 high-purity H2O, 30% NH4OH, 30% 

H2O2) for 20 min.  

a.  Temperature was 78C and the fluid was boiling. 

b. e.g. for 420 ml of RCA solution (SC-1) combine 210 ml of water with 140 ml of 

NH4OH with 70 ml of H2O2. 

5. Coverslips were rinsed and stored in high purity water to avoid particulate 

contamination. High-purity water was 18.3 M -cm and 0.22μm filtered.  

6. Rinses:  rinsed 6 times, vigorously in 18.3 M -cm and 0.22μm filtered water, filled to 

brim and vigorously agitated. 

7. Immerse in boiling acid solution (SC-2): combine (14:3:1 ratio) 350 ml of water with 75 

ml of H2O2 with 25 ml of HCl (37%) for 450 ml solution for 10 minutes. 

a. Remember to add acid to water. 

8. Rinses:  rinsed 6 times, vigorously in 18.3 M -cm and 0.22μm filtered water, filled to 

brim and vigorously agitated. 

9. Store in the same crystallization dishes filled with a 7th round of 18.3 M -cm and 

0.22μm filtered water. 

10. Immediately before use, coverslips were blown dry with filtered nitrogen (MMCFA02 

filter: 0.01 μm filtered, oil removed to 1 part per trillion of line input; Airmaze, Stow, OH, 

USA). 

 

 

Alternate methods: 

The one step RCA method is probably less aggressive to the glass but it can leave organic 

stuff behind. All of the methods described below leave the coverslip highly hydrophobic. 

 It may therefore be necessary to coat with poly-DL-lysine afterward for cells to happily 

bind to the glass surface. 
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1. RCA cleaning is the industry standard for removing contaminants from wafers. Werner 

Kern developed the basic procedure in 1965 while working for RCA (Radio Corporation of 

America) - hence the name. 

 

In the “RCA” method, coverslips and slides were: 

1. sonicated in a surfactant solution (2% Micro-90) for 20 min,  

2. washed for 3min in a stream of deionized water,  

3. rinsed thoroughly with 18.3 M -cm and 0.22μm filtered water,  

4. then immersed in boiling RCA solution (6:4:1 high-purity H2O, 30% NH4OH, 30% 

H2O2) for 1 h.  

a.  Temperature was 78C and the fluid was boiling. 

b. e.g. for 440 ml of RCA solution combine 240 ml of water with 160 ml of NH4OH with 

40 ml of H2O2. 

5. Coverslips were rinsed and stored in high purity water to avoid particulate 

contamination. High-purity water was 18.3 M -cm and 0.22μm filtered.  

6. Rinses:  rinsed 6 times, vigorously in 18.3 M -cm and 0.22μm filtered water, filled to 

brim and vigorously agitated. 

7. Store in the same crystallization dishes filled with a 7th round of 18.3 M -cm and 

0.22μm filtered water. 

8. Immediately before use, coverslips were blown dry with filtered nitrogen (MMCFA02 

filter: 0.01 μm filtered, oil removed to 1 part per trillion of line input; Airmaze, Stow, OH, 

USA). 

 

An updated version of RCA (from: http://fabweb.ece.uiuc.edu/recipe/rca.aspx ) 

recommends: 

1. starting with Acetone,  

2. DI water rinse 

3. Put in an acid rinse: 50:1 H20, HF (hydrofluoric acid) for 30 seconds. 

4. DI water rinse 

5. Then use RCA solution. Their solution uses the same components but in different ratios:  

10 (H2O), 2 (H202), 1 (NH4OH).  They also use a temp of 75 C.  They leave their wafers 

(coverslips for me) there for ~20 minutes (~10 minute warmup and 10 minutes at 75 C).  

While this is going on, prepare the next solution. 

6. Rinse with DI water 

7. Then use a second solution in the ratio (17 (H20), 3 (H202), 1 (H2SO4-sulfuric acid)). 

Remember the AAA rule: Always add acid to water! Sulfuric acid reacts violently with 

water: add it very slowly, and only if the temperature of the water is below 30°C. Put 

wafers in this solution and then heat to 75 C. Then remove wafer (so time to 75C is ~10 

min?). 

8. Then do another 50:1 DI:SF etch for 15 seconds (strips hydrous oxides) 

9. Rinse in DI water 

10 Place wafers back into the 17:3:1 H2O:H2O2:H2SO4 solution (now heated to 75C).  

Leave it there for 10 minutes. 

11. Rinse in DI water 

12. Blow dry with Nitrogen gas. 
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Third variation: The RCA clean first uses an H2O-NH4OH-H2O2 solution (standard clean 1; 

SC1) to remove organic contaminants and particles. After rinsing with dilute HF, a second 

standard solution (SC2) uses a H2O-HCl-H2O2 mixture to remove metal contaminants. A 

final rinse prepares the wafer for further processing. 

 

Fourth variation is copied from Wikipedia: http://en.wikipedia.org/wiki/RCA_clean 

 

The RCA clean is a standard set of wafer cleaning steps which needs to be performed 

before high temp processing steps (oxidation, diffusion, CVD) of silicon wafers in 

semiconductor manufacturing. RCA cleaning includes RCA-1 and RCA-2 cleaning 

procedures. RCA-1 involves removal of organic contaminants, while RCA-2 involves 

removal of metallic contaminants. 

Werner Kern developed the basic procedure in 1965 while working for RCA, the Radio 

Corporation of America 
[1]

 It involves the following : 

1. Removal of the organic contaminants (Organic Clean) 

2. Removal of thin oxide layer (Oxide Strip) 

3. Removal of ionic contamination (Ionic Clean) 

The wafers are prepared by soaking them in DI water. The first step (called SC-1, where 

SC stands for Standard Clean) is performed with a 1:1:5 solution of NH4OH (ammonium 

hydroxide) + H2O2 (hydrogen peroxide) + H2O (water) at 75 or 80 °C
[1]

 typically for 10 

minutes. This treatment results in the formation of a thin silicon dioxide layer (about 10 

Angstrom) on the silicon surface, along with a certain degree of metallic contamination 

(notably Iron) that shall be removed in subsequent steps. This is followed by transferring 

the wafers into a DI water bath. 

 

The second step is a short immersion in a 1:50 solution of HF + H2O at 25 °C, in order to 

remove the thin oxide layer and some fraction of ionic contaminants. 

 

The third and last step (called SC-2) is performed with a 1:1:6 solution of HCl + H2O2 + 

H2O at 75 or 80 °C. This treatment effectively removes the remaining traces of metallic 

(ionic) contaminants
[1]

. 

 

 

The RCA cleaning procedures leaves hydroxyl groups on the glass surface, which is 

deprotonated at the pH used here, and thus impart negative charge to the surface (making it 

hydrophilic). While this charge can provide some electrostatic shielding against non-

specific adsorption of tagged nucleotides, the surface charge density is very low. 

 

Notes:   

H2O2 is hydrogen peroxide 

NH40H is ammonia hydroxide 
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A more aggressive method: 

1) Fill a clean teflon rack with coverslips (VWR, No.1, 1" square) and place in a clean 

crystallization dish. 

2) Cover the glass coverslips with Micro-90 cleaning solution. Sonicate for 30 min 

and rinse in DI water. 

3) Fill the crystallization dish with 30 % (w/w) NaOH. Sonicate the totally immersed 

coverslips at room temperature for 1 h. 

4) The coverslips must be rinsed in DI water again, until they reach pH = 6.5 (pH of 

our laboratory water). 

5) Steps 3) and 4) are repeated with 1 N HCl. 

6) Refill and store coverslips in 18 M  water 
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Cell Lysis 

 
 AfCS Solution Protocol  

Reagent name: Hypotonic cell lysis buffer stock, pH 7.4, 2X  

Reagent name abbreviation: 2X HSE, pH 7.4  

Protocol ID: PS00000678  

Version: 01  

Volume: 250 ml  

Components: 

Reagent  

 Source   Catalog or

Protocol No.  

 F.W. or Stock

Conc.  

 Quantity   Final  

Concentration  

  

 HEPES   Invitrogen   15630080   1 M   10 ml   40 mM    

 Sodium 

chloride 

(NaCl)  

 None   PS00000677   4 M   2.5 ml   40 mM  

  

 EDTA, pH

8.0  
 None   PS00000026   0.5 M   5 ml   10 mM  

  

 Hydrochloric 

acid (HCl)  
 None   PS00000034   1 N   titrate   NA  

  

 Sodium 

hydroxide 

(NaOH)  

 None   PS00000038   1 N   titrate   NA  

  

 
 Preparation:  
1. Pipette HEPES, NaCl, and EDTA in order into a 250-ml beaker.  

2. Add purified water to a volume of approximately 220 ml.  
3. Adjust pH to 7.4 with 1 N HCl or 1 N NaOH.  
4. Adjust volume to 250 ml with purified water in a graduated cylinder.  
5. Sterilize by autoclaving or filtration and divide into 50-ml aliquots.  
 
Storage:  
Temperature: 4 °C  
Aliquot size: 50 ml  
Author: Leah Santat  
Date: 09/01/04  

Approved: Iain Fraser  

 

 

 
Membrane patch preparation: 

 

Adhere the cell onto an APTES coated glass coverslip.  Plate cells on coverslip and let 

grow. 

Prepare coverslips using the Pierce protocol. 

 

Wash with ice cold PBS once to remove loose cells 
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Pour into edge of dish and let sit for 1 min., then pour out 

 

Lyse the cell: 

Low concentration ionic buffer solution:  18 M  water with 5 mM NaH2PO4 and 1 mM 

EDTA (pH 7.1).  Do this in the refrigerator. Let sit for 12.5 minutes. 

 

Cell lysis (splitting of cells) is when a cell gets so fat from all the hypertonitation that it just 

explodes. Cytolysis is the lysis of cells in a hypotonic environment. Cytolysis is caused by 

excessive osmosis, or movement of water, towards the inside of a cell (hyperhydration). 

The cell membrane cannot withstand the osmotic pressure of the water inside, and so it 

explodes. Osmosis occurs from a region of high water potential to a region of low water 

potential passing through a semipermeable membrane, so these bursting cells are located in 

hypotonic environments. (from wikipedia). EDTA chelates Ca ions involved in 

intercellular and intra-cellular adhesion and results in better breakdown of cells.   

 

Wash the cells to remove everything but the adhered membranes.  Do this with ice cold 

solution.  

Wash in ice cold PBS.  

Again pour into edge of dish, let sit for 1 min. then pour out 

Replace with PBS and then look under microscope to make sure the patches look good. 

 

Try imaging membrane patches with the membrane skeletal structure intact in PBS. 

 

Dissolve the membrane skeletal structure 

Remove the filamentous actin/spectrin mesh by incubation with a 0.5 mM Na phosphate 

buffer (0.5 mM NaH2PO4, 0.05 mM EDTA, pH 7.4) at 37 °C for 30 min. 

Place cells in incubator in hallway. 

 

Gently wash again with PBS. 

  

Image wet in PBS. 

 

Mixing Protocols: 

Lysing solution: 5 mM NaH2PO4 and 1 mM EDTA (pH 7.1) 

Make about  liter.   

 

Start with 500 ml of 18 M  water in a flask 

 

 liter x 0.005 M x 137.99 g/Mol=0.345 g of NaH2PO4 H2O 

Add 0.345 g of NaH2PO4 H2O 

 

We have 0.5 M EDTA. And want 1mM (500 times more dilute).   

Add 1 ml EDTA for 500 ml. 

 

Mix using a stirring bar and measure pH.  Add NaOH until at pH=7.1. 



 140

Then vacuum feed and filter into 500 ml container. 

 

 

Membrane skeletal structure removal: 0.5 mM NaH2PO4, 0.05 mM EDTA, pH 7.4 

 

Make about  liter. 

 

Start with 500 ml of 18 M  water in a flask 

 

 liter x 0.0005 M x 137.99 g/Mol=0.0345 g of NaH2PO4 H2O 

Add 0.0345 g of NaH2PO4 H2O 

 

We have 0.5 M EDTA. And want 0.05mM (10000 times more dilute).  

Add 50 μl EDTA for 500 ml. 

 

Mix using a stirring bar and measure pH.  Add NaOH until at pH=7.4. 

 

Then vacuum feed and filter into 500 ml container. 
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N2a cell top membrane adhesion to coverslip 

February 6, 2009 

 

Use an APTES coated coverslip 

Prepare using Pierce instructions and product #80370: 

Protocol for Amino-Silylation of a Glass Surface 

1. Thoroughly wash and dry the glass, silica or quartz surface to be coated. 

Note: Perform steps 2 and 3 in a fume hood. 

2. Prepare a 2% solution of 3-Aminopropyltriethoxysilane in acetone. For example, mix 1 

part Amino-silane Reagent with 49 parts dry (i.e., water-free) acetone. Prepare a volume 

sufficient to immerse or cover the surface material. 

3. Immerse surface in the diluted reagent for 30 seconds. 

4. Rinse surface with acetone. 

5. Allow surface to air-dry. 

Note: The dried silylated surface may be stored for later use. 

Plate and transfect N2a cells as normal in Matek dish with 30 mm hole/coverslip 

Wash out N2a cell media and replace with ECL 

Place APTES coated 25mm round coverslip on top of cells 

First try laying gently on top...if no adhesion try giving a very gentle push on each corner to 

ensure cell contact 

Incubate cells for 30 min at 37 C to give time for adhesion to occur 

Lift up coverslip (tearing cells) and place in dish 

Wash both coverslips (with cell bottom and top membranes respectively) with intracellular 

fluid 

Image the coverslip with the adhered membranes isolated from the cell top will need to be 

imaged ‘open’ (not in a dish) under a meniscus of intracellular fluid. 

 

 

 

 

Linking carboxylated beads to APTES coated coverslip 

 

 

EDAC is a water-soluble carbodiimide  

EDC (also EDAC or EDCI, acronyms for 1-ethyl-3-(3-dimethylaminopropyl) 

carbodiimide) 

http://en.wikipedia.org/wiki/1-Ethyl-3-%283-dimethylaminopropyl%29carbodiimide 

 

http://en.wikipedia.org/wiki/Carbodiimide 

 

MES is http://en.wikipedia.org/wiki/MES_(buffer) 

2-(N-morpholino)ethanesulfonic acid  is MES buffer 
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The MES I bought makes 0.1M at 4.7 pH.  Dilute with DI water to 50 mM. Then titrate 

with NaOH to pH 6.0 (maybe 6.5 TBD). 

 

To link carboxylated beads to amine groups (APTES coated glass) 

 

Some variant:  50 mM MES at pH 6, add microspheres.  Then add 4 mg fresh EDAC to a 1 

ml MES/Bead mixture.  Let incubate on amine (APTES) coated slide for 15 minutes at 

room temperature. If want to avoid non-specific binding at this point passivate with dilute 

BSA. 

 

The MES causes the carboxyl groups to be exposed and active.  Otherwise they tend to be 

shielded due to charge. However the beads should not be in an environment < 5 pH.  pH 

6.0 is probably optimal and stay in the range of 5.5 < pH< 6.5. 

 

 

APTES coating glass coverslips 

Silanization procedure: 

1) First the described cleaning procedure must be applied to the coverslips. 

2) The surfaces are placed in a polymethylpentene (PMP) jar with 0.6 mM APTES 

solution in 100 % ethanol (for APTES see Sigma Aldrich catalog). 

3) The coverslips are stored in this solution for 48 h. 

4) After drying the coverslips should be used for imaging during the next few hours. 
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A p p e n d i x  C  

US patent 6,953,927   

Method and system for scanning apertureless fluorescence microscope 

 

 

This patent was issued for the tip enhanced fluorescence microscopy technique. The 58 

claims awarded here were for the methods detailed in Chapter 3 (esp. section 3.1 Dry 

imaging). This patent was issued on October 11, 2005 to Steven Quake, Guillaume 

Lessard, Lawrence Wade and Jordan Gerton. These four inventors made equal 

contributions to this invention. 
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A p p e n d i x  D  

US patent 7,247,842 

Method and system for scanning apertureless fluorescence microscope 

 

 

This patent adds 12 claims to the 58 claims awarded in US patent 6,953,927. The 12 claims 

awarded in this patent primarily serve to describe wet imaging: especially the wet imaging 

of biological samples with TEFM. The work I did on this is described in section 3.2 of 

Chapter 3. This patent was issued on July 24, 2007 to Steven Quake, Guillaume Lessard, 

Lawrence Wade and Jordan Gerton. These four inventors made equal contributions to this 

invention. 
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A p p e n d i x  E  

Two-Color Tip Enhanced Fluorescence Microscope Hardware, Software and Electronics 

 

Design Overview 

The basic design of the two color TEFM couples an AFM
1
 with a homebuilt optical 

microscope. The system description will be broken into five parts.  The first will deal with 

the central Microscope Hardware. The second section will define all of the filters and 

operating configurations. The third section shows the lasers and their associated optics. The 

fourth section describes the Data Acquisition and Control electronics and software (DAC).  

The fifth section presents the Matlab scripts used for image processing. 

Microscope Hardware: 

The assembled microscope is shown in Figure E.1. Figure E.2 shows the section of the 

microscope where the beams are combined, and then expanded.  Figure E.3 shows both 

optical paths for achieving p-polarization of the evanescent field. One of the paths relies on 

an optical mask in a similar fashion to that used in the dry TEFM and single-color TEFM. 

The second incorporates a radial polarization filter, 1:1 telescope and a pinhole that results 

in a single radially polarized mode being propagated to the sample. Figure E.4 shows the 

dichroic wheel used to separate the excitation light from the emissed signal. It also shows a 

tip-tilt mirror used for alignment. Figures E.5 to E.7 show the AFM, sample scanning stage 

and optical baseplate arrangement.  Also included are the 1:1 telescope used in 

combination with the tip-tilt mirror for beam steering during alignment. Figures E.8 and 

E.9 show the two optical detection pathways. They also include an optical video camera 

used for AFM probe-excitation beam alignment. 
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Figure E.1 a, b and c show the complete microscope from three sides. 

a 

b 

c 
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Figure E.2 Three excitation lasers are combined and expanded above. The 543 laser is 

directly in the beam path. The 502/514 laser is combined next. The 442 nm laser is the last 

one combined (closest). An apochromatic half-waveplate is provided to ensure uniform 

linear polarization. A 10x beam expander is also shown. 
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Figure E.3 Two methods for achieving p-polarization of the evanescent field are provided. 

On the left is the optical path for radially polarizing the excitation light. On the right is the 

optical path for masking the beam so that only a wedge shaped portion of the back aperture 

of the microscope objective is illuminated. 
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Figure E.4 In the foreground is the dichroic wheel #2 used to separate the excitation beam 

from the sample emission. The excitation beam then comes forward and reflects off of a 

dielectric mirror mounted on an actuated tip-tilt fixture. To the left is the first element of 

the 1:1 telescope that leads to the microscope objective and sample. In the background is 

the dichroic that splits the emission signal between the two APDs and also the emission 

filters. 
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Figure E.5 shows the sample stage, AMF and TIRF microscope. Just to the right of the 

sample stage is the holder for the laser used to illuminate the AFM probe for alignment. 
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Figure E.6 Shows the AFM and TIRFM from the side. 
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Figure E.7 shows the microscope objective, sample scanning stages (fine and coarse), and 

the AFM. 
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Figure E.8 Dichroic wheels. On the left is shown (starting from the bottom) the dichroic 

wheel that splits the emission signal between the APD #1 and APD #2. Just above the 

dichroic wheel is the emission filter wheel for APD #1. At the top of the picture are shown 

a mirror, a focusing lens, and APD #1. In the center/right you can see (from the bottom to 

the top) a mirror, an emission filterwheel, a focusing lens, then a clear coverslip used to 

split ~2% of the light to the right into a camera used for alignment. Just behind/above that 

2% beamsplitter is APD #2. 
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Figure E.9 APD #1 is shown in the bottom left. The focusing lens and a mirror (bottom 

right) can also be seen. I, the center/top can be seen the back half of APD #2. 
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Microscope Operating Wavelengths  

This microscope was designed to simultaneously detect emissed light in two colors. Three 

excitation wavelengths are provided. The filters were all custom made by Chroma. The 

spectral bands were selected to minimize coupling of the targeted fluorophores to more 

than one of the APDs.  

The filter set was designed to accommodate 6 different imaging configurations: 

Configuration 1 is for imaging just CFP. The excitation wavelength is 442 nm. The 

emission band is 460-550 nm. 

Configuration 2 is for imaging just YFP. The excitation wavelength is 502 nm. The 

emission spectral band is 520-600 nm. 

Configuration 3 is designed for 2-color excitation and 2-color detection of CFP and YFP. 

Excitation is provided at 442 nm and 502 nm. The emission spectral bands are 460-485nm 

and 515-575 nm. 

Configuration 4 is designed for 1-color excitation at 514 nm with an emission spectral band 

of 520-600 nm. 

Configuration 5 is designed for 2-color excitation and 2-color detection of CFP and YFP. 

Excitation wavelengths are 442 nm and 514 nm. The emission spectral bands are 460-500 

nm and 525-575. 

Configuration 6 is designed for 1-color excitation and detection of mCherry. Excitation is 

at 543 nm and the emission spectral band is 575-625 nm. 

Below are the specific filters (Chroma part numbers) used. 

Four excitation filters are provided for the three lasers: 

Z442/10X for 442 nm 

Z502/10X for 502 nm 
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Z514/10X for 514 nm 

Z543/10X for 543 nm 

For excitation beam combination two filters are required. The 543 nm laser is injected 

directly into the light path. A ZT502RDC dichroic is used to bring 502 and 514 nm lasers 

in from the side. A ZT442RDC dichroic is used to bring 442 nm laser in from the side. 

Dichroic Wheel 2 separates emission signal from excitation signal. This wheel is numbered 

by position. The filters in each position are: 

Pos 1: ZT442RDC used for configuration 1 

Pos 2: ZT502RDC used for configuration 2 

Pos 3: ZT442/502RPC used for configuration 3 

Pos 4: ZT442/514RPC used for configurations 4 and 5 

Pos 6: ZT543RDC used for configuration 6 

In addition, between the dichroic wheel 2 and the detectors is a 692 blocking filter (to stop 

the AFM laser): Z692NFRB. 

Dichroic Wheel 3 separates longer wavelength emission (to detector 2) from shorter 

wavelength emission (to detector 1). This filter wheel is also numbered by position: 

Pos 1: Z442RDC used for configuration 1 

Pos 2: T505LP used for configurations 2 and 3 

Pos 4: 515DCLP-XT used for configurations 4 and 5 

Pos 6: Z543RDC used for configuration 6 
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An emission filter wheel is provided for imaging via APD #1. A star by the configuration 

number indicates the optimal filter choice for that configuration. The filters in the 

numbered positions are: 

Filterwheel Pos 1:  ET470/25M for configuration 3* 

Filterwheel Pos 3:  ET480/40M for configuration 5* 

In front of APD #2 an emission filter wheel. A star by the configuration number indicates 

the optimal filter choice for that configuration. The filters contained in this wheel are: 

Pos 1:  ET510/80M for configuration 1* (470-550) 

Pos 2:  ET535/50M for configurations 3 (510-560) 

Pos 3:  ET540/30M for configurations 2, 3, 4, and 5 (525-555) 

Pos 4:  ET560/80M for configurations 2*, 3*, 5* (520-600) 

Pos 5: ET 595/50M for configurations 1, 4, 6* (570-620) 

In addition, just in front of each detector is a filter designed to block the tip illumination 

laser: ET670SP. 

Lasers 

The laser assemblies are shown in Figures E.10 - E.12. The three lasers are a 442 nm HeCd 

laser, an Argon ion laser (selectable for 502 and 514 nm) and a HeNe that operates at 543 

nm. Each laser has an Acousto-Optic Modulator (AOM) and a neutral density double 

optical wheel. Two tip-tilt mirrors are used for coupling into the laser-coupler. 
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Figure E.10 This shows the 543 nm HeNe laser, AOM, neutral density filter wheels and 

fiber coupling optics. 
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Figure E.11 The 502/514 nm adjustable Argon Ion laser, AOM, neutral density filter 

wheels and fiber coupling optics. 

 

 

Figure E.12 The 442 nm HeCd laser, AOM, neutral density filter wheels and fiber coupling 

optics. 
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Data Acquisition and Control Electronics and Software 

The DAC was designed by me and fabricated at JPL. Below is a report that provides a 

detailed description of the DAC design. The DAC hardware is shown in Figures E.13-E.15. 

Figure E.13 Several of the DAC electronics boxes are shown above. At the top is an 

oscilloscope, below that is a SRS400 Gated Photon Counter, then the back of the 

Nanoscope IV AFM controller, then the nPoint C300 DSP controller (for the fine sample 

scanning stage), then Box H made by JPL, then the National instruments modules and at 

the bottom is the Mad City Labs controller for the tip-tilt mirror. 
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Figure E.14 Top right can be seen the HeCd power supply. In the center can be seen two 

AOM controllers. Just to the right of the AOM controllers is the side of the Nanoscope IV 

AFM controller with the gated photon counter on top. 

 

Figure E.15 The tip-excitation laser alignment monitor (top left). Below it is the DAC 

monitor. The center bottom two monitors are for the AFM computer. The bottom right 

monitor is for the image-processing monitor. 
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The next section of this Appendix is a document authored by Brian Franklin and Erik 

Peterson of the Jet Propulsion Laboratory: 'FANSOM Measurement Technology Center 

(MTC) Delivery Package.' This document describes the architecture of the data acquisition 

and control system used in the wet TEFM imaging effort described here. The electronics 

(pictured in Figure 3.13) were designed and built by Brian Franklin. Erik Peterson wrote 

the software described in this document. The 'FANSOM Measurement Technology Center 

(MTC) Delivery Package' is included so that the details of the TEFM would be available to 

anyone trying to replicate or extend the work reported herein. My role in this work was to 

define all electrical interfaces, operational modes and the required electronics and software 

functionalities. I also helped with debugging the system. In addition I funded and directed 

this work through a JPL Research and Technology Development grant for which I was 

Principal Investigator. 

 

Later, the data acquisition software described above was further debugged by Mike Gordon 

(then Caltech and now UCSB) and then significantly upgraded and modified by Jian Li 

(previously of JPL).  

 

None of the image processing software written by Erik and described in the design delivery 

package was used for the work reported in this thesis. Instead I used software written by 

Dan Lo (then a Caltech undergraduate student), which was later replaced by software 

written by Eyal Shafran.  Eyal's software, slightly modified by me, was used to process all 

of the results included in Chapter 3 and so is included at the end of this Appendix. 



 
 

 

 
 

 
 

FANSOM 
Measurement Technology Center (MTC) 

Delivery Package 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 

Date:  August 10, 2005 
 

Authors: Brian Franklin 
Erik Peterson 
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1 INITIAL QUOTE 
Task Name  FANSOM System Automation  
Customer  Larry Wade, sect. 3543  
Phone   4.2272  
Cell   818.642.1798  
SW Cog. E.  Erik Peterson & Brian Franklin  
 
Description  
The Fluorescence Apertureless Near-Field Scanning Optical Microscope (FANSOM) 
system is a novel microscopy technique achieving 10 nm resolution using an apertureless 
beam forming probe to excite the object being observed at a molecular level.  
  
Requirements  

1. Software – The MTC will evaluate all software components of the system and 
plan an integrated software approach using LabVIEW for the user interface and 
control software.  Some existing code may be integrated into the final product 
using CIN or functional calls to C.  The basic approach will be identified and 
presented to the customer by 1-2-2005.  A data flow diagram and UML model of 
the current SW and the proposed SW will be presented.  Drivers for the 
commercial hardware will be found and evaluated if possible.   Once the detailed 
plan is presented to and accepted by the customer, development will begin in 
early January of 2005.  

2. Hardware – The MTC will evaluate all commercial and custom hardware and will 
make a system block diagram of the current system.  The Commercial hardware 
will be re-used.  All custom hardware will be evaluated for functionality with a 
goal of integrating the hardware and providing automated control of the system.  
New computers and commercial hardware needed to automate the system will be 
identified and a plan for an integrated and automated system will be produced by 
1-2-2005.  A system block diagram, description of proposed custom hardware, 
and a list of needed commercial hardware will be generated as part of the 
planning process.  Development of  the integrated system can begin in early 2005 
based on acceptance of the plan by the customer.  

3. Procurements – The customer prefers to place orders for commercial hardware to 
allow for development in early January 2005.  The team will identify the needed 
hardware as early as possible to allow for the orders to be processed through 
Caltech.  

 
Technical Approach  

1. Software  
a. Identify current components and functions  
b. Identify controls, measurements, and processing  
c. Produce Data Flow Diagram (or UML)  
d. Define or estimate data processing loads, examine current approach  

2. Hardware  
a. Identify current components and functions  
b. Secure Tech data for commercial components  
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c. ID functions of all custom components  
d. Produce system block diagram including interconnects  

3. System Planning  
a. Define Integrated Software Requirements  
b. S/W development plan (module level)  
c. Define Integrated Hardware requirements (Box Level)  
d. Define Commercial HW list, and custom development plan  
e. Prepare orders for new commercial HW  

  
Acceptance Criteria  
The acceptance criterion is split into three parts.  The first phase will be for learning the 
system and proposing the integrated/automated system.  The first phase will be 
completed in early January 2005.  The Second phase will be the development of the new 
software and hardware components.  This is expected in late February, but detailed 
planning is needed to confirm this.  The third phase will be the integration and test phase 
where the new components will be integrated into the system, and tested and refined as 
needed.  This phase is expected to take approximately one work month and will require a 
high level of customer support. 
 
Deliverables  

1. Phase 1 – The Plan – requirements, diagrams, HW and SW plans.  
2. Phase 2 – Working Components and Software.  
3. Phase 3 – A fully integrated, tested, and documented system.  

   
Schedule  
Planning will last until January 2, 2005.  Development is expected to be approximately 2 
calendar months (TBC).  Integration and testing is expected to be 2 weeks.  Task 
completion is currently estimated to be mid March 2005.  
  
Cost  
Total cost is expected to be $80-100K with the following breakdown:  
  

Procurements, Parts, Services:  $30-40K  
Labor (3-4 WM shared)   $50-70K  

  
These amounts are preliminary, and are to be verified and agreed upon at the time 
development begins. 
 
If changes are necessary, the Customer or the Cognizant Engineer, whoever is initiating 
the change, will notify the other as soon as possible, and this document  
will be amended.  
 
Appendix A – Preliminary Commercial Equipment List  
• SR400 Stanford Research Photon Counter  
• Nanoscope IV,  Digital Instrument  
• MAD CITY Labs Nanodrive  
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• Bioscope Atomic Force Microscope (cannot be integrated?)  
• Uni-phase HV Source Model 1208-1  
• Various NI DAC HW  
  
Appendix B – Proposed Software  

1. Requirements – The new software shall mimic all features available with the 
current software with the added feature of capturing AFM tip height waveforms 
alongside the digital data in Synchronous Mode:  

a. The new software shall be capable of recording photon timestamps in any 
of the three modes: 

i. Stationary, where photons are captured from a single location for a 
period of time. 

ii. Optical, where photons are captured over an area of the sample by 
rastering the laser over the sample and counting photons. 

iii. Synchronous, where photon captures are synchronized with the 
movement of the AFM head.  

b. Data shall be archived  
c. Analysis code shall be provided to create visual representations of the data 

files.  
d. Driver software necessary to control the Mad City Labs tip/tilt mirror, the 

AOMs, and any additional custom hardware shall be provided and 
integrated. Also of immediate importance is building the software with the 
intention to add additional channels of DAQ and control, as well as 
maintenance algorithms to improve the reliability of Synchronous Mode. 
These features will not be implemented in this phase, but their effect on 
the architecture shall be considered. 

2. Approach – For the new version of the software, the C++ code will be replaced 
with LabVIEW code and the use of the DAQ hardware will be optimized. All 
DAQ will be performed in a PXI chassis. The existing PCI NI6602 counter card 
will be replaced with the PXI equivalent  for counting photons, the NI6502 E-
series DAQ card will need to be replaced by a PXI M-series card offering 
additional analog output lines (e.g. NI-6229M) and a scope card (NI-5122) will 
need to be added to capture the AFM height waveform with high resolution. The 
following is the planned usage of DAQ channels: 

The LabVIEW code will still run independent of the AFM control code, which 
will need to be set up and run prior to image capture in Synchronous Mode.  An 
improved interface will be developed that will present a separate set of controls 
and indicators, depending on which of the three operating modes (i.e. Stationary, 
Optical Raster, or Synchronous) the FANSOM is imaging in.  All data captures 
will be archived on an image by image basis and the analysis software will be 
integrated into the LabVIEW code, allowing for immediate display of captured 

NI 6602 M-series MIO card Scope Card 
Function Used Free Function Used Free Function Used Free 
Counters 6 2 Analog Inputs 5 12 DI Analog Input 1 1 
   Analog Outputs 3 1    
   Digital I/O 6 42    

279



 
 8 
 

data, or for review of previous data sets, all within the same interface.  Analysis 
code will be rewritten and optimized in LabVIEW. If equivalent or better 
performance cannot be achieved with LabVIEW, the analysis code will be 
returned to Matlab and called from LabVIEW.  

3. Schedule – Three weeks will be required to write and debug LabVIEW DAQ 
software with the same functionality of the existing C++ software.  The addition 
of the scope card to capture AFM tip height waveforms will require another two 
weeks of work and debug.  Rewriting the existing analysis code in LabVIEW will 
take a week.  Writing new analysis code in LabVIEW to account for the AFM tip 
height waveforms will take another week, assuming that the algorithms are 
specified beforehand. Additional time may be required to create analysis code 
capable of working in water if the algorithms are not already known.  As a total, 
expect completion after seven weeks of 30hrs/week work.  Additional features 
will be added as requested and are not covered by this plan.  

 
Appendix C – Proposed Hardware  

1. Requirements and Purpose – FANSOM project requires upgraded data acquisition 
hardware and software to enable proper imaging of samples underwater.  In 
addition, the current system is undocumented – Documentation needs to be 
generated to enable future upgrades and transfer-of-knowledge to future 
researchers.  Also, the current custom electronics are outdated and crudely 
fabricated.  It is desired to replace them in order to improve performance, 
reliability and future upgradeability, rather than reverse-engineer and repair them.  

2. Future Upgrade Requirements – It is desired to add one more laser and three more 
photon counters in the future.  Also, the current system suffers from mechanical 
and thermal drift problems, and poor coupling between the laser and AFM tip.  
Future upgrades to address these issues include an automated polarization tune-up 
algorithm, an automated drift control algorithm, and a moving-stage/fixed-laser-
and-optics approach to translating the sample.  

3. Existing System Evaluation – Current commercial and custom hardware used by 
the FANSOM project have been evaluated and an existing system block diagram 
has been generated as shown in Figure 1.    In the upgraded system, all items in 
blue will be reused and all items in red will be changed.  

4. Development Plan – Figure 2 shows the proposed system diagram with incidental 
hardware removed and future add-ons marked in green.  Items in blue are left 
unchanged and red items are new or rebuilt.  Schedule for the following tasks is 
shown in Figure 3.  

a. Rebuild Box A.  Upgrade analog control loop to digital using 
microcontroller and serial communications link to PC 1.  

b. Replace Box C (comparator) with NI-5122 Scope-Card (100 MS/s, 14-bit, 
32MB, $6500).  Capture entire z-position waveform from BioScope 
Electronics Box.  

c. Remove Boxes B, D, E, F, and G.  Consolidate into a localized power 
supply solution.  
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5. Cost and Schedule – As shown in Figure 3, Total billable hours is estimated to be 
23 days @ $120/hr. or $22,080.00 and date of completion is estimated to be 
March 14, 2005 for a total duration of 7 wks 
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2 SCHEDULE 

2.1 RECAP 
After the initial meeting regarding the project in October of 2004, two months were spent 
coming up with a design that would incorporate the various components from the old 
system into a new, unified whole. The first cut at the software was completed in early 
March of 2005, with Box H and its firmware completed later in the month. On the 24th of 
March the system was integrated at Caltech, where work continued for four more months 
on the addition of many new features as well as tweaks to original features. As of the end 
of July, 2005, the system reached a stable, functional state that would be considered 
complete for Fiscal Year 2005. 

2.2 MAJOR MILESTONES 
10.28.04 - First meeting 

 
11.04.04 - First trip to Caltech 

 
02.14.05 
 

- Delay of NI order 

02.16.05 
 

- Software architecture complete 

03.01.05 
 

- First cut of LabVIEW code complete 

03.08.05 
 

- NI hardware delivered 

03.24.05 - FANSOM system delivered to Caltech 
 

04.06.05 - Budget meeting 
 

06.01.05 - Budget/Progress meeting 
 

06.20.05 - Bug/Feature Meeting 
 

07.05.05 - Box H back at Caltech and fixed 
 

07.06.05 - First run ‘wet’ 
 

07.08.05 - Fixed afm image corruptions. 
 

07.19.05 - Got new monitors. 
 

07.20.05 - First full wet run w/ analysis. 
 

07.29.05 - Meeting to discuss final FY05 tasks and documentation 
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3 SYSTEM SETUP 

3.1 DIAGRAM 

 
Figure 1 - System Diagram 
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4 HARDWARE 

4.1 DETAILED DESCRIPTION 
The custom hardware in the system takes the form of Box H, a 1U rackmount chassis 
incorporating and improving upon all functionality of the custom hardware in the 
previous system. It contains a Motorola Coldfire microprocessor, a Xilinx CPLD, a two-
line blue LED-backlit LCD display, four ADCs, three DACs,  and 6 power supplies. 

4.1.1 Motorola Coldfire Microprocessor 
The Motorola Coldfire Microprocessor, included in a Netburner package, provides:  
• computer-based control of all aspects of Box H’s operation through the Ethernet 
• a digital control loop used to synchronize the movement of the tip-tilt mirror with the 

afm 
• fast-scan capabilities of the mirror x-axis at user-configurable rate 
• programming for the LCD display 

4.1.2 CPLD 
All digital output and input to and from the Coldfire is passed through an CPLD. This 
provides several features currently, and will expedite the addition of other features at a 
later time. The most important feature of the CPLD is to combine the EndOfLine and 
EndOfFrame signals from the Nanoscope into a LINE signal capable of triggering all of 
the DAQ hardware in sync with the AFM’s movement. 

4.1.3 LCD display 
The LED display provides information during debug operation of Box H, as well as 
indication that the Box is running in the form of the word ‘FANSOM’ spelled across it. 

4.1.4 Analog-to-Digital Converters 
The four ADCs digitize the analog representation of the mirror and AFM x- and y-axes 
for use in the digital control loop and reporting back to the host computer. 

4.1.5 Digital-to-Analog Converters 
Two of the DACs drive the position of the tip-tilt mirror, either in response to direct host 
computer command or as the result of the digital control loop. The output from a third 
DAC is amplified to provided the drive voltage for the fine focusing PZT in the 
microscope’s optical system. 

4.1.6 Power Supplies 
The power supplied provide power internally for Box H’s operation and externally to 
power the AOM and photon detector. The photon detector’s power can be enabled or 
disabled by command from the host computer while the AOM’s power is output as long 
as Box H is powered on. 
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4.2 SCHEMATICS/DIAGRAMS 

4.2.1 Chassis Wiring Schematic 

 
Figure 2 - Chassis Wiring Schematic 
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4.2.2 Other Schematics 
Other hardware schematics can be found in Appendix B – Hardware Schematics. 

4.2.3 Firmware Activity Diagram 

 
Figure 3 - Box H Firmware Activity Diagram 

286



 
 15 
 

  

4.2.4 Signal Connections 

 
Figure 4 - Scope Card Connections 

 
Analog Signal Connector Digital Signal Connector 

  
1 AFM X Sense 9 GND 1    14 GND 
2 AFM Y Sense 10 GND 2   15 GND 
3 Mirror X Sense 11 GND 3 EOL 16 GND 
4 Mirror Y Sense 12 GND 4 EOF 17 GND 
5  13 GND 5  18 GND 
6 Mirror X Drive 14 GND 6  19 GND 
7 Mirror Y Drive 15 GND 7  20 GND 
8    8  21 GND 
    9  22 GND 
    10 LINE 23 GND 
    11 FRAME 24 GND 

    12 AOM0 25 GND 
    13    

Figure 5 - Analog and Digital Signal Connectors 
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Figure 6 - Debug Signal Connections 

4.3 HARDWARE INTERFACE DESCRIPTION 
The external interfaces for Box H are: power connectors, an analog signal connector, a 
digital signal connector, and the Ethernet port. 

4.3.1 Power Connectors 
On the back of Box H are several connectors for externally-powered devices. On a 
terminal block there are four connectors, which provide +5V, and two connectors, which 
provide +28V. Currently, one of the +5V connectors powers the photon detector and one 
of the +28V connectors powers the AOM. There is also a BNC, which connects to the 
focus PZT and provides 0-150V. 

4.3.2 Analog Signal Connector 
On the front of Box H is a 15-pin DSUB connector, which provides input and output of 
analog signals for Box H. 

4.3.3 Digital Signal Connector 
On the front of Box H is a 25-pin DSUB connector, which provides input and output of 
digital signals for Box H. All of these signals pass through the CPLD. 
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4.3.4 Ethernet Port 
On the front of Box H is an Ethernet connection, which provides the command and data 
gathering capabilities of Box H. A host computer can connect to TCP port 10001 at IP 
address 192.168.1.5 and send ASCII commands, all terminated with the ‘\n’ character 
(ASCII 13). A complete listing of the commands available over Ethernet can be found in 
Appendix A – Box H Ethernet commands
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5 SOFTWARE 

5.1 HIGH LEVEL SOFTWARE 
The main software of the system is written in LabVIEW and offers a user interface for 
data acquisition, data analysis, and general configuration of the FANSOM system. 
Separate screens handle configuration and calibration, and a custom wizard handles the 
preparation of data acquisition or analysis. Once the wizard is completed with a valid set 
of configuration parameters, several parallel processes are initiated to handle the tasks: 
the DAQ process, the Archive process, and the Analysis & Display process. 
 
In the case of capturing a new dataset, the DAQ process takes the results of the 
FANSOM Wizard and preps and executes the necessary data acquisition hardware 
operations. If archived data is being used the DAQ process is not initiated. 
 
In the case of capturing a new dataset, the Archive process waits for each line of data, in 
the case of Optical Raster or the FANSOM modes, or the whole duration, in the case of 
Stationary Optical, to become available. The Archive process next writes the data to a file 
in the appropriate place in the filesystem. In the case of both new and archived data 
operations, the Archive process waits for data requests from the Analysis & Display 
process, which it fills as the data become available in the filesystem. 
 
In the case of capturing a new dataset, the Analysis & Display process requests data lines, 
performs the necessary analysis on the data, and then displays the data to the user in one 
of several graph formats. 

 
Figure 7 - High Level Software Activity Diagram 
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5.2 DATA ACQUISITION 
Each software mode performs its data acquisition in a slightly different way. There are a 
few common aspects, which involve how the actual data are taken. In all modes, photons 
are counted by NI general-purpose counter hardware in Buffered Event Counting mode. 
In this mode, the counter is constantly being incremented by an internal 20MHz clock. At 
each photon trigger, the contents of the counter are dumped into a buffer. Thus, at the end 
of acquisition, the result is a series of photon timestamps with 1/20,000,000 time 
resolution. 
 
In the FANSOM modes, an NI scope card captures the tip height waveforms. The scope 
card’s buffer is set up based the total amount of time to capture and a 
1Megasample/second capture rate. 
 
In all modes but optical stationary, all data acquisition is triggered by LINE triggers 
coming from Box H. 

5.2.1 Optical Stationary 
In Optical Stationary Mode, the stage is moved into position, the data acquisition 
hardware is configured to capture photon timestamps on a software trigger, the AOM is 
enabled, the software trigger is fired, and the software waits for the specified time. Every 
20 ms the software empties the hardware capture buffer into a local array until the 
acquisition completes, when the data are sent to the Archiver and the stage is returned to 
(0, 0). 

 
Figure 8 - Stationary Optical DAQ Activity Diagram 
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5.2.2 Optical Raster 
In Optical Raster Mode, first the stage is moved to the beginning of the first line in the 
image. Then, for each line, the data acquisition hardware is configured to capture photons 
after a trigger from Box H, the AOM is enabled, and Box H is commanded to perform a 
ramp along the x-axis at the given rate. When Box H executes the ramp it also sets LINE 
high, which triggers the data acquisition hardware. Meanwhile, the software polls LINE 
waiting for it to go from high to low. When this occurs the software empties the data 
acquisition buffer and sends the data to the Archiver. 

 
Figure 9 - Optical Raster DAQ Activity Diagram 
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5.2.3 Synchronous FANSOM 
In Synchronous FANSOM Mode, first tip tracking and LINE toggling are enabled in Box 
H. This forces the mirror to follow the AFM tip (if calibrated correctly) and forces LINE 
to toggle based on the EOL trigger from the Nanoscope, starting at the top of the image. 
The AOM, too, toggles in sync with the movement of the AFM tip. Then, for each line 
the data acquisition hardware is configured to capture both photons and tip heights on 
LINE triggers. The software waits to see LINE toggle from low to high and back to low 
again, signaling a capture line has completed, and then empties the hardware buffers, 
sends the line data to the Archiver, and prepares for the next line. At the end of the image 
the tip tracking and LINE toggling are both disabled. 

 
Figure 10 - Synchronous FANSOM DAQ Activity Diagram 
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5.2.4 Stationary FANSOM 
The data acquisition in Stationary FANSOM Mode is the same as it is for Synchronous 
FANSOM mode, but there is some setup that differs. First, since the mirror remains 
motionless during this mode, Tip Tracking is not enabled during data acquistion. Instead, 
the user is prompted to place the AFM in the position where the laser should remain. The 
Tip Tracking is enabled just long enough for the mirror to orient itself properly. Then Tip 
Tracking is turned back off, the user is prompted to start the AFM moving again, and data 
acquisition occurs, line-by-line, the same as in Synchronous FANSOM Mode. 

 
Figure 11 – Stationary FANSOM DAQ Activity Diagram 
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5.2.5 FANSOM Raster 
The data acquisition in FANSOM Raster Mode is very similar to Optical Raster mode, 
except for two notable differences. First, tip heights are collected as well as photons 
during each line. Second, the location of the center of the scan is derived from the user-
placed position of the AFM tip, which remains stationary during the data acquisition. 

 
Figure 12 - FANSOM Raster DAQ Activity Diagram 
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5.3 ANALYSIS 
There are essentially three data products in the FANSOM software. They are: evenly-
binned photon counts, FANSOM-binned photon counts, and AFM amplitude bins. 

5.3.1 Evenly-binned photon counts 
This data product is generated for the Stationary Optical Mode graph, as well as for every 
line in an Optical Raster Mode graph or a Total Power graph for a FANSOM mode. It is 
generated by taking the total length of time of the group of photons, splitting that time 
period into as many bins as are requested, and then counting the number of photons (i.e. 
timestamps) in the group in each bin. 
 
In the case of Stationary Optical Mode, this is displayed as a waveform graph with the x-
axis being time and the y-axis being number of photons in the time bin. 
 
In the case of Optical Raster Mode and the Total Power graph for a FANSOM mode, this 
is displayed as a line in an intensity graph with the x- and y-axes being physical distance 
and the intensity being number of photons. 
 
These data can be further analyzed in the Optical Raster graph with the Profile feature, 
whereby a cross-section of an intensity graph is generated between two cursors on the 
graph by taking the total length of the profile, splitting it up based on the x- and y-axis 
scales, and then moving along the profile, from one cursor to the other, reading the 
intensity values and displaying them in a waveform graph. 

5.3.2 FANSOM-binned photon counts 
The most complicated of the data products is the FANSOM-binned photon count. The 
main portion of the algorithm starts with a line of photons and tip heights. It then splits 
both the tip heights and the photons into bins representing pixels in the final intensity 
plot. Each bin is then processed individually. 
 
For the bin, first the tapping frequency is extracted with a call to the LabVIEW library VI 
Extract Single Tone Information.vi. With the tapping frequency, then five periods of the 
waveform are averaged together and the phase offset is determined, i.e. the number of 
samples from the beginning of the bin’s tip height waveform until the first ‘zero 
crossing.’ Knowing the first zero crossing and the frequency makes it possible to 
extrapolate the zero crossings for the entire bin. Then the midpoint between every two 
zero crossing timestamps is calculated, with this timestamp going into the list of either 
peaks or troughs. Before the next step, if this is the first bin on the first line of an image, a 
dialog appears that shows the user a couple of periods of the tip height waveform and the 
calculated peak and trough within this range. The user can then set three parameters: the 
window around the peak that should be considered for counting photons, the window 
around the trough that should be considered when counting photons, and an offset value 
that will shift all of the peaks and troughs forward or backward in time by some amount. 
Then the actual counting takes place. The code iterates through each peak and counts the 
photons with timestamps within the window around each peak. It then does the same for 
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the troughs in the bin. The last calculation is, if the peak and trough windows are not 
equal, then the total peak photon count is scaled by the ratio between the two windows. 
 
The bins of peaks and the bins of troughs are generated for the whole image. The final 
answer generated by subtracting the peaks, i.e. the background photons, from the troughs, 
or the interaction photons. To try to beat down the background noise one final bit of 
analysis can be undertaken. A dialog will be displayed for the user to choose which bins 
to average together for every bin in the image. The pattern is chosen and the software 
iterates through each pixel in the background, adds together all of the background 
photons in the pattern, and then divides by number of bins used (to account for coming 
up against the side of the image and having less than the optimal number of bins). 
 
Then the background signal is subtracted from the foreground signal and the result is 
displayed as an intensity graph. It can also be sliced into profiles or shown as a 3D 
representation. 

5.3.3 AFM Amplitude Bins 
In all FANSOM modes that involve a rastering AFM tip, AFM Amplitude Bins can be 
generated by taking the full length of a line of tip height data, splitting it up into the 
proper number of bins, and then taking the amplitude of the waveform within each bin 
and graphing it as a pixel on an intensity plot with the intensity corresponding to the 
voltage representation of the tip height. The average amplitude is generated by calling a 
LabVIEW routine Amplitude and Levels.vi, which returns the amplitude of a waveform. 
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5.4 USER INTERFACE PANELS 

 
Figure 13 - Main FANSOM User Interface Panel 

 
Figure 14 - Sanity Check Failure Box 

 
Figure 15 - FANSOM About box 
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Figure 16 - FANSOM Wizard Panel 

 
Figure 17 - FANSOM Debug Screen 
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Figure 18 - FANSOM Calibration Wizard 

 
Figure 19 - FANSOM Configuration 

(Note: Accessible from the FANSOM Start Menu folder) 
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6 OPERATING INSTRUCTIONS 

6.1 OPERATIONAL OUTLINE  
The basic operation of the FANSOM software follows the following scheme: 
1. Focus the objective, ensure operation - With the debug screen, the user must focus 

the objective, ensure that photons are being captured, and verify network 
communication with 'Box H'. 

2. Calibrate tip/mirror control loop - This must be done once per data acquisition 
session, or more often as desired. 

3. Capture data - May it be optical raster images, optical stationary profiles, or 
synchronous FANSOM images, this involves performing the applicable hardware 
operations to generate the desired dataset. 

4. Analyze data - In the case of optical raster and stationary modes, data analysis is 
performed concurrently with the data acquisition. 

5. Display data - For optical modes, data are displayed immediately after performing a 
daq operation. For all modes, data can be loaded to be analyzed and displayed at a 
later time from archive files. 

6.2 FOCUSING THE OBJECTIVE AND ENSURING OPERATION 
Before calibrating and using the FANSOM system, it is necessary to focus the objective 
and ensure that all aspects of the system are operational. These tasks are accomplished on 
the Debug Screen. 
 

1. First, select Show Debug Screen from the Tools menu. 
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You will be presented with the Debug Screen. 

 
2. Next, ensure that the communication with Box H is operational. Enable laser with 

the AOM 0 button.  

 
The laser dot should appear on the tv screen or on the vision system screen on the 
AFM control computer. 

3. Next, focus the laser dot using the Focus slider. 

  
4. Finally, make sure that the Photon Counter Power switch is at the ON position  

 
and check to make sure that photons are being collected on the Red Photon Bin 
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Chart. 

 
Additional functions on the Debug Screen are: 

• activating/deactivating the Mirror Tip Tracking 

 
• setting tip track control loop parameters 

 
• tweaking tip track control loop offset 

 
• displaying the positions of both the afm tip and mirror 

 
• commanding the mirror to an absolute position 
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6.3 CALIBRATING 
1. Open the calibration wizard by selecting the Calibrate Mirror/Tip item from the 

Tools menu. 

 
2. Follow the on-screen prompt. 

 
From the Nanoscope control software, using the vision system, align the afm with 
the location of the blinking laser dot. Click Next-> 

3. Follow the on-screen prompt.  

 
From the Nanoscope control sotware, using the vision system, align the afm with 
the location of the blinking laser dot. A suggested location will be given on-
screen. Click Next-> 

4. Follow the on-screen pro mpt.  
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Move the afm to the location specified. If the dot and the afm line up, then the 
system is calibrated, click Next->. If the dot and afm do not line up, click Cancel 
and try again. 

6.4 CAPTURE DATA 
1. Start a new Wizard by selecting the New item from the File menu.  

 
2. Choose DAQ as your Data Source.  

 
Click Next->  

3. Choose your desired Operating Mode. 

  
Click Next-> 

4. Fill in the common DAQ Parameters. 

  
Fill in the Operating Mode-specific DAQ Parameters.  
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or or or 

or  
Click Next->  

5. Fill in the Operating Mode-specific Display Parameters.  

  
 

or  
(If you choose a FANSOM mode you will not be prompted for Display 
Parameters because FANSOM mode must be post-processed). Click Next-> to 
being the DAQ and, in the case of the optical modes, display of your data 

Note: In the case of Synchronous FANSOM and Stationary FANSOM operation, after 
the Wizard is completed the AFM should be commanded to start from the top of the 
image. 

6.5 ANALYZING ARCHIVED DATA 
1. Start a new Wizard by selecting the New item from the File menu. 

 
2. Choose Archive as your Data Source. 

 
Click Next-> 
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3. Choose your desired Operating Mode. 

 
Click Next-> 

4. Choose which Archive you want to open.  

 
Click Next-> 

5. Fill in the Operating Mode-specific Display Parameters.  

 

or or or or

 
Click Next-> to being the processing and displaying of your data. 

6. For the three FANSOM modes, the user will have to choose the windows around 
the peaks and troughs where photons should be counted, as well as an offset for 
all peaks and troughs, if desired. This is accomplished in the FANSOM Binning 
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dialog: 

 
7. Also in the FANSOM modes, when initial analysis has completed, the user will 

have to define a region for background signal integration. This is done in the 
FANSOM Integration Dialog: 

 

6.6 DISPLAYING DATA 
Once analysis has completed, the data will be displayed. The manner in which the data 
are displayed will vary by mode. 

6.6.1 Stationary Optical Data Display 
The data product of the Stationary Optical mode is a profile of number of photons vs. 
time, binned according to a user-specified value. Also displayed is the total number of 
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photons for the capture duration.  

 

6.6.2 Optical Raster Data Display 
The data product of the Optical Raster mode is a three dimensional plot of number of 
photons per unit area, displayed as a 2-D intensity graph.  

 
Several additional functions are available once the plot is complete: 
 

• Stationary Here - starts a new DAQ Wizard with Stationary settings at the 
location of the yellow cursor. 

• Raster Here - starts a new DAQ Wizard with Raster settings centered at the 
yellow cursor. 
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• Display Profile - displays a 'slice' of the intensity graph from the yellow cursor to 
the pink cursor.  

 

6.6.3 FANSOM Data Display 
 
FANSOM modes offers up three data products. They are: 
 

• AFM Image - A reconstruction of the AFM topographical data.  
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• Total Power - The total number of photons per unit area. 

 
• FANSOM Binning - The total number of photons when the tip is close to the 

surface minus the background photons, per unit area. 

 
When the plot is complete, clicking… 
New Background Integration will display the FANSOM Integration Dialog 
again and allow the user to pick a new integration pattern 

 
3D Graph will Pops up a 3D version of the binning graph 
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Save Image will allow the user to save another copy of the graph. 
Display Profile will display a 'slice' of the intensity graph from the yellow cursor 
to the pink cursor. 
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7 SYSTEM CALIBRATION REQUIREMENTS 
The software had to be originally calibrated to convert between the voltage 
representations of the mirror and AFM positions into actual, physical position units. 
Since the positions are represented as proportional to these voltages, it was a simple 
matter of moving each to two different positions and doing a linear fit for x and y in 
terms of voltage. 
 
For the AFM, this is a matter of commanding the tip to two positions with a DMM 
connected to the sense coax cables. With the commanded positions and the corresponding 
voltages in hand, perform a linear fit and place the resultant gain and offset values in the 
FANSOM Configuration screen shown in Figure 19. 
 
In some ways calibrating the Mirror is easier because its offset is zero (i.e. 0 voltage in 
both axes translates to 0 displacement in both axes). Thus it is only necessary to measure 
one point, preferably at a known voltage. The method that I used was to drive the mirror 
full scale (0V-10V) in both axes (with the Full button on the Debug screen), and then use 
the AFM and the optical screen to measure its travel. Again, a linear fit can be done with 
the points and the results entered in the FANSOM Configuration screen shown in Figure 
19. 
 
If the Nanoscope is recalibrated internally, or the nanodrive is replaced, then these 
calibrations ought to be performed again. These two calibrations, combined with the 
calibration described in section 6.3, represent all of the necessary system calibrations. 
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8 SYSTEM VALIDATION 

8.1 VALIDATION DESCRIPTION 
The completed system was validated by operation. It was deemed correct by the customer 
when it was operated in modes, which existed in the previous system, and found to get 
similar results. Other, secondary indicators also existed. For example, the tip height 
waveform capture could be shown to be correct by comparing the results with the results 
captured by the commercial AFM software doing the same analysis. The photon power 
was shown to be correct by showing, by inspection that the power graph lines up well 
with the expected locations seen on the AFM image. 
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9 ISO COMPLIANCE STATEMENT 
This system is compliant with JPL’s ISO procedure as described in JPL Procedure: Use 
of Inspection, Measuring and Test Equipment, Rev. 5 (http://dmie.jpl.nasa.gov/cgi/doc-
gw.pl?DocID=30312) 
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10 COMPLIANCE MATRIX 
 

Requirement 
System as 
Delivered 
Complies? 

- System retains the functionality of the previous system.   
- Analysis software converted from Matlab to LabVIEW.   
- All custom hardware redesigned and combined with placeholders kept 

for future additions. 
  

- DAQ and interface software redesign with placeholders kept to support 
future hardware additions. 

  
- Use of COTS hardware optimized.   
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11 TOTAL COST REPORT 
Type of Labor Hours Cost/hour Total 
Technician 124.5 $88.00 $10,956.00 
Associate 474 $93.00 $44,082.00 
Staff 288 $111.00 $31,968.00 
Senior 4 $130.00 $ 520.00 

 
Total Hours: 

890.5 Labor Total: $87,526.00 
 
(an additional 27 Staff hours and 171 Associate hours were worked and written off as 
training on several new technologies employed on this task) 
 
Equipment Quantity Cost/unit Total 
Adobe Acrobat 1 $190.46 $ 190.46 
NI PXI-5211 1 $6,977.62 $6,977.62 
NI PXI-1042Q 1 $2517.31 $2,517.31 
NI PXI-6229 1 $831.95 $ 831.95 
NI PXIPCI-8336 MXI 1 $3107.72 $3,107.72 
NI PXI-6602 1 $853.42 $ 853.42 
LabVIEW 7.1 1 $2, 141.59 $ 143.59 
Tax,S&H 1 $426.43 $ 426.43 
Teflon Wire 1 $405.76 $ 405.76 
 1 $60.53 $  60.53 
Coldfire/Dev Kit 1 $569.86 $ 569.86 
 1 $56.91 $  56.91 
 1 $65.07 $  65.07 
 1 $65.07 $  65.07 
10U Rack 1 $167.45 $ 167.45 
 1 $336.06 $ 336.06 
Dell Precision 370 1 $2148.10 $2,148.10 
 1 $9.71 $   9.71 
 1 $9.71 $   9.71 
 1 $4825.15 $4,825.15 

  Procurements Total: $23,767.88 
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12 EVALUATION OF SCHEDULE AND COST 
The project ended up 10% over the original cost estimate and 166% over the original 
schedule. There are several factors related to the overrun on each of these metrics. 
 
Schedule, for example, was initially influenced by difficulties with the procurement of all 
of the National Instruments hardware. Initial delivery of the system to Caltech was 
completed in a timely fashion, taking this delay into account. Since the March 24 delivery 
to Caltech, schedule has been influenced by a combination of bug fixing and the addition 
of new features. 
 
The overruns in cost were due initially to surprises in the implementation of the software 
and hardware designs, resulting in an early hit to our budget, and later about half and half 
with the chasing of elusive system bugs and adding new features. 
 
Some of the features added which contribute to the later overruns (estimated to ~10% of 
the final cost) were not included in the original design and estimate, but were added to 
facilitate the completion of a truly usable product. 
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APPENDIX A – BOX H ETHERNET COMMANDS 
AOM0 ON|OFF – Controls whether the AOM allows the laser to pass through or not 
(AOM0 ON : Laser passes through to optical system). 
 
DBG? – Requests a debug packet in the format: 
 [xxxx,xxxx,xxxx,xxxx,f.fff,f.fff] 
 With the parameters: 
  Stage X – the x position of the AFM stage as a four-digit hex value 
  Stage Y – the y position of the AFM stage as a four-digit hex value 
  Mirror X – the x position of the mirror as a four-digit hex value 
  Mirror Y – the y position of the mirror as a four-digit hex value 
  Error X – the x error from the control loop as a five digit float 
  Error Y – the y error from the control loop as a five digit float 
 
DISP # - Changes the display mode on the LCD. [Currently inactive] 
 
DUMP – Dumps a full OS state of the Coldfire to the serial port. [Currently inactive] 
 
FOCS xxxx – Sets the Focus PZT DAC output to the value represented as the four 
character hexidecimal representation xxxx (FOCS 0000 : 0V, FOCS : 140V). 
 
GNNX f.ffff – Sets the digital control loop’s AFM input gain to the value represented by 
the floating-point string f.ffff (GNNX 0.0000 : 0 input gain). GNNY f.ffff does the same 
for the y-axis. 
 
GNDX f.ffff – Sets the digital control loop’s D gain to the value represented by the 
floating-point string f.ffff (GNDX 0.0000 : 0 p gain). GNDX f.ffff does the same for the 
y-axis. 
 
GNIX f.ffff – Sets the digital control loop’s I gain to the value represented by the 
floating-point string f.ffff (GNIX 0.0000 : 0 p gain). GNIX f.ffff does the same for the y-
axis. 
 
GNPX f.ffff – Sets the digital control loop’s P gain to the value represented by the 
floating-point string f.ffff (GNPX 0.0000 : 0 p gain). GNPY f.ffff does the same for the 
y-axis. 
 
LINE ON|OFF – Controls whether the Coldfire toggles on the LINE pin during each line 
of the afm’s movement (LINE ON : LINE toggles at each line transition). 
 
MIRX xxxx – Sets the DAC output for the mirror’s x-axis to the value represented by the 
four digit hex number xxxx (MIRX 0000 : 0V out). MIRY xxxx does the same thing for 
the y-axis. 
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OFFX f.ffff – Sets the digital control loop’s AFM x-offset to the value represented by the 
floating-point string f.ffff (OFFX 0.0000 : 0 offset). OFFY f.ffff does the same for the y-
axis. 
 
POWR ON|OFF – Controls whether the +5V power is output to the photon detector 
(POWR ON : Power is output). 
 
RMPX xxxx yyyy zzzz – Starts an x-axis ramp starting from the DAC output represented 
by the four-digit hex value xxxx, going to the DAC output represented by the four-digit 
hex value yyyy, with as many updates per second as represented by the four-digit hex 
value zzzz (RMPX 0000 FFFF 1111 : a ramp from 0 to full scale lasting 15 seconds). 
 
RSET : Resets Box H. 
 
RVAR : Resets debug boundary variables. [Currently inactive] 
 
STA? – Requests a state packet in the format: 
 [f.fff,f.fff,f.fff,f.fff,f.fff,f.fff,f.fff,f.fff,f.fff,f.fff,xxxx,x,x] 
 With the parameters: 
  Offset X – the x offset for the afm position as a five digit float 
  Offset Y – the y offset for the afm position as a five digit float 
  Gain N X – the x input gain for the afm position as a five digit float 
  Gain N Y – the y input gain for the afm position as a five digit float 
  Gain P X – the x P gain for the digital control loop as a five digit float 
  Gain P Y – the y P gain for the digital control loop as a five digit float 
  Gain I X – the x I gain for the digital control loop as a five digit float 
  Gain I Y – the y I gain for the digital control loop as a five digit float 
  Gain D X – the x D gain for the digital control loop as a five digit float 
  Gain D Y – the y D gain for the digital control loop as a five digit float 
  Focus – the focus DAC value as a four digit hex number 
  Flags1 – a single hex digit whose bits mean  
   (1 : tracking loop on; 4 : aom0 on; 8 : pd power on) 
  Flags2 – a single hex digit whose bits mean 
   (1 : line output high; 2 : frame output high) 
 
TICKS? – Returns the current number of interrupt ticks. Useful for debugging the rate of 
interrupt of Box G. 
 
TRAK ON|OFF – Controls whether Box H controls the position of the mirror with the 
digital control loop (TRAK ON : Box H controls the mirror). 
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APPENDIX B – HARDWARE SCHEMATICS 

 
Figure 20 - Main PCB Schematic #1 

 
Figure 21 - Main PCB Schematic #2 
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Figure 22 - Main PCB Schematic #3 

 
Figure 23 - CPLD Board Schematic 
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APPENDIX C – PREVIOUS SYSTEM 

 
Figure 24 - Previous System Block Diagram 
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Image Processing Software 

The image processing software was written in Matlab by Eyal Shafran with minor 

modification by me (version 2.2). The code analyzes the data and creates 4 images: Photon, 

AFM amplitude, Lock-in magnitude and lock-in phase. There are a few subroutines that are 

called by the main function: 

Read_txt_File – Reads the text config file.  The following parameters are extracted from 

the config file: number of lines, scan size, scans rate and aspect ratio. 

Larry_load_data – Loads the photon data, afm data or both for a specific line. 

Larry_clean_afm_data – Takes the afm data and filters the data with a +- 2kHz band pass 

filter around the tips frequency. After filtering, the zero crossing are computed and returned 

to the main program (Essentially this subroutine converts the analog afm data   -> 

timestamps). 

Tap_Hist – A c code that finds the phase of each photon.  

Vector_Lock_in – Each photon is converted into a unit vector in phase space. For each 

pixel the vectors are summed. The resulting vector is separated into 2 fields: magnitude and 

phase. 

Before you can use the code the c code needs to be compiled. If you are using a mac 

download the XTool from the operating system installation disk. Once the XTool is 

installed type:  “mex directory /Tap_Hist.c” in the matlab command window (change 

directory to the actual directory that the file is in). You might need to choose a compiler. 

Choose the Lcc-win32 C compiler. If the file can’t be compiled try typing mex –setup and 

choose the compiler you want to use. If the file can’t be compiled with any of the compilers 

available give me a call. 

There are a few different options to run the code. All of them assume that the config text 

files have the same template (if this is not true the code might not work). 
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Analysis_v1 – A dialog box  will be opened. The user needs to select the config txt file. 

Number of lines is taken from the txt file. The bin number is always equal to the number of 

lines. 

Analysis_v1(base) - The base name is specified. Also looks for the config file. The number 

of lines is taken from the text file and the number of bins will be the same as the number of 

lines. 

Analysis_v1(base,bin_num) - The base name is specified. The number of bins is specified 

in bin_num (can be any integer) and is not necessarily equal to the number of lines. 

Analysis_v1.m 

function y = Analysis_v1(varargin) 

% ANALYSIS_V1 - Plots photon,afm amplitude, lock-in magnitude and lock-in 

% phase images. 

% Analysis_v1() - The user needs to select the config txt file. Number of lines is taken 

from the txt file.  

% The bin number is always equal to the number of lines. 

% Analysis_v1(base) - The base name is specified. Also looks for the config file. 

% Analysis_v1(base,bin_num) - The base name is specified. The number of bins is 

specified in bin_num (can be any integer) and is not necessarlyequal to the number of 

lines. 

 

switch nargin 

    case 0  

        [FileName,base] = uigetfile('*.txt','Choose header file');  

        Param = Read_txt_File([base FileName]); % Reads txt config file. 

        Lines_num = Param.NumberOfLines; 

        M_time = 1/Param.ScanRate/2; 

        bin_num = Lines_num; 

        k = strfind(FileName, '_config')-1; 

        base = [base FileName(1:k)]; 

    case 1 

        base = varargin{1}; 

        Param = Read_txt_File([base '_config.txt']); 

        Lines_num = Param.NumberOfLines; 

        M_time = 1/Param.ScanRate/2; 

        bin_num = Lines_num; 

    case 2 

        base = varargin{1}; 

        Param = Read_txt_File([base '_config.txt']); 

        Lines_num = Param.NumberOfLines; 
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        M_time = 1/Param.ScanRate/2; 

        bin_num = varargin{2}; 

end; 

 

% Initialize values 

 

Im_amplitude = zeros(Lines_num,bin_num); 

Im_Photon = zeros(Lines_num,bin_num); 

Im_Magnitude = zeros(Lines_num,bin_num); 

Im_Phase = zeros(Lines_num,bin_num); 

clock = 1000000; 

 

%Starting main loop 

 

for Line=0:Lines_num-1 

 

    Data = Larry_load_data(base,Line,'all');% Loads the afm and photon data from file 

    if(~isempty(Data)) 

        timestamp = Larry_clean_afm_data(Data.afm); % Cleans the noisy afm data and 

returns the afm timestamps 

        time = [0:length(Data.afm)]/clock; % Creating a time vector for the afm 

        time = time(:); 

        bins = 0:M_time/(bin_num):M_time; 

        c_photon = histc(Data.data/20000000,bins); % finding the number of photons per 

pixel.  

        c_photon(end)=[]; 

        c_Tap = histc(time,bins); % finding the number of taps per pixel.  

        c_Tap(end)=[]; 

        counter_p = 1; 

        counter_t = 1; 

        index1 = cumsum(c_photon); 

        index2 = cumsum(c_Tap); 

        amplitude = zeros(bin_num,1); 

        Magnitude = zeros(bin_num,1); 

        Phase = zeros(bin_num,1); 

        Rel_Tap = Tap_Hist(Data.data/20000000, timestamp);% c code that computes the 

phase for each photon 

        for i=1:bin_num 

            Tap = Data.afm(counter_t:index2(i)); 

            counter_t = index2(i)+1; 

            % Doing a fft 

            L = length(Tap); 

            NFFT = 2^nextpow2(L);  

            FT = fft(Tap,NFFT)/L; 

            power = abs(FT); 

            f = clock*linspace(0,1,NFFT); 
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            k = find(f>20000 & f < 100000); 

            mc = max(power(k)); % finding the amplitude at the frequency of the tip. 

            amplitude(i)= (mc); 

            if(~isempty(Rel_Tap(counter_p:index1(i)))) % If there is at least 1 photon 

                 [Magnitude(i),Phase(i)] = 

Vector_Lock_in(Rel_Tap(counter_p:index1(i)),M_time/bin_num); % Run vectorial lock-

in 

            else 

                Magnitude(i)=NaN; 

                Phase(i)=NaN; 

            end; 

            counter_p = index1(i)+1; 

        end; 

        Im_Magnitude(Line+1,:) = Magnitude; 

        Im_amplitude(Line+1,:) = amplitude; 

        Im_Phase(Line+1,:) = Phase; 

        Im_Photon(Line+1,:) = c_photon; 

    else 

        Im_Magnitude(Line+1,1:bin_num) = NaN; 

        Im_amplitude(Line+1,1:bin_num) = NaN; 

        Im_Phase(Line+1,1:bin_num) = NaN; 

        Im_Photon(Line+1,1:bin_num) = NaN; 

    end; 

         

    Line 

end; 

y.x = linspace(0,1,bin_num)*Param.ScanSize; % creating x vecto 

y.y = linspace(0,1,Lines_num)*Param.ScanSize; % creating y vector 

y.Magnitude = Im_Magnitude; 

y.amplitude = Im_amplitude; 

y.Phase = Im_Phase; 

y.photon = Im_Photon; 

if(Param.ratio==1 && bin_num==Lines_num) % if aspect ratio is 1 and bins=lines the 

image is scaled properly. 

    subplot(2,2,1);imagesc(y.y,y.x,y.photon);axis image; title('Photon');colorbar; 

    subplot(2,2,2);imagesc(y.y,y.x,y.amplitude);axis image; title('Amplitude'); colorbar; 

    subplot(2,2,3);imagesc(y.y,y.x,y.Magnitude);axis image; title('Lock-in magnitude'); 

colorbar; 

    Phase_hsv = zeros(size(y.Phase,1),size(y.Phase,2),3); 

    Phase_hsv(:,:,1) = (y.Phase-min(y.Phase(:)))/max((y.Phase(:)-min(y.Phase(:)))); 

    Phase_hsv(:,:,2) = (y.Magnitude-min(y.Magnitude(:)))/max((y.Magnitude(:)-

min(y.Magnitude(:)))); 

    Phase_hsv(:,:,3) = 1.0; 

 Phase_rgb = hsv2rgb(Phase_hsv); 

 subplot(2,2,4);imagesc(y.y,y.x,Phase_rgb);axis image;  title('Lock-in phase'); colorbar; 

    Overlay = zeros(size(y.Phase,1),size(y.Phase,2),3); 
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    Overlay(:,:,1) = (y.amplitude-min(y.amplitude(:)))/max((y.amplitude(:)-

min(y.amplitude(:)))); 

    Overlay(:,:,2) = (y.photon-min(y.photon(:)))/max((y.photon(:)-min(y.photon(:)))); 

    figure; 

 imagesc(y.y,y.x,Overlay);axis image; title('AFM = Red ; Photon = Green'); 

     

else 

    subplot(2,2,1);imagesc(y.photon); title('Photon') 

    subplot(2,2,2);imagesc(y.amplitude); title('Amplitude') 

    subplot(2,2,3);imagesc(y.Magnitude); title('Lock-in magnitude') 

    subplot(2,2,4);imagesc(y.Phase); title('Lock-in phase'); 

end; 

 

Larry_afm_images.m 

function y = Larry_afm_images(base,Lines_num, bin_num, M_time) 

  

for Line=0:Lines_num-1 

     

    Data = Larry_load_data(base,Line,'all'); 

    clock = 1000000; 

    time = [0:length(Data.afm)]/clock; 

    time = time(:); 

    bins = 0:M_time/(bin_num):M_time; 

    c_photon = histc(Data.data/20000000,bins); 

    c_photon(end)=[]; 

    c_Tap = histc(time,bins); 

    c_Tap(end)=[]; 

    counter_p = 1; 

    counter_t = 1; 

    index1 = cumsum(c_photon); 

    index2 = cumsum(c_Tap); 

    for i=1:bin_num 

        P = Data.data(counter_p:index1(i))/20000000; 

        counter_p = index1(i)+1; 

        Tap = Data.afm(counter_t:index2(i)); 

        t = time(counter_t:index2(i)); 

        counter_t = index2(i)+1; 

        L = length(Tap); 

        NFFT = 2^nextpow2(L);  

        FT = fft(Tap,NFFT)/L; 

        power = abs(FT); 

        f = clock*linspace(0,1,NFFT); 

 %       f = clock*(0:(N-1))/N; 

        k = find(f>20000 & f < 100000); 

        [mc,mi] = max(power(k)); 

        frequency(i) = f(mi+k(1)-1); 
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        height(i)= power(1)/length(Tap); 

        amplitude(i)= (mc);%/length(Tap)*2; 

    end; 

    Im_frequency(Line+1,:) = frequency; 

    Im_amplitude(Line+1,:) = amplitude; 

    Im_height(Line+1,:) = height; 

    Im_Photon(Line+1,:) = c_photon; 

    Line 

end; 

  

y.frequency = Im_frequency; 

y.amplitude = Im_amplitude; 

y.height = Im_height; 

y.photon = Im_Photon; 

subplot(2,2,1);imagesc(y.photon); 

subplot(2,2,2);imagesc(y.frequency); 

subplot(2,2,3);imagesc(y.amplitude); 

subplot(2,2,4);imagesc(y.height); 

 

 

Larry_Analysis.m 

 

function Data = Larry_Analysis(bin_num) 

% Initialize values 

[FileName,base] = uigetfile('*.txt','Choose header file');  

Param = Read_txt_File([base FileName]); 

Lines_num = Param.NumberOfLines; 

time = 1/Param.ScanRate; 

Amplitude_image = zeros(Lines_num,bin_num); 

Photon_image = zeros(Lines_num,bin_num); 

Magnitude = zeros(Lines_num,bin_num); 

Phase = zeros(Lines_num,bin_num); 

time = time/2; 

k = strfind(FileName, '_config')-1; 

base = [base FileName(1:k)]; 

clock = 1000000; 

  

for Line=0:Lines_num-1 % Run code for all the lines 

     

    Data = Larry_load_data(base,Line,'all'); % Loads Photon & AFM data for a given 

Line. 

     

    if(~isempty(Data)) % Checking if line is not empty. If Data is empty go to else. 

        Data.data = Data.data/20000000; % Divide photon data by card clock to get time. 

        [timestamp,Data.afm] = Larry_clean_afm_data(Data.afm); % Cleans the noisy afm 

data 
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        bins = 0:time/(bin_num):time; 

        afm_time = [0:length(Data.afm)]/clock; 

        afm_time = afm_time(:); 

        c_photon = histc(Data.data,bins); % finds the number of photons per bin. 

        c_photon(end)=[]; 

        c_Tap = histc(afm_time,bins); 

        c_Tap(end)=[]; 

        counter_p = 1; 

        counter_t = 1; 

        index1 = cumsum(c_photon); 

        index2 = cumsum(c_Tap); 

        for i=1:bin_num 

            P = Data.data(counter_p:index1(i)); 

            Tap = Data.afm(counter_t:index2(i)); 

            counter_t = index2(i)+1; 

            FT = fft(Tap); 

            power = abs(FT); 

            N = length(FT); 

            f = clock*(0:(N-1))/N; 

            k = find(f>20000 & f < 100000); 

            [mc,mi] = max(power(k)); 

            amplitude(i)= (mc)/length(Tap)*2; 

            if(~isempty(P)) % If there is at least 1 photon 

                counter_p = index1(i)+1; 

                Rel_Tap = Tap_Hist(P, timestamp); % Convert photon timetag to phase 

                [Data.Lock_in(i),Data.Phase(i)] = Vector_Lock_in(Rel_Tap,time/bin_num); % 

Run vectorial lock-in 

            else 

                Data.Lock_in(i)=NaN; 

                Data.Phase(i)=NaN; 

            end; 

        end; 

        Amplitude_image(Line+1,:) = amplitude; 

        Photon_image(Line+1,:) = c_photon; 

        Magnitude(Line+1,:) = Data.Lock_in; 

        Phase(Line+1,:) = Data.Phase;   

    else 

        Amplitude_image(Line+1,1:bin_num) = NaN; 

        Photon_image(Line+1,1:bin_num) = NaN; 

        Magnitude(Line+1,1:bin_num) = NaN; 

        Phase(Line+1,1:bin_num) = NaN;   

    end; 

    Line 

end; 

keyboard; 

Data.Amplitude_image = Amplitude_image; 
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Data.Magnitude = Magnitude; 

Data.Phase = Phase; 

Data.Photon_image = Photon_image; 

x = 0:Param.ScanSize/(bin_num-1):Param.ScanSize; 

y = 0:Param.ScanSize/(Lines_num-1):Param.ScanSize; 

figure; 

subplot(2,2,1);imagesc(x,y,Photon_image);axis image;title('Photon Image'); 

subplot(2,2,2);imagesc(x,y,Magnitude);axis image;title('Lock-in Magnitude') 

subplot(2,2,3);imagesc(x,y,Phase);axis image;title('Lock-in phase'); 

subplot(2,2,4);imagesc(x,y,Amplitude_image);axis image;title('Amplitude image'); 

 

 

Larry_clean_afm_data.m 

function [timestamp,afm] = Larry_clean_afm_data(afm) 

% LARRY_CLEAN_AFM_DATA(afm) - cleans the afm data and returns timastamps 

  

clock = 1000000; 

time = [0:length(afm)-1]/clock; 

time = time(:); 

FT = fft(afm); 

power = abs(FT(1:length(FT)/2)); 

N = length(FT); 

f = clock*(1:N/2)/(N/2)*1/2; 

k = find(f>10000 & f < 100000); 

[mc,mi] = max(power(k)); % Finds the tips frequency from the power spectrum.  

frequency = f(mi+k(1)-1); % Finds the frequency at the peak of the power spectrum. 

FT(f< frequency-2000 | f > frequency+2000)=0; % band pass filter with +-2kHz on each 

side of the frequency. 

afm = real(ifft(FT)); 

%afm = smooth(afm,5); 

timestamp = zero_crossing(time, afm,1/clock); % Finds the zero crossings. 

ave_frequency = 1/mean(diff(timestamp)); 

if(abs(frequency-ave_frequency)/frequency > 0.01) 

    [frequency ave_frequency] 

    disp('Average frequency for the calculated timestamps is not close to the AFM 

frequency from fft '); 

end 

 

 

Larry_fft_compare.m 

function  Larry_fft_compare(Photon,afm) 

  

clock = 1000000; 

time = 1/clock:1/clock:length(afm)/clock; 

time = time(:); 

FT = fft(afm); 
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power = zeros(length(FT)/2,1); 

power = abs(FT(1:length(FT)/2)); 

N = length(FT); 

f = clock*(1:N/2)/(N/2)*1/2; 

b = 0:1/clock:time(end); 

F = zeros(length(b),1); 

F = histc(Photon,b); 

F(end)=[]; 

FT2 = zeros(length(F),1); 

FT2 =fft(F); 

%FT(end)=[]; 

power2 = zeros(length(FT2)/2,1); 

power2 = abs(FT2(1:length(FT2)/2)); 

N = length(FT2); 

figure; loglog(f,power/max(power),f,power2/max(power)); 

figure; plot(f,power/max(power),f,power2/max(power)); 

 

 

Larry_load_data.m 

function y = Larry_load_data(base,line,data_type) 

% LARRY_LOAD_DATA(base,line,data_type) - Loads measured line from data. base is 

the 

% path of the file, line is the line that is being loaded, and data_type is 

% one of 3 options - 'photon','afm','all'. 

  

  

try 

    if(strcmp(data_type,'photon')) 

        fname = [base '-' num2str(line, '%03d') '-redphotons.raw']; 

        file = fopen(fname, 'r', 'ieee-be'); 

        [y.data, y.count] = fread(file, 'uint32'); 

        fclose(file); 

    elseif(strcmp(data_type,'afm')) 

        fname = [base '-' num2str(line, '%03d') '-afmtipheight.raw']; 

        file = fopen(fname, 'r', 'ieee-be.l64'); 

        [y.afm, y.afm_count] = fread(file, 'float64'); 

        fclose(file); 

    elseif(strcmp(data_type,'all')) 

        fname = [base '-' num2str(line, '%03d') '-redphotons.raw']; 

        file = fopen(fname, 'r', 'ieee-be'); 

        [y.data, y.count] = fread(file, 'uint32'); 

        fclose(file); 

        fname = [base '-' num2str(line, '%03d') '-afmtipheight.raw']; 

        file = fopen(fname, 'r', 'ieee-be.l64'); 

        [y.afm, y.afm_count] = fread(file, 'float64'); 

        fclose(file); 



 333

    else 

        error('Can not recognize data type. Choose one of the following: photon, afm or all') 

    end; 

catch 

    y = []; 

    disp('Line is empty '); 

end; 

 

 

Larry_optical_image.m 

%% QUICK OPTICAL IMAGE 

  

for Line=0:511 

    Data = Larry_load_data(base,Line,'photon'); 

    bins = 0:0.5/511:0.5; 

    c_photon = histc(Data.data/20000000,bins); 

    Photon_image(Line+1,:) = c_photon; 

end; 

figure;imagesc(Photon_image); axis image 

 

 

Read_txt_File.m 

function y = Read_txt_File(path) 

  

fid = fopen(path); 

File = fread(fid,inf,'*char')'; 

fclose(fid); 

k = strfind(File, 'NumberOfLines=')+14; 

y.NumberOfLines = str2double(File(k:k+4)); 

k = strfind(File, 'ScanRate=')+9; 

y.ScanRate = str2double(File(k:k+4)); 

k = strfind(File, 'ScanSize=')+9; 

y.ScanSize = str2double(File(k:k+4)); 

k = strfind(File, 'aspectratio=')+12; 

y.ratio = str2double(File(k:k+2)); 

 

 

 

Tap_Hist_matlab.m 

function Theta = Tap_Hist_matlab(Photons, Phase) 

m_Photons = length(Photons); 

m_Phase = length(Phase); 

i=1;k=1; 

while (Photons(i)< Phase(1) ) 

    i = i+1; 

    if(i>m_Photons) 
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       Theta(1)=-1; 

       return 

    end; 

end; 

for j=i:m_Photons 

    while (Photons(j)>=Phase(k) && k<m_Phase) 

        k = k+1; 

    end; 

    try 

        diff = Phase(k)-Phase(k-1); 

        if(diff>=0) 

            P = Photons(j)-Phase(k-1); 

            d = P*2*pi/diff; 

            Theta(j) = d; 

        else 

            Theta(j)=-1; 

        end; 

    catch 

    end; 

end; 

 

 

Tap_Hist.c 

//Phase_Hist_v6(Photon(k), Ave_Phase, N); Matlab code to run the dll 

#include "mex.h" 

 

void Phase_divider(double *Photons, double *Phase, mwSize m_Photons,mwSize 

m_Phase, double *Theta) 

{ 

   

    int i=0,k=0; 

    double diff, P,d, PI = 3.141592653589793; 

    for(; *(Photons+i)<*(Phase);i++) 

        *(Theta+i) = -1; // Taking care of a photon arriving before the first Phase marker 

   

    for (; i <= (m_Photons-1); i++) 

    { 

        for (; *(Photons+i)>=*(Phase+k) && k<=(m_Phase-1); k++);//Advance Photon 

until it is bigger then the Tap 

        diff = (*(Phase+k) - *(Phase+k-1)); 

        if (diff >= 0) 

        { 

            P = *(Photons+i)-*(Phase+k-1); 

            d = (P/diff)*2*PI; 

            *(Theta+i) = d; 

        } 
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        else 

            *(Theta+i) = -1; 

    } 

     

} 

 

 

 

void mexFunction( int nlhs, mxArray *plhs[], 

                  int nrhs, const mxArray *prhs[]) 

{ 

    double *Photons, *Phase, *z ; 

    mwSize m_Photons, m_Phase; 

     

    Photons = mxGetPr(prhs[0]); 

    Phase = mxGetPr(prhs[1]); 

     

    m_Photons = mxGetM(prhs[0]); 

    m_Phase = mxGetM(prhs[1]); 

    if(m_Photons!=0 && m_Phase!=0){ 

        plhs[0] = mxCreateDoubleMatrix(1,m_Photons, mxREAL); 

        z = mxGetPr(plhs[0]); 

        Phase_divider(Photons,Phase,m_Photons, m_Phase,  z); 

    } 

    else{ 

        plhs[0] = mxCreateDoubleMatrix(1,1, mxREAL); 

        z = mxGetPr(plhs[0]); 

        *z = -2; 

    } 

 

     

} 

 

 

 

Vector_Lock_in.m 

function [R,phi] = Vector_Lock_in(Rel_Tap,Time,varargin) 

% Vector_Lock_in(Rel_Tap) is a lock-in code. The magnitude and phase are 

% calculated by a vetorial sum on all phases(Rel_Tap) 

if(nargin==3) 

    beta= varargin{1}; 

    mu = beta(1); 

    sigma = beta(2); 

    Rel_Tap(find(Rel_Tap<mu-pi))=Rel_Tap(find(Rel_Tap<mu-pi))+2*pi; 

    Rel_Tap(find(Rel_Tap>mu+pi))=Rel_Tap(find(Rel_Tap>mu+pi))-2*pi; 
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    Rel_Tap = Rel_Tap(find((abs(Rel_Tap-mu)<sigma) | (Rel_Tap-mu<-pi+sigma) | 

(Rel_Tap-mu>pi-sigma))); %[-sigma,sigma] 

    Time = Time*2*sigma/pi; 

elseif(nargin>3) 

    error('Too many input arguements') 

end 

R = sqrt(sum(cos(Rel_Tap)).^2+sum(sin(Rel_Tap)).^2)/Time; 

if(sum(cos(Rel_Tap))> 0 ) 

    phi = atan(sum(sin(Rel_Tap))/sum(cos(Rel_Tap))); 

else 

    phi = atan(sum(sin(Rel_Tap))/sum(cos(Rel_Tap)))+pi; 

end; 

 

 

zero_crossing.m 

function y = zero_crossing(time, signal,deltaT) 

% ZERO_CROSSING(time, signal, deltaT) - finds the zero crossing of an 

% oscillating signal. signal and time are the actual signal and the time 

% vector of that signal. deltaT is the time difference between to time 

% points. 

  

time = time(:); 

signal = signal(:); 

d = -1*signal(1:end-1)./(diff(signal)); 

%ZC = time(2:end)+d*deltaT./exp(deltaT*(0.5-d)); 

ZC = time(2:end)+d*deltaT; 

index1 = find(signal(1:end-1).*signal(2:end)< 0 ); 

if(index1(end)==length(signal))  

    index1(end) = []; 

end 

index1 = index1(find(signal(index1)-signal(index1+1)>0)); 

y = ZC(index1); 
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A p p e n d i x  F  

Hue-Saturation-Value Representation and Correlation of Multispectral/Multi-Modal 

Datasets 
 

Approach 

Combining multiple images is a powerful tool for analyzing data provided that it can be 

done accurately, without distortion to the original image. Combining multiple images 

corresponding to multispectral or multimodal data allows one to easily and quickly 

interpret all the data at once. It also allows one to identify correspondences and differences 

across modes. For example, the method presented in this paper was originally developed 

for combining images taken by an atomic force microscope and a fluorescence microscope 

simultaneously. Combining the images gives a detailed topographical image of the sample 

overlaid with the fluorescence image to show points of interest. 

Traditional methods for combining multiple images use red-green-blue (RGB) color 

space
1
, but this often distorts the contrast of the original image. Specifically, RGB images 

encode grayscale as well as color in each channel. When RGB images are co-added the 

result inherently becomes darker and darker as the grayscales sum. The author then 

processes this summed image, using a program such as Photoshop, at a minimum by 

adjusting brightness and contrast to achieve a visually pleasing image. This undocumented 

distortion is unrepeatable. At best the result is an image that is visually pleasing, 

qualitatively correct but quantitatively distorted. 

Color can be represented by bases other than RGB and images can be converted between 

these different color spaces
2,3

. This means that image processing can and should be done in 

the most convenient format, regardless of the format required for publication or other use. 

While methods for image fusion have used intensity-hue-saturation (IHS)
4,5

 and hue-

saturation-value (HSV)
6
 color spaces the use of these non-RGB color spaces has been 

restricted to combining existing multispectral color images. The method we develop here 

uses HSV to combine multiple monochromatic images that belong to a multispectral into 

one color image. It can also be used to combine each imaging modality of a multimodal 
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data set to represent multimodal data sets in a single color image without data loss. Our 

method is based on performing the combination in the HSV color space as opposed to the 

RGB color space. In the HSV color space, grayscale and color information are in separate 

channels, so the combined images do not suffer from the same darkening contrast as 

images combined in RGB color space. Also, our method provides a visually acceptable 

image without manipulation through programs such as Photoshop. The result of our HSV-

based method is a quantitatively accurate image. The method is repeatable, reversible, and 

does not suffer from the contrast distortion issues seen in RGB-based combination. 

Methods:  RGB- HSV Conversions 

The conversion between RGB and HSV color spaces is a well-defined process; images can 

be converted between the two formats without loss of information. 

We can convert from RGB to HSV color space using the following set of equations
6
: 

 

 

If S = 0, then H = 0. 

If R = V, then, 

 

If G = V, then, 

 

If B = V, then, 
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Similarly, we can convert from HSV color space back to RGB color space using the 

following set of equations. 

First, let 

 

 

 

 

 

Then, 
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Methods:  Combining two data sets using value and saturation 

The following methods for combining images require that the images to be combined are of 

the same resolution. If they are not, then the individual images must be upscaled or 

downscaled to a consistent resolution. 

To combine two data sets using the value and saturation channels of the HSV color space, 

one data set is assigned to the value and the other to the saturation. The value channel 

corresponds to a pixel’s grayscale component and the saturation channel corresponds to a 

pixel’s color intensity. For example, whether a pixel is bright red or faintly red is controlled 

by the saturation. In effect, this method overlays one data set in one color over a grayscale 

image. This is most useful when the value data set shows more information than the 

saturation data. The saturation data then points out areas of interest. The hue of the HSV 

color space image is set to a constant value corresponding to the color desired. The 

resulting image can be converted into RGB color space for compatibility with computer 

formats. This process is shown pictorially in Figure F.1. 

Methods:  Combining two data sets using saturation and hue 

The method can be adjusted to combine two data sets using the saturation and hue layers. 

In this approach, the saturation layer is the average of the two data sets and the hue is set 

according to the relative values of the color images. The value is set to a constant value, but 

should not be set to 0 or 1 or the resulting image will be entirely white or black. The 

resulting image shows each data set as its selected hue with a relative mixture of hues 

where the data sets overlap. This method is useful for comparing data sets relative to one 

another. In areas where one data set has large values compared to the other, the hue will 

correspond to that data set. In areas where the two data sets have comparable intensity, the 

hue will be between the two individual hues. 

More precisely, if at pixel(i,j), 
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And the hues to represent data1 and data2 are h1 and h2 respectively, then, 

 

 

Methods:  Combining three or more data sets 

Three or more data sets can be combined using a combination of these methods. One data 

set can be represented by the value layer and two data sets can be represented using the 

saturation and hue layers. More data sets can be represented in the saturation and hue 

values by generalizing the method for two data sets in the saturation and hue layers. For n 

data sets, 

 

 

Results 

We compared a combination of two data sets using HSV and RGB-based methods (see 

Figure F.2). The HSV method uses the saturation and value layers to perform the 

combination. In the RGB method, one of the original images (Figure F.2a) is converted to 

grayscale and and the other (Figure F.2b) is added to the green channel. The resulting RGB 

image (Figure F.2c) has a green tinge to its background and the maxima of the original data 

are obscured. Furthermore, the horizontal lines from Figure F.2a are also blurred in Figure 
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F.2c. By contrast, the horizontal lines and the maxima can be clearly seen in the HSV 

images shown in Figure F.2d. 

We also compared a combination of 3 data sets using our HSV-based method (Figure F.3a) 

and an RGB-based method (Figure F.3b). We start with a grayscale AFM image (Figure 

F.3c) which is overlayed with two circles, one in blue and one in green. The intensity of 

color of each of the circles decays with a Gaussian distribution from the center of the circle. 

In the RGB-based method (Figure F.3b), the contrast of the AFM image becomes distorted 

while in the HSV-based method (Figure F.3a) there is no contrast distortion. 

Significance of results 

Using HSV color space to combine multispectral data is an effective and accurate way to 

combine multiple images. Multispectral data is typically displayed by using the red, green, 

and blue channels to each display one layer of data. Another method is to color each layer 

of data differently and then combine the images using an image processing program such 

as Photoshop to adjust each layer’s opacities so that all sets of data are visible. Both 

methods combine in the RGB color space because computers describe color in an RGB 

color space. In the first method, only 3 data sets can be effectively combined. In the second 

method, the manipulation of images in Photoshop could compromise the accuracy of the 

final image. By definition, adjustments made in Photoshop are done to please the eye. 

However those adjustments are not recorded or presented with the data. Therefore, the data 

is intrinsically altered, albeit unintentionally. 

The HSV-based method can combine any number up to seven data sets for visual 

interpretation. There is no mathematical limit to the number of data sets which can be 

combined since each new data set is simply assigned a new hue. However, the practical 

number of data sets that can be combined is limited by the number of hues that the human 

eye can discern. In practice, this number of easily identifiable hues is six: red, yellow, 

green, cyan, blue, violet. A seventh data set can be displayed in the grayscale of the image. 

Although multiple colors can be used in RGB color space, multiple layers of data are not 

independent in the combination: each color is a linear combination of the red, green, and 
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blue channels. For example, if one layer of data is represented using cyan (a combination of 

blue and green) and another layer of data is represented using green, when these two layers 

are added, both data sets are represented in the green of the resulting image. In contrast, the 

HSV-based method can filter out a certain hue to find the data that corresponds to it. In this 

way, the original data is preserved. Protecting the quantitative content of the data sets is 

important for lossless communication between team members. It is also important for 

subsequent researchers who want to replicate results, analytic conclusions, or apply new 

analytic tools to these data sets. 

Such accuracy to the original data is the main advantage of the HSV-based method. For 

example, images created in HSV can be converted into an RGB representation for 

compatibility with digital systems, the new image can be converted back to HSV form 

since the conversions between RGB and HSV space are well defined. The ability to extract 

the original data from the HSV-based image is lacking from RGB methods. Combining 

images in RGB color space, especially in programs like Photoshop, can easily distort 

individual data sets. The original quantitative data is lost in this process. The HSV-based 

method for image combination presented in this paper preserves the original data both 

qualitatively and quantitatively in the final image. 
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Figures 

 

Figure F.1: Block diagram for combining two data sets using saturation and value layers. 

One data set is used for the saturation layer. The other data set is used for the value layer. 

The hue is set to a constant value. The HSV image can then be converted to RGB for 

general compatibility. 

 

Figure F.2: Comparison of RGB-based and HSV-based image combinations. Images are 90 

pixels x 90 pixels. a) First original data image. Yellow corresponds to higher intensity 
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while dark red corresponds to lower intensity. b) Second original data image using similar 

coloring as (a). c) Combination of images using RGB-based method with (b) overlaid in 

green on (a). Note the washed out green across the image. d) Combination of images using 

HSV-based method with (b) overlaid in green on (a). In this image, the relative intensities 

of the original image (b) can be seen. 

 

Figure F.3: The original AFM image (a) becomes distorted in the RGB-based image 

combination (b) as opposed to the HSV-based image combination (c). a) 300x300 HSV-

based method for 3 data sets. Two Gaussian circles are overlaid, one in green and one in 

blue, on an AFM image. b) RGB-based method for the same 3 data sets in (a). c) Original 

background data set. 
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A p p e n d i x  G  

US patent 7,211,795 

Method for manufacturing single wall carbon nanotube tips 

 

 

This patent was awarded for a method for the efficient production of nanotube AFM 

probes. Such probes can image the topography of a sample with extraordinary resolution as 

part of an atomic force microscope. This method is described in great detail in Chapter 4. 

Chapter 4 additionally describes the methods used to grow nanotubes on a substrate, their 

characteristics of the AFM images produced with nanotube tips and finally the physics of 

nanotube attachment to a silicon AFM probe and of nanotube-nanotube interactions during 

AFM imaging. This patent was issued on May 1, 2007 to C. Patrick Collier, Ziyang Ma, 

Steven Quake, Ian Shapiro, and Lawrence Wade. These five inventors made equal 

contributions to this invention. 
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A p p e n d i x  H  

US patent 7,514,214 

Selective functionalization of carbon nanotube tips allowing fabrication of new classes of 

nanoscale sensing and manipulation tools 

 

 

This patent was awarded for a method of functionalizing nanotube tips (the manufacture of 

which was described in US patent 7,211,795).  Specifically, it describes methods for 

coating the nanotube tipped probe to preclude non-specific binding or other chemical 

interactions with the probe and then chemically functionalizing the end of the nanotube 

tipped probe with a carboxyl group or amine group so that further chemical modification 

can be made. This unique chemical functionalization of the nanotube tip can be used to 

attach a single protein or a specific group of proteins. Such a modified tip can then be used 

for sensing chemical motilities or triggering a variety of reactions with extraordinary spatial 

resolution and high chemical specificity. In addition such tips can be used to pattern a 

substrate for future sensing or chemical logic use. This work builds on that reported in 

Chapter 4. This patent was issued on April 7, 2009 to Lawrence Wade, Ian Shapiro, C. 

Patrick Collier, Maria J. Esplandiu, Vern Bittner, Jr., and Konstantinos Giapis. These six 

inventors made equal contributions to this invention. 
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