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Abstract

In Part I, we consider numerical simulations of event horizons. Event horizons are the defining

physical features of black hole spacetimes, and are of considerable interest in studying black hole

dynamics. Here, we reconsider three techniques to find event horizons in numerical spacetimes, and

find that straightforward integration of geodesics backward in time is most robust. We apply this

method to various systems, from a highly spinning Kerr hole through to an asymmetric binary black

hole inspiral. We find that the exponential rate at which outgoing null geodesics diverge from the

event horizon of a Kerr black hole is the surface gravity of the hole. In head-on mergers we are able to

track quasi-normal ringing of the merged black hole through seven oscillations, covering a dynamic

range of about 105. In the head-on “kick” merger, we find that computing the Landau-Lifshitz

velocity of the event horizon is very useful for an improved understanding of the kick behaviour.

Finally, in the inspiral simulations, we find that the topological structure of the black holes does not

produce an intermediate toroidal phase, though the structure is consistent with a potential re-slicing

of the spacetime in order to introduce such a phase. We further discuss the topological structure of

non-axisymmetric collisions.

In Part II, we consider parameter estimation of cosmic string burst gravitational waves in Mock

LISA data. A network of observable, macroscopic cosmic (super-)strings may well have formed in

the early Universe. If so, the cusps that generically develop on cosmic-string loops emit bursts of

gravitational radiation that could be detectable by gravitational-wave interferometers, such as the

ground-based LIGO/Virgo detectors and the planned, space-based LISA detector. We develop two

versions of a LISA-oriented string-burst search pipeline within the context of the Mock LISA Data

Challenges, which rely on the publicly available MultiNest and PyMC software packages, respectively.

We use the F -statistic to analytically maximize over the signal’s amplitude and polarization, A

and ψ, and use the FFT to search quickly over burst arrival times tC . We also demonstrate an

approximate, Bayesian version of the F -statistic that incorporates realistic priors on A and ψ. We

calculate how accurately LISA can expect to measure the physical parameters of string-burst sources,

and compare to results based on the Fisher-matrix approximation. To understand LISA’s angular

resolution for string-burst sources, we draw maps of the waveform fitting factor [maximized over

(A, ψ, tC)] as a function of sky position; these maps dramatically illustrate why (for LISA) inferring

the correct sky location of the emitting string loop will often be practically impossible. In addition,

we identify and elucidate several symmetries that are embedded in this search problem, and we

derive the distribution of cut-off frequencies fmax for observable bursts.
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Chapter 1 Introduction

1.1 History of gravitational theory

In the study of the macroscopic universe, the most important force to reckon with is the force of

gravity. The universe is strongly shaped by gravity which, although the weakest of the forces, exerts

a universal attraction on all matter. The force of gravity governs the majority of the structure of

our universe, from the orbits of the planets in our solar system, through to the dynamics of stars

and nebulae, black holes and galaxies. The earliest known theory of gravity was formulated by the

English scientist, Sir Isaac Newton in his PhilosophiæNaturalis Principia Mathematica. In this work

Newton defines gravity as a force emanating radially from the centers of mass of objects, with an

inverse square nature (i.e. the strength of the gravitational attraction between two objects decreases

as the square of the distance between their respective centers of mass). This simple theory of gravity

adequately describes weak gravitational phenomena, and is enough for many useful applications of

gravitational analysis, such as the motion of the solar system, or the ballistic behavior of objects in

the presence of a massive stellar body. Along with his theory of gravity, Newton devised his famous

laws of motion

When Scottish physicist James Clerk Maxwell formulated the laws of electromagnetism in the

1860’s, he showed that light was merely an oscillation in the electromagnetic field, and that these

oscillations propagated at a set speed of approximately 300, 000 km/s, a number which depended

on the known physical constants ε0, the “permittivity of free space,” and µ0, the “permeability of

free space.” Given that Newton’s laws and the associated so-called “Gallilean” transform were used

to compute motion, the obvious question was “300, 000 km/s relative to what frame of reference?”

Initially, this led to theories of the “ether,” a field that provided a medium for light to travel. In

the old Gallilean/Newtonian point of view, this ether provided a preferred reference frame for the

universe. A famous experiment performed by American physicists Albert Michelson and Edward

Morley in 1887 disproved the existence of the ether, showing that the speed of light was 300, 000

km/s in any reference frame. As a result, it was clear that Maxwell’s equations were not compatible

with Newton’s laws of motion, and that it was Newton’s laws that needed changing, not Maxwell’s.

It was in order to resolve this fundamental difficulty that Albert Einstein in 1905 proposed his

Special Theory of Relativity. In this theory, the “Gallilean” tranformation (which codified simple

assumptions about the addition of velocities and the universal nature of time) was discarded in favor

of a transformation between reference frames devised by Dutch physicist Hendrik Lorentz, who was

attempting to explain the Michelson-Morley experiment. By transforming physical laws between
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non-accelerating reference frames using the Lorentz transformation, Einstein was able to present a

theory of physical motion consistent with Michelson and Morley’s discovery that light propagated

at the same velocity in all reference frames. Lorentz’s transformation also paved the way for the

unification of space and time into spacetime. No longer were space and time distinct quantities, for

in the Lorentz frame, observers traveling at different speeds measure time at different rates.

Unfortunately, one of the main casualties of special relativity was Newton’s theory of gravity.

The two were simply incompatible, and much subsequent effort over the next decade was devoted

to reconciling special relativity and Newton’s gravity. This effort culminated in 1915 with the

publication of Einstein’s General Theory of Relativity. General relativity postulated that the effect

of gravity was indistinguishable from the effect of being stationary in an accelerating reference frame.

Known as the Equivalence Principle, this idea lies at the heart of general relativity. In general

relativity, the presence of mass warps space and time, much as a bowling ball warps a rubber sheet

it is dropped onto. In order to describe exactly how spacetime is warped by the presence of matter,

general relativity applies the tools of differential geometry, a branch of mathematics that describes

the properties of curved and distorted n-dimensional surfaces.

1.2 Gravitational Waves

General relativity gives rise to a number of interesting phenomena. Several of these provided early

evidence for relativity, such as the precession of the perihelion of the orbit of Mercury, and the

gravitational bending of starlight around the sun. One major phenomenon predicted by general

relativity is the existence of gravitational waves (GWs). Much as light is a propagating wave

disturbance in the electric and magnetic fields, so the gravitational field admits wavelike disturbances.

The existence of these waves has not until now been directly observed.

Indirect evidence of gravitational waves has been found in observations of a binary pulsar system

known as the Hulse-Taylor binary, which was discovered in 1974. Pulsars are neutron stars with

very strong magnetic fields, spinning at high speeds. The magnetic field of the star causes beam-like

emissions to occur from the magnetic poles. These beams of electromagnetic radiation are easily

observed by astronomers, and pulsars spin at frequencies that are extremely consistent. Functioning

as a kind of cosmic lighthouse, pulsar beams allow astronomers to, among other things, measure

rotational frequency to extremely high accuracy. The Hulse-Taylor binary was the earliest binary

pulsar system to be discovered, and its rotational energy has been carefully measured for over 35

years. This careful measurement has led to the realization that the Hulse-Taylor binary is losing

rotational energy at precisely the rate one would expect, if that energy were being carried away by

gravitational waves as predicted by general relativity.

Direct evidence of gravitational waves is expected to be discovered within the next decade through
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the use of extremely precise laser interferometry. Several major experiments around the globe,

notably the LIGO experiment1 in the United States, Virgo in Italy, and GEO 600 in Germany, are

refining their sensitivity in the hope of observing GWs. LIGO is composed of a series of Michelson

interferometers, situated at Hanford, Washington, and Livingston, Louisiana. Each site has an L-

shaped vacuum system, 4 kilometers on a side, within which operate one or more intereferometers,

the longest being the full length of the vacuum system. The arms of the interferometer are Fabry-

Perot cavities that recycle the laser light, effectively extending the arm length by a factor of ∼ 100.

This arm length results in LIGO’s sensitivity being highest in the frequency range of 10 to 1000 Hz.

LIGO’s sensitivity has progressively increased over the years, with improvements such as Enhanced

LIGO and Advanced LIGO modifying the configuration of the system to greatly increase LIGO’s

range. It is expected that Advanced LIGO, currently being installed and expected to be operational

in 2014, will improve LIGO’s sensitivity to the point where detection of a gravitational wave will

become almost a daily occurrence.

Direct experimental evidence of GWs, it is hoped, will further confirm the validity of Einstein’s

general relativity, and provide a stepping-stone towards observing the universe in the gravitational

spectrum, just as we currently do in the electromagnetic spectrum. However, it is also possible that

the lack of detection, or detection of waves not in line with the predictions of general relativity, will

result in direct experimental evidence which contradicts relativity. Either way, evidence, or lack

thereof, of gravitational waves is a key part of confirming or disproving relativity.

The challenges for GW detection are even today very daunting. In current or foreseen exper-

iments, any expected GW signal is buried beneath significant noise. The LIGO mirrors, which

function as the end-points of the interferometer, and motion of these mirrors must be detected at

the level of 10−19m. Such small distances are extremely hard to measure, and matched filtering

techniques are typically used to amplify the signal above the noise. As such, a good idea of what

these signals can be expected to look like is needed.

For any given type of event, such as a binary black hole merger, there is a large space of possible

waveforms, arising from differences in the physical parameters of the emitting system. For example,

in the case of binary black hole mergers, differences between the masses of the two black holes

can result in significantly different mergers, with different signals. Since the two-body problem

does not have a known analytic solution, numerical simulations and analytic approximations of

potential sources can be used to lay down a series of “templates” - sample simulations or approximate

analytic formulae that cover a region of the parameter space of all possible events of the given type.

These have in the past been primarily performed using the post-Newtonian expansion of general

relativity - a simplified theory of gravity which applies only in situations of weaker gravitational

forces. Increasingly, templates are being constructed using more accurate numerical simulations of

1www.ligo.caltech.edu
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the full theory of relativity, with the increased accuracy this brings.

In order to observe direct evidence using laser interferometric experiments such as LIGO, three

main areas of expertise must be developed. Firstly, the equipment itself must be designed, un-

derstood, characterized and improved. These experiments require highly developed apparatus in

order to isolate the systems as much as possible from sources of noise. Major developments include

improved seismic isolation and suspension systems for the mirrors that form the ends of the interfer-

ometer cavities, improvements in thermal coating of mirrors to reduce noise from internal thermal

fluctuations, and advances in interferometer design, such as increased laser power, to improve sen-

sitivity.

Secondly, the scientific community must determine which astrophysical events present the highest

likelihood for detection, and what waveforms those events would produce. Because of the conser-

vation of momentum, in a multipolar analysis the lowest-order (and strongest) GW emission comes

from a varying mass quadrupole. Linear motion is not sufficient, but any two bodies orbiting each

other are primarily engaged in quadrupole motion. However, the gravitational waves emitted by

typical quadrupolar motions visible to astronomers (such as the orbit of a planet around a star) are

not nearly powerful enough to be detected. Only the most violent events in the universe produce

gravitational waves sufficiently powerful to stand any chance of detection. Currently, LIGO is ex-

pected to be able to detect a pair of solar mass neutron stars orbiting each other, if they are within

60 million light years. When emitting detectable waves, these neutron stars would orbit each other

approximately 100 times per second at a distance of about 100km between them. Key aspects of

detecting such violent events include numerical simulations of events in the strong gravity regime,

where full general relativity must be applied, without simplifying approximations that would be

valid in weaker gravity. These simulations can be used to extract gravitational waveforms, the study

of which can be used to develop generalized waveforms which are functions of the astrophysical

parameters of the event.

Thirdly, techniques must be developed to search for these signals in the noise. Since even com-

paratively simple waveforms may have upwards of 5 parameters (such as the relative masses, sky

position, polarization and time of arrival), finding a waveform in experimental data requires search-

ing over large parameter spaces. Techniques of statistical analysis must be developed and tested, so

that we can search for real events in detector output data.

This thesis addresses issues in the second and third parts of the quest to detect gravitational

waves. In Part I, I discuss my work as part of the “sXs” collaboration, a group of researchers at

Caltech, Cornell, and CITA who develop and use “SpEC” software. “SpEC” is a code built to

solve Einstein’s equations, specializing in the simulation of binary black hole mergers. My work

has centered on investigating the numerical simulation of event horizons of black holes. I have

implemented simulations to track the motion and merger of the event horizons of binary black holes



5

in head-on and inspiral mergers, building on existing simulations of the bulk gravitational fields. I

report on results concerning the topology of event horizon mergers, among other results. In order to

perform this work, I have designed and implemented code modules within the framework of SpEC.

In Part II I discuss my work on parameter estimation of gravitational wave templates. These

templates are models of the expected detector response to a gravitational wave emitted from a given

source, depending on parameters such as the position of the source on the sky, its polarization,

etc. This work was done in the context of the planned LISA mission, a collaboration between

NASA and the European Space Agency. LISA will be a configuration of three spacecraft in an

equilateral triangle, which will orbit the sun at 1 AU distance. LISA is intended to complement

the sensitivity of earthbound observatories like LIGO by attempting to detect gravitational waves

in the frequency range of 10−4 to 1 Hz. It is impractical for earthbound detectors to be sensitive at

these low frequencies due to seismic activity. LISA therefore, is planned to operate in space, and will

have arm lengths of approximately five million kilometers. LISA has not yet been fully approved,

so a launch date is at least a decade away. In order to improve the science case for LISA, and to

advance the science of parameter estimation in GW models, the LISA International Science Team

has launched a series of “Mock LISA Data Challenges” (MLDCs). The MLDCs are competitions

where simulated LISA data sets are produced, based on theoretical models of the behavior of the

LISA constellation. Signals from potential sources are embedded into these data sets, and scientists

around the world are challenged to locate these signals within the noise. This section of the thesis

focuses on my work for MLDC challenge 3.4, which for the first time includes signals from cosmic

strings as potential sources of GWs for LISA.

Not all work in this thesis is my own. In Part I, the underlying numerical simulations of Einstein’s

equations are performed by various members of the SpEC group. Significant portions (primarily the

latter half) of Chapter 2 are quoted from Cohen, Pfeiffer & Scheel [1]. All of Chapters 3 and 4 are

quoted from [1] except Section 3.4, which is newly written for this thesis. In Chapter 5, Section 5.1

is quoted from [1] (except for Figure 5.8, which has been updated), while Section 5.2 is quoted from

Lovelace et. al. [2], which is reproduced in its entirety as Appendix A. Cohen, Pfeiffer & Scheel [1]

was written collaboratively by the authors. Lovelace et al. [2] was written primarily by Geoffrey

Lovelace, not myself.

All of Part II except Section 8.1 is quoted from Cohen, Cutler & Vallisneri [3]. In Part II,

the waveform generator for cosmic-string burst gravitational waveforms was originally written by

Michele Vallisneri. The F-statistic and Fourier transform approach was originally devised by Curt

Cutler and Michele Vallisneri. All sections of the paper were written collaboratively, with Curt

taking the lead on those sections reproduced in Chapters 8 and 9, Michele on Chapter 10,and myself

on Chapters 11, 12 and 13.
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Simulating Event Horizons in

Numerical Spacetimes
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Chapter 2 Introducing Event Horizons

The idea that a body could be sufficiently massive that light could not escape its pull dates back

to an 18th century geologist named John Michell, who postulated the idea based on Newtonian

principles. In the modern sense, however, black holes were conceived in the few years following the

publication of Einstein’s Theory of General Relativity in 1915. Several months following publication,

Karl Schwarzschild published a solution to Einstein’s equations for a spherically symmetric point

mass. This solution showed that if the mass at the center of the field was dense enough, there

would be a region outside the mass which was causally disconnected from the rest of the universe.

No information or energy from inside this region could escape to the outside. This is because the

gravitational field inside this region is so strong, not even light can escape its pull. The boundary of

this region, known as the Schwarzschild radius, is linearly dependent on the mass of the object. Only

an object whose entire mass lies inside its Schwarzschild radius creates this causally disconnected

region. By way of example, you would need to force the entire mass of the earth into a sphere

roughly 9 millimeters in size to create a black hole. Most black holes, however, are not spherically

symmetric. In 1963, Roy Kerr discovered the general solution for a rotating black hole, known as

a Kerr black hole. Additional modifications need to be made to this metric to include the effects

of charge, but astrophysically, charge is not typically a dominant feature of a black hole. Rotation,

however, is a dominant feature, and most results that deal with a single black hole tend to spring

from the general Kerr metric. In general, the Kerr and Schwarzschild metrics establish a surface

which, if all matter of the object is contained within it, creates a causally disconnected region of

spacetime. The boundary between this disconnected region and the rest of the universe is known as

the event horizon of the black hole. One important feature of black holes, known as the Second Law

of Black Hole Thermodynamics, is that as long as the weak energy condition holds (i.e. no negative

energy), the surface area of the event horizon (and correspondingly the mass of the black hole) can

only increase in time.

A precise definition of an event horizon is given in [1], and can be paraphrased thusly:

An asymptotically flat (and strongly asymptotically predictable) spacetime M is said to contain a

black hole if not every point of M is contained in the causal past of future null infinity. The black

hole region, B, of such a spacetime is defined to be the points of M not contained in the causal past

of future null infinity. The boundary of B in M is called the event horizon.

The event horizon is a null hypersurface, defined as the sum of the paths of the null generators

of the horizon. These generators are a specific set of null geodesics that have no future end-point,

and, once they are on the event horizon, do not intersect any other generator. In non-stationary
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spacetimes, not all generators of the black hole are on the event horizon at all times. Some generators

of the event horizon have merged onto it at some specific point in time. At this point, they intersected

other generators of the event horizon. Prior to this point, these generators were not on the event

horizon at all. Excepting these merger points, one and only one generator passes through each point

on the event horizon.

Inside the event horizon, at the center of the black hole, a point of infinite curvature is predicted

by general relativity. This point, known as a singularity, is a point where the theory of relativity

breaks down. It is postulated that all such singularities must be surrounded by an event horizon, and

be thus causally disconnected from the rest of the universe. This idea, known as cosmic censorship,

is of profound importance to our understanding of the limits of general relativity.

Given that theoretically black holes can exist, one must still find a process by which they may

be reliably created. In the 1930’s it was established that collapse of a large amount of matter could

form a black hole. This collapse would occur within a star which, having reached the end of its

lifespan, has run out of materials to sustain its fusion reaction and is no longer capable of sustaining

itself against its own self-gravity. Small stars, when they reach this point, expand to become red

giants and throw off large quantities of stellar matter, after which they will collapse to form a white

dwarf if the remaining mass is < 1.44M�, where M� is the mass of the sun (this limit is known

as the Chandrasekhar limit). A white dwarf is a stellar remnant, composed of matter which is

held up by the pressure of electron degeneracy (the tendency of electrons to not wish to be in the

same state and location as another electron), with a mass approximately like the Sun and a volume

approximately like the Earth. Larger stars will typically undergo a much more energetic explosion

known as a supernova. For these stars, if a larger mass remains (up to approximately 3M�), the

collapse continues through the white dwarf stage until the star stabilizes as a neutron star. A neutron

star has collapsed further than a white dwarf, and is held up by the force of neutron degeneracy

(neutrons, just like electrons, do not want to be in the same state and location as another neutron).

However for stars with more than about 3M� remaining after their supernova, the forces of neutron

degeneracy which hold up a neutron star are not sufficient to halt the collapse. No known force can

hold up the mass, and the star collapses into a black hole.

Given that the process of stellar collapse can form a black hole if the star is sufficiently massive,

the population of large stars in the universe suggests that black holes are quite common-place.

Extremely massive compact objects, potentially supermassive black holes, are postulated to reside

at the centers of galaxies like the Milky Way, based on measurements of the motion of stars and

other visible masses around the galactic center. Globular clusters may also harbor large black holes

at their centers. There is as yet no widely agreed mechanism by which these supermassive black

holes are formed. Current theories include formation by slow accretion of nearby matter, the collapse

of extremely large gas clouds, or multiple mergers of smaller black holes. Additionally, stellar-mass
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black holes (or objects very much like them) have been observed in binary systems, often through

x-ray emissions thought to originate from the accretion disk around the black hole, which is fed by

matter pulled from the black hole’s more visible companion.

Black holes are relatively simple astrophysical objects. A number of “no hair” theorems (see

e.g. p. 876 of [2]) show that black holes at rest can be uniquely characterized by only three parameters,

their mass, spin and charge. Since significant charge is unlikely to build up around astrophysical

objects (due to the presence of both positively and negatively charged particles in a roughly 1:1

ratio), most discussions of black holes omit charge in favor of concentrating on mass and spin alone.

Since black holes are such simple objects, binary black hole systems are the configuration of choice

for studying the two-body problem in general relativity, for which no analytic solution exists.

The two body problem in general relativity has been the focus of extensive work for many years

and, because there is no analytic solution, it must be solved numerically. Binary black hole mergers

are expected to be one of the most astrophysically common sources of gravitational radiation for

detectors such as LIGO [3, 4]. Recent advances in simulating binary black hole mergers include the

development of the generalized harmonic evolution system [5] and the moving punctures technique [6,

7]. In the last several years the field has reached a stage where binary black hole simulations

are becoming routine. Numerical simulations have been remarkably successful in expanding our

understanding of binary black holes, but challenges remain.

One particular challenge is to be able to more accurately locate the holes during the merger.

There are two useful concepts to describe the location of black holes in a spacetime, apparent

horizons (AH) and event horizons (EH). An EH is the true surface of a black hole: it is defined

as the boundary of the region of the spacetime that is causally connected to future null infinity.

Because the definition of the EH involves global properties of the spacetime, one must know the

full future evolution of the spacetime before the EH can be determined exactly. This difficulty has

led researchers to instead identify black holes with apparent horizons, which are defined in terms

of the expansion of null congruences1. Indeed, AH finders are highly developed and have been

the subject of extensive work (see, e.g. the review [8]) Unlike an EH, an AH can be located from

data on a single spacelike hypersurface, i.e. on each timestep of a numerical evolution, without

knowing the future evolution of the spacetime. The AH is often an effective substitute for the EH

for several reasons. First, according to the cosmic censorship conjecture, if an AH is present, it

must be surrounded by an EH. Second, if an AH is present on a spacelike hypersurface through a

stationary spacetime, it coincides with the EH. Finally, in numerical simulations, apparent horizons

generally show behaviour attributed to event horizons: For instance, the area of the AH typically

does not decrease and it is usually almost constant whenever the spacetime is only mildly dynamic.

1More precisely, we define AH as the outermost marginally outer-trapped surface, where an outer-trapped surface
is a topological 2-sphere with zero expansion along outgoing null normals.
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In fact, apparent horizons have motivated the development of “isolated” and “dynamical” horizons

(see [9] for a review). These surfaces satisfy analogues of the laws of black hole thermodynamics,

although they are defined quasi-locally, rather than globally.

However, using the AH to locate the holes is not always appropriate. For instance, the AH is

slicing dependent, while the EH is not. Indeed, the Schwarzschild spacetime can be sliced in such a

way that no AH exists [10]. Furthermore, even on slicings on which an AH is present, there are few

precise mathematical statements about how “close” AH and EH are. Finally, AH and EH behave

qualitatively differently during a black hole merger: The EH 2 around each black hole expands

continuously until the two components of the EH join into one, whereas a common apparent horizon

appears discontinuously quite some time after the EHs have merged. The common AH encompasses

the two individual AHs, which continue to exist as surfaces of zero outgoing null expansion for some

time after the merger.

Early EH finders [11, 12] followed null geodesics forward in time and determined whether or not

each geodesic eventually escapes to infinity. Following geodesics forward in time is unstable in that

slightly perturbed geodesics will diverge from the EH and either escape to infinity or fall into the

singularity. Furthermore, a large number of geodesics with different directions must be sampled at

each point and at each time step to determine if one of these succeeds in escaping to infinity [12]. To

reduce the number of sampling points, the EH search in [12] was performed on a series of time slices

proceeding backward from late to early times; to find the EH on each time slice, they integrated

geodesics forward in time, using the already-located EH at the later time as an initial guess.

Since outgoing null geodesics diverge from the event horizon when going forward in time, when

going backward in time they will converge onto the event horizon [13, 14]. All recent EH finders use

this observation, and follow null geodesics or null surfaces backward in time [8, 13, 14, 15, 16, 17,

18, 19, 20, 21].

Several algorithms have been developed to follow null geodesics backward in time. These can be

divided into three types, which we shall refer to as the “geodesic method,” the “surface method” and

the “level-set method.” The geodesic method works by simply integrating the geodesic equation,

as done by Libson et. al. [14]. Libson et al. express concerns that the geodesic method may be

susceptible to tangential “drifting” of the geodesics. However, this is not evident when the method

is applied to the science applications in that paper, nor do we find tangential drifting in our simu-

lations. To avoid any issues with drifting, Libson et al. introduced the surface method: a complete

null surface (rather than individual geodesics) is evolved backward in time. In [13, 14] this surface

was parameterized based on axisymmetry (although the parameterization of [13, 14] cannot han-

dle generic axisymmetric situation, cf. Section 3.2.2 below), and many interesting results on the

structure of caustics and the geometry of the horizon for axisymmetric spacetimes were obtained in

2More precisely, the 2-surface formed by the intersection of the spatial slice and the EH.
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[15, 17]. Diener [21] and Caveny et al. [18, 19, 20] independently introduced the level-set method

by recasting the surface method in a way that does not assume symmetry: rather than evolving a

single 2-D surface, they evolve a volume-filling series of surfaces given as the level-sets of a space-

time function f(t, xi). To avoid exponentially steepening gradients of f , Caveny et al. introduce an

artificial diffusive term, whereas Diener reinitializes f whenever necessary.

This thesis re-examines these techniques for event horizon finding in the context of the Cal-

tech/Cornell Spectral Einstein Code (SpEC), which provides an infrastructure for highly accurate

simulations of Einstein’s equations for single and binary black holes. Recent work includes highly

accurate computations of gravitational waveforms from inspiraling binaries [22, 23, 24]. The avail-

ability of high accuracy binary evolutions motivates the development of very precise event horizon

finding techniques in order to extract all possible physics from these simulations. Therefore, this

paper reconsiders the three techniques mentioned above in the context of general binary black hole

mergers without any symmetries.

We implement the geodesic method, and generalize the surface method to arbitrary situations

without symmetries. Both methods are then applied to single Kerr black holes, and a head-on binary

black hole merger. In both cases, the geodesic method is found to be more robust. We encounter

two fundamental problems with the level-set method, and therefore halted our efforts to implement

it in SpEC.

This part of the thesis is organized as follows: In Chapter 3, we explain the three methods in

more detail and give details of our numerical implementation. Chapter 4 presents results for a single

Kerr black hole, and in Chapter 5, we apply the techniques to a head-on BBH merger, where we

extract ringdown behaviour and the behaviour of the individual event horizons before merger. We

also consider an application of event horizon finding to gaining physical insight into the “maximum

kick” head-on merger. In Chapter 6 we compute event horizons of spinning and non-spinning binary

black hole inspirals, and examine in detail the topology of these mergers. We close with a conclusion

in Chapter 7. Note that in subsequent chapters I assume knowledge of general relativity at the

senior undergraduate or junior graduate level at the least. For a good introductory text, see “An

Introduction to General Relativity, Spacetime and geometry” by Sean M. Carroll.
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Larry Smarr, Wai-Mo Suen, and Paul Walker. Dynamics of apparent and event horizons.

Phys. Rev. Lett., 74(5):630, 1995.
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Chapter 3 Background and Basic Techniques

3.1 Notation

Throughout this thesis, Greek indices (α, β, γ . . .) will be used to denote sums over α = 0, 1, 2, 3,

while lower-case Latin indices (a, b, c . . .) denote sums over a = 1, 2, 3. Upper-case Latin indices

(A,B,C . . .) will be occasionally used to denote sums over A = 1, 2. We use the Einstein summation

convention throughout.

3.2 Basic Techniques for Finding Event Horizons

All EH-finding techniques considered here proceed backward in time and must therefore be performed

after the numerical evolution of the spacetime has been completed. We assume that we have access

to the spacetime metric in a 3+1 decomposition

ds2 = −N2dt2 + γij(dx
i + βidt)(dxj + βjdt), (3.1)

where N is the lapse, βi is the shift, and γij is the 3-metric on the slice. Latin indices i, j, . . . =

1, 2, 3 denote spatial dimensions; below we will use Greek indices to denote spacetime dimensions,

α, β . . . = 0, 1, 2, 3. The time t in (3.1) represents the coordinate time of the numerical evolution.

Typically, the metric data γij , β
i, and N are available at discrete times and at discrete spatial grid

points. Evaluating the values of the metric components elsewhere requires interpolation.

A black-hole merger exhibits several characteristic features of relevance to EH finders, as illus-

trated in Figure 3.11 (cf. [1, 2, 3]). At times sufficiently far prior to merger, the EH and AH are

expected to coincide closely (and indeed, we confirm this below for our simulation). The green

dashed curves in Figure 3.1 represent future generators of the event horizon, i.e. null geodesics that

will merge onto the event horizon through cusps in the individual event horizons. These cusps are

clearly visible at time t = 13.5M where the individual EHs have diverged significantly from their

respective AHs. At tCEH = 14.6M the two previously disjoint components of the event horizon join.

We shall refer to this time tCEH as the merger of the black hole binary. After the merger, the event

horizon of the merged black hole can be seen relaxing towards its final time-independent shape.

The common apparent horizon appears at tCAH = 17.8M , and approaches the event horizon as the

evolution proceeds; at t = 80M , the AH coincides almost exactly with the event horizon.

1While Figure 3.1 is meant as an illustration, it presents actual data from the head-on binary black hole merger
discussed in Section 5.1. The time given at each frame of Figure 3.1 will aid in the discussion in Section 5.1.
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Figure 3.1: Cross-sections through event and apparent horizons during a BBH merger. Before the
merger, t < tCEH, the surface includes the set of generators that will merge onto the event horizons
through the cusps in the individual event horizons (green dashed curves). The point C is the point
of symmetry for the head-on merger, which will be used in Section 3.2.3.

3.2.1 Geodesic Method

The most straightforward way to follow light rays is to simply integrate the geodesic equation [4, 5,

6, 1],
d2qµ

dλ2
+ Γµ

αβ

dqα

dλ

dqβ

dλ
= 0, (3.2)

where qµ = qµ(λ) is the position of the photon on the geodesic, parameterized by an affine parameter

λ, and Γµ
αβ are the spacetime Christoffel symbols.

Since we have access to our spacetime as a function of the evolution time coordinate t, it is

convenient to rewrite (3.2), replacing λ by t along the geodesic. Writing q̇µ = dqµ/dt, and a = dλ/dt,

we find:

dqµ

dλ
=

1

a
q̇µ, (3.3)

d2qµ

dλ2
=

1

a2
q̈µ − ȧ

a3
q̇µ. (3.4)

Substituting into the geodesic equation we get

q̈µ =
ȧ

a
q̇µ − Γµ

αβ q̇
αq̇β . (3.5)
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The quantity a is determined by the requirement that q0 = t, i.e. that at parameter value t along the

geodesic, the geodesic is on the corresponding t = const hypersurface of the evolution. This implies

q̇µ = [1, q̇i] and q̈µ = [0, q̈i]. Setting µ = 0 in (3.5) gives ȧ
a = Γ0

αβ q̇
αq̇β . The spatial components of

(3.5) are the desired evolution equation for the spatial coordinates as a function of coordinate time,

q̈i = Γ0
αβ q̇

αq̇β q̇i − Γi
αβ q̇

αq̇β . (3.6)

We convert this set of ordinary differential equations to first order form by defining pi ≡ q̇i, which

gives

q̇i = pi, (3.7a)

ṗi = Γ0
αβp

αpβpi − Γi
αβp

αpβ . (3.7b)

This facilitates the use of standard ODE integrators like Runge-Kutta methods [7, 8].

While integrating geodesics is not new [5, 1], re-expressing the geodesic equation in terms of

coordinate time in numerical integration seems to be new. It appears that the primary reason this

technique has been phased out in favour of the two techniques described below is the concern that, in

a full 3D implementation, slight tangential velocities may be imparted to the outgoing null geodesics

through numerical inaccuracies, and that this tangential drift of geodesics could result in unphysical

caustics. These concerns are discussed in detail in [1], where the idea of representing the whole

surface, rather than individual geodesics, was introduced. This was justified on the basis that for

a surface, tangential drift is irrelevant. However, while it is possible that tangential drift can be

significant for very coarse, low-resolution simulations, we see no evidence that tangential drift affects

our numerical tests of the geodesic method.

We finally like to point out that if one evolves pi = giµp
µ instead of pi (cf. [5]), then the evolution

equations depend only on spatial derivatives of the spacetime metric. Evolving pi therefore results in

computational savings, because the time derivatives of the metric need not be stored or interpolated.

This will be investigated in a future work.

3.2.2 Surface Method

The idea of the surface method dates back to Libson et al. [1], who used it in axisymmetry. The goal

is to evolve a 2-dimensional surface St backward in time such that it traces out a null hypersurface

N . The time coordinate t is inherited from the black hole simulation for which event horizons are

to be determined, i.e. St is the intersection of N with the spatial hypersurfaces Σt of the evolution,

as indicated in Figure 3.2. Before the black hole merger, t < tCEH, the surface St consists not

only of the two disjoint parts of the event horizon, but also includes the future generators, which
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Figure 3.2: A slice of the event horizon (St), produced by the intersection of a spatial hypersurface
Σt with the world tube of the event horizon N , showing nµ (the timelike normal to Σt), s

µ (the
spatial normal of St), and `

µ (the null normal to the EH world-tube N ).

are indicated by the green dashed curves in Figure 3.1. The union of these three components is a

smooth self-intersecting surface with the topology of a sphere (as suggested by Kip Thorne[6, 1]).

Let us first consider how to represent the surface to be evolved. Apparent horizon finders often

parameterize a surface by giving the radius, relative to a fixed point, as a function of angular

coordinates, i.e. r = f(θ, φ). Such a star-shaped surface is insufficient here, because the surface

will be self-intersecting for t < tCEH and will cease to be star-shaped even before then (see Fig. 1.1

of [9]). The axisymmetric EH finder presented in [1] parameterized the surface by ρ = s(z, t), where

z is a coordinate along the axis of symmetry, and ρ is the cylindrical radius. This allows some mild

form of self-intersection, like, for instance, the t = 13.5M snapshot in Figure 3.1. However, at earlier

times, the locus of future null generators of the horizon “bulges outward” and becomes multivalued

when considered as a function of z, cf. t = 9M in Figure 3.1. In this case, the parameterization of [1]

fails even for an axisymmetric configuration. In this paper, we use a parametric representation of St,

i.e. ri = ri(t, u, v)
∣∣
t
2. The full 3-dimensional null hypersurface N being constructed is represented

as a 3-parameter surface in spacetime:

rµ(t, u, v) =
[
t, ri(t, u, v)

]
. (3.8)

We wish to find an equation that will allow us to evolve St in such a way as to trace out the null 3-

surface N . Further, we would like this equation to have the property that for fixed (u0, v0), the curve

rµ(t, u0, v0) traces out a null geodesic. This allows us to directly compare the surface obtained by

the surface method to the surface obtained for equivalent initial conditions by the geodesic method.

For the curve rµ(t, u, v)|u,v to be null, its tangent ∂rµ(t, u, v)/∂t must be outgoing and null, i.e.

∂rµ

∂t
= `µ, (3.9)

2Although (u, v) are typically used to represent null coordinates, here they represent arbitrary parametric coordi-
nates
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where `µ is a null normal to St. `
µ can be written as

`µ = c(nµ + sµ), (3.10)

where nµ is the timelike unit normal to Σt, s
µ is the spatial outward-pointing unit normal to St (cf.

Figure 3.2) and c is an overall scaling. Consistency of (3.8) and (3.9) requires that `µ is normalized

such that `t = 1. To find the value of c from the condition `t = 1, first notice that from the 3+1

decomposition,

nµ =
1

N

[
1,−βi

]
, (3.11)

where N and βi are the lapse and shift fields. Also, since sµ lies within the spatial slice Σt, we may

write sµ =
[
0, si

]
, so that (3.10) becomes

`µ = c

[
1

N
, si − 1

N
βi

]
. (3.12)

Thus `t = 1 implies c = N , and we can write our final evolution equation for the spatial components

of ri,
∂ri

∂t
= Nsi − βi. (3.13)

In order to find the unit normal si to the spatial surface St, we follow the standard procedure

for a surface parameterized as ri(u, v), i.e.

s̃i = γilεljk
∂rj

∂u

∂rk

∂v
, (3.14a)

ρ =
√
γij s̃is̃j , (3.14b)

si = ρ−1s̃i. (3.14c)

where εljk is the antisymmetric tensor and where we have chosen the sign of the root such that si

points outward for a right-handed choice of coordinates.

This evolution equation for the surface method (3.13) is very different from the evolution equa-

tions for the geodesic equation (3.7b)-(3.7a). The surface method does not require derivatives of

the metric, but derivatives ∂ur
i, ∂vr

i along the surface; the geodesic method, in contrast, requires

derivatives of the metric, but treats each geodesic completely independently. Nevertheless, due to

our choice of evolution equation (3.9), each point on the parameterization of the surface traces its

own geodesic; see Section 3.3 for a proof.
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3.2.3 Level-set Method

The level-set method [1, 10, 3, 11, 12, 2, 13] utilizes a function f = f(t, xi) defined on the full

spacetime (or at least, a region of spacetime covering the vicinity of the expected location of the

EH). The function f is determined such that f = const contours (i.e. level-sets) represent null

surfaces i.e. gαβ∂αf∂βf = 0. In the 3+1 decomposition, this becomes [12, 2, 13],

∂tf = βi∂if ∓N
√
γij∂if∂jf, (3.15)

where the ∓ accommodates both ingoing and outgoing null surfaces, with the minus sign being

appropriate for outgoing null surfaces if the gradient ∂if is outward-pointing.

Libson et al. [1] had previously made use of (3.15), but parameterized the f = 0 contour based on

axisymmetry. The motivation of evolving (3.15) directly in the volume is to remove any assumptions

of symmetries.

Unfortunately, when trying to implement the level-set method in SpEC, we encountered two

fundamental problems. The first difficulty is related to the characteristic speed of the level-set

method. Simply put, all f = const contours approach the event horizon, therefore new contours

need to be filled in at the boundaries of the region in which f is evolved (i.e. the outer boundary

and possibly one or more inner boundaries if black hole excision is employed). To see this, note that

the characteristic speed of (3.15) relative to a spatial direction n̄i is

v = Nn̄i
∂if√

γij∂if∂jf
− n̄iβ

i, (3.16)

where the sign of the first term depends on the gradient ∂if being outward pointing. For most

coordinate systems of interest, lapseN and shift βi behave such that v > 0 at the outer boundary and

at any excision boundaries (if present). When integrating (3.15) backward in time, well-posedness

requires boundary conditions at these boundaries. Our preferred numerical techniques are spectral

methods because of their promise to achieve exponential convergence for smooth problems. Spectral

methods are very sensitive to the existence of an underlying well-posed continuum problem and

therefore require boundary conditions. Unfortunately there is no particular physical reasoning to

suggest a choice of boundary condition. While essentially any choice of boundary condition that

results in f being continuous rendered our spectral level-set implementation stable, and convergent

to at least first order, we have been unable to find a boundary condition that ensures that f remains

smooth and thus leads to the desired exponential convergence, not even in the single black hole

case. A full finite-difference evolution of f would be less sensitive to the lack of proper boundary

conditions (see [13]), but would be much slower for finding an EH in spectral-code metric data (due

to interpolations from the spectral to the finite-difference grid) and much less accurate.
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The second fundamental difficulty lies in singular behaviour of the function f in certain cases.

Let us consider an equal-mass head-on merger as depicted in Figure 3.1. Assume f to be smooth,

and let us focus on the value of f at the point of symmetry, marked with C in Figure 3.1. We

assume that ∂if is outward-pointing near the event horizon. At late times, after the merger, f will

be negative at C, because C is inside the event horizon. Throughout the whole simulation, ∂if = 0

at C by symmetry, and therefore, (3.15) implies that ∂tf = 0 there, so that f at C remains fixed

at a finite negative value. At merger, however, the f = 0 contour passes through C. Therefore,

f must be singular3. Any method for solving the level-set equations that assumes a smooth and

regular solution (including finite-difference methods that do not explicitly treat the singularity) will

therefore produce results that differ from the exact solution at the singular point. In [13], one-sided

finite-difference stencils are carefully chosen so as to not differentiate across the singularity.

Because of these two issues we have stopped development of a spectral implementation of the

level-set method. These problems arise because of properties of the function f , which is merely

a tool to represent the actual surface of interest, f = 0. This surface itself is well-behaved and

smooth, suggesting it will be possible to evolve this surface directly. Geodesic and surface methods

do precisely this, and so we focus on these two methods in the remainder of this paper.

3.3 Proof that points in the Surface Method follow geodesics

Consider a 2-dimensional family of null geodesics, qµ(t, u, v), where u, v label different geodesics.

Assume the parameter t along the geodesic coincides with the coordinate time of the underlying

black hole simulation, i.e. q0(t, u, v) = t. This family of geodesics traces out a three-dimensional

null surface N , parameterized by coordinates t, u, v: qµ(t, u, v), where t is the parameter along

each null curve, and u, v are the parameters relating each null curve to nearby null curves. In this

parameterization, we can write the outgoing null normal `µ = ∂qµ/∂t|u,v, i.e. a coordinate derivative
~̀= ∂t within the (t, u, v) coordinates of N . Displacement vectors that relate each null curve to its

neighbours are given by ~m = ∂/∂u, ~n = ∂/∂v. Since coordinate derivatives commute, we have

`µ∇µm
ν = mµ∇µ`

ν . (3.17)

Let us consider the rate of change of the inner product `µmµ as we change the time t along a geodesic

(i.e. for fixed u and v):

∂t(`
µmµ) = `ν∇ν(`

µmµ) = mµ`
ν∇ν(`

µ) + `µ`
ν∇ν(m

µ). (3.18)

3Even with re-initializations of f , as performed in [13], the same argument applies to that time interval between
re-initializations during which the topology of the EH changes.
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From (3.17), the second term of (3.18) vanishes,

`µ`
ν∇ν(m

µ) = `µm
ν∇ν(`

µ) =
1

2
mν∇ν(`

µ`µ) = 0. (3.19)

Substituting the formula for parallel transport of `µ along the geodesics, `ν∇ν`
µ = κ `µ (with κ = 0

if t is affine), (3.18) finally becomes

∂t(`
µmµ) = mµ`

ν∇ν(`
µ) = κmµ`

µ. (3.20)

A similar calculation results in ∂t(`
µnν) = κ `µnµ.

So far, this appendix only discusses the geodesic method. We now use the results just obtained

to show that surface and geodesic methods will construct the same null surface N . Both methods

start with the same two-dimensional surface at some late time t0, and the tangent q̇µ(t0, u, v) to the

geodesics at t0 is chosen to be normal to the 2-surface. Therefore, at t0, `
µ = q̇µ, and the surfaces

resulting from evolving both the geodesic and surface methods will coincide at times infinitesimally

near t0. Because `µmµ = `µnµ = 0 initially, (3.20) implies that `µmµ = `µnµ = 0 at all other

times. Thus, the tangent to the geodesics always remains orthogonal to the surface described by the

positions of all the geodesics at a given time t. Since q̇µ is normal to that surface, null, outgoing,

and has q̇0 = 1, it is identical at all times to `µ as constructed by the surface method. Therefore,

we see that the surfaces obtained by the geodesic and surface methods agree, and both techniques

trace out the same N given the same initial conditions.

3.4 An Introduction to SpEC

The Spectral Einstein Code (SpEC for short) is a software project collaboration between the Califor-

nia Institute of Technology (Caltech), Cornell University, and the Canadian Institute for Theoretical

Astrophysics (CITA). SpEC has been under development since the early 2000’s, primarily by lead

designers Larry Kidder (Cornell), Mark Scheel (Caltech) and Harald Pfeiffer (CITA). SpEC is very

different from the majority of 3D merger-capable codes under development, in that it approaches the

problem of solving Einstein’s equations through the use of spectral methods for computing deriva-

tives, rather than the usual finite-differencing methods (see [14, 15] for recent results from SpEC,

and [16, 17] for recent work from other numerical collaborations).

Spectral techniques compute derivatives of a function on a domain by decomposing the function

into a set of analytic basis functions. The choice of which type of basis functions to use differs based

on requirements such as the topology of the domain. For example, a simple periodic domain is best

modeled using a Fourier decomposition of sines and cosines, while a line segment is best treated

with Chebyshev polynomials. For an S2 surface, spherical harmonics are the most effective choice
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of basis functions. Once the function is decomposed into a set of basis functions, the derivative of

the function can be expressed in the form of derivatives of the basis functions, which are analytic.

Spectral methods have the advantage that, for C∞ smooth solutions, the error in the spectral

representation decreases exponentially with added basis functions, while errors in finite differencing

decrease only as a power of the number of grid-points. Since added basis functions in the spectral

method represent an equivalent increase in computation time to added grid-points in the finite

difference method, this represents a significant improvement in computation time for equal result.

SpEC uses a multi-domain approach to simulate the spacetime. The spatial slice is divided into

a large number of adjacent subdomains of various sizes and topologies, which together make up the

overall computational domain. The multiple domains allow users to increase resolution in specific

regions of space where it is most needed, without resorting to adaptive mesh refinement, which

is more difficult for spectral codes as it is for finite-difference codes. Derivatives of quantities are

calculated on individual subdomains using a spectral basis function decomposition of the region of

space within the subdomain [18]. Time-stepping is primarily performed using the Dormand-Prince

5th order algorithm, which is a dense timestepper, in the sense that one can compute the values at

all intermediate times with almost the same level of accuracy as the end-points of the time-step [19].

There are a number of different versions of Einstein’s equations that can be used for numerical

simulations. SpEC uses the generalized harmonic formulation4, in which the coordinates obey wave

equations with a source function that can be freely chosen by the user. In the generalized harmonic

formulation, as with all other formulations, the Einstein equations are divided into a set of hyperbolic

evolution equations, which define how quantities change in time, and a set of elliptic constraint

equations, which must be satisfied separately on every time-slice. One can observe the behavior of

the constraints, which are quantities that denote the extent to which the constraint equations are

violated. SpEC includes special boundary conditions designed to preserve constraint values at the

boundary, without allowing constraint violations to enter from outside the domain [22, 23]. There

are also additional terms added to the generalized harmonic equations which serve the function of

exponentially damping out any constraint violations that appear [24].

One other major feature of the SpEC code is the use of excision. A characteristic analysis of

Einstein’s equations in the generalized harmonic form shows that within the event horizon of the

black hole, all characteristic fields are falling into the black hole. As a result, if one were to excise

a region of the spacetime wholly within the black hole, no boundary conditions would be necessary

there, since all information flows out of the computational domain5. This requires ensuring that as

the black hole changes shape, the excision surface remains wholly within the horizon. Now, when

4developed by Helmut Friedrich [20], and used in the first successful complete binary black hole merger simulation
(involving inspiral, merger, and ringdown) by Frans Pretorius [21].

5Note that this property is not true for all gauges, such as the BSSN gauge, but rather holds true only in some
cases, such as with the generalized harmonic gauge.
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evolving mergers of binary black holes, some mechanism must be employed to stop the excision region

moving out of the black holes. Unlike finite-differencing systems with adaptive mesh refinement,

spectral methods are global methods and rely on fixed regions of space being covered by basis

functions. Therefore, it is not possible to turn grid-points on and off to move the excision region

with the black hole. Moving the excision region would require a complete re-grid of the spacetime,

a process which is extremely expensive. Instead, SpEC employs dual coordinate frames. As the

binary black holes orbit and merge, SpEC maintains information about two separate coordinate

systems. In the inertial coordinate system, the black holes orbit and merge, but the evolution itself

is performed in a co-moving frame, which tracks the black holes. A complex proportional-integral

control system modifies the mapping between the inertial and co-moving frame, ensuring that the

black holes remain centered on the excision regions, which do not move in the co-moving frame.

This control system is vital for performing mergers, and is constantly under improvement.

3.5 Numerical Implementation

Compared to the implementation of the geodesic method, implementing the surface method is some-

what more complex due to the presence of derivatives along the surface in (3.14a). Apart from this,

the geodesic method and surface method share rather uniform implementation details. We shall first

discuss those aspects that only apply to the surface method, and then follow with aspects applicable

to both methods.

We represent the surface ri(t, u, v) with spectral methods (e.g. [25]). These methods approximate

a desired function U(x, t) as a truncated expansion in basis functions φk, for instance Chebyshev

polynomials or spherical harmonics:

U(x, t) =
N−1∑
k=0

Ũk(t)φk(x), (3.21)

where N is the order of the expansion. The fundamental advantage of spectral methods lies in their

fast convergence: For smooth problems and a suitable choice of basis functions, the error of the

approximation (3.21) decreases exponentially with the number of basis functions per dimension [25].

Derivatives of the function U are computed via the (analytically known) derivatives of the basis

functions. Each set of basis functions has an associated set of collocation points xi; a matrix

multiplication translates between function values at the collocation points, U(xi), and spectral

coefficients Ũk.

For the surface method, we represent each Cartesian component of ri(t, u, v) (cf. (3.8)) as an
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expansion in scalar spherical harmonics,

ri(t, u, v) =

L∑
`=0

m=+`∑
m=−`

Ãi
`m(t) Y`m(u, v). (3.22)

This expansion assumes that at fixed t, the surface has topology S2. Note that (3.22) allows the

surface to intersect itself, as necessary in a binary merger for t < tCEH (cf. Figure 3.1). Self-

intersection is possible because the coordinates u and v are not assumed to be standard spherical

angular coordinates, i.e. relations like cos(u) = z/
√
x2 + y2 + z2 will in general not hold.

For spherical harmonics Y`m(u, v), the collocation points form a rectangular grid in (u, v), with

the u values chosen so that cos(u) are the roots of the Legendre polynomial of order L+1, and with

the v values being uniformly distributed in the interval [0, 2π]. There are in total

N = 2(L+ 1)2 (3.23)

collocation points. The evolution equations (3.13) require derivatives ∂ur
i and ∂vr

i, which are

computed by transformation to spectral coefficients, application of recurrence relations and inverse

transform (using the SpherePack library [26]). These derivatives are then substituted into (3.13)–

(3.14c) to compute ∂tr
i, which is evolved at the collocation points.

We represent each Cartesian component ri as an expansion in scalar spherical harmonics (see

(3.22)) in order to re-use the infrastructure already developed for our spectral evolution code, which

represents tensors of arbitrary rank in this manner to simplify our spectral expansions and to simplify

communication of tensor quantities across subdomains of different shapes (see, e.g., [22, 27]). An

alternative approach would be to represent ri in terms of vector spherical harmonics, i.e.,

ri(t, u, v) =
L∑

`=0

m=+`∑
m=−`

Ã`m(t)Y i
`m(u, v). (3.24)

The downside of choosing a scalar spherical harmonic representation is that the equation we im-

pose on the highest order vector spherical harmonics is incorrect, and this leads to an instability.

This difficulty with expanding vector quantities in a scalar spherical harmonic basis is cured [22]

by performing the following “filtering” operation at each timestep: first transform ri to a vector

spherical harmonic basis, then remove the ` = L and ` = L − 1 coefficients, and then transform

back. The removal of both the highest and second highest tensor harmonic modes is necessary, since

transforming an n-th rank tensor from a tensor spherical harmonics to scalar spherical harmonics

requires scalar harmonics of up to Lscalar = Ltensor + n. We filter two modes because we wish to

correctly represent the spatial derivatives of ri (see (3.14a)), which are effectively rank 2.

The geodesic method simply evolves the ODEs (3.7a)-(3.7b). While each geodesic is evolved inde-
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pendently, we find it nevertheless convenient to represent them as a two-dimensional grid, qi(t, u, v)

where parameters u and v label each geodesic. We use the same parameters u and v for geodesic

and surface method, and for this paper, we choose to locate the geodesics at the same (u, v) values

as the collocation points of the surface method. We note that this choice is based on convenience to

simplify comparison between the two methods; geodesics can be placed at any location, and indeed,

we plan as a future upgrade of the geodesic method an adaptive placement of geodesics to help

resolve interesting features like caustics.

Let us now discuss aspects common to the implementation of the geodesic and surface methods:

At some late time t = tend long after merger, we initialize the EH surface by choosing it to be the

AH at that time. Our AH finder parameterizes the radius of the AH as a function of standard

azimuthal and longitudinal angles on S2, rAH(tend, θ, φ), i.e.

riAH(tend, θ, φ) = rAH(tend, θ, φ)


sin θ cosφ

sin θ sinφ

cos θ

 . (3.25)

When initializing the event horizon surface, we choose (u, v) to coincide with the standard spher-

ical angular coordinates (θ, φ), i.e. we set

ri(tend, u, v) = riAH(tend, u, v), surface method, (3.26)

qi(tend, u, v) = riAH(tend, u, v), geodesic method. (3.27)

For the geodesic method we further set pi(tend, u, v) = siAH, where s
i
AH is the unit normal to the

apparent horizon, which is computed similarly to (3.14a)-(3.14c). Time stepping is conducted using

a 4th order Runge-Kutta algorithm.

Both methods require interpolation of certain quantities like the spatial metric γij onto the grid

points of the surface ri(t, u, v). For the spectral evolutions of the Caltech-Cornell group [28, 29, 27]

the evolution data is represented as spectral expansions in space (for each fixed time t) and spatial

interpolation is performed by evaluating the appropriate spectral expansions (3.21) at the desired

spatial coordinates ri. Evolution data is available at discrete evolution times tn and temporal

interpolation is performed with 6-th order Lagrange interpolation (i.e. utilizing 3 time slices on

either side of the required time).6

Finally, we define an area element
√
h on the surface as the root of the determinant of the induced

6The spectral spatial interpolation is computationally more expensive than temporal Lagrangian interpolation.
Whenever the domain decomposition for the Einstein evolution is identical for all timesteps involved in a temporal
interpolation, the time interpolation is performed before the spatial interpolation. In that case, only one spectral
spatial interpolation is necessary (on the time-interpolated data), rather than six, speeding up the computation.
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metric,

h =
1

sin2 u
det

 γij∂ur
i∂ur

j γij∂ur
i∂vr

j

γij∂vr
i∂ur

j γij∂vr
i∂vr

j

 . (3.28)

The area of the evolved surface is then given by

A(t) =

∫
dA =

∫ √
h(t, u, v) sinu du dv. (3.29)

Explicitly pulling out the factor sinu in (3.28) and (3.29) ensures that
√
h is a constant for a

coordinate sphere in Euclidean space; this will simplify Figure 5.5 below. Since all the geodesics (or

surface grid points) are on a Legendre-Gauss grid, we compute the derivatives in (3.28) spectrally,

and we evaluate (3.29) by Legendre-Gauss quadrature. For binary black hole mergers before merger,

we sometimes evaluate h based on finite-difference derivatives ∂ur
i and ∂vr

i. This is discussed in

detail in Section 5.1.4.
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Chapter 4 Application to Kerr Spacetime

Initial tests of the event horizon finder were conducted using the Kerr spacetime in Kerr-Schild

coordinates (See §33.6 of [1]):

gµν ≡ ηµν + 2Hlµlν . (4.1)

Here H is a scalar function of the coordinates, ηµν is the Minkowski metric, and lµ is a null vector. In

Cartesian coordinates (t, x, y, z), the functionsH and lµ for a black hole of massM and dimensionless

spin parameter a/M in the z direction are

H =
Mr3BL

r4BL + a2z2
, (4.2a)

lµ =

(
1,
xrBL + ay

r2BL + a2
,
yrBL − ax

r2BL + a2
,
z

rBL

)
, (4.2b)

where rBL(x, y, z) is the Boyer-Lindquist radial coordinate, defined by

r2BL =
1

2

(
x2 + y2 + z2 − a2

)
+

(
1

4

(
x2 + y2 + z2 − a2

)2
+ a2z2

)1/2

. (4.3)

If we define the Kerr-Schild spherical coordinates in the straightforward way (r =
√
x2 + y2 + z2,

cos(θ) = z/r, etc), we find that the event horizon of the Kerr black hole in these coordinates is given

by

rKerr(θ, φ) =

√
r4+ + r2+a

2

r2+ + a2 cos2 θ
, (4.4)

where r+ ≡M +
√
M2 − a2. The surface area of the event horizon is given by

AKerr = 8πM(M +
√
M2 − a2). (4.5)

For our tests on the Kerr spacetime we choose the same initial surface for both the surface

and geodesic methods: a coordinate sphere of radius r = 2.5M , which does not coincide with the

horizon. The evolution begins at tend = 0 and proceeds backward in time towards negative t.

Because we choose to place geodesics coincident with the collocation points of the surface method

(see Section 3.5), we can use the highest angular index L as a measure of resolution. The total

number of geodesics or grid points is given by (3.23). The choice of spin in the z direction is for

convenience. We have repeated the numerical tests below for spins of several different orientations,

and we find no substantial difference in either stability or accuracy.
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Figure 4.1: Geodesic method applied to a Kerr black hole. The top panels show the area
difference between the computed and exact solution, normalized by the area of the exact solution.
The bottom panels show the difference between the computed and exact location of the EH, as
measured by (4.6). These data are shown for two series of runs: In the left panels we keep the
dimensionless spin of the black hole fixed at a/M = 0.6 and vary the resolution L of the EH finder.
In the right panels we vary the spin parameter a/M at fixed resolution. In all cases, the EH finder
starts at t = 0 and the geodesics are evolved backward in time.

In order to test our methods of finding an EH, we use two measures of error. The first measures

the error in the coordinate location of the event horizon. We define

∆r(u, v) = r(u, v)− rKerr(θ(u, v), φ(u, v)). (4.6)

where r(u, v), θ(u, v), and φ(u, v) are the Kerr-Schild radial and angular coordinates of the sur-

face, which are found from either the surface-method variables ri(u, v) = [x(u, v), y(u, v), z(u, v)] or

the geodesic-method variables qi(u, v) = [x(u, v), y(u, v), z(u, v)] in the usual way, e.g., x(u, v) =

r(u, v) sin θ(u, v) cosφ(u, v). Specifically, we will use the root-mean-square of ∆r over all grid points

or geodesics, which we shall denote by ||∆r||, as a global measure of the error.

Our second error measure is the deviation of the area of our surface from the Kerr value,

∆A = A(t)−AKerr, (4.7)
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where A(t) is determined by Equation (3.29).

4.1 Kerr spacetime using the geodesic method

Figure 4.1 shows errors in the AH surface as computed using the geodesic method for a Kerr black

hole. The error measure ||∆r||, (4.6), does not change with L because the evolution of each geodesic

is independent of the total number of geodesics. The error measure |∆A|, (4.7), does depend on

L, but only because the computation of the surface area depends on all geodesics. It is clear from

Figure 4.1 that the geodesic method can stably model Kerr black holes of any spin.

At tend = 0, we start the EH finder with an initial surface that does not coincide with the EH of

Kerr. Therefore, Figure 4.1 shows initial transients as the surface being followed by the EH finder

approaches the EH of Kerr. Figure 4.2 shows an enlargement of this phase. We find that the tracked

surface approaches the Kerr EH exponentially when integrating backward in time,

||∆r|| ∝ e t/τ . (4.8)

The time scale τ depends on the spin of the Kerr background. It has been shown in a number of

coordinate systems [2, 3, 4] that the e-folding time for a non-spinning black hole is τ = 4M . This is

not true in all coordinate systems: for example, in Schwarzschild coordinates τ = 2M . In Section 4.2,

we generalize this result to show that null geodesics, perturbed from the Kerr EH, diverge from the
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a/M MgH M/τ MgH −M/τ
0.0 1/4 = 0.25 0.249998 2 · 10−6

0.2 0.247449 0.247440 9 · 10−6

0.4 0.239110 0.239093 1.7 · 10−5

0.6 0.222222 0.222212 1.0 · 10−5

0.8 3/16 = 0.1875 0.187500 < 10−6

0.9 0.151784 0.151784 < 10−6

0.99 0.061814 0.061814 < 10−6

Table 4.1: Exponential approach of the null surface to the correct event horizon location. MgH
represents the (dimensionless) surface-gravity of a Kerr black hole with spin a/M . M/τ is the
numerical rate of approach as determined by fits to the data shown in Figure 4.2.

EH exponentially with an e-folding time equal to 1/gH , where

gH =

√
M2 − a2

2M
(
M +

√
M2 − a2

) (4.9)

is the surface gravity of the horizon in Kerr-Schild coordinates1. In Table 4.1, we compare the

numerically computed e-folding time τ (obtained by least-squares fits) to gH , and find excellent

agreement.

4.2 Proof of Surface Gravity conjecture

We consider a null geodesic qµ(t) that asymptotes to a horizon generator qµH(t) for t→ −∞, i.e.

qµ(t) = qµH(t) + δqµ(t) (4.10)

with δqµ(t) → 0 as t→ −∞. In the discussion of Figure 4.2 we have asserted that

δqµ(t) ∝ egHt, (4.11)

where gH is the surface gravity of the black hole, and where the coordinates xµ are Kerr-Schild

coordinates, cf. (4.1)–(4.3). To confirm this assertion, one can substitute (4.10) into the geodesic

equation and expand to linear order in δqµ (where we assume that δqµ, δq̇µ, and δq̈µ are of the same

order). One then needs to show that the resulting linear equation indeed has the solution (4.11).

The linearization of the geodesic equation is most easily performed in adopted coordinates. We

have performed the analysis in “rotating spheroidal Kerr-Schild coordinates” xµ
′
= (t, rBL, θ, φ),

1The surface gravity of a black hole is an analogous quantity to the surface gravity of a Newtonian body, which is
the gravitational acceleration felt by an observer at rest on the surface of the body
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related to the standard Kerr-Schild coordinates of (4.1)–(4.3) by the coordinate transformation

x =
√
r2BL + a2 sin θ cos (φ+ΩHt) , (4.12)

y =
√
r2BL + a2 sin θ sin (φ+ΩHt) , (4.13)

z = rBL cos θ. (4.14)

The time t is not transformed. Horizon generators have the form qµ
′
= [t, r+, θ0, φ0], with r+ =

M +
√
M2 − a2 and θ0, φ0 constants, i.e. q̇µ

′

H ∝ [1, 0, 0, 0]. In these coordinates, we have considered

the geodesic equation in affine parameterization, (3.2) and have indeed confirmed

δqµ
′
∝ egHt (4.15)

to leading order in δqµ
′
. Exponential divergence from a horizon generator—as in (4.15)—is a prop-

erty present in a quite general class of coordinate systems. For instance, consider the coordinate

transformation

t′ = t+ f(xi), xi
′
= xi

′
(xi), (4.16)

where the Jacobian ∂xi
′
/∂xi and its inverse are finite in a neighborhood of the horizon. In this case,

δqµ
′
and δqµ are related merely by a multiplication by the Jacobian, so the exponential behavior

egHt is the same in both coordinate systems. The coordinate transformation (4.12)–(4.14) falls into

this class, and therefore (4.15) implies (4.11).

4.3 Kerr spacetime using the surface method

We now turn our attention to the surface method. For a Schwarzschild black hole, the surface

method with the standard tensor spherical harmonic filtering is stable, as shown by the “F=0” line

in the left panel of Figure 4.3. However, the method is unstable for spinning black holes and fails

within about 10M for spin a/M = 0.6 (see the “F=0” line in the right panel of Figure 4.3).

Therefore, we perform additional filtering for spinning black holes. After each timestep, we

compute

R(u, v) =
√
δijri(u, v)rj(u, v), (4.17)

expand R(u, v) in scalar spherical harmonics,

R(u, v) =
L∑

`=0

∑̀
m=−`

R̃`mY`m(u, v), (4.18)
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Left panel: For a Schwarzschild black hole, the surface method is stable with or without this
additional filtering. Right panel: For a Kerr black hole with a/M = 0.6, F = 7 performs best.
The EH finder starts at t = 0 and the surface is evolved backward in time.

and truncate the highest F modes of this expansion:

R̃`m → 0, for ` > L− F. (4.19)

From these filtered coefficients, we reconstruct the filtered radius-function RF (u, v) and replace

ri → RF

R
ri. (4.20)

The right panel shows that with appropriate choice of F , the horizon of a Kerr black hole with

spin a/M = 0.6 can be followed for thousands of M . Unfortunately, we do not understand the effect

of F on stability, and therefore a parameter search through possible values for F is required.

With this additional filtering in place, we now examine the convergence and accuracy of the

surface method. Figure 4.4 shows the convergence behaviour of the surface method. From the top

plots, we can see that for a black hole of moderate spin (a/M = 0.6), the surface method is accurate

and convergent, although long-term stability issues remain. Also, the surface area computed by the

surface method appears to be more accurate than the location of the surface, cf. upper vs. lower

panels of Figure 4.4. This arises, because for a small change δÃi
lm in an expansion coefficient Ãi

lm

in (3.22) with ` 6= 0, the change in ||∆r|| is linear in δÃi
lm, whereas the change in area is quadratic.

The high accuracy of AEH is a welcome feature, since the EH area is one of the most important

results of an EH finder. Unfortunately, the surface method is not capable of tracking the horizon
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Figure 4.4: Surface Method, applied to a Kerr black hole. The top panels show the normalized
area difference between the computed and exact solution. The bottom panels show the difference
between the computed and exact location of the EH, as measured by (4.6). These data are shown
for two series of runs: In the left panels we keep the dimensionless spin of the black hole fixed at
a/M = 0.6 and vary the resolution L of the EH finder. In the right panels we vary the spin a at
fixed resolution. The value F denotes the number of truncated modes during filtering according to
(4.19). For each case, we show the value of F that provides the most accurate evolution. Also, in
all cases, the EH finder starts at tend = 0 and the surface is evolved backward in time. Compare to
Figure 4.1.

for spins a/M & 0.8 for a useful length of time.

While the geodesic method appears superior in these Kerr tests, there are two main benefits

to implementing the surface method. Firstly, it is computationally more efficient. The bulk of

processing time is spent on interpolating the metric data from the simulation, and the surface

method requires the metric only (10 components) whereas the geodesic method requires the metric,

as well as its spatial and time derivatives (50 components). Secondly, the surface method can be

used to check the errors in the geodesic method in circumstances where the surface method performs

well, i.e. lower spins.

For these tests, the initial set of geodesics (or surface) is chosen to be a sphere of radius 2.5M. In

this case it requires a time & 100M for either method to converge onto the actual event horizon. This

shows that for cases in which the actual EH is unknown, it is important to have a near-stationary
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situation at the end of the simulation, so that the initial guess (generally taken to be the AH) has

time to converge onto the true EH. The length of this interval will depend on the desired accuracy,

the quality of the initial guess and the spin of the black hole. For example, during a time ∆t = 10/gH

(i.e. 40M for a/M = 0, but 160M for a/M = 0.99) the tracked surface will have approached the

EH to a fraction e−10 ' 5 · 10−5 of the distance between the initial guess and the EH.
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Chapter 5 Head-on Mergers

5.1 Head-on Nonspinning Binary Black Hole Merger

5.1.1 Details of BBH evolution

When looking for a straightforward dynamical spacetime where tracking the event horizon is of

interest, one of the standard scenarios is the head on merger of two equal-mass non-spinning black

holes [1, 2, 3, 4, 5]. First, the SpEC code is utilized to evolve the solution of Einstein’s equations

for the head-on merger. Initially the holes are at rest, r ' 4.5M apart, where M = MA +MB is

the total mass at t = 0 (because the black holes are non-spinning, we take the irreducible mass as

the black hole mass, MA/B = MirrA/B =
√
AAHA/B/(16π)). Initial data is constructed by solving

the conformal thin sandwich equations [6, 7] with the same setup as in [8], but setting the orbital

frequency Ω0 = 0. This data is then evolved with the SpEC code using the dual coordinate frame

technique described in [8] and with a domain decomposition with two excision spheres. A common

apparent horizon appears at t = tCAH = 17.83M . Shortly thereafter, at t = tregrid = 18.96M ,

the original domain decomposition with two excision boundaries is replaced by a set of concentric

spherical shells with one larger excision boundary. The new excision boundary lies somewhat inside

the common apparent horizon, but outside the original excision boundaries. The region very close

to the original excision boundaries, and between them, is dropped, and is no longer evolved. Data

is interpolated from the highest resolution merger run onto three resolutions of this new domain

decomposition. The simulation is continued up to t = 95M and the final mass of the merged black

hole is Mfinal = 0.9493M .

The simulation is performed at three progressively higher resolutions, named ‘N0’ through ‘N2.’

The SpEC code does not strictly enforce the Hamiltonian or momentum constraints, nor the artificial

constraints that arise from the first-order reduction of the Generalized Harmonic formulation of

Einstein’s equations [9]. As such, it is important to monitor the values of these constraints during

the simulation, as shown in Fig. 5.1. We normalize the constraints by an appropriate norm of the

derivatives of the evolved variables (see (71) of [9] for the precise definition) and integrate constraint

violations and normalization only outside the two individual apparent horizons or the common

apparent horizon for this run.
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Figure 5.1: Evolution of a head-on BBH merger: normalized constraint violations. The left
panel shows the complete evolution. The right panel enlarges the time around merger, with formation
of a common apparent horizon and time of regridding indicated by ‘CAH’ and ‘regrid,’ respectively.
The discontinuity at tCAH arises because the constraints are computed only outside the common AH
for t > tCAH. At tregrid, the constraints jump because of the different numerical truncation error of
the ringdown domain decomposition.

5.1.2 EH finder behaviour

Since the EH finder follows the EH backward in time, we begin our discussion with the ringdown

phase of the head-on merger. Initial data for both the geodesic and surface methods is taken from

the apparent horizon at t = 81.24M , about 60M after appearance of a common AH.

We run both the geodesic and surface methods for angular resolutions L = 7, 15, 23, . . . , 47 and

compute the area A(t) of the tracked surface for these runs. We do not employ filtering as per (4.19)

for the surface method.

Figure 5.2 plots the relative differences between A(t) computed with different angular resolution.

This plot exhibits several noteworthy features, which we discuss in the next few paragraphs:

During the ringdown phase, t & 20M , both the surface and geodesic methods perform admirably:

Even at low resolution L = 7, the area is computed to better than 10−6 and this error drops rapidly

below 10−12 as L is increased. The rapid convergence with L in the ringdown regime is not too

surprising, because the angular resolution of the merger simulation is Levolution = 25. Therefore,

angular modes ` > 25 of the EH finder carry only information about the way in which the surface

parameters (u, v) deviate from the (θ, φ) coordinates of the simulation. As can be seen from the

excellent convergence for t & 20M in Figure 5.2, such deviations are not very important. We also

note that the long-term instability exhibited by the surface method during the Kerr test is not

apparent.

Close to merger and before merger, t . 20M , the tracked surface becomes very distorted and
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therefore requires much higher angular resolution. This is apparent in the comparatively larger

errors in A(t) for tCEH < t . 20M . In this time interval, the errors in the surface method grow more

rapidly than those of the geodesic method. We attribute this to a degradation of the convergence

rate of the spectral expansion (3.22). The surface method relies on the spectral expansion in an

essential way to compute the derivatives that enter into (3.14a). In contrast, evolution of geodesics

is independent of the spectral expansion and the spectral series is used only to compute the surface

area via (3.29).

At the point of merger, when the surface being tracked by the EH finders intersects itself for the

first time, the error in the area-computation suddenly increases drastically in either method. The

reasons for this are quite different for the two methods: The geodesic method evolves individual

geodesics perfectly fine through tCEH. The large errors in Figure 5.2 arise because of the use of

spectral integration to compute the surface area: At a caustic, the surface-area element
√
h, (3.28),

tends to zero, resulting in a non-smooth integrand in the area integral (3.29), destroying exponential

convergence of the spectral area integration. Below, we will explain how we employ finite-difference

integration instead. We shall address area calculation for t < tCEH in Section 5.1.4, where we also

discuss how to compute the area of the EH excluding the future generators of the EH.

The surface method exhibits additional, more fundamental, problems at tCEH, when the surface

being tracked intersects itself in a caustic with
√
h→ 0. At such a point, the tangents to the surface,

∂ur
i and ∂vr

i are either no longer linearly independent, or one of them is zero, cf. (3.28). Therefore
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the surface normal si in (3.14a) is ill-defined.

While the surface method presently cannot evolve through merger, it nevertheless yields valuable

consistency checks with the geodesic method during the ringdown phase. Figure 5.3 presents such

a comparison between the two methods and examines the effect of varying the resolution of the

underlying binary black hole simulation. The top panels show differences between the results of

the geodesic method applied to evolutions with different resolutions (labelled “G:N#–N#”). As

the underlying resolution is increased, the differences become smaller. Likewise, the lines labelled

“S:N#–N#” show the analogous differences when running the surface method. When the surface

method works, t & 15M , it is more accurate than the geodesic method. For times close to the

formation of the common event horizon, t . 15M , errors in the surface method grow very rapidly

and render our current implementation essentially useless. The bottom panels of Fig. 5.3 show

differences between surface and geodesic method at the same resolution of the evolved data. This

difference decreases with increasing N , as it should. During ringdown, t & 15M , the difference is

essentially equal to the error in the geodesic method; for t . 15M it is dominated by errors in the

surface method.

The right panels in Figure 5.3 examine the surface area A(t). No clear convergence is apparent

for t & 20M , perhaps because the surface area of the event horizon can be calculated with great

accuracy even at low values of N . Given the lack of clear convergence, we shall take as our error

estimate for the post-merger area the square sum of the following three error measures: a) the

change in A(t) between the geodesic method applied to the head-on simulation at the two highest

resolutions (i.e. “G:N1–N2”), b) the change in A(t) between the geodesic and surface methods (i.e.

“N2:S–G”) and finally, c) the change in A(t) in the geodesic method at L = 47, N2 when doubling

the timestep (from 0.056M to 0.112M ; the effect of this is small and not shown in Figure 5.3). This

combined error estimate is plotted in Figure 5.4.

5.1.3 Quasinormal Modes during Ringdown

After the merger, the distorted merged black hole rings down into a stationary black hole. During

this phase, the area of the event horizon, AEH will approach its final value AFinal, and one expects

that the apparent horizon approaches the event horizon. This is explored in Figure 5.4. This plot

also contains the error estimates obtained from Figures 5.2 and 5.3. Figure 5.4 shows that the areas

of the common AH and EH differ by about 10% when the common AH first appears, though this

difference drops to 0.1% within about 3M . After this rapid initial drop, the ringdown is clearly

apparent. The area of both EH and AH approach their final area exponentially, and this approach

is resolved through about five orders of magnitude. A least-squares fit of log [Af −AEH(t)] to the

function C − λobst for 30M . t . 70M , yields λobs = 0.181M−1
final. There are furthermore periodic

features visible in the EH and AH areas, with seven periods clearly distinguishable. The period of
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oscillation is found to be τosc = 8.00M , therefore ωobs = 0.745M−1
final.

Decay rate λobs and frequency ωobs can be related to quasi-normal modes of a Schwarzschild

black hole as follows: The quasinormal mode parameters of a perturbed black hole are typically

defined with reference to oscillations in the metric fields, which can be written as

δgµν ∝ e−λtsin(ωt), (5.1)

where λ is the decay coefficient and ω is the angular frequency of the metric oscillation. Therefore

δġµν ∝ −λe−λtsin(ωt) + ωe−λtcos(ωt). (5.2)

The energy flux through the horizon, and therefore the change of its mass is Ṁ ∝ |δġµν |2, so we

have
Ȧ

A
∝ Ṁ ∝ e−2λt

2
[λ2 + ω2 + (ω2 − λ2)cos(2ωt)− λωsin(2ωt)]. (5.3)

Thus the observed values (λobs, ωobs) should be twice the values (λ, ω) of a quasi-normal mode.

Indeed, the lowest quasinormal mode of a perturbed Schwarzschild black hole is the ` = 2, n = 0

mode, with [10] λ20 = 0.08896M−1
final and ω20 = 0.37367M−1

final. Consistent with (5.3), we find that

λobs − 2λ20 = 0.003M−1
final, and ωobs − 2ω20 = 0.002M−1

final.
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5.1.4 Treatment of Merger

Before examining the merger phase in detail, we must develop tools to analyse the topology change

the event horizon undergoes during merger. As seen in Figure 3.1, prior to merger, the surface found

by the event horizon finder is the union of the two individual event horizons and the set of future

generators of the joint event horizon. The event horizon itself consists of two topological spheres. At

merger, t = tCEH, the topology of the event horizon changes to a sphere. For t < tCEH, generators of

the event horizon continuously enter the event horizon at the cusps on the event horizons of the two

approaching holes. The geodesic method traces geodesics perfectly fine through merger back to the

start of the head-on binary black-hole evolution, and the trajectories of the geodesics are convergent

as the resolution of the underlying evolution is increased, see the top left panel of Figure 5.3. In

this section, we address two questions relevant to analysing the output of the geodesic method:

First, when going toward earlier times, some geodesics leave the event horizon; how does one decide

whether a given geodesic is still on the event horizon, or whether it is merely a future generator of

the event horizon? Second, how can one compute the area of the event horizon (i.e. not counting

the area of the locus of future generators)?

Let us first consider the area element
√
h of the EH surface, with h given by (3.28), which

requires derivatives ∂u, ∂v along the surface, thus connecting neighbouring geodesics. Because we

place the geodesics at a (u, v) grid consistent with spherical harmonic basis functions, we can use

spectral differentiation to compute these derivatives (and have done so, up to this point in the

paper). Convergence of this spectral expansion, however, becomes increasingly slow for t . tCEH,

and therefore, we compute henceforth the derivatives ∂ur
i and ∂vr

i with second order finite difference

stencils.

Figure 5.5 plots the area element
√
h as a function of time for a few representative geodesics. This

figure was obtained from our highest resolution run using 20,000 geodesics. To reduce CPU cost,

these geodesics were initialized at t = 19.8M from the L = 47 run of the surface method. For some

geodesics in Figure 5.5,
√
h approaches zero at a certain time. This feature can be used to determine

whether a given geodesic is still on the horizon: We first note that the change of area element along

a given null geodesic (i.e. for fixed u, v) is proportional to the expansion of this particular geodesic:

∂t log
√
h =

∂t(
√
h)√
h

∝ θ. (5.4)

The constant of proportionality depends on the parameterization of the null geodesic. Note that by

Raychaudhuri’s equation, the expansion of a generator of the event horizon must be non-negative,

θ ≥ 0. Figure 5.5 shows the area element as a function of time for a few representative geodesics.

At late time t = tend where the final black hole has settled down, we start with geodesics on the

apparent horizon, which will be very close to the event horizon. Therefore, we assume that at tend all
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√
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tracked geodesics are generators of the event horizon. Consistently with this assumption, Figure 5.5

shows that ∂t log
√
h starts out very close to zero, and increases as we approach the dynamical time

region around merger. If a generator remains on the event horizon, ∂t log
√
h will eventually decrease

again and approach zero at very early times before the merger. Generators leaving the event horizon

must do so at points where generators cross, according to a theorem by Penrose [11, 12]. For the

head-on merger, at such a point nearby geodesics cross and pass through each other. Just after the

geodesic enters the horizon, the horizon generators diverge from each other and their expansion is

positive (and so is ∂t log
√
h). Just before the caustic points, nearby future generators of the event

horizon converge toward the caustic point with negative expansion. In fact, at the caustic, ∂t
√
h

changes sign discontinuously, as can be seen in Figure 5.5.

Therefore, the largest time at which the expansion of a geodesic passes through zero will be the

time it joins the event horizon,

∂t log
√
h

{
≤ 0, t = tjoin,

> 0, t > tjoin.
(5.5)

In practice, we keep track of (5.5) with a mask function fM (u, v), which is initially identical to unity.

As we evolve backward in time, we evaluate ∂t log
√
h at each time step, and if it drops below some

tolerance −tol for a point (uo, v0) we set fM (u0, v0) = 0 for that geodesic. The tolerance tol is

necessary to avoid misidentifications due to numerical truncation error at very early or late times,

where ∂t log
√
h→ 0 for event horizon generators. Because ∂t log

√
h changes so rapidly at a caustic,

the precise value for tol is not very important; we use tol = 10−3.

For generic situations, generators can also leave the EH at points where finitely separated gen-

erators cross (a “cross–over point” in the language of Husa & Winicour [13]). At such points,
√
h

remains positive, and criterion (5.5) reduces to a necessary but not sufficient condition that a gen-

erator has left the horizon, i.e. tjoin from (5.5) will be a lower bound for the actual time when a

particular geodesic leaves the horizon. Cross-over points can be found by constructing the surface

of the event horizon as a set of triangles, and checking every timestep to see if any geodesics have

passed through any of the surface triangles. This technique is discussed in more detail in Chapter 6.

The area of the event horizon (consisting of the two disjoint components for t < tCEH) is found

by multiplying
√
h by the mask function fM , and integrating:

AEH =

∫
fM (u, v)

√
h(u, v) sinu du dv. (5.6)

For t < tCEH, there are two major sources of error in this integral: First, each geodesic can either

be on or off the horizon. When fM changes discontinuously from 1 to 0 for a geodesic, the area

of the event horizon will change discontinuously. Note that this will occur at different times for
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Figure 5.6: Convergence of the surface area of the event horizon during merger. The lower plot
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√
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(5.5). Lines are the difference between each resolution and the next highest.
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different resolutions. The severity of this effect will depend on how many geodesics enter the horizon

simultaneously, as illustrated by Figure 5.6. This figure shows the convergence of the event horizon

area with increasing number of geodesics, and for two distinct orientations of the geodesics. In

either case, the geodesics are initialized at t = 19.86M from the L = 47 surface method determining

the event horizon during ringdown, and in either case the geodesics are placed on a rectangular

(u, v) grid as detailed in Section 3.5. In the lower panel of Figure 5.6, the geodesics are oriented

respecting the axisymmetry (i.e. the u = 0 polar axis is aligned with the axis of symmetry), whereas

in the upper panel the u = 0 axis is perpendicular to the axis of symmetry. The lower panel of

Figure 5.6, with geodesics respecting the symmetry, shows much larger variations in the area as

the resolution is increased. This arises because due to the symmetry, a full ring of geodesics leaves

simultaneously, thus amplifying the discontinuity of AEH(t). For perpendicular orientation of the

geodesics, individual geodesics leave the horizon, resulting in smaller jumps; this is the configuration

we will use in the next section to examine the physics of the black hole merger.

The second source of error in the evaluation of (5.6) arises because the integrand is not smooth

once geodesics have left the horizon. For fixed t < tCEH,
√
h approaches zero linearly toward the

caustic; off the horizon, fM
√
h ≡ 0 by virtue of the mask function, so overall, the integrand is

only continuous, and we cannot expect exponential convergence of the integral, despite using a

Gauss-quadrature formula to evaluate (5.6).1

5.1.5 Analysis of Merger Phase

When evolving geodesics backward, we find that the first geodesic leaves the horizon at tCEH =

14.58M , the time of merger. However, it should be noted that the point at which an observer sees

the EH change topology is not invariant because the curve traced by the cusps of the two black

holes is spacelike [14]. Figure 5.7 shows the surface area of the EH and the common and individual

AHs during the merger phase. The common apparent horizon forms at tCAH = 17.8M , and we track

the individual apparent horizons up to t = 18.8M . The area of the individual apparent horizons is

remarkably constant. Up to formation of the common event horizon, its fractional increase is less

than 10−5; up to common apparent horizon, its fractional increase is 5 · 10−5, and even when we

stop tracking the inner horizons, their area has increased by only 1.6 · 10−4. In contrast, AEH varies

significantly more and at significantly earlier times, as can be seen from the inset.

To examine the relation between individual apparent horizons and event horizons, we plot in

Figure 5.8 the difference ∆A ≡ AEH − (AAH,A + AAH,B). For times 1 . t/M . 12.5, ∆A grows

exponentially with an e-folding time of 2.12M . This e-folding time is within a few percent of the

surface gravity of a black hole with the initial mass of the black holes in the head-on simulation.

1For t > tCEH, AEH in Figure 5.6 is limited by the finite-difference derivatives used to compute
√
h. Better

accuracy can be obtained using spectral derivatives, as can be seen from the right panels of Figure 5.3. For the
analysis of the merger below, this difference is invisible.
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Figure 5.9: Spacetime diagram of the head-on merger. The pale lines denote geodesics that will
join the event horizon. Some of these geodesics come from past null infinity, but others come from
a region close to the individual event horizons (cf. the arrow and the circled geodesics on the far
black hole).

This confirms that as geodesics are integrated backwards in time, the individual components of the

event horizon approach the individual apparent horizons with the expected rate. If our code were

free from all numerical errors, the curve in Figure 5.8 would continue to decrease exponentially

as one proceeds backwards in time. Indeed, when we use 2nd order finite-differencing, this curve

saturates at ∆A/A ≈ 0.1% at t = 0, and in addition, a feature in ∆A appears at t ≈ 5M because

the EH area falls below AAH,A + AAH,B and therefore ∆A changes sign. These effects disappear at

higher-order finite-differencing. As seen in the 2nd order finite-differencing case, there is a limit to

the accuracy that can be obtained in this model. Although that accuracy limit was not reached in

the 6th order case, it still exists. In order to achieve better accuracy for the event horizon surface

area at very early times when the two holes are widely separated, the EH must be split into two

individual surfaces to be evolved separately.

Additionally, perhaps surprisingly, for the head-on binary black hole merger only some of the

future null generators of the horizon start at past null infinity. A significant fraction of the generators

rather start close to the individual event horizons of the black holes before merger. This can be seen

in the spacetime diagram in Figure 5.9, most clearly for the geodesic pointed to with an arrow. These
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Figure 5.10: Initial configuration of the head-on BBH spinning merger from [20]. The holes move
primarily along the x axis, but they also accelerate in the −y (downward) direction due to frame
dragging. For the particular simulation on which the event horizon was evaluated, d = 7.804/MADM.
This Figure appears in [20] as Figure 1, and in Appendix A as Figure A.1.

geodesics begin to diverge from the individual event horizon as the second black hole approaches.

The increased gravity of both black holes causes such geodesics then to “turn around” and join the

event horizon at the seam of the pair of pants.

5.2 Head-on Spinning BBH Merger

5.2.1 Configuration

We now turn to a more complex binary black hole simulation. In recent years, numerical simulations

of binary black hole mergers have shown that in some circumstances, the resultant black hole can

have a linear velocity [15, 16, 17, 18, 19]. This velocity, known as the black hole recoil, or “kick”, is a

result of the fact that in these circumstances, gravitational radiation is emitted anisotropically, with

energy emission in some preferred direction, and the black hole gaining momentum in the opposite

direction. In order to investigate such scenarios in SpEC, a set of simulations was performed in a

configuration intended to generate a straightforward kick. The merger configuration was of a head-on

merger in the x-direction of two black holes of spin 0.5M and −0.5M respectively in the z-direction

(see Figure 5.10). These simulations are detailed in [20]. Work on this simulation was performed

by multiple researchers, headed by Geoffrey Lovelace at Cornell University. The paper [20] is in

the process of review at Physical Review D at the time of writing, and is reproduced with minor

typographical changes as Appendix A.

The goal of this set of simulations is to develop physical insight into the behavior of momentum

flow in highly dynamical spacetimes such as the strong-field region near the black-hole horizons in
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a merging binary, and to understand how the flow of momentum contributes to the black hole kick.

Many numerical simulations of black holes measure the total linear ADM momentum, but in this

work, the Landau-Lifshitz momentum flow formalism is applied to the spacetime [21].

In this formalism, a mapping between the curved spacetime and an auxiliary flat spacetime (AFS)

is chosen, and general relativity is reinterpreted as a field theory defined on this flat spacetime. The

AFS has a set of translational Killing vectors which we use to define a localized, conserved linear

momentum. In particular, we calculate i) a momentum density, ii) the momentum enclosed by

horizons, and iii) the momentum enclosed by distant coordinate spheres. In the asymptotically flat

region around a source, there is a preferred way to choose the mapping between the curved spacetime

and the AFS; consequently, in this limit item iii) is gauge-invariant. In general, though, the choice

of mapping is arbitrary, and it follows that items i) and ii) are necessarily gauge-dependent.

By examining the linear momentum flow in a dynamical spacetime—and living with the inevitable

gauge dependence—we hope to develop strong intuition for the behavior of BBHs. Since some of the

results presented are gauge-dependent, it is envisioned that different numerical relativity groups will

choose “preferred” gauges based on the coordinates of their numerical simulations. While there is no

reason, a priori, why simulations in different gauges should agree, one result of [20] is that there is

surprisingly good agreement (for the current configuration) between the horizon-enclosed momenta,

calculated using spectral and moving-puncture evolutions of similar initial data, even though the

simulations use very different gauge conditions for the spectral and puncture simulations, two of the

most commonly used gauge conditions in numerical relativity.

5.2.2 Overview of 4-Momentum Conservation in the Landau-Lifshitz For-

malism

In this section2, we briefly review the Landau-Lifshitz formulation of gravity and the statement of

4-momentum conservation within this theory. Landau and Lifshitz, in their Classical Theory of

Fields (hereafter referred to as LL), reformulated general relativity as a nonlinear field theory in

flat spacetime [22]. (Chap. 20 of MTW [12] and a paper by Babak and Grishchuk [23] are also

helpful sources that describe the formalism.) Landau and Lifshitz develop their formalism by first

laying down arbitrary asymptotically Lorentz coordinates on a given curved (but asymptotically-

flat) spacetime. They use these coordinates to map the curved (i.e. physical) spacetime onto an

auxiliary flat spacetime (AFS) by enforcing that the coordinates on the AFS are globally Lorentz.

The auxiliary flat metric takes the Minkowski form, ηµν = diag(−1, 1, 1, 1).

In this formulation, gravity is described by the physical metric density

gµν :=
√
−ggµν , (5.7)

2This section taken from Section II of [20], Section A.II of this thesis.
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where g is the determinant of the covariant components of the physical metric, and gµν are the

contravariant components of the physical metric. When one defines the superpotential

Hµανβ := gµνgαβ − gµαgνβ , (5.8)

the Einstein field equations take the field-theory-in-flat-spacetime form

Hµανβ
,αβ = 16πτµν . (5.9)

Here τµν := (−g)(Tµν + tµνLL) is the total effective stress-energy tensor, indices after the comma

denote partial derivatives or, equivalently, covariant derivatives with respect to the flat auxiliary

metric), and the Landau-Lifshitz pseudotensor tµνLL (a real tensor in the auxiliary flat spacetime) is

given by Eq. (100.7) of LL [22] or equivalently Eq. (20.22) of MTW [12]:

16π(−g)tαβLL = gαβ,λg
λµ

,µ − gαλ,λg
βµ

,µ

+
1

2
gαβgλµg

λν
,ρg

ρµ
,ν

− gαλgµνg
βν

,ρg
µρ

,λ − gβλgµνg
αν

,ρg
µρ

,λ

+ gλµg
νρgαλ,νg

βµ
,ρ

+
1

8

(
2gαλgβµ − gαβgλµ

)
× (2gνρgστ − gρσgντ ) g

ντ
,λg

ρσ
,µ (5.10)

Due to the symmetries of the superpotential—they are the same as those of the Riemann tensor—the

field equations (5.9) imply the differential conservation law for 4-momentum

τµν,ν = 0 . (5.11)

Eq. (5.11) is equivalent to Tµν
;ν = 0, where the semicolon denotes a covariant derivative with respect

to the physical metric.

In both LL and MTW, it is shown that the total 4-momentum of any isolated system (measured

in the asymptotically flat region far from the system) is

pµtot =
1

16π

∮
S
Hµα0j

,αdΣj , (5.12)

where dΣj is the surface-area element of the flat auxiliary metric, and S is an arbitrarily large surface

surrounding the system. This total 4-momentum satisfies the usual conservation law

dpµtot
dt

= −
∮
S
τµjdΣj . (5.13)
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Figure 5.11: The regions of space around and inside a binary-black-hole system. This Figure appears
in [20] as Figure 4, and in Appendix A as Figure A.4.

See the end of Section III of [21] for a brief proof of why this holds for black holes.

Because this paper focuses on BBHs, we will make a few further definitions that will be used

frequently in our study. First, we label the two3 black holes in the binary (and the regions of space

within their horizons) by A and B, and denote their surfaces (sometimes the hole’s event horizon

and other times the apparent horizon) by ∂A and ∂B, as shown in Fig. 5.11. We let E stand for

the region outside both bodies but inside the arbitrarily large surface S where the system’s total

momentum is computed (in our case, this is taken to be a fixed coordinate sphere inside the outer

boundary of the numerical-relativity computational grid).

With the aid of Gauss’s theorem and the Einstein field equations (5.9), one can reexpress Eq.

(5.12) for the binary’s total 4-momentum as a sum over contributions from each of the bodies and

from the gravitational field in the region E outside them:

pµtot = pµA + pµB + pµfield . (5.14a)

Here

pµA :=
1

16π

∮
∂A

Hµα0j
,αdΣj (5.14b)

3After the holes merge, there is only one horizon, which we label ∂C. Equations (5.13)–(5.15) hold after removing
terms with subscript B and then substituting A→ C.
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is the 4-momentum of body A (an equivalent expression holds for body B), and

pµfield :=

∫
E
τ0µd3x (5.14c)

is the gravitational field’s 4-momentum in the exterior of the black holes. We define an effective

velocity of black hole A (with similar expressions holding for hole B) by

vjLL :=
pjA
p0A

. (5.15)

In analogy to Eq. (5.13) for the rate of change of the binary’s total 4-momentum, one can write

the corresponding equation for the rate of change of the 4-momentum of body A:

dpµA
dt

= −
∮
∂A

(τµk − τµ0vkA)dΣk . (5.16)

Equation (5.16) describes the flow of field 4-momentum into and out of body A (the second term

comes from the motion of the boundary of body A with local coordinate velocity vkA).
4

In [20], we use Eqs. (5.13)–(5.15) as the basis for our study of momentum flow in black-hole

binaries. The actual values of the body and field 4-momenta, computed in the above ways, will

depend on the arbitrary mapping between the physical spacetime and the AFS; this is the gauge-

dependence that will be discussed in Sec. IV B of [20].

5.2.3 Landau-Lifshitz Velocities of Event and Apparent Horizons

The effective velocities of the two individual apparent horizons (pre-merger), the common apparent

horizon (post-merger) are calculated and compared to the effective velocity of the event horizon.

Both the holes’ co-ordinate velocities and Landau-Lifshitz velocities are computed. The results in

Figure 5.12 show that at times before and after merger, the Landau-Lifshitz velocity as computed on

the event and apparent horizons agree quite well. It is also clear that computing the LL-velocity on

the event horizon is vital in order to fully understand the transition between plunge, and a recoiling

final black hole.

We would like to compare our quantitative results of the effective velocity vyLL calculated using

the event horizon surface (Fig. 5.13) with qualitative observations of the event horizon’s dynamics

(Fig. 5.14). We find that the greatest variation in both the event horizon geometry and the value

of vyLL occurs over a period of about ∆t = 13MADM from t = 28MADM to t = 41MADM. At time

t = 27.7MADM, the cusps of the event horizon just begin to become noticeable (Figs. 5.14 a & b).

One can see in Fig. 5.13 that this is the time at which vyLL changes from decreasing to increasing.

4In the case that the body’s event horizon is stationary (i.e. sufficiently far from merger), vkA = dxkA cm/dt, the
center of mass velocity of body A. However, if the body’s event horizon is dynamical (i.e. during the merger phase),
then vkA is the local coordinate velocity of the event horizon surface, vkA = dxk∂A/dt.
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t
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µ
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horizon (labeled EH). For comparison, the coordinate velocities vycoord of the apparent horizons are
also shown. This Figure appears in [20] as Figure 8, and in Appendix A as Figure A.8.
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Figure 5.13: The effective velocity vyLL calculated on the event horizon surface, with the specified
snapshots in Fig. 5.14 of the event horizon surface marked: a,b, t = 27.7MADM; c, t = 30.8MADM;
d, t = 31.6MADM; e, t = 35.5MADM; f, t = 40.8MADM. This Figure appears in [20] as Figure 13,
and in Appendix A as Figure A.13.
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Shortly after5, at t = 31.1MADM, the two separate event horizons coalesce into a common event

horizon, and the common event horizon rapidly expands to form a convex shape by t = 35.5MADM

(Figs. 5.14 d & e). At this time, we note that vyLL is rapidly increasing (Fig. 5.13, arrow e); this

rapid increase corresponds to the quickly expanding event horizon surface.

We interpret this process as the merging black holes “swallowing” the gravitational field momen-

tum between the holes. The resulting change in vyLL can be divided into two distinct portions: i) one

that results from the changing event horizon surface in space, i.e. the field momentum swallowed

by the black holes [mathematically, the second term, in Eq. (5.16)] and ii) a second that results

from the change of field momentum at the black holes’ surface, i.e. the field momentum flowing

into the black holes [mathematically, the first term, in Eq. (5.16)]. While this distinction is clearly

coordinate dependent, it could, after further investigation, nevertheless provide an intriguing and

intuitive picture of the near-zone dynamics of merging black hole binaries.
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Chapter 6 Binary Black Hole Inspirals and Mergers

6.1 Introduction to Binary Black Hole Inspirals

Binary black hole (BBH) inspirals and mergers are considered by many the key problem in the

field of numerical relativity. The collisions of black holes are among the most energetic events in

the universe, and, given their expected prevalence, a prime potential source for current and future

gravitational wave detectors. Advanced LIGO expects to see between 2 and 4000 events per year,

given an average black hole mass of 10M� [1], while LISA, a planned space-based detector, expects

to see approximately 10 mergers per year for black holes with mass range 105M� .M . 106M� [2].

Progress towards successful simulations of the inspiral-merger-ringdown process was greatly ad-

vanced by Pretorius’ development of the generalized harmonic evolution system [3], which made use

of finite-differencing and adaptive mesh refinement. The SpEC collaboration in 2008 succeeded in

evolving a full equal-mass non-spinning BBH inspiral through 16 orbits, merger and ringdown [4].

The primary difficulty a spectral code faces for inspirals and mergers is the difficulty of coping with

the black holes’ movement. In order to track the black holes without needing to regularly regrid

the computational domain, SpEC makes use of a dual coordinate system [5]. The evolution is per-

formed in a special coordinate frame, which relates to the inertial frame through a complex set of

coordinate maps that control the size, shape and position of the black hole. In this way, the black

hole stays relatively stationary in the coordinate frame, while in the inertial frame it is free to move

according to the physics of the problem. Additionally, the generalized harmonic equations provide

a certain freedom in the way the gauge fields are specified. The keys to successful inspiral-merger

simulations are improved distortion mappings, and the use of a different gauge during the merger,

which gradually overtakes the gauge used for the inspiral phase.

Subsequently, another inspiral simulation from SpEC became available for event horizon finding.

This simulation, published in [6], breaks all the remaining symmetries of the equal-mass non-spinning

inspiral, with a 2:1 mass ratio, and low (a/M ' 0.4) spins in random directions. In this chapter we

discuss insights arising from simulating event horizons for these two systems.

6.2 Collision Detection

A key challenge when evolving event horizons is to be able to accurately determine when geodesics

merge onto the horizon. In the event horizon finder, the geodesics being tracked are not all on

the event horizon for all time. Some of these geodesics have merged onto the black hole during
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the time period covered by the simulation. As such, distinguishing these geodesics from others

is not automatic. The set of such merger points has been studied extensively [7, 8], where it is

argued that this set of points forms a 2-dimensional surface segment of the full 3-dimensional null

hypersurface, and that these points can be classified into two types. Caustics points, discussed

previously in Section 5.1.4, occur when neighboring rays converge. These points are not generic, but

rather serve as a boundary to the set of generic meeting points, termed cross-over points, in which

non-neighboring points converge. In the head-on axisymmetric case (Section 5.1), the symmetry

condenses the set of merger points in such a way that all merger points are on the boundary of the

set of merger points, and are therefore caustic points. Interestingly, we find that in the spinning

head-on case (Section 5.2), despite the lack of pure axisymmetry, the set of merger points is also

composed entirely of caustic points. In these cases, it was sufficient to perform a collision detection

analysis designed to catch only caustic points (see Section 5.1.5). However, this is not the case

for mergers that result from inspirals. Therefore, a new technique for detecting crossover points is

required.

In order to detect crossover points, we resort to a straightforward point-surface collision detection

algorithm. We model the event horizon as a set of triangles. These triangles are easily defined, since

the geodesics are initially placed on the collocation points of an S2 surface, which is a rectangular grid,

and the property “neighbor-ness” (i.e. knowing which geodesics are to the left/right/above/below

any given geodesic) is maintained throughout the simulation. Since represent our geodesic set as

an expansion in vector spherical harmonics, the number of geodesics in a surface of resolution L

is 2(L + 1)2, and the number of triangles in the surface is 4(L + 1)2. The polar regions of the S2

parameter-surface not covered by the rectangular grid have triangles defined by placing an artificial

pole point using the mean x, y, z coordinates of the top row of geodesics on the S2 rectangular grid.

Triangles formed above (below) the rectangular grid each use two neighboring geodesics on the top

(bottom) row, and the north (south) pole point of the S2 configuration. The algorithm compares

every triangle with every geodesic point, to determine whether the geodesic has passed through that

triangle between the current and previous time-step. If the number of geodesics on the horizon in

N , the number of triangles is 2N , and the algorithm scales as O(N2). Unfortunately, we have not

been able to develop an algorithm where the number of operations scales with a better than O(N2)

behavior.

Determining whether the point has passed through the triangle proceeds as follows (see Figure 6.1

for a diagram): Suppose that the positions of the three geodesics that comprise the vertices of the

triangle at time t0 are p0, q0, r0, and the position of the potentially intersecting geodesic is a0. At

time t1 these positions are p1, q1, r1 and a1. We assume that the geodesics move linearly in space

between time t0 and t1. Thus p(t) = p0 + t(p1 − p0) = p0 + tp̄, and similarly for q, p and a. We now
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Figure 6.1: Diagram of collision detection between a moving triangle and a moving point.

define the normal of the triangle at time t0

n0 = (q0 − p0)× (r0 − p0), (6.1)

where we have assumed that the orientation of the triangle points is anti-clockwise. As a function

of time, the normal is

n(t) = (q(t)− p(t))× (r(t)− p(t))

= (q0 − p0 + t(q̄ − p̄))× (r0 − p0 + t(r̄ − p̄))

= (q0 − p0)× (r0 − p0) + t[(q̄ − p̄)× (r0 − p0) + (q0 − p0)× (r̄ − p̄)]

+t2(q̄ − p̄)× (r̄ − p̄). (6.2)

Since p0, q0, r0, p̄, q̄, r̄ are known quantities, we can write Equation 6.2 as

n(t) = n0 + αt+ βt2. (6.3)

Now, any given plane P has the property that

∀i ∈ P, i · nP = D, (6.4)

where D is a constant, and nP is the normal of the plane. Now, D(t) = p(t) ·n(t), a cubic equation,
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so our geodesic a(t) and the triangle {p, q, r}(t) are coplanar at times t which satisfy the equation

p(t) · n(t)− a(t) · n(t) = n(t) · (p(t)− a(t)) = 0. (6.5)

Equation 6.5 is a cubic with algebraic roots, which can be solved for analytically. For every root

found between t0 < t ≤ t1, it is a simple matter to check whether a(troot) is within the triangle

{p, q, r}(troot), rather than merely being co-planar.

There are of course a few important boundary conditions to be checked, such as ensuring that

the geodesic being tested for intersection is not one of the geodesics that make up the triangle, or

including special cases for when the cubic equation is degenerate, but the algorithm itself is quite

robust and effective. Although the algorithm is, as mentioned above, of order O(N2), the expense of

the algorithm is mitigated by two factors. Firstly, since the algorithm involves analytically solving

an at most cubic equation, the run time of each individual instance is very small, on the order of

microseconds. Secondly, the looping condition is sufficiently simple that it can be parallelized over

multiple cores without any significant overhead. In practice, with the current maximum resolution

of just under 30, 000 geodesics, the run-time is not prohibitive. Additionally, since the caustic

point-finding algorithm from Section 5.1.4 is run prior to the collision detection algorithm we can

determine the caustic vs. crossover structure of the event horizon.

6.3 Topological structure of the Event Horizon for an Inspiral-

Merger

As with the head-on merger from Chapter 5, the start point for event horizon finding is late in the

simulation, after the final black hole achieved a mostly stationary state. We continue to use the

geodesic method (see Section 3.2.1), with resolution L = 47 for the ringdown portion. The merger

section of the simulation is of most interest to us however, specifically the topological structure of

merger.

Husa and Winicour [7] posit that mergers of binary black holes in a non-axisymmetric configura-

tion generically result in an intermediate toroidal state of the event horizon. Having found merger at

a single point occurring in not only the axisymmetric head-on merger, but also the head-on spinning

merger (where axisymmetry is broken), we were strongly motivated to determine the topological

behaviour of the event horizon for inspiral mergers, where axisymmetry is broken in no uncertain

terms. In both the equal-mass and generic inspirals, our results show that the event horizons merge

at a point, with no intermediate toroidal phase (see Figure 6.2).

In order to understand why no toroidal intermediate stage is found, we need to further understand

the topological structure of the event horizon null hypersurface in the case of a binary inspiral and
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Figure 6.2: Slices through the event horizon hypersurface at the exact point of merger (to within
numerical accuracy). Upper panel: Equal mass non-spinning 16-orbit inspiral at t/M = 3932.779,
the precise point of merger to within ±0.006t/M . Here M is the sum of the ADM masses. Lower
panel: Generic 2:1 mass ratio random spin-direction 1.5 orbit inspiral at t/M = 117.147, the precise
point of merger to within to within ±0.005t/M . Here M is the sum of the Christodolou masses,
since the black holes have spin. At prior times the two black hole horizons are disjoint. At later
times, the two horizons have merged into a single S2 surface. No toroids are evident in the limit of
our accuracy.
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Figure 6.3: Diagrams of the event horizon null hypersurface in axisymmetric and non-axisymmetric
mergers. The merger is along the z-axis. In both panels, the regions C∪X are spacelike. Left panel:
In the axisymmetric case, the caustic/crossover set is reduced to a single line of caustic points, the
“inseam” of the “pair of pants,” labeled C. The x direction is suppressed but, since the x and y
directions are identical for axisymmetry, the identical diagram would obtain if we were to suppress
y in favour of x. Right panel: In the non-axisymmetric case, such as an inspiral (where we have
“unwound” the legs of the “pair of pants”), the set of crossover points X is evident, bounded on both
sides by “inseams” C. Unlike the axisymmetric case, here the x and y directions are not identical.
Since the caustic/crossover set of points is a 2-surface, the diagram we would obtain by suppressing
y in favour of x would look identical to the left panel case, except that the single caustic “inseam”
would be composed of crossover points.

merger. In [7], Husa and Winicour consider two sets of points. One set, labeled C, is the set of

all caustic points in the spacetime, where neighbouring event horizon geodesics cross. The other

set of points, X , is the set of all crossover points in the spacetime, where non-neighbouring event

horizon geodesics cross. They show that the set of points X is an open 2-surface on the event horizon

null hypersurface, and that this set is bounded by the caustic set C. They further show that the

behavior of this 2-surface of caustic/crossover points is governed by the topology of the merger. In

an axisymmetric prolate merger (such as our headon case), the 2-surface is reduced by the symmetry,

resulting in the single boundary line of caustic points we see as being the “inseam” of the “pair of

pants,” as shown in the left panel of Figure 6.3. In the non-axisymmetric case, the set of caustic

and crossover points is a 2-surface on the event horizon, as shown in the case of a binary black hole

inspiral in the right panel of Figure 6.3 (where we show the merger in a corotating frame).

The question of whether toroidal horizons can be found in the intermediate stages of binary

black hole merger can be answered by considering the various ways in which these “pair of pants”

diagrams can be sliced. The fact that the set caustic/crossover points C ∪X is a spacelike 2-surface

on a non-axisymmetric event horizon hypersurface (and, for an axisymmetric case, the line of points

C is a spacelike line) provides some freedom in the allowed spacelike slicings of this surface.

Let us first consider whether a non-trivial topology might be obtained in the axisymmetric case.
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Figure 6.4: This figure shows a 2-dimensional slice through the event horizon null hypersurface in
an axisymmetric merger. The horizontal direction in the right panel could be either x or y. We
attempt to construct a slice S1 in x (or y) from point P that intersects the black hole. This slice is
clearly not spacelike. Since N is spacelike only at C, only a non-intersecting slice such as S0 can be
spacelike.

In order to do so, we need to consider how such a slice may be constructed. Clearly, if we were

to construct flat slices of the null hypersurface in the left panel of Figure 6.3, we would produce

a slicing in which the merger occurred at a point. However, we can attempt to construct slices in

which the lapse is somewhat retarded near the “crotch.” In Figure 6.4 we examine a 2-dimensional

slice in {t, y} through the center of the hypersurface. It is clear that if we choose a central point for

the slice before the merger of the black holes, we cannot extend a spacelike slice from this central

point in either the x or y directions in such a way as to encounter the black holes. Only in the z

direction can we encounter the black holes.

This changes however, when we consider the non-axisymmetric case. In this case, the x and y

directions are different, due to the presence of the 2-surface X . Taking a {t, y} 2-slice of the event

horizon in Figure 6.5, we now have a hypersurface slice that is spacelike both at C, and along the line

X . Thus, given a point P below the “crotch” of the event horizon, we can construct three distinct

slices, each with different behaviour. Slice S0 does not encounter the event horizon at all. Slice S1

encounters the event horizon four times, twice in the null region, and twice in the spacelike region.

Finally, slice S2 encounters the event horizon four times in the spacelike region. Note that in the

x direction, the cut through the event horizon is identical to Figure 6.4. Therefore, if we slice our

spacetime using slices S1 or S2, our slice encounters the event horizon four times in the z and y

directions, and not at all in the x direction. This is precisely a toroidal intermediate stage. Such a

slice can be seen in three dimensions in Figure 6.6. Additionally, it is important to note that there

is a distinction between the behavior of slices S1 and S2 in Figure 6.5. When a slice intersects the

event horizon at a point that is a member of C ∪ X , that point is the point where two generators of

the event horizon pass through each other as they merge onto the event horizon. Consequently, that
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Figure 6.5: This figure shows a 2-dimensional slice through the event horizon null hypersurface in a
non-axisymmetric merger. Unlike the previous figure, the horizontal direction in the right panel is
not interchangeable between x and y. We construct three slices S0,S1,S2 from the starting point P
which all intersect the event horizon in different ways. Since C ∪ X is spacelike, all these slices are
spacelike.

point is not a smooth part of the event horizon, whereas when the slice intersects the event horizon

at a point in N\(C ∪X ) that point is a smooth part of the event horizon. Therefore, S1 corresponds

to a toroidal intermediate stage where the torus has a non-smooth (i.e. sharp) inner edge, and S2

corresponds to a stage where a line segment on the outside of the torus is also sharp-edged.

6.4 Topological Structure of Simulated Event Horizons

Having shown that toroidal event horizons are possible with the appropriate choice of slicing, and

having found no intermediate toroidal phase in either the equal-mass non-spinning inspiral or the

generic 2:1 mass ratio spinning inspiral, three important questions arise:

1. What is the structure of caustic and crossover points for the simulations we have performed,

and how do those results relate to the structure discussed in the previous section?

2. Can a fully spacelike reslicing of an existing simulation of a binary black hole merger be

performed in such a way that the event horizon has an intermediate toroidal shape?

3. Can a Generalized Harmonic evolution, from identical initial data but with a different choice

of gauge, generate a different slicing of the spacetime such that an intermediate toroidal event

horizon phase exists.

According to Figure 6.6, for a non-axisymmetric merger, an early slice through the event horizon

before merger should show each black hole with a linear cusp. Unlike the axisymmetric case, where

all geodesics merged onto the event horizon at a point, the non-axisymmetric merger should show

each black hole with a linear scar on its surface, through which geodesics merge onto the horizon.
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Figure 6.6: A 3-dimensional representation of slice S1 from Figure 6.5 Here we clearly see the
continuation of the slice in the z direction, which creates a toroidal intermediate black hole. The
toroidal region of the slice is that part of the slice that has dipped through the crossover region X ,
with the center of the torus at P.
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Figure 6.7: A snapshot of the geodesics being followed by the event horizon finder at time t/M =
tmerger/M − 0.067, for the equal-mass inspiral. The small dots are geodesics currently on the event
horizon. The larger points represent geodesics in the process of merging onto the event horizon.
Crosses represent points merging through caustic points, while circles represent points merging
through crossovers. In this slice, it is clear that the cusp on the black hole is linear, composed of
crossover points with caustics at the end-points.

The cusp should be composed of crossover points, except at the boundaries, which are caustic points.

In Figure 6.7, we see that the black hole does indeed have a linear cusp on its surface. The caustic

points occur at the edges of the cusp.

At the point of merger our slicing remains consistent with a flat slicing through Figure 6.5. In

this figure, the crossover region dips slightly below the caustic lines, and so the flat slice at the point

of merger is expected to have a rough “X”-shape of crossover points, meeting at the merger point,

and anchored at the edges of the black hole cusps by caustic points. In Figure 6.8, we see that this

is indeed the case.

After the point of merger between the two event horizons, our slicing continues to be consistent

with a flat slicing through Figure 6.5. Such a slice would show a “bridge” between the black

holes, with merger points along each side. These merger points would be a line of crossover points

between each black hole, anchored at each end by a caustic point. The “X”-shape of the merger has

disconnected, resulting in two line segments of merger points. This is clearly visible in Figure 6.9.

It is clear from these results that our simulation is consistent with the topological structure

discussed by Husa and Winicour in [7], and outlined in Section 6.3 above. Our slicing represents

a flat slicing (with respect to Figures 6.4-6.6) through the structure of the event horizon, but this

does not preclude the possibility of other spacelike slicings producing toroidal intermediate stages
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Figure 6.8: A snapshot of the geodesics being followed by the event horizon finder at time t/M =
tmerger/M , the exact point of merger in the equal-mass inspiral simulation. The small dots are
geodesics currently on the event horizon. The larger points represent geodesics in the process of
merging onto the event horizon. Crosses represent points merging through caustics, while circles
represent points merging through crossovers. Although finding the exact point of merger is difficult
given limited numerical time-accuracy, we can extrapolate the “X”-shape of the cusps to see that
the merger point is clearly a crossover point.
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Figure 6.9: A snapshot of the geodesics being followed by the event horizon finder at time t/M =
tmerger/M + 0.039, shortly after merger, for the equal-mass inspiral. The small dots are geodesics
currently on the event horizon. The larger points represent geodesics in the process of merging onto
the event horizon. Crosses represent points merging through caustics, while circles represent points
merging through crossovers. The “bridge” between the two black holes has two lines of merger points
running on either side of it, with the majority being crossover points anchored by caustics at either
end.
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during merger. Unfortunately, the two remaining questions remain unsolved at this time. There has

not been sufficient time within the framework of this thesis to develop software that would reslice

existing simulations with new spacelike slicings, in order to confirm that a reslicing of the same

simulation could yield toroidal intermediate stages during merger. Additionally, efforts to modify

the gauge conditions of the generalized harmonic evolution code in order to produce a slicing such as

in Figure 6.6 have not as yet been successful. These questions remain unanswered as of this writing.
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Chapter 7 Conclusion

This thesis examines three different methods for locating event horizons in dynamical black hole

spacetimes: the geodesic method, the surface method and the level-set method. All three methods

rely on the principle that outgoing null geodesics exponentially approach the event horizon when

followed backward in time. We implement both the geodesic and surface methods, the latter imple-

mented without the assumption of axisymmetry as done in earlier work [1]. Overall, we find that

the geodesic method is more robust, with the capability to accurately follow highly spinning black

holes (tested up to a/M = 0.99), as well as the merger of two black holes. For the head-on merger,

we find that the surface-area element
√
h of the geodesic congruence is an excellent diagnostic of

whether and when a geodesic joins the event horizon at a caustic, cf. (5.5) of Chapter 5.

Errors due to tangential drift of the geodesics—as explained in [1]—are not apparent in our simu-

lations. The observed good properties of the geodesic method might be related to the improvements

in accuracy of the spacetime metric since the early tests [1], as well as the ability to interpolate

the metric spectrally to the geodesic locations. Because each geodesic is evolved independently,

the geodesic method parallelizes trivially. Tracking of the cusp of the disjoint components of the

event horizon before merger, as well as computation of AEH is currently not as highly accurate as

we would like, since comparatively few geodesics cover the region close to the cusps. Our current

scheme calls for significantly increasing the number of geodesics at some time t > tmerger, where

the spherical harmonic representation of the event horizon is still very accurate. In the future, we

intend to improve accuracy at the cusps by ceasing to rely on spherical harmonic representations of

the event horizon, and placing geodesics iteratively or adaptively, based on knowledge of where the

cusps are occurring.

The surface method is less robust and exhibits a long-term instability when applied to Kerr black

holes with spins a/M . 0.6, and rapid blow-up for larger spins. Nevertheless during the ringdown

phase t > tCEH of the head-on axisymmetric merger, the surface method locates the event horizon

with comparable accuracy to the geodesic method and provides an important independent test of

the geodesic method. However, when the surface being tracked self-intersects in a caustic point, our

current method for defining the normal breaks down because ∂ri/∂v = 0 in equations (3.14a)-(3.14c)

of Chapter 3, and thus our current implementation of the surface method fails.

The level-set method, finally, is not implemented in this paper. It requires boundary conditions

for the level-set function f ; furthermore f can become singular during a black hole merger. Both

reasons made it unduly difficult to implement this method in our spectral code. In conclusion, we

find that the geodesic method, the oldest of the three methods considered, to be the most accurate
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and useful in our tests.

In improving our code to handle more generic situations such as non-axisymmetric mergers,

where crossover points are expected (see [2]), we have developed a collision detection algorithm to

detect mergers of geodesics onto the event horizon. This algorithm, unfortunately, requires a number

of operations that increases with the square of the number of geodesics. We find that this algorithm

leaves us with a clear picture of the structure of the merger points that make up the cusp of the black

hole event horizon. We have further developed theory by Husa & Winicour [2] and demonstrated

numerically that our simulations comply with this improved picture of the topological structure of

the event horizon. While we have not found any toroidal intermediate stages of the event horizon

in any of our simulations, we find that they are clearly possible within the topological structure of

a non-axisymmetric merger.

Open questions remain regarding the topological structure of the event horizon. Due to time

constraints, we have not been able to develop software that reslices existing simulations with a

new spacelike slicing. It would be valuable to know whether such a reslicing could be performed on

existing data in such a way as to create a toroidal intermediate phase in the event horizon. We believe

that there should be no fundamental difficulties with implementing such a reslicing, which would

provide additional evidence that toroidal horizons are purely slicing-dependent in non-axisymmetric

binary black hole mergers. Additionally, there is the question of whether the generalized harmonic

evolution scheme implemented in SpEC could produce a toroidal event horizon phase from initial

data used in current simulations, simply by modifying gauge conditions in such a way as to retard

the lapse function near the merger point of the black holes. Attempts so far have not proven to be

successful.

Turning our attention to applications of the event horizon finders, Figure 4.2 presents a new

quantitative test of event horizon finders: When finding the EH of a Kerr black hole starting away

from the true horizon, does the tracked null surface approach the true event horizon with the correct

rate, namely the surface gravity gH? Table 4.1 confirms this for the geodesic method. For the

head-on merger, both geodesic and surface method perform admirably during the ringdown phase,

where we are able to clearly observe the quasinormal ringing of the single merged black hole. For

both the event and apparent horizons, the frequency and damping time of the ringing matches the

(` = 2, n = 0) mode of the Schwarzschild quasinormal ringing spectrum to within 2% for the decay

rate and 0.3% for the frequency.

In Chapter 5, we show further applications of event horizon finding. We are able to compute

the Landau-Lifshitz pseudotensor on the event horizon, which serves as a useful complement to

computations performed on the apparent horizon. In the head-on maximum kick simulation (see

Section 5.2), we see that computing the Landau-Lifshitz velocity on the event horizon provides

crucial information about a stage of the merger not adequately covered by the apparent horizon
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analysis (see Figures 5.12 and 5.13). Although not discussed in this thesis, we are also able to

compute the scalar curvature and the Há́iček one-form (see [3, 4]) on the event horizon.

Additionally, we find that the apparent horizons provide an excellent approximation to the event

horizon for the head-on merger very early before the merger, and very late after the ringdown. Thus,

while in principle the apparent horizon is slice-dependent and there is no guarantee that it should

coincide with the event horizon, in practice no such behaviour is found.

Further development of event horizon finding algorithms would be greatly beneficial both to

the SpEC community and the greater numerical relativity community. As an accurate and robust

algorithm, evolving geodesics to track the event horizon can provide great insight into the structure

of black hole mergers. In the future, it would be very useful to develop improved techniques for

geodesic placement, whereby a simulation of the event horizon can show the need for increased

resolution in certain regions of space, which can be provided by either adaptively placing geodesics

where needed, or iteratively by returning to the start of the simulation and modifying the initial

geodesic placements. These improved techniques will aid us in imaging the cusps of black holes

in greater detail. Another improvement of note would be development of a way of “splitting” the

event horizon pre-merger. At a certain point once the horizon has been followed through merger

(backwards in time), it becomes impractical to follow all the geodesics which are not on the event

horizon. At this point, splitting the system into two individual horizons would be beneficial, if done

in such a way as to preserve the correct dynamical behavior of the system.

In conclusion, event horizons offer an exciting new tool for understanding the structure, dynamics

and topology of binary black hole mergers. In some cases, they allow us to observe dynamics that

apparent horizons simply are not capable of reproducing. We believe that the event horizon finding

algorithms described in this thesis represent the most accurate tracking of event horizons in complex

merger simulations that have been developed to date. It is unfortunate that event horizons have

been in general neglected as a tool in the arsenal of numerical relativity, but it is our hope that

the results presented in this thesis will provide some impetus towards an increase in the attention

paid to event horizons by numerical relativists, and an increase in their use for the purpose of better

understanding black hole mergers.
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Chapter 8 Introduction

8.1 LISA and the Mock LISA Data Challenges

LISA (Laser Interferometer Space Antenna) is a space-based gravitational wave detector mission,

currently in the formulation stages as a joint project of the European Space Agency (ESA) and

the National Aeronautics and Space Administration (NASA). LISA is designed to complement the

sensitivity range of earth-based detectors such as LIGO and VIRGO, which are most sensitive

between 10 Hz and 1 kHz (see Figure 8.1 for current estimates about LIGO and LISA sensitivities).

LISA is composed of three spacecraft in an equilateral triangle formation, placed in orbit around

the sun along the Earth’s orbital path. With an arm length of approximately 5 million km, LISA is

expected to be most sensitive to signals in the range of 10−4 to 1 Hz.

Although the preliminary LISA Pathfinder mission, designed to test vital aspects of LISA tech-

nology in space, has been green-lighted, the full LISA science mission has not yet been approved for

funding. Despite this, and in order to increase the likelihood that the full mission will be approved,

LISA continues to be in active development all around the world, under the auspices of the LISA

International Science Team (LIST).

As part of a comprehensive effort to improve our ability to extract science from LISA data, the

LIST has undertaken a series of Mock LISA Data Challenges (MLDCs) [1, 2]. The MLDCs consist

of data sets, created using software models of expected LISA sources, overlaid with noise realizations

obtained from current LISA noise models. These data sets are published openly, and members of the

LISA community are invited to develop data analysis software to accurately determine the presence,

number, and parameters of signals with undisclosed parameters, embedded within the noise. The

aim of the MLDCs is to increase our understanding of LISA, by developing and improving algorithms

to extract signals from expected LISA noise, and determining which set of parameter values in the

source model most closely corresponds with the extracted signal. Additionally, the MLDC will

help us understand what potential sources exist or may exist in the universe that would emit a

gravitational wave signature detectable by LISA, which will hopefully lead to improved modeling

of the gravitational waves emitted by these sources. For these reasons, the MLDC is an important

step towards developing prototypes of data-analysis software for LISA.

The work discussed in this part of the thesis was performed within the context of MLDC 3.

MLDC 3 introduced for the first time a new potential source of gravitational waves for LISA -

cosmic strings. Cosmic strings are cosmological phenomena, posited to have formed during phase

transitions of fields occurring in the early universe. These phase transitions are hypothesized to give
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Figure 8.1: Expected LIGO and LISA sensitivity ranges, and the sources that may be found within
those ranges. Sourced from the LISA Science Case (www.lisascience.org).

rise to so-called “topological defects” in quantities such as the stress-energy tensor, and can be said

to evolve on their own, much as one could treat a crack that forms in melting ice as a standalone

phenomenon, possessing its own equations of motion.

8.2 Cosmic Strings

There are several mechanisms by which an observable network of cosmic (super)strings could have

formed in the early Universe. Basically, string formation arises from the breaking of some U(1)

symmetry (either global or local) as the Universe expands and cools. In the 1980s and 1990s,

interest was primarily in cosmic strings arising from grand unified theories [3], but in recent years

several string-theory-inspired inflationary models have also been shown to populate the Universe

with a network of cosmic-scale strings [4, 5]. For instance, brane-inflation models can naturally lead

to the breaking of U(1) symmetries at the end of inflation, leading to the formation of both long

fundamental strings and D(k + 1)-branes that wrap around k compact dimensions and extend in

one of Nature’s three large spatial dimensions. These long strings can be stable on cosmological

timescales (depending on the exact model) and could reasonably have string tensions in the range

10−12 . µ . 10−6. We refer the reader to [6] for a nice review of the main physical ideas.

Simulations have shown that string networks rapidly approach an attractor: the distribution

of straight strings and loops rapidly becomes independent of its initial conditions. The network

properties do depend on two basic parameters of the strings, the string tension µ and the string

reconnection probability p. The distribution of loop sizes at their birth should in principle be
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derivable from µ and p, but the huge range of scales makes this a very difficult problem to solve

via simulations, and today the typical loop size at birth (as a fraction of the Hubble scale) is still

uncertain by many orders of magnitude. We refer the reader to Allen [7] for a brief, pedagogical

introduction to string networks, and to Vilenkin and Shellard [3] for a more comprehensive review.

Once formed, string loops oscillate and therefore lose energy and shrink due to gravitational-wave

(GW) emission. The spectrum of this GW background radiation is calculated to be roughly flat over

many orders of magnitude in frequency, including the frequency bands where current ground-based

GW interferometers (like LIGO and Virgo) and planned space-based GW interferometers (like LISA)

are sensitive. It is conventional to express the energy density ρGW of GWs in terms of

ΩGW(f) ≡ 1

ρc

dρGW

d ln f
, (8.1)

where ρc is the Universe’s closure density. The current limit on ΩGW(f) from pulsar timing is

ΩGW(f ∼ 2.5 × 10−7 Hz) . 4 × 10−8 [8], and the limit from first-generation ground-based interfer-

ometers is ΩGW(f ∼ 100Hz) < 6.9×10−6 [9]. For comparison, the Advanced LIGO detectors should

be capable of detecting a stochastic background with ΩGW(f ∼ 40Hz) & 10−9 [9], while LISA should

be capable of detecting a string-generated background ΩGW(f ∼ 10−4–10−1.5 Hz) & 10−10 [10]. (For

LISA, this threshold is set not by detector noise, but instead by the background from short-period

Galactic binaries.)

In addition to this broadband stochastic background, Damour and Vilenkin [11, 12] pointed out

that the kinks and cusps that form on cosmic strings produce short GW bursts that could also be

detectable for a large range of string parameters µ and p. Kinks are discontinuities in the string’s

tangent direction, which arise when strings overlap and interconnect, while cusps are points on the

string that become instantaneously accelerated to the speed of light. The portion of string near

the cusp beams a burst of linearly polarized GWs in a narrow cone around the cusp’s direction

of motion. Damour and Vilenkin showed that, for current and planned GW interferometers, cusp

bursts should be significantly more detectable than kink bursts, so for the rest of this work we

focus on the former. GW bursts from string cusps have a universal shape h(t) ∝ |t − tC |1/3, or

equivalently h̃(f) = A|f |−4/3e2πiftC . (More precisely, for observers that are not exactly at the

center of the radiation cone, h̃(f) carries a cut-off frequency fmax which also smooths out h(t) at

t = tC ; see Chapter 9 below.)

Searches for cosmic-string bursts in LIGO–Virgo data are already being carried out, though to

date there have been no detections [13]. However it is easy to see that the planned space-based GW

detector LISA should be far more sensitive to string bursts than any current or planned ground-

based instrument, due to two factors. To understand the first, recall that the matched-filtering
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signal-to-noise ratio (SNR) for any burst is given by

SNR2 ∼
∫ fmax

0

f2|h̃(f)|2 d(log f)
f Sh(f)

(8.2)

for any single detector with noise spectral density Sh(f), up to geometrical factors ∼ 1. Thus, for

bursts with |h̃(f)| ∝ f−4/3, we have (roughly) SNR ∝ f
−1/3
b /[fbSh(fb)]

1/2, where fb is the frequency

where the detector has its best sensitivity. The value of f
−1/3
b /[fbSh(fb)]

1/2 is ∼ 10 times higher

for LISA than Advanced LIGO, largely due to LISA’s much lower sensitive frequency band. The

second factor arises from the fact, discussed in Chapter 9, that a burst’s cut-off frequency fmax

scales as α−1/3, where α is the angular separation between the beam direction (which is along the

instantaneous direction of the cusp’s motion) and the observer’s line of sight. From this, we will

show in Section 9.4 that the rate of bursts arriving at the detector, and satisfying fmax > fb, scales

as f
−2/3
b . Hence, based on a uniform Euclidean distribution of sources, we can estimate that the

distance to the closest burst that enters a detector’s band scales as f
−2/9
b . This is also a factor

∼ 10 higher for LISA than Advanced LIGO. So we conclude that in any given year, the strongest

burst detected by LISA will have an SNR a factor ∼ 100 larger than the strongest burst detected by

Advanced LIGO. Clearly, LISA’s much lower frequency range is a major advantage for string-burst

searches.

While individual bursts are relatively featureless, as Polchinski [6] emphasizes, many burst de-

tections would give us an approximate spectrum dN/dρ = αρβ (where N is the number of detections

and ρ is their SNR), and the two measured parameters α and β in principle determine the funda-

mental string parameters µ and p, at least for networks that are dominated by a single type of string.

(However we note that in the large region of parameter space for which the strongest observed bursts

would be much closer than the Hubble distance, the exponent β must be very close to −4, and so

measuring β may not be very constraining on the underlying string parameters; see Section 9.3.)

Also, there are large regions of parameter space for which LISA would detect both individual string

bursts from cusps and the broadband stochastic background from loop oscillations [14]. Clearly the

measured energy density of the background in the LISA band would place one additional constraint

on the string model.

Since the gravitational waveforms from cusps are both very simple and rather precisely known,

it is natural to search for them using matched filtering. As we explain in more detail in Chapter 9,

for any set of string parameters, one can easily compute the SNR2, which is essentially a measure of

how well the model waveform (i.e., template) matches the data. Then, roughly speaking, finding the

best-fit parameters is a matter of maximizing the SNR2 over the six-dimensional source-parameter

space. For three of the parameters (the signal’s amplitude A, polarization ψ, and arrival time tC),

this maximization can be performed almost trivially, using a combination of the F -statistic [15]
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and the FFT. For the remaining three parameters (the two angles giving the source’s sky position,

and the cut-off frequency fmax), we made use of two publicly available optimization codes: PyMC

[16], a Python implementation of Markov Chain Monte Carlo integration, and MultiNest [17, 18], a

Fortran 90 implementation of a multimodal nested-sampling algorithm [19]. Employing two different

optimization algorithms allowed us to carry out useful cross-checks. For high-SNR cases, we were

able to recover Fisher-matrix error estimates, as expected.

We tested our searches using data sets from the recent third Mock LISA Data Challenge (MLDC) [1,

2]. Both our PyMC and MultiNest searches performed well in locating the global SNR maxima in

parameter space, and our best-fit SNRs were within 1% of the true SNRs for all MLDC3 cases. The

sources proved difficult to localize correctly on the sky, but, as we show in Chapter 10, that was due

to near-degeneracies intrinsic to the problem, rather than a failure of our searches.

Two other reports on LISA string-burst searches, also developed and tested in the context of

MLDC 3, have appeared recently [20, 21]. Our work differs from those in several ways: First, we

use the F -statistic and FFT to improve search efficiency. Second, we present an in-depth analysis

of waveform overlap (maximized over A, ψ, and tc) as a function of sky position. This analysis

clarifies why, for most LISA cusp-burst detections, the source’s sky location is likely to be very

poorly constrained by the data. Third, we analyze in detail some aspects of the problem that

heretofore have not been carefully explored, including a suite of nearly exact symmetries (most

of which were not previously noted), and the expected distribution of the maximum frequency in

observed cusp-bursts.

Other authors have recently focused on other possible kinds of GW signatures from cosmic strings:

DePies and Hogan [22] pointed out that for very small string tensions (10−19 . µ . 10−11), GWs

might be detected from the oscillations of individual nearby strings, thanks to the nearly periodic

nature of loop oscillations, and to the gravitational clustering of string loops near our Galaxy.

Leblond and colleagues [23] showed how the breaking of metastable cosmic strings could result in

detectable GW signals. In this work, however, we restrict attention to searches for cusp-bursts.

The plan for the rest of Part II is as follows: In Chapter 3 we briefly review the general form of

a GW burst emitted by a cosmic-string cusp, as well as the associated signal registered by LISA.

We also review how to maximize SNR cheaply over the extrinsic parameters A, ψ, and tC , using the

F -statistic and the FFT (both standard tricks), and we introduce an approximate Bayesian version

of the F -statistic, which is only slightly harder to compute than the standard variety. Finally, we

digress slightly to discuss the expected distribution of fmax for observable sources. In Chapter 10 we

discuss the near-degeneracies in the space of burst signals (and therefore in source parameter space),

which significantly impact one’s ability to infer the true source parameters from a measurement:

to wit, there is a discrete near-symmetry between sky locations that are reflections of each other

across the plane of the LISA detector; in addition, a typical signal from a generic sky location can be
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mimicked to surprising accuracy by templates corresponding to a broad swath of very distant points

on the sky, if the amplitude, polarization and arrival time of the templates are adjusted suitably.

In Chapter 11 we give brief reviews of the MCMC and nested-sampling search concepts, and we

describe the particular tunings of these methods that we found to be efficient for our GW burst

searches. In Chapter 12 we describe the efficacy and accuracy of our searches in the MLDC data

sets. We summarize our results and conclusions in Chapter 13. Throughout this part of the thesis

we use units where G = c = 1; all quantities are expressed in units of seconds (to some power).
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Chapter 9 Theoretical Background

9.1 The gravitational waveform from cosmic-string bursts

The GWs arriving at the detector from string-cusp bursts are fully characterized by six parameters:

the source’s sky location (given in the MLDCs as the ecliptic latitude β and longitude λ), the burst’s

overall amplitude (at the detector) A, the polarization angle ψ, the burst’s time of arrival tC , and

the upper cut-off frequency fmax.

If we fix the direction k̂ of GW propagation (i.e., we fix β and λ) and we let e+ij and e×ij be a pair

of orthogonal polarization basis tensors for waves traveling along k̂, the general burst waveform is

expressed most simply in the Fourier domain as

h̃ij(f) =
[
A1e+ij +A2e×ij

]
Λ(f)e2πiftC , (9.1)

where we adopt the MLDC approximation for Λ(f),

Λ(f) ≡

 f−
4
3 f < fmax,

f−
4
3 e1−f/fmax f > fmax.

(9.2)

In terms of these variables, A and ψ are given by

A =
√

(A1)2 + (A2)2, ψ = arctan
(
A2/A1

)
, (9.3)

and in order of magnitude,

A ∼ µL2/3

DL
, fmax ∼ 2/(α3L), (9.4)

where µ is the string tension, L is the characteristic length of the cosmic string, DL is the luminosity

distance to the cusp, and α is the angle between the observer and the center of the beam, which

points along the cusp’s instantaneous velocity.1

1What Damour and Vilenkin actually show is that |h̃(f)| ∝ f−4/3 for f � fmax, and that |h̃(f))| falls to zero
exponentially for f � fmax. Equation 9.2 follows the signal model implemented in the LIGO Algorithm Library
(LAL) to generate burst injections. This model is more precise than Damour and Vilenkin’s description, though not
necessarily very accurate. For consistency, the MLDCs adopted the LAL model.



87

9.2 Maximization over the extrinsic parameters

The SNR can be maximized analytically over the parameters A and ψ using a version of the F -

statistic, while the FFT provides a highly efficient method to maximize SNR over tC . Let us work

out the details, beginning with the F -statistic. Consider the space of cusp-burst waveforms, and

fix the parameters Θ ≡ (β, λ, tC , fmax). We shall build a statistic that is equal to the log-likelihood

maximized over the vector space of all (A1, A2). This statistic is a straightforward adaptation of

the method employed in the (more complicated) cases of circular-orbit binaries [1] and GW pulsars

[2, 3].

The LISA science data will consist of the time series of laser-noise–canceling TDI (Time Delay

Interferometry) observables ([4], and references therein); all the available information about GWs

can be recovered from a basis of three such observables, such as A, E, and T [5, 6] (these three are

especially expedient since they have uncorrelated noises). Thus we represent the detector output as

the vector s ≡
(
sA(t), sE(t), sT (t)

)
, and we define the natural inner product on the vector space of

all possible LISA signals (see, e.g., [7]),

〈u |v〉 ≡ 2

∫ ∞

−∞

ũA(f) v
∗
A(f) df

SA(f)
+ (integrals for E and T ) , (9.5)

where SA(f) is the single-sided noise spectral density for the observable A (and similarly for SE(f)

and ST (f)) . Assuming Gaussian noise, the log probability density of any noise realization n is

then just (−1/2)〈n |n〉, and therefore the log-likelihood of the data s given the signal model h is

(−1/2)〈s− h | s− h〉.

Now, both polarization components of the burst produce a linear response in the three TDI

observables,

A1Λ(f)e2πiftCe+ij → A1

(
F+
A , F

+
E , F

+
T

)
Λ(f)e2πiftC ≡ A1h1(tC), (9.6)

A2Λ(f)e2πiftCe×ij → A2

(
F×
A , F

×
E , F

×
T

)
Λ(f)e2πiftC ≡ A2h2(tC);

here the F+,×
A,E,T are linear time-delay operators that encode the LISA response to plane GWs (see

[4, 8], as well as the discussion in Section 10.1). The time delays change continuously as the LISA

constellation orbits the Sun, but in the limit of short-lived GWs, LISA can be considered stationary,

and the delays fixed. Thus, the operators can be represented as frequency-dependent complex factors

F+,×
A,E,T (tC , f), which are the analogs of antenna patterns for ground-based interferometers. For

cosmic-string bursts, this approximation is justified by the fact that most of the SNR is accumulated

over several thousand seconds, to be compared with the one-year timescale of the LISA motion. In

our searches, however, we always compute the full LISA response in the time domain, using Synthetic
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LISA [4] (a software package that simulates the response function of LISA).

The best-fit values of A1 and A2 are those that minimize

〈
s−A1h1(tC)−A2h2(tC) | s−A1h1(tC)−A2h2(tC)

〉
. (9.7)

It is easy to show that the optimized Ai and the log-likelihood logL are given by

Ai =
(
Γ−1

)ij〈hj(tC) | s〉, (9.8)

logL = −1

2

[
〈s | s〉 −

(
Γ−1

)ij〈hi(tC) | s〉〈hj(tC) | s〉
]
+ const., (9.9)

where the constant in Eq. 9.9 is just the logarithm of a volume factor, and where

Γij(tC) = 〈hi(tC) |hj(tC)〉. (9.10)

For any given data s, the term 〈s | s〉 is also a constant; the remaining piece of logL, which depends

on h, is known as the F -statistic, and it is given by

F ≡ 1

2

(
Γ−1

)ij〈hi(tC) | s〉〈hj(tC) | s〉. (9.11)

In the limit of high SNR, F ≈ SNR2/2, while in the absence of GWs the expectation value of F is

1. (It is 2 for GW pulsars, but in that case the F -statistic is maximized analytically over twice as

many parameters.)

Using the FFT to maximize SNR over the time of arrival is also a standard technique [9]. Here

we merely review the implementation details for our case. We arrive at the best-fit tC [for a given

(β, λ, fmax)] by a simple, iterative scheme. We make an initial estimate t
(0)
C (e.g., by an initial search

step in which the source is assumed to be at the ecliptic North pole), and we compute h̃
(0)
1 (f)

and h̃
(0)
2 (f) using the time-delay operators evaluated for that time. Next, we calculate the overlap

integrals 〈hi(tC) | s〉 at times tC = t
(0)
C +∆t by taking the inverse Fourier transform,

〈hi(tC) | s〉 = 2

∫ ∞

−∞

[
s̃A(f)h

(0)
i (f)∗

SA(f)
+
(
A↔ E

)
+
(
A↔ T

) ]
e−2πif∆t df . (9.12)

Approximating Γij as the constant Γij(t
(0)
C ), we have

F (t
(0)
C +∆t) =

1

2

(
Γ−1(t

(0)
C )
)ij〈

hi

(
t
(0)
C +∆t

)
| s
〉〈

hj

(
t
(0)
C +∆t

)
| s
〉
. (9.13)

Of course, the advantage of this approach is that we can use the FFT to obtain F (t
(0)
C +nδt) cheaply

for all integers n, where δt is the sampling time. We can now find the value n = nb that maximizes
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F , fit a parabola to the values of F at the points nb − 1, nb, and nb + 1, and locate ∆tb at the

maximum of the parabola. We then set t
(1)
C → t

(0)
C +∆tb, replace (Γ−1(t

(0)
C )
)ij

by (Γ−1(t
(1)
C )
)ij

, and

iterate. The reason we are iterating is that we need to account for the change in the time-delay

operators over the time ∆t; in practice, we always find that the original estimate t
(0)
C is within ∼ 500

s of the true tC (see Section 11.1), and that a single iteration determines the best-fit tC to ∼ 0.01 s.

(That is, further iterations change tC by . 0.01 s.)

This completes our account of the maximization of log-likelihood over the parameters (A, ψ, tC).

The search over the remaining parameters (β, λ, fmax), is discussed in Section 11.1.

9.3 Bayesian version of the F -statistic

As emphasized above, the F -statistic maximizes the log-likelihood over the parameters A and ψ.

However, since we have prior information on their distribution, it makes sense to use it to improve

their estimation, as well as detection performance. As shown by Prix and Krishnan [10], it is

straightforward to construct a Bayesian version of F (which we shall call FB) that incorporates

the prior knowledge. The exact form of FB is somewhat unwieldy, but in this work we show how

to construct an approximate version that is only slightly harder to compute than the standard F -

statistic, and that is quite accurate for reasonably high SNR (i.e., for the cases of greatest interest).

Given the LISA data s, let P (Θ,A, ψ|s) be the posterior probability of the source parameters

[with Θ ≡ (β, λ, tC , frm)]. As per Bayes’ theorem,

P (Θ,A, ψ|s) ∝ P (s|Θ,A, ψ)P (Θ,A, ψ), (9.14)

where the first factor on the right is the likelihood of measuring s given the parameters, and the

second is the prior parameter distribution. Given rotational invariance (no preferred source direction,

no preferred polarization, and no preferred angle between our line of sight and the cusp velocity

vector), and given the scaling of fmax with the observing angle α given in Eq. 9.4 (which implies

that the solid angle αdα is ∝ f
−5/3
max dfmax), the prior must have the general form

P (Θ,A, ψ) dΘ dA dψ = (sinβ dβ) dλ dtC(f
−5/3
max dfmax) (9.15)

×(w(A)dA) dψ,

where w(A) is a function of A that encodes cosmological information. For simplicity, in the rest of

this work we shall set w(A) = A−4, as appropriate for a uniform distribution of strings in Euclidean

space (A ∝ r−1, where r is the distance to the source, implies r2dr ∝ A−4 dA). This is a reasonable

approximation for light strings (µ . 10−8), for which the strongest bursts that LISA observes would

occur at z < 1. It is straightforward to modify the calculation below to treat any other form of w(A).
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The Bayesian version of the F -statistic corresponds to integrating the posterior P (Θ,A, ψ|s) over A

and ψ, as opposed to maximizing the likelihood for the regular F -statistic. Fixing the data s and

the parameters Θ, let hb be the best-fit waveform with the Ab and ψb that minimize 〈s− h | s− h〉.

Defining ∆h ≡ h(Θ,Ab, ψb)− h(Θ,A, ψ) ≡ hb − h, we have

〈s− h | s− h〉 ≡ 〈s− hb +∆h | s− hb +∆h〉

= 〈s− hb | s− hb〉+ 〈∆h |∆h〉 (9.16)

= 〈s | s〉 − 2F + 〈∆h |∆h〉 ; (9.17)

here Eq. 9.16 holds because ∆h lies in the (A1, A2) vector subspace, to which s− hb is orthogonal

thanks to the best-fit condition, and Eq. 9.17 follows from the very definition of F . Thus, the

Bayesian FB is defined by

eFB(Θ) = eF (Θ)

∫
e−〈∆h |∆h〉/2A−4 dA dψ , (9.18)

or equivalently

FB(Θ) = F (Θ)− log

[∫
e−ΓijδA

iδAj/2A−5dA1dA2

]
, (9.19)

where we have changed variables from (A, ψ) to (A1, A2), defined (A1
b , A

2
b) to be the best-fit values

of the amplitude parameters and δAi ≡ Ai −Ai
b, used the definition of Γij , and transformed volume

elements using the standard identity dA1dA2 = A dA dψ. We shall now introduce an approximation

that is appropriate in the limit of high SNRs, for which the exponential e−ΓijδA
iδAj/2 becomes ever

more peaked around δAi = 0. We therefore expand A−5 around Ab, discarding all terms higher

than quadratic:

A−5 → A−5
b + δAi∂i(A−5)|Ab

+
1

2
δAiδAj∂i∂j(A−5)|Ab

. (9.20)

Note that this approximation effectively regularizes the divergence of P (Θ,A, ψ | s) as A → 0, which

arises from the A−4 factor in the integrand. This divergence is unphysical anyway; it originates in

the assumption of an infinite Euclidean universe, and so it is basically another version of Olbers’

paradox. If we had used a cosmologically sensible prior, such as one based on an FRW universe,

there would have been no divergence in the first place.

Because of symmetry, the linear term (and indeed all odd terms) of Eq. 9.20 brings no contribution

to the Gaussian integral. Compared to the zeroth-order term, the contribution of the quadratic term

is suppressed by O(SNR)−2, and the contribution of the quartic piece by O(SNR)−4, which justifies

neglecting the latter. The remaining integral is trivial: defining

λij ≡
1

2
A5

b ∂i∂j(A−5)|Ab
=

35

2
A−4

b (Ab)i(Ab)j −
5

2
A−2

b δij , (9.21)
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we have

A−5
b

∫
e−ΓijδA

iδAj/2
[
1 + λij

]
d(δA1)d(δA2) = 2πA−5

b (det Γ)−1/2[1 + λij(Γ
−1)ij

]
, (9.22)

and therefore

FB = F − 5 logAb −
1

2
log det Γ + log

[
1 + λij(Γ

−1)ij
]
. (9.23)

where we have ignored the constant log π term, which is irrelevant to searches. Aesthetically, the

reader may prefer to multiply the integral by a constant scale factor s3, where s is typical size for

A and the Ai (e.g., 10−21), and then work with rescaled versions of A , Ai, Γij , and λij , so that

these are all within a few orders of magnitude of unity: Ā ≡ A/s, Āi ≡ Ai/s, Γ̄ij ≡ s2 Γij , and

λ̄ij ≡ s2λij . This leads to an equivalent representation of FB , given by Eq. 9.23 after replacing all

variables with their barred version.

The effect of the “Bayesian correction” terms in FB is to penalize fits that have relatively larger

amplitude parameters Ai. This is precisely what we should expect: since the amplitudes scale as

1/r, larger Ai must come from strings that inhabit smaller volumes around the detector, which is a

priori less likely. Note also that the terms involving Γij (or its inverse or determinant) incorporate

the effects of the detector response, and therefore depend on sky location; for the same Ai, they

penalize sky-locations for which the LISA response is relatively poorer.

Ironically, our Bayesian correction is not quite appropriate for the sources in MLDC data sets,

which have SNRs drawn from a uniform distribution, so that farther sources are not more likely

that nearby ones, and sources from sky locations with a poor LISA response are equally likely to be

detected. Thus, while our FB (or its analog with a better cosmological model) would be optimal for

a real search, it does not minimize the expected parameter-estimation error for our MLDC entries.

9.4 Distribution of fmax for detected bursts

As an enlightening application of the distribution of burst parameters given in Eq. 9.15, we estimate

the distribution of the cut-off frequency fmax for the cosmic-string bursts that LISA would actually

detect; i.e., for the bursts whose SNR is above some detection threshold ρth. We shall see that for

most detections fmax is in-band and is < 50 mHz. Since this section is something of a digression

from the main flow of this work, we are content with providing a sketch of the derivation.

The first step is to change variables from A to ρ, where ρ is the SNR of the observation (the other

five parameters remain the same). Clearly ρ ∝ A. For simplicity, we estimate ρ in the low-frequency

approximation to the LISA response [7]. In this approximation, the response functions factorize into
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Figure 9.1: Expected distribution dN/d(log(fmax) of the maximum burst frequency fmax for the
string bursts detectable by LISA.

a frequency-dependent term times an angle-dependent term, so we can write

ρ = A η(fmax)κ(β, λ, ψ) (9.24)

where κ is a known function of the angles (β, λ, ψ) whose precise form is irrelevant, and

η(fmax) ≡
[ ∫ fmax

0

Λ2(f) df

Sh(f)

]1/2
, (9.25)

where Λ(f) was defined in Eq. 9.2, and Sh(f) [unlike the SA,E,T (f) of Eq. (9.5)] includes the

frequency-dependent LISA response. The Jacobian of the transformation is just (ηκ)−1. Integrating

the prior over all the angles, over the observation time, and over ρ from the detection threshold ρth

up to ∞, we are left with the probability distribution of detectable bursts

dN/dfmax ∝ f−5/3
max η3(fmax) . (9.26)

In Fig. 9.1 we plot the function dN/d(log fmax). To evaluate η, we used the Sh(f) fit given in

Eqs. (26)–(31) of [11], which includes confusion noise from unresolved white-dwarf binaries, and for

simplicity we approximated Λ(f) as f−4/3Θ(fmax − f), with Θ(fmax − f) the Heaviside function.

As fmax increases above ∼ 10 mHz, η remains nearly constant, so at these higher frequencies

dN/d(log fmax) scales as f
−2/3
max . We find that the median value of fmax is 12mHz, and that ∼ 2/3

of detected string bursts will have fmax ∈ [5, 50] mHz.

For this calculation we have assumed the “uniform, Euclidean” prior on the amplitude, w(A) ∝

A−4; however it should be clear that the qualitative conclusion would remain the same even if most
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detected bursts were at cosmological distances. Of course, the results for the case of ground-based

detectors like LIGO and Virgo would be completely analogous: the median fmax for detected string

bursts should be a factor ∼ 2–3 higher than the frequency where Sh(f) is at a minimum. Since for

both ground-based and space-based GW detectors fmax will be in-band for most observed bursts,

it seems worthwhile to devote more effort to determining the precise shape of h̃(f) around fmax

(instead of just patching together a power law with an exponential, as is currently done).
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Chapter 10 Near-symmetries and overlap maps

10.1 Sky-position reflection across the LISA plane

There is a degeneracy in the LISA response to short-duration, linearly polarized GW sources that

are located at sky positions related by a reflection across the LISA plane, as first noted in [1]. This

degeneracy becomes exact in the limit of infinitely short (and linearly polarized) GW signals. To

understand how this degeneracy arises, we recall that the GW response of the laser-noise–canceling

TDI observables can be written as [2]

TDI(t) =
∑
A

cA y(slr)A(t−∆A), (10.1)

where the yslr(t) denote the one-way phase measurements along the six LISA laser links; the slr

triplet (a permutation of 123) indexes the laser-sending spacecraft, the l ink, and the receiving

spacecraft (see Fig. 3 of [2]); the ∆A are time delays (sums of the inter-spacecraft times of flight),

and cA = ±1. Each phase measurement yslr registers plane GWs according to

yslr(t) =
n̂l(t) ·

[
h
(
ts − k̂ · ps(ts)

)
− h
(
t− k̂ · pr(t)

)]
· n̂l(t)

2
(
1− k̂ · n̂l(t)

) . (10.2)

To parse this equation, it is useful to think about the effect of GWs on a single laser pulse received

at spacecraft r at time t: the unit vector k̂ points along the direction of GW propagation; h is

the GW strain tensor at the solar system barycenter (SSB), which is transverse to k̂; the ps,r(t)

are the positions of the sending and receiving LISA spacecraft; the n̂l(t) ∝ pr(t) − ps(ts) are the

photon-propagation unit vectors; and the retarded time ts is determined by the light-propagation

equation ts = t − |pr(t) − ps(ts)|. Thus, the GW strain tensor h is projected onto n̂l at the events

(t, pr(t)) and (ts, ps(ts)) [the reception and emission of the pulse]. For plane GWs, the value of h

at those events is obtained by giving h the appropriate retarded-time arguments t − k̂ · pr(t) and

ts − k̂ · ps(ts).

Because the pi(t) evolve on the LISA orbital timescale of a year, LISA can be considered sta-

tionary with respect to signals of much shorter duration. In that case, the three ps,r, evaluated at

the time when the signal impinges on LISA, define a plane that contains the six n̂l. Without loss

of generality, let us then express all geometric quantities in an (x, y, z) coordinate system where

the LISA plane lies along x and y. We reflect the source position across the LISA plane by setting

k̂z → −k̂z, and multiplying h on both sides by diag(1, 1,−1); this has the side-effect of rotating
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the polarization angle ψ of the source.1 Because the n̂l have no z component, all the dot products

that appear in Eq. (10.2) are unchanged, except for the retarded h times: but since the spacecraft

positions pr,s can be written as a vector in the (x, y) plane plus the position vector of the LISA

center, R = (p1+p2+p3)/3, the overall effect is that TDI(t) acquires an additional delay of −2k̂ ·R.

To summarize, a linearly polarized burst from some given direction is almost perfectly mimicked,

in the LISA data, by a burst whose incidence direction is reflected across the LISA plane (as deter-

mined at the time when the GWs impinge on LISA), and whose polarization and arrival-time at the

SSB are suitably rotated and time-translated, respectively. This degeneracy is immediately evident

as the reflection symmetry across the equator in all the plots in Fig. 10.4, which examines the F -

statistic structure for the strongest source in the noiseless training data set. Even for the full LISA

response (without any assumptions of stationarity), the reflection symmetry is accurate to better

than one part in 106 (in FF), which means that SNRs ∼ 1,000 would be required to discriminate

between the two sky positions.

10.2 Broad F -statistic quasi-degeneracy across the sky

Our searches revealed an additional, approximate degeneracy in the (A, ψ, tC)-maximized overlap

(i.e., the F -statistic) between linearly polarized burst signals incoming from an arbitrary sky position,

and templates spread in broad patterns across the sky. This approximate degeneracy appears even

if we use all three noise-uncorrelated TDI observables A, E, and T (see e.g. [3]), and it is worse

(i.e., more nearly degenerate) for bursts with lower fmax.

While the reflection degeneracy discussed in the last section has a clear counterpart in the

analytical expression of the LISA response to polarized, plane GW waves, this broad degeneracy

seems harder to understand analytically. To explore it, in Fig. 10.1 we present a representative

set of fitting-factor (FF) sky maps: each map corresponds to a target signal with the sky position

and polarization indicated by the dot (and with unit amplitude and arbitrary arrival time); the

contours in each map represent the overlap between the target signal and templates across the

sky, maximized over the amplitude, polarization, and arrival time of the templates. By definition,

−1 ≤ FF ≤ 1, but for our signals FF is very close to one across much of the sky, so we actually graph

− log10(1−FF) (e.g., contour “4” corresponds to FF = 0.9999). In all maps (and to label each map)

we use latitude and longitude coordinates defined with respect to the instantaneous LISA plane. To

compute the FFs, we work with the frequency-domain representation of burst waveforms and of the

LISA response, modeling the LISA formation as a stationary, equilateral triangle; this is the same

1For a suitable definition of the polarization angle (as given in Appendix A of [2]), the rotation is just ψ → −ψ.
Now, a generic non-linearly polarized signal can be described by the linear combination of two orthogonally polarized
signals; the effect of the reflection considered here is then not just an overall rotation, but also a relative sign change
between the two polarizations. This destroys the reflection degeneracy for generic sources, unless yet another source
parameter can be adjusted to reverse the sign change.
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approximation was used in [3] to compute LISA sensitivity curves. (Unequal armlengths will change

the FFs somewhat, but our maps are roughly consistent with the probability distributions found in

our searches, which used a full model of the LISA orbits.)

Looking at Fig. 10.1, and specifically at the large square multiple plot at the top (corresponding

to a target source with latitude β = π/3), we observe a high-FF cell around the true position of the

target source (the dot), with a mirror cell reflected across the LISA plane, at β′ = −β. The two

cells sit on a “circle in the sky” of higher FF; unlike the case of two ground-based interferometric

detectors, this pattern cannot be explained by simple timing considerations, but originates from a

more complicated matching of geometric elements. One side of the circle crosses the equator with

higher FF, and indeed our searches often yield broken-circle distributions. In the limit of the target

source moving to the equator, the two cells coalesce into one; for a target source at the pole, the

maps exhibit symmetries that oscillate between two- and four-fold as a function of polarization. The

bottom panel shows that FFs are considerably closer to one for bursts with lower-frequency cut offs,

although the structure of the maps is qualitatively the same. The appearance of double linked circles

in some maps is due to the fact that the highest displayed FF contour is set at 0.9999 (indexed by

“4”); single circles would be seen to form at even higher FF.

We note that Figure 10.1 presents sky maps for reduced ranges of the target source’s λ and ψ,

which are however representative of the full ranges. Because of a number of symmetries, the map for

any β and λ can be obtained by appropriately shifting and reflecting one of the maps in the figure.

To wit (and as exemplified in Fig. 10.2):

1. Rotating the source’s sky position by 2π/3 around an axis perpendicular to the LISA plane

is equivalent to relabeling the three LISA spacecraft (and the TDI observables), so the avail-

able geometric information about incoming GW signals must remain the same. Therefore

map[β, λ+2π/3, ψ] can be obtained by shifting map[β, λ, ψ] circularly by 2π/3 along λ′. This

degeneracy was first mentioned in [1].

2. Furthermore, there is symmetry in the geometric relation between the LISA spacecraft and

sources on either side of a LISA triangle bisector: . With the definition of polarization

given in [2], this results in map[β, λ, ψ] reproducing map[β, 2π/3−λ,−ψ], modulo a λ′ reflection

and circular shift by 2π/3.

3. Moving on to polarization, letting ψ → ψ+π/2 amounts to reversing the sign of the polarization

tensor, a change that is absorbed by the F -statistic. It follows that map[β, λ, ψ + π/2] =

map[β, λ, ψ].

4. Last, there is a non-obvious symmetry corresponding to reversing the sign of k and ψ for

both target source and templates (i.e., to considering signals incoming from the antipodal sky
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Figure 10.1: FF maps for high- (top) and low-frequency (bottom) bursts: − log10(1− FF) contours
are computed between (β, λ, ψ) target sources (with β = 0, π/3, π/2, λ ∈ [0, π/3], ψ ∈ [0, π/4])
and (β′, λ′) templates across the sky (β′ ∈ [−π/2, π/2], λ′ ∈ [−π, π], each small square). Because
of the symmetries discussed in Section 10.2, these λ and ψ ranges exhaust the variety of maps seen
across their entire ranges. The target-source latitude β = π/3 is also representative of latitudes
intermediate between the equator β = 0 and the pole β = π/2. At the equator, ψ has no effect on
the maps (except for ψ = π/4, where there is no LISA response); at the pole, λ is degenerate, and
ψ is defined consistently with the λ = 0 meridian.
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Figure 10.2: Symmetries between FF maps, as explained in the main text, exemplified for the case
of β = π/6, λ = π/9, ψ = π/6.

position). Because the burst GWs are invariant w.r.t. time inversion about tC , it turns out

that the LISA response to (−k,−ψ) signals equals the time-inverted and time-shifted response

to the original (k, ψ) signals (see subsection 10.2.1). Now, the inner product (9.5) is manifestly

invariant w.r.t. the time inversion and translation of both u and v! Thus, this results in

map[β, λ+ π/3, ψ] reproducing map[β, λ, ψ], modulo a circular shift by π/3.

Perhaps the most concise way to characterize the breadth of the degeneracy pattern is to plot, for

each map, the fraction of the sky with FF below a given level. We do this in Fig. 10.3, where each

of the superimposed lines corresponds to a choice of λ and ψ across their entire ranges; the target

source latitude is kept fixed to the representative value of π/3. We can see that for high-frequency

bursts (left plot), roughly half of the sky has FF > 0.995, and 2% (about 800 square degrees) has

FF > 0.9999. The plot is even more dramatic for low-frequency bursts, where around 25% has

FF > 0.9999. The significance of high FFs with respect to the determination of the source’s sky

position is roughly as follows: for the likelihood of any sky position to decrease by a factor e, FF

must descend below 1 − 1/SNR2
opt, where SNRopt is the optimal SNR for a given source. Thus

FF > 0.9999 contains the relevant uncertainty region for SNR ∼ 100.
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Figure 10.3: Fraction of the sky with FF(A + E + T ) > 1 − 10−x, for target-source β = π/3, and
uniformly distributed (λ,ψ), where each pair corresponds to one of the superimposed curves. The
curves were obtained by generating 40 × 40 maps as for Fig. 10.1, assigning a weight to each pixel
corresponding to its area in the sky, sorting the resulting sequence by increasing FF, and computing
normalized cumulative weights.

10.2.1 Proof of the fourth FF-map symmetry

A simple way to see this is to consider a one “arm” or a simple-Michelson TDI response (this entails

no loss of generality, since Michelson TDI variables are a basis for all possible observables [3], and the

derivation would proceed very similarly for first- and second-generation TDI Michelson variables).

For instance, using the notation of [2] and of Eq. (10.2), consider

arm12(k, ψ; t) = y231(t) + y13′2(t− L)

=
1

2

n3 · [h(t− k · p1)− h(t− L− k · p2)] · n3
1− k · n3

(10.3)

+
1

2

n3′ · [h(t− L− k · p2)− h(t− 2L− k · p1)] · n3′
1− k · n3′

;

Now n3 = −n3′ , and the dot product of n3 ⊗n3 with the polarization tensor for a linearly polarized

plane GW with (k, ψ) and (−k,−ψ) can be seen to be the same using the formulas of [2, Appendix

A]. Let us then drop those products, and concentrate on the time arguments of the h, as well as

the geometric projection factors 1 − k · nj . Now we let k → −k, exchange n3 with −n3′ in the

denominator, and time-advance the whole expression by 2L:

h(t+ 2L+ k · p1)− h(t+ L+ k · p2)
1− k · n3′

+
h(t+ L+ k · p2)− h(t+ k · p1)

1− k · n3
; (10.4)
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Figure 10.4: Posterior-probability structure for the strongest source (#3) in the noiseless training
data set from MLDC 3.4. Left: in this sky map, the density of dots (MultiNest equal-weight “resam-
ples”) is proportional to the posterior probability, maximized over A, ψ and tC , and marginalized
over fmax. Crosses mark the true location of the source, and its LISA-plane–reflected counterpart.
The map is plotted in the area-preserving Mollweide projection, which we adopt throughout the rest
of this paper. Right: F -statistic as a function of ecliptic latitude and longitude, for the same sky
locations as in the left panel. Here F is offset by a constant ' 3, 029, and it is only slightly higher
for the neighborhoods of the true and reflected sky locations than for the arcs connecting them.

after time-inverting the argument of the h (without loss of generality, let tC = 0), we can match the

terms one by one with the original expression, yielding, Q.E.D.,

arm12(−k,−ψ; t+ 2L) = −arm12(k, ψ;−t). (10.5)

10.3 Effects of degeneracies on searches

The broad quasi-degeneracy pattern is observed clearly in the posterior probability plots produced

by our MultiNest runs (see Section 11.2). Figure 10.4 was obtained for the strongest source (with

an SNR ' 78) in the noiseless2 MLDC 3.4 training data set. In the left-panel sky map, the density

of the dots is proportional to the posterior, maximized over A, ψ and tC , and marginalized over

fmax. As expected, the dots cluster around the true and reflected locations, but they extend around

a thick circle that cuts through the instantaneous LISA plane at the time of the burst. In the right

panel, we see that the F -statistic decreases only slightly across the circle.

Of course, detector noise will somewhat modify the noiseless posterior distribution. Figure 10.5

shows the posteriors computed for the noisy MLDC 3.4 training data set, and for five more data

sets with the same source and different noise realizations, created using lisatools [4] with the

MLDC 3.4 noise priors, but different pseudorandom-number seeds. Because FFs are consistently

2In a truly noiseless data set, the source SNR would be infinite, and it would be possible to determine its source
parameters exactly. Figure 10.4 is instead produced with the usual statistical characterization of noise, for a noise
realization that just happens to be identically zero.
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high across the circle, it is possible for detector noise to displace the best-fit sky location by large

angular distances, while significantly altering the structure of the circle.

In three of the plots of Fig. 10.5, the best-fit point ends up very close to the instantaneous LISA

plane. Now, sources from those locations elicit a strongly suppressed response in the TDI observables,

because they come close to being cross-polarized with respect to the LISA arms. However, by

construction the F -statistic will raise the template amplitude correspondingly to achieve a good fit

to the signal, as shown in the left panel of Fig. 10.6 for the strongest source (#3) in the (noisy)

MLDC 3.4 training data set. Thus, a “straight” maximum-likelihood search can easily lead to a

best-fit A that is orders of magnitude larger than its true value. We have dubbed this phenomenon

a mirage, because it makes sources appear much stronger and closer than they truly are.

It seems that mirages were not noticed by the other research groups who participated in the

MLDC 3 searches for string-cusp bursts [1, 5]. We conjecture that the reason is as follows. While

the F -statistic provides the best-fit A and ψ for any sky location and fmax, the other groups used

stochastic algorithms that treat all parameters alike. Since the mirage occurs in regions of parameter

space that are far removed from the true parameters, and in a subspace in which the A and ψ

parameters are rather precisely correlated, it is difficult for these searches to end up in these regions.

(Given sufficient time, they would arrive there, but if one did not know that the mirages existed,

one could easily be fooled into thinking that the search had converged before it actually had.)

Such mirages motivated our development of the Bayesian FB-statistic (Section 9.3), which penal-

izes the large-amplitude, nearby-source fits that are a priori very unlikely. Best-fit sky locations are
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correspondingly pushed away from the instantaneous LISA plane, as illustrated in the right panel

of Fig. 10.6 for the six signal-cum-noise realizations of Fig. 10.5. Unfortunately, while FB does tend

to disfavor mirage-like fits, it does not necessarily lead to best fits that are any closer to the true

locations. The broad quasi-degeneracy described in Section 10.2 implies that good fits exist over

much of sky, even when Bayesian priors are called into play.
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Chapter 11 Search Methods

11.1 Markov Chain Monte Carlo

Markov Chain Monte Carlo (MCMC) methods are used to efficiently integrate (and by extension,

explore) arbitrary functions f defined over moderate-to-large–dimensional spaces with complex or

computationally expensive integration measures P [1], when neither analytic techniques nor simple

gridding techniques are feasible. MCMC methods work by creating a Markov chain of points that

are asymptotically distributed according to P . Each next point in the chain is chosen by proposing a

new candidate randomly as a function of the current point, and by choosing either the current point

or the candidate on the basis of an appropriate criterion that involves their P . For any function f

with finite expectation value with respect to P and for sufficiently long chains, the average value of

f on the chain approaches the P -weighted average of f on the full space.

In applications of MCMC methods to Bayesian inference in signal analysis [2], P is typically

the posterior probability. In this work, P is either eF or eFB , evaluated on the 3-dimensional pa-

rameter space (β, λ, fmax), or sometimes a subspace. Our Metropolis–Hastings MCMC searches

were performed using the PyMC software package [3] for the Python programming language. We

computed F and FB as described in Section 3, using Synthetic LISA [4] to obtain the GW polariza-

tions h1,2(tC). Synthetic LISA was designed to perform highly accurate calculations of LISA’s TDI

responses for any gravitational waveform impinging on LISA (e.g., for burst waveforms it does not

use the approximation that LISA is stationary over the timescale of the burst), but this generality

and accuracy come at some cost in speed; we find that each computation of F (tC) or FB(tC) takes

2–3 seconds on a ' 3 GHz processor. Since single MCMC chains cannot be easily parallelized, we

typically compute multiple chains, with each chain beginning in a different location in the parameter

space.

Given a data set, we find it useful to initially localize the bursts in time, at least roughly. To do

this, we create a waveform template with arbitrary values for the sky position (β, λ) and fmax, and

compute F (t) for all possible times t using the standard inverse Fourier transform trick described in

Section 9.2. The peaks of F (t) correspond to the best matches for the template in the data set. In a

search on actual LISA data, we would need to carefully choose a detection threshold, to separate true

GW bursts from random noise peaks. However, because MLDC 3.4 was the first challenge involving

a search for cosmic strings in Mock LISA Data, the SNRs of the injected bursts were sufficiently

high that the peaks from the bursts could be found in F (t) by eye. Because the sky-position for our

template was arbitrary, the true values of tC (the arrival times of the signal at the SSB, not at LISA)
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could differ from the times tmax that maximize F (t) by up to ∼ 103 s. In practice, we narrowed the

search to time windows tC ∈ [tmax − 2000 s, tmax +2000 s], using a longer-than-necessary window for

additional safety. We use each tmax as the starting point for a three-stage search:

1. For the first stage, we use the fact that the best-fit value of fmax has only very weak dependence

on the sky position (β, λ), so we choose a random sky position and perform a 1-D search over

fmax. Now, not all the MLDC 3.4 sources have a well-defined fmax, which is chosen randomly

(with uniformly distributed logarithm) between 10−3 and 10 Hz. (We noted in Section 9.4 that

the true prior must scale as f
−5/3
max , but rigorous verisimilitude was not a goal of this Challenge.)

Thus, fmax can be above the 0.5 Hz Nyquist frequency of the data set, in which case fmax

cannot be determined, other than to say that is > 0.5 Hz. For those signals with fmax below

Nyquist, we find that ∼ 1,000 iterations are sufficient to obtain a very good estimate.

2. We now fix fmax to this value, and search over the sky position (β, λ). For this second stage,

we use eight chains of ∼ 1,000 iterations each, starting from different sky locations. Because of

the reflection symmetry across the LISA plane for burst sources (see Section 10.1), two nearly

equal local modes are found at this stage. For each mode, the point of highest probability

among all chains is chosen as the starting point for the third stage of the search.

3. In this final stage, we search over all three (β, λ, fmax), restricting the MCMC proposal dis-

tribution to a very narrow Gaussian in order to explore only the immediate vicinity of the

starting points. We generate one chain for each of the two modes, and define our best fit as

the highest-probability point of both chains.

We note that because of the computational limitations discussed above, none of our MCMC runs

performed enough iterations to enter the regime of convergence. Therefore, we regard the chains as

searches (maximizations) rather than explorations (integrations), and use the maxima attained by

the chains as estimates of the true mode of the distributions.

11.2 MultiNest

MultiNest [5, 6] is a publicly available implementation of the nested-sampling algorithm for comput-

ing the Bayesian evidence of a model given a set of data. Nested sampling works by picking a set of

N “live” points (typically 1,000) at random from parameter space and then systematically replacing

the point with the least P with a randomly chosen point1 of higher P . In this way the set of live

points is gradually attracted toward the modes of the distribution. As the algorithm proceeds, the

number of random draws required to find a suitable replacement for the worst point tends to increase

1This random choice must take into account the prior distributions of the parameters. Indeed, MultiNest requires
that the n-dimensional parameter space first be mapped into the n-dimensional unit hypercube, from which MultiNest
draws samples assuming a uniform distribution. Any non-uniform priors must be taken into account in this mapping.
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sharply. In order to alleviate this problem, MultiNest groups live points into ellipses, using the k-

and x-means point-clustering algorithms [7]. The ellipses are designed to identify and encompass

the regions of parameter space that will attract a high concentration of live points. The proposed

replacements are then drawn randomly not from the entire space, but from these ellipses.

Nested sampling, like MCMC, provides a way to converge efficiently onto the (local) modes of

a distribution. While this method was designed primarily to calculate the Bayesian evidence (an

important concern to determine detection confidence for weak sources), we find that it also performs

well at locating local maxima. Indeed, we found it relatively simple to implement a MultiNest-

based search for cosmic-string bursts. Again, since we use the F -statistic and the FFT trick to

maximize the likelihood over (A, ψ, tC), we define P as eF or eFB , and search on the remaining

three parameters (β, λ, fmax). With 1,000 live points, we find that the code converges well after

approximately 10,000 point replacements, or 10 replacements per live point.

Since the probability function is identical to that used for our PyMC searches, the results from

the two methods should be in good agreement. We found that this was indeed the case for both the

training and challenge data. However, we prefer our MultiNest-based search, for several reasons.

First, it is easily parallelized. While multiple CPUs can be used for multiple chains in MCMC, the

long computation time for the log-likelihood results in none of our chains reaching the convergent

regime in a reasonable run time. Although techniques such as parallel tempering and chain mixing

increase the utility of a multi-chain approach, they require significantly longer chains than we were

able to achieve given our choice to use exact templates (as computed with Synthetic LISA) rather

than their static-LISA approximation. By comparison, we can easily leverage multiple CPUs for

significant speed gains in MultiNest, where multiple candidate replacement points can be prepared

in parallel, and unexamined candidates saved for later use. Second, since our MCMC chains do

not reach the convergent regime (as discussed in Section 11.1), we are more confident in the results

provided by the MultiNest algorithm, which does converge according to a well-defined criterion (a

tolerance on the computed evidence). Finally, MultiNest performs well even without the somewhat

elaborate three-stage procedure we use with PyMC.

11.3 High-SNR limit and the Fisher-Matrix formalism

For signals with sufficiently high SNR, the Fisher-matrix formalism provides a useful test of how

accurately our codes are calculating the posterior probability. Consider a single burst immersed in

noise, and imagine dialing up the burst’s amplitude. As the SNR increases, the contour of constant

likelihood that encloses a given fraction of the total probability (say, 68% for the 1-σ contour) shrinks

to encompass an ever smaller region of parameter space. (Actually, because of the discrete symmetry

described in Section 10, in our case two disjoint contours shrink onto two distinct regions: one region
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that is close to the true parameter values, and another that is related to it by reflection across the

LISA plane.) The smaller the region, the better the log-likelihood function within the contour is

described by a constant (the maximum value) plus the second partial derivative term (the Hessian)

in a Taylor expansion. The matrix of partial second derivatives of the log-likelihood is given by

−1

2
∂µ∂ν

〈
s− h

∣∣ s− h
〉
= 〈∂µ∂νh | s− h〉 − Γµν , (11.1)

where Γµν is the Fisher matrix [8], defined by

Γµν ≡
〈 ∂

∂xµ
h
∣∣∣ ∂
∂xν

h
〉
. (11.2)

Here h(xµ) is the waveform (a function of all the parameters xµ), 〈· · · | · · · 〉 is the inner product

defined in Eq. (9.5), and the partial derivatives are evaluated at the local maximum. [In a slight

abuse of notation, we are using Greek indices to distinguish the Gamma matrix Γµν on the full

parameter space from its restriction to the two-dimensional subspace (A1, A2), which we defined as

Γij in Section 9.2.] In the high-SNR limit, the posterior distribution function near a local mode

approaches a Gaussian, and the second term on the right-hand side of Eq. (11.1) dominates, so

by integration of a Gaussian exponential the covariance matrix of the parameters (restricted to

parameter values near the given mode) approaches the inverse of the Fisher matrix. To wit: let xµb

be the local best-fit parameter values, let ∆xµ ≡ xµ−xµb , and let ∆xµ ∆xν be the posterior-weighted

average of ∆xµ ∆xν (where the averaging is restricted to a neighborhood of the given mode); then

∆xµ ∆xν →
(
Γ−1

)µν
as SNR → ∞. (11.3)

Thus, an especially simple test of the posterior distribution generated by our MultiNest runs is

just to check that, for high SNR, the “variance factor” ∆xµ ∆xµ/
(
Γ−1

)µµ
approaches one for all

µ. As our test case, we choose the strong source (#3) from the MLDC 3.4 noiseless training data

set. As shown in the top plot in Fig. 11.1, near both modes the posterior distribution is more

“banana-shaped” than ellipsoidal, so we would not expect the Fisher-matrix approximation to be

very accurate. The bottom six plots in Fig. 11.1 show the posterior distribution for each parameter

separately, and compare these with Gaussian distributions based on the inverse Fisher matrix. We

see that in this case, for which the SNR is ≈ 78, the marginalized posteriors do not have Gaussian

shapes, and the Fisher matrix provides only a rough estimate of the actual variances; the variance

factor ranges between 0.6 and 8.8. In Fig. 11.2 we show the posterior distribution for the same

source, with an increased SNR ≈ 1,000. The agreement is much better.

We regard Fig. 11.2 as additional confirmation that our search codes are working as expected.

By contrast, we regard Fig. 11.1 as a warning that for LISA detections of string-bursts, even at SNR
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∼ 80, the Fisher-matrix approximation cannot be relied on to predict parameter-estimation errors

accurately.
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Chapter 12 Results from the Mock LISA Data Challenges

The purpose of the MLDCs is to stimulate the development and evaluate the performance of LISA

data-analysis tools and methods. In each challenge, data sets containing simulated noise plus GW

signals of undisclosed source parameters are made publicly available and all interested research

groups are invited to test their algorithms on these blind challenge data. Each challenge includes

also training data sets with published source parameters, to help groups develop and calibrate their

codes. The MLDCs are becoming more realistic with each new challenge, encompassing a larger

number and variety of sources.

The third MLDC was the first to include a search for bursts from cosmic strings, MLDC 3.4.

This data set consisted of 221 samples with a cadence of 1 s (for a total of ∼ 1 month), and it

included a few randomly chosen string-burst signals injected into purely instrumental noise (i.e., the

data set did not include signals from other types of sources, or the confusion noise from unresolvable

Galactic binaries). The sky positions of the injected sources were chosen randomly from a uniform

sky distribution; the polarizations ψ were drawn uniformly from [0, π]; and fmax was drawn [10−3, 10]

Hz with a uniformly distributed logarithm.

MLDC 3.4 called for a random number (a Poisson deviate of mean 5) of injected bursts, with

SNRs drawn uniformly from [10, 100]. As discussed in Section 9.3, these priors for fmax and SNR

are not astrophysically realistic, but the intent for this challenge was less to maintain astrophysical

realism than to test search algorithms for a wide range of source parameters (i.e, a wider range

than one would obtain from a handful of detections with realistic parameters). As it turned out,

the MLDC 3.4 data set contained exactly three string bursts, all with SNRs in the range 36–45. Of

course, the realistic expectation is that most detections will have SNRs within 50% of the detection

threshold, which is likely to be ∼ 6. Thus, all the MLDC 3.4 bursts had SNRs a factor 4–5 higher

than will be typical.

In this challenge, the exact spectral densities of instrumental noise were randomized and undis-

closed, but they were guaranteed to lie within fairly narrow ranges. In our searches, we ignored this

feature, to little apparent damage, by taking the TDI observables to have the standard MLDC noise

spectral densities as assumed in the other MLDC challenges. Explicit expressions for these SA(f),

SE(f) and ST (f) are given in [1].

In our entries to MLDC 3.4 and in this thesis,1 we report the best-fit parameters found by our

1The values shown in this thesis are somewhat different from the values we submitted for MLDC 3.4, which can
be viewed at www.tapir.caltech.edu/mldc. Our algorithms have improved since the conclusion of MLDC 3, and to
keep this thesis current with our research effort, here we have chosen to report our newer results. In some cases, our
newer best-fit parameters are actually further from the true parameter values than our original entries. Nevertheless,
the values reported here arise from a more correct analysis of the data.



111

searches (i.e., the maxima of F or FB). In fact, because there are always two parameter sets that fit

the data almost equally well, due to the reflection symmetry described in Section 10.1, for each burst

we report the best-fit parameters of both modes. Table 12.1 lists the true and best-fit parameters,

and Table 12.2 the corresponding estimation errors; Figure 12.1 shows sky plots of the posterior

distributions derived from our MultiNest searches.

Certain aspects of the results presented in Table 1 and Figure 10 require clarification. For Source

#0, the true sky location is ruled out by parameter estimation. This should not be surprising: in the

high-SNR regime, the variance of SNR2 over the ensemble of noise realizations is of the order of the

number of source parameters; thus the likelihood at the best-fit parameters can exceed the likelihood

at the true parameters by large exponential factors. For Source #1, we find that the maximum of FB

lies outside the two regions of the sky where the posterior probability is concentrated. In the Table

we report instead on the maxima that lie within the large, high-probability clusters. The outlying

maximum lies close to the LISA plane, and so it resembles the mirages discussed in Section 10.3.

In this case, however, the best-fit amplitude is only a factor of two higher than the true value, so

the Bayesian correction term implicit in FB does not strongly disfavor it. For Source #0, MultiNest

converged to values of fmax above the Nyquist frequency, although one of the MCMC chains managed

to lock onto a better value.

In summary, we find that both the PyMC and MultiNest searches perform well at locating the

peaks of the posterior, and that the best fits found by the two methods are mostly consistent. In this

sense, both techniques are successful. However, because of the broad degeneracy of the posterior

across the sky (described in Section 10.2), we find that instrument noise will generally shift the

best-fit parameters rather far from their true values. Because the LISA response introduces strong

correlations between sky position and the parameters (A, ψ, tC), these come to have large errors as

well. Thus, we should not hope for accurate sky locations in LISA detections of string bursts with

SNR ∼ 40, and the situation will only be worse for typical LISA detections with SNR . 10.

We emphasize that we believe that these large parameter-estimation errors are not a result of

bugs or lack of convergence in our search methods, but are simply the consequence of the broad

parameter-space degeneracy of cusp-burst signals. Besides the consistency between our PyMC and

MultiNest results, we performed an additional test by verifying that parameter-estimation accuracy

improves when we boost the SNR to ∼ 1,000, as shown in Table 12.3 for source #3 in the noisy

MLDC 3.4 training data set. For such high SNR, the MultiNest best-fit parameters are reassuringly

close to the true values.
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parameter true value MCMC #1 MCMC #2 MN #1 MN #2

Source 0
β [rad] 0.556 0.551 0.119 0.543 0.933
λ [rad] 3.711 5.843 0.005 5.858 5.295
fmax [Hz] 0.030 > 0.5 0.044 > 0.5 > 0.5
ψ [rad] 3.319 2.936 2.776 2.926 1.914
A [10−21] 0.86636 3.0368 1.1394 2.903 3.142
tC [106 s] 1.60216 1.60288 1.60305 1.60289 1.60265
SNR 44.610 44.985 44.842 44.987 44.993

Source 1
β [rad] −0.444 −0.753 0.256 −0.658 0.221
λ [rad] 3.167 0.015 3.486 0.076 3.502
fmax [Hz] 0.0010842 0.0010927 0.0010932 0.001087 0.001085
ψ [rad] 5.116 4.233 5.023 4.275 5.019
A [10−21] 2.7936 1.6528 1.6585 1.621 1.688
tC [106 s] 1.07269 1.07349 1.07266 1.07352 1.07265
SNR 36.691 36.704 36.702 36.703 36.704

Source 2
β [rad] −0.800 0.179 1.154 0.141 1.176
λ [rad] 0.217 0.271 2.746 0.259 2.876
fmax [Hz] 6.1495 0.030 0.025 0.026 0.030
ψ [rad] 4.661 4.631 5.225 4.630 5.129
A [10−21] 0.85403 1.0319 1.0285 1.007 1.016
tC [106 s] 0.60001 0.60015 0.59949 0.60015 0.59949
SNR 41.378 41.497 41.496 41.495 41.496

Table 12.1: True source parameter values and MCMC and MultiNest best fits for the MLDC 3.4
challenge data set. When the estimated fmax is larger than the 0.5 Hz Nyquist frequency.

parameter MCMC #1 MCMC #2 MN #1 MN #2

Source 0
∆sky [rad] 1.680 2.278 1.695 1.140
∆ log10 fmax > 1.222 0.169 > 1.222 > 1.222
∆ψ [rad] 0.383 0.543 0.394 1.405
∆ logA 1.254 0.274 1.209 1.288
∆tC [s] 716.38 881.18 722.40 485.39
∆SNR 0.375 0.232 0.378 0.383

Source 1
∆sky [rad] 1.944 0.766 2.039 0.742
∆ log10 fmax 3.37× 10−3 3.59× 10−3 1.270× 10−3 4.083× 10−4

∆ψ [rad] 0.884 0.093 0.842 9.758× 10−2

∆logA 0.525 0.521 0.544 0.504
∆tC [s] 794.28 41.06 828.39 43.95
∆SNR 0.014 0.011 0.012 0.013

Source 2
∆sky [rad] 0.980 2.662 0.942 2.690
∆ log10 fmax 2.316 2.396 2.377 2.318
∆ψ [rad] 0.030 −0.564 0.031 0.467
∆ logA 0.189 0.186 0.165 0.174
∆tC [s] 141.40 519.79 145.06 522.02
∆SNR 0.119 0.118 0.117 0.118

Table 12.2: Differences between true source parameter values and MCMC and MultiNest best fits,
for the MLDC 3.4 challenge data set. The ∆sky error is measured in radians along the geodesic arc
between the true and best-fit sky positions.
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parameter true value boosted best fit best fit (boosted)

β [rad] 0.239 −0.036 0.247
λ [rad] 1.090 1.204 1.092
fmax [Hz] 1.152× 10−2 1.161× 10−2 1.151× 10−2

ψ [rad] 0.399 0.571 0.394
A [10−21] 2.647 37.26 2.204 37.26
tC [106 s] 2.060273 2.060245 2.060272
SNR 78.122 1082.9278 78.137 1082.9291

parameter error error (boosted)

∆sky [rad] 0.297 8.617× 10−3

∆log10 fmax 3.6× 10−3 1.2× 10−4

∆ψ [rad] 0.171 4.9× 10−3

∆logA 0.183 0.0125
∆tC [s] 27.89 1.45
∆SNR 0.015 1.3× 10−3

Table 12.3: Parameter accuracy achieved by MultiNest for source #3 in the MLDC 3.4 training data
set, with the original and boosted SNR.

source 0

source 2

source 1

true source
location
true source
location

best-!t
locations
best-!t
locations

mirage
!ts
mirage
!ts

0°0° 180°180°90°90°–180°–180° –90°–90°

–90°–90°

90°90°

Figure 12.1: MultiNest sky-location posteriors for sources 0–2 in the MLDC 3.4 challenge data set.
The density of the dots is proportional to the posterior probability (including the FB prior correction
described in Section 9.3), maximized over tC , and marginalized over A, ψ, and fmax. Crosses and
circles indicate the true and best-fit locations, respectively. For source 1, the stars indicate the
location of mirage best fits discarded by FB .
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Chapter 13 Conclusions

In this thesis I have reported work by my collaborators and I on development of string-burst search

pipelines, which rely on the F -statistic and the FFT to efficiently maximize the likelihood over

(A, ψ) and tC , respectively, and which are based on the publicly available PyMC and MultiNest

libraries to maximize over the remaining parameters (β, λ, fmax). Both of our pipelines proved

reasonably efficient (MultiNest more so, due to greater gains from parallelization). We tested our

searches by checking that they yielded mutually consistent best fits, and that posteriors results

agreed with Fisher-matrix estimates for sufficiently large SNR. Given the relative simplicity of string-

burst signals, we expected that off-the-shelf optimization codes like PyMC and MultiNest be would

sufficiently powerful for this search, which our work has verified.

Although the few string-burst injections in MLDC 3.4 all had SNR ∼ 40, it did not prove possible

to localize them on the sky to better than ∼ one radian. We showed that this result is just what

should be expected, on the basis of the broad degeneracy illustrated by the fitting-factor maps of

Section 10.2. Determinations of A and ψ are correspondingly poor—again to be expected, since

these parameters are strongly correlated with the sky location in the signal measured by LISA.

While so far we have analyzed only a handful of bursts in detail, there is every reason to presume

that LISA will suffer from poor parameter-estimation accuracy for string-burst detections. In future

work, we intend to verify or disprove this presumption by analyzing a much larger sample of bursts

drawn from an astrophysically sensible distribution. This thesis also included:

1. the proof of the near-degeneracy between (linearly polarized) burst signals from directions

that are reflections of each other across the LISA plane (which had been noted elsewhere, but

heretofore not explained analytically);

2. the first detailed look at string-burst fitting factors (FF) as a function of sky position, revealing

very high FF over a large fraction of the sky;

3. the analysis of four discrete symmetries (three of which were not previously discussed) between

different fitting function maps;

4. the derivation of an approximate, easily computed Bayesian version of the F -statistic, based

on realistic priors;

5. a calculation of the expected distribution of fmax for detected bursts.

We envisage two broad directions for future work. First, so far we have concentrated on finding

the physical parameters of a single string-burst. Using these sorts of results as input, the next step
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will be to determine how well LISA can answer questions about the string network (e.g., are there

different types of strings? What are µ and p for each class?) based on an observed population of

string-bursts, plus any information from a cosmic-string stochastic background. Second, so far our

searches have been designed for single bursts in Gaussian noise of known spectral density. We need

to generalize our methods to the cases where the noise level and shape are not precisely known (and

so must be determined from the data), and where the burst signals are superimposed on a realistic

LISA data set containing confusion noise from millions of individually unresolvable sources (mostly

white-dwarf binaries) plus tens of thousands of resolvable signals from a variety of sources (especially

white-dwarf binaries, EMRIs, and merging massive black hole binaries).
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Appendix A Momentum flow in black-hole binaries: II.

Numerical simulations of equal-mass, head-on mergers with

antiparallel spins.

This paper has been submitted for publication to Physical Review D, and is awaiting approval and

publication. It can be found on arXiv with the reference gr-qc/0907.0869.

Authors of this paper are:

Geoffrey Lovelace 1

Yanbei Chen, Michael Cohen, Jeffrey D. Kaplan, Drew Keppel, Keith D. Matthews, David A.

Nichols, Mark A. Scheel, Ulrich Sperhake 2

A.1 Abstract

Research on extracting science from binary-black-hole (BBH) simulations has often adopted a “scat-

tering matrix” perspective: given the binary’s initial parameters, what are the final hole’s parameters

and the emitted gravitational waveform? In contrast, we are using BBH simulations to explore the

nonlinear dynamics of curved spacetime. Focusing on the head-on plunge, merger, and ringdown

of a BBH with transverse, antiparallel spins, we explore numerically the momentum flow between

the holes and the surrounding spacetime. We use the Landau-Lifshitz field-theory-in-flat-spacetime

formulation of general relativity to define and compute the density of field energy and field mo-

mentum outside horizons and the energy and momentum contained within horizons, and we define

the effective velocity of each apparent and event horizon as the ratio of its enclosed momentum to

its enclosed mass-energy. We find surprisingly good agreement between the horizons’ effective and

coordinate velocities. During the plunge, the holes experience a frame-dragging-induced accelera-

tion orthogonal to the plane of their spins and their infall (“downward”), and they reach downward

speeds of order 1000 km/s. When the common apparent horizon forms (and when the event horizons

merge and their merged neck expands), the horizon swallows upward field momentum that resided

between the holes, causing the merged hole to accelerate in the opposite (“upward”) direction. As

the merged hole and the field energy and momentum settle down, a pulsational burst of gravitational

waves is emitted, and the merged hole has a final effective velocity of about 20 km/s upward, which

agrees with the recoil velocity obtained by measuring the linear momentum carried to infinity by the

1Center for Radiophysics and Space Research, Cornell University, Ithaca, New York, 14853
2Theoretical Astrophysics 350-17, California Institute of Technology, Pasadena, CA 91125
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emitted gravitational radiation. To investigate the gauge dependence of our results, we compare gen-

eralized harmonic and BSSN-moving-puncture evolutions of physically similar initial data; although

the generalized harmonic and BSSN-moving-puncture simulations use different gauge conditions, we

find remarkably good agreement for our results in these two cases. We also compare our simulations

with the post-Newtonian trajectories and near-field energy-momentum.

A.2 Introduction

A.2.1 Motivation

Following Pretorius’s 2005 breakthrough [1], several research groups have developed codes to solve

Einstein’s equations numerically for the inspiral, merger, and ringdown of colliding binary black holes

(BBHs). Most simulations of BBH mergers to date have adopted the moving-puncture method [2, 3],

and spectral methods [4] have also successfully simulated BBH mergers.

A major goal of current research is to successfully extract the physical content of these sim-

ulations. Typically, efforts toward this goal adopt a “scattering matrix” approach. Information

obtained from numerical simulations on a finite set of islands in the seven-dimensional3 parameter

space is being extrapolated, by various research groups, to design complicated functions that give

the final parameters of the merged hole and the emitted gravitational waveforms as functions of the

binary’s initial parameters.

In this paper, however, we take a different perspective: we focus our attention on the nonlinear

dynamics of curved spacetime during the holes’ merger and ringdown. Following Ref. [5] (paper I in

this series), our goal is to develop physical insight into the behavior of highly dynamical spacetimes

such as the strong-field region near the black-hole horizons in a merging binary. As in paper I, we

focus this study on the distribution and flow of linear momentum in BBH spacetimes. In contrast to

paper I’s description of the pre-merger motion of the holes in the post-Newtonian approximation, in

this paper we study the momentum flow during the plunge, merger, and ringdown of merging black

holes in fully relativistic simulations.

A.2.2 Linear momentum flow in BBHs and gauge dependence

Typically, numerical simulations calculate only the total linear momentum of a BBH system and

ignore the (gauge-dependent) linear momenta of the individual black holes. However, linear mo-

mentum has been considered by Krishnan, Lousto and Zlochower [6]. Inspired by the success of

quasilocal angular momentum (see, e.g., [7] for a review) as a tool for measuring the spin of an in-

dividual black hole, Krishnan and colleagues proposed an analogous (but gauge-dependent) formula

3One parameter for the mass ratio and six for the individual spins; additional parameters might arise from eccentric
orbits and the apparent dependence, in at least some configurations, of the recoil on the initial phase of the binary.
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for the quasilocal linear momentum, and they calculate this quasilocal linear momentum for, e.g.,

the highly-spinning, unequal-mass BBH simulations in Ref. [8]. This quasilocal linear momentum is

also used to define an orbital angular momentum in Ref. [9].

In this paper, we adopt a different, complementary method for measuring the holes’ linear mo-

menta: for the first time, we apply the Landau-Lifshitz momentum-flow formalism (described in

paper I and summarized in Sec. A.3) to numerical simulations of merging black holes. In this for-

malism, a mapping between the curved spacetime and an auxiliary flat spacetime (AFS) is chosen,

and general relativity is reinterpreted as a field theory defined on this flat spacetime. The AFS has

a set of translational Killing vectors which we use to define a localized, conserved linear momentum.

In particular, we calculate i) a momentum density, ii) the momentum enclosed by horizons, and iii)

the momentum enclosed by distant coordinate spheres. In the asymptotically flat region around a

source, there is a preferred way to choose the mapping between the curved spacetime and the AFS;

consequently, in this limit item iii) is gauge-invariant. In general, though, the choice of mapping is

arbitrary, and it follows that items i) and ii) are necessarily gauge-dependent.

By examining the linear momentum flow in a dynamical spacetime—and living with the inevitable

gauge dependence—we hope to develop strong intuition for the behavior of BBHs. As discussed in

Sec. I C of paper I, we envision different numerical relativity groups choosing “preferred” gauges

based on the coordinates of their numerical simulations. While there is no reason, a priori, why

simulations in different gauges should agree, one of our hopes from paper I is realized for the cases

we consider ; namely, in this paper, we calculate the horizon-enclosed momentum using generalized

harmonic and BSSN-moving-puncture evolutions of similar initial data, and we do find surprisingly

good agreement (cf. Figs. A.8 and A.15), even though the simulations use manifestly different gauge

conditions [Eqs. (A.14) for the generalized harmonic simulations and Eqs. (A.51)–(A.52) for the

BSSN-moving-puncture simulations]. These are two of the most commonly used gauge conditions

in numerical relativity.

Therefore, we continue to hope that in general—for the gauges commonly used in numerical

simulations—the momentum distributions for evolutions of physically similar initial data will turn

out to be at least qualitatively similar. If further investigation reveals this to be the case, then

different research groups can simply use the coordinates used in the their simulations as the “pre-

ferred coordinates” for constructing the mapping to the AFS. Otherwise, we would advocate (as in

Sec. I C of paper I) that different numerical-relativity groups construct the mapping to the AFS

by first agreeing on a choice of “preferred” coordinates (e.g., a particular harmonic gauge) and then

transforming the results of their simulations to those coordinates.
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A.2.3 BBH mergers with recoil

A particularly important application of this approach is an exploration of the momentum flow in BBH

mergers with recoil. The gravitational recoil or kick effect arising in a BBH coalescence has attracted

a great deal of attention in recent years in the context of a variety of astrophysical scenarios including

the structure of galaxies [10, 11, 12], the reionization history of the universe [13], the assembly of

supermassive black holes [14, 15, 16, 17, 18] and direct observational signatures [19, 20, 21]. For a

long time, estimates of the recoil magnitude were based on approximative techniques [22, 23, 24, 25];

accurate calculations in the framework of fully nonlinear general relativity have only become possible

in the aftermath of important breakthroughs in the field of numerical relativity [1, 2, 3].

Several groups have used numerical simulations to study the kick resulting from the merger

of non-spinning and spinning binaries (see, e.g., [26, 27, 28, 29, 30, 31]). Most remarkably, recoil

velocities of several thousand km/s have been found for binaries with equal and opposite spins in

the orbital plane [30, 32, 33], and variants thereof with hyperbolic orbits even reach recoil velocities

of 104 km/s [34]. Given the enormous astrophysical repercussions of such large recoil velocities,

the community is now using various approaches to obtain a better understanding of the kick as a

function of the initial BBH parameters [35, 36, 37, 38, 39, 40] resulting in phenomenological fitting

formulas; see [41, 9, 38, 42, 43, 8] and references therein.

On the other hand, our understanding of the local dynamics in these extraordinarily violent

events is still rather limited. Some insight into the origin of the holes’ kick velocity has been

obtained by examining the individual multipole moments of the emitted gravitational waves [44, 45]

and by approximating the recoil analytically using post-Newtonian [24, 46], effective-one-body [25],

and black-hole-perturbation theory [47]. Pretorius has presented an intuitive picture which describes

aspects of the so-called superkick configurations (which generate velocities in the thousands of km/s)

in terms of the frame-dragging effect (cf. Fig. 5 of Ref. [48]).

Investigating the momentum distribution and flow in recoiling BBH mergers could help to build

further intuition into the nonlinear dynamics of the spacetime and their influence on the formation of

kicks. Paper I made some headway into the former issue but could not address the latter. Specifically,

paper I examined the distribution and the flow of linear momentum in BBH spacetimes using the

Landau-Lifshitz formalism in the post-Newtonian approximation. It then specialized this approach

to the extreme-kick configuration [30, 32, 33], which is a system of inspiraling, BBHs with equal

and anti-parallel spins in the orbital plane. During inspiral, the two black holes simultaneously and

sinusoidally bob perpendicularly to the orbital plane; in paper I, this motion was first recognized as

arising from the combined effect of frame dragging and spin-curvature coupling and then was found

to arise from the exchange of momentum between the near-zone gravitational field and the black

holes.

Because paper I analyzed the system at a post-Newtonian level, its analysis could not be extended
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Figure A.1: Initial configuration of the head-on BBH considered in this paper. The holes move
primarily along the x axis, but they also accelerate in the −y (downward) direction due to frame
dragging. See Table A.1 for the value of d = 2x0.

to merger and beyond. Consequently, it was not possible to address how the nonlinear dynamics in

the pre-merger near zone transitions into the final behavior of the merged black hole. This paper

(paper II) lets us begin to address this transition as we study momentum flow during the plunge,

merger, and ringdown of BBHs in full numerical relativity. Our study allows us, for example, to

examine how accurately Pretorius’s intuitive picture applies during the merger and ringdown of a

recoiling BBH merger.

A.2.4 Overview and summary

As a first step toward analyzing the momentum flow in superkicks, in this paper we apply the

Landau-Lifshitz momentum-flow formalism to a much simpler case: the head-on plunge, merger,

and ringdown of an equal-mass BBH. The holes initially have antiparallel spins of equal magnitude

that are transverse to the holes’ head-on motion (Fig. A.1). Primarily, the holes simply fall toward

each other in the ±x direction. However, each hole’s spin drags the space around itself, causing the

other hole to accelerate in the downward, −y direction.

How does this frame dragging relate to the final kick velocity of the merged hole? To address this

question, we compute the 4-momentum pµ inside each apparent horizon using the Landau-Lifshitz

formalism; we then define an effective velocity as

viLL :=
pi

p0
. (A.1)

In Sec. A.5, we find that this effective velocity behaves similarly to the apparent horizons’ coordinate
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Figure A.2: The effective velocity vyLL for the individual (red dotted line) and common (green dashed
line) apparent horizons and for the event horizon (black solid line). The inset shows the velocity of
the common apparent horizon at late times.

velocities4

The effective y velocity for the generalized harmonic simulation described in Sec. A.4.1 is shown

in Fig. A.2. Before the merger, the individual apparent horizons do indeed accelerate in the −y

(“down”) direction, eventually reaching velocities of order 103 km/s. However, when the common

apparent horizon forms, it pulsates; during the first half-pulsation, the horizon expands and accel-

erates to ∼ 103 km/s in the up (+y) direction. This happens because as the common horizon forms

and expands, it swallows not only the downward linear momentum inside each individual horizon

but also a large amount of upward momentum in the gravitational field between the holes (Fig. A.3).

During the next half-pulsation, as the horizon shape changes from oblate to prolate (cf. Fig. A.11),

the horizon swallows a net downward momentum, thereby losing most of its upward velocity. Even-

tually, after strong damping of the pulsations, the common horizon settles down to a very small

velocity of about 23 km/s in the +y direction (inset of Fig. A.2), which (Sec. A.5) is consistent with

the kick velocity inferred from the emitted gravitational radiation.

This momentum flow between field and holes is also described quite beautifully in the language

of the holes’ event horizon. Unlike apparent horizons, the event horizon evolves and expands contin-

uously in time, rather than discontinuously. As the event horizon expands, it continuously swallows

surrounding field momentum, and that swallowing produces a continuous evolution of the event

4By coordinate velocity, we mean the velocity of the center of the apparent horizon, as measured in our asymptot-
ically inertial coordinates.
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Figure A.3: A contour plot of the y component of the momentum density at the moment when
the common apparent horizon forms. The common horizon encloses the momentum inside the
individual horizons and also the momentum in the gravitational field. The grey-shaded region and
solid, red contours indicate positive momentum density, while the white-shaded region and blue,
dashed contours indicate negative momentum density. The individual apparent horizons are shaded
black, and the common apparent horizon is shown as a thick black line.
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horizon’s velocity, an evolution that is nearly the same as for the apparent-horizon velocity. Fig-

ure A.2 shows how the effective velocity of the event horizon smoothly transitions from matching

the individual apparent horizons’ velocities to matching the common apparent horizon’s velocity.

For further details, see Sec. A.5.1 and especially Figs. A.13 and A.14.

In the remainder of this paper, we discuss our results and the simulations that are used to obtain

them. In Sec. A.3, we briefly review the Landau-Lifshitz formalism and momentum conservation.

The simulations themselves are presented in Sec. A.4. We analyze the simulations’ momentum flow

in Sec. A.5 and conclude in Sec. A.6. In the appendices, we describe in greater depth the numerical

methods used for the simulations presented in this paper.

A.3 4-Momentum Conservation in the Landau-Lifshitz For-

malism

In this section, we briefly review the Landau-Lifshitz formulation of gravity and the statement of

4-momentum conservation within this theory. Landau and Lifshitz, in their Classical Theory of

Fields (hereafter referred to as LL), reformulated general relativity as a nonlinear field theory in

flat spacetime [49]. (Chap. 20 of MTW [50] and a paper by Babak and Grishchuk [51] are also

helpful sources that describe the formalism.) Landau and Lifshitz develop their formalism by first

laying down arbitrary asymptotically Lorentz coordinates on a given curved (but asymptotically-

flat) spacetime. They use these coordinates to map the curved (i.e. physical) spacetime onto an

auxiliary flat spacetime (AFS) by enforcing that the coordinates on the AFS are globally Lorentz.

The auxiliary flat metric takes the Minkowski form, ηµν = diag(−1, 1, 1, 1).

In this formulation, gravity is described by the physical metric density

gµν :=
√
−ggµν , (A.2)

where g is the determinant of the covariant components of the physical metric, and gµν are the

contravariant components of the physical metric. When one defines the superpotential

Hµανβ := gµνgαβ − gµαgνβ , (A.3)

the Einstein field equations take the field-theory-in-flat-spacetime form

Hµανβ
,αβ = 16πτµν . (A.4)

Here τµν := (−g)(Tµν + tµνLL) is the total effective stress-energy tensor, indices after the comma

denote partial derivatives or, equivalently, covariant derivatives with respect to the flat auxiliary
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metric), and the Landau-Lifshitz pseudotensor tµνLL (a real tensor in the auxiliary flat spacetime) is

given by Eq. (100.7) of LL [49] or equivalently Eq. (20.22) of MTW [50]:

16π(−g)tαβLL = gαβ,λg
λµ

,µ − gαλ,λg
βµ

,µ

+
1

2
gαβgλµg

λν
,ρg

ρµ
,ν

− gαλgµνg
βν

,ρg
µρ

,λ − gβλgµνg
αν

,ρg
µρ

,λ

+ gλµg
νρgαλ,νg

βµ
,ρ

+
1

8

(
2gαλgβµ − gαβgλµ

)
× (2gνρgστ − gρσgντ ) g

ντ
,λg

ρσ
,µ (A.5)

Due to the symmetries of the superpotential—they are the same as those of the Riemann tensor—the

field equations (A.4) imply the differential conservation law for 4-momentum

τµν,ν = 0 . (A.6)

Eq. (A.6) is equivalent to Tµν
;ν = 0, where the semicolon denotes a covariant derivative with respect

to the physical metric.

In both LL and MTW, it is shown that the total 4-momentum of any isolated system (measured

in the asymptotically flat region far from the system) is

pµtot =
1

16π

∮
S
Hµα0j

,αdΣj , (A.7)

where dΣj is the surface-area element of the flat auxiliary metric, and S is an arbitrarily large surface

surrounding the system. This total 4-momentum satisfies the usual conservation law

dpµtot
dt

= −
∮
S
τµjdΣj . (A.8)

See the end of Section III of [5] for a brief proof of why this holds for black holes.

Because this paper focuses on BBHs, we will make a few further definitions that will be used

frequently in our study. First, we label the two5 black holes in the binary (and the regions of space

within their horizons) by A and B, and denote their surfaces (sometimes the hole’s event horizon

and other times the apparent horizon) by ∂A and ∂B, as shown in Fig. A.4. We let E stand for

the region outside both bodies but inside the arbitrarily large surface S where the system’s total

momentum is computed (in our case, this is taken to be a fixed coordinate sphere inside the outer

boundary of the numerical-relativity computational grid).

5After the holes merge, there is only one horizon, which we label ∂C. Equations (A.8)–(A.10) hold after removing
terms with subscript B and then substituting A→ C.
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Figure A.4: The regions of space around and inside a binary-black-hole system.

With the aid of Gauss’s theorem and the Einstein field equations (A.4), one can reexpress Eq.

(A.7) for the binary’s total 4-momentum as a sum over contributions from each of the bodies and

from the gravitational field in the region E outside them:

pµtot = pµA + pµB + pµfield . (A.9a)

Here

pµA :=
1

16π

∮
∂A

Hµα0j
,αdΣj (A.9b)

is the 4-momentum of body A (an equivalent expression holds for body B), and

pµfield :=

∫
E
τ0µd3x (A.9c)

is the gravitational field’s 4-momentum in the exterior of the black holes. We define an effective

velocity of black hole A (with similar expressions holding for hole B) by

vjLL :=
pjA
p0A

. (A.10)

In analogy to Eq. (A.8) for the rate of change of the binary’s total 4-momentum, one can write

the corresponding equation for the rate of change of the 4-momentum of body A:

dpµA
dt

= −
∮
∂A

(τµk − τµ0vkA)dΣk . (A.11)
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Equation (A.11) describes the flow of field 4-momentum into and out of body A (the second term

comes from the motion of the boundary of body A with local coordinate velocity vkA).
6

We will use Eqs. (A.8)–(A.10) as the basis for our study of momentum flow in black-hole binaries.

The actual values of the body and field 4-momenta, computed in the above ways, will depend on

the arbitrary mapping between the physical spacetime and the AFS; this is the gauge-dependence

that will be discussed in Sec. A.5.2.

A.4 Simulations of head-on BBH collisions with anti-aligned

spins

In order to investigate the gauge dependence of our results, we compare simulations of the same

physical system using two separate methods that employ different choices of coordinates. One

method is a pseudospectral excision scheme based on generalized harmonic coordinates; the other

is a finite-difference moving-puncture scheme that uses the Baumgarte-Shapiro-Shibata-Nakamura

(BSSN) [52, 53] formulation, 1+log slicing, and a gamma-driver shift condition (henceforth referred

to as “BSSN-moving-puncture gauge”; for details see Appendix A.9.2). The coordinates used in the

two methods differ both for the initial data and during the evolution. In this section we summarize

the construction of initial data and the evolution scheme for both methods, and we present conver-

gence tests and estimate numerical uncertainties. Further details about our numerical methods are

are given in Appendices A.8 and A.9.

A.4.1 Generalized harmonic

Quasiequilibrium excision data

The evolutions described in Sec. A.4.1 begin with quasiequilibrium excision data constructed using

the method of Ref. [54]. This method requires the arbitrary choice of a conformal three-metric; we

choose this metric to be flat almost everywhere but curved (such that the metric is nearly that of a

single Kerr-Schild hole) near the horizons.

Our initial data method also requires us to choose an outer boundary condition on a shift vector

βi; for a general binary that is orbiting and inspiraling, we use7

βi = (Ω0 × r)
i
+ ȧ0r

i + V i
0 , r → ∞, (A.12)

6In the case that the body’s event horizon is stationary (i.e. sufficiently far from merger), vkA = dxkA cm/dt, the
center of mass velocity of body A. However, if the body’s event horizon is dynamical (i.e. during the merger phase),
then vkA is the local coordinate velocity of the event horizon surface, vkA = dxk∂A/dt. See Sec. A.5.1 for a discussion of
the dynamics of the event horizon.

7The shift vector βi used here and in Appendix A.8 for the construction of initial data is not the same as the shift
vector used during our evolutions. Except for Sec. A.4.1 and Appendix A.8, we always use βi to refer to the shift
during the evolution.
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Set xo/MADM Mirr/MADM MChr/MADM Sz/M
2
Chr

S1 3.902 0.4986 0.5162 ±0.5000
P1 4.211 0.4970 0.5146 ±0.5000
P2 8.368 0.4802 0.5072 ±0.5091
H1 14.864 0.4870 0.5042 ±0.5000

Table A.1: Parameters of the initial data configurations studied in this work. Model S1 (see
Sec. A.4.1) gives the parameters used to construct a set of Superposed-Kerr-Schild quasiequilibrium
excision initial data. Model H1 (see Appendix A.8.2) gives the parameters for the larger separation
Superposed-Harmonic-Kerr initial data set. Both S1 and H1 were used in generalized harmonic,
pseudospectral evolutions. P1 and P2 provide the Bowen-York parameters for the two systems
evolved with the BSSN-moving-puncture method. The holes are initially separated by a coordinate
distance d = 2x0 and are located at coordinates (x, y, z) = (±x0, 0, 0). For clarity, only 4 significant
figures are shown.

where Ω0 is the angular velocity, ȧ0r
i is the initial radial velocity, and V i

0 is a translational velocity.

Note that Eq (A.12) is different from the choice made in Ref. [54]. In this paper we confine our

focus to collisions that are head-on, which we define as Ω0 = ȧ0 = 0. However, V i
0 must be nonzero

to make the total linear momentum of the initial data vanish.

Table A.1 summarizes the initial data used in this paper. The Arnowitt-Deser-Misner (ADM)

massMADM (Eq. (11.2.14) in Ref. [55]; see also [56, 57]), the irreducible massMirr and Christodoulou

mass MChr of one of the holes are listed, where MChr is related to Mirr and the spin of the hole Sz

by

M2
Chr =M2

irr +
S2
z

4M2
irr

. (A.13)

Table A.1 also shows the dimensionless spin Sz/M
2
Chr; by definition, this measure of the spin lies in

the interval −1 ≤ Sz/M
2
Chr ≤ 1.

For set S1 listed in Table A.1, V i
0 is adjusted so that the initial effective velocity of the entire

spacetime vitot := pitot/p
0
tot is smaller than 0.1 km/s, which is approximately the size of our numerical

truncation error (cf. Fig. A.9): (|vxtot| , |v
y
tot| , |vztot|) = (4 × 10−4, 5 × 10−2, 2 × 10−3) km/s at time

t = 0.

The construction of initial data is described in more detail in Appendix A.8.

Generalized harmonic evolutions

We evolve the quasiequilibrium excision data described in Sec. A.4.1 pseudospectrally, using gener-

alized harmonic gauge [58, 59, 60, 61], for which the coordinates xµ satisfy the gauge condition

gµν∇ρ∇ρx
µ = Hν (x

ρ, gστ ) (A.14)
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whereHν is a function of the coordinates and the spacetime metric. In this subsection, we summarize

the computational grid used for our generalized harmonic evolutions, and we briefly discuss our

numerical accuracy. Details of our pseudospectral evolution methods are given in Appendix A.9.1.

Our computational grid covers only the exterior regions of the black holes (“black hole excision”):

there is an artificial inner boundary just inside each apparent horizon. No boundary conditions are

needed at these boundaries because of causality; note that the formulation of Einstein’s equations

we use [61] admits only causal characteristic speeds, even for gauge modes and constraint-violating

modes. The grid extends to a large radius rmax ∼ 400MADM. A set of overlapping subdomains of

different shapes (spherical shells near each hole and far away; cylinders elsewhere) covers the entire

space between the excision boundaries and r = rmax.

Because different subdomains have different shapes and the grid points are not distributed uni-

formly, we describe the resolution of our grid in terms of the total number of grid points summed over

all subdomains. We label our resolutions N0, N1, and N2, corresponding to approximately 553, 673,

and 793 grid points, respectively. After merger, we regrid onto a new computational domain that has

only a single excised region (just inside the newly-formed apparent horizon that encompasses both

holes). This new grid has a different resolution (and a different decomposition into subdomains)

from the old grid. We label the resolution of the post-merger grid by A, B, and C, corresponding

to approximately 633, 753, and 873 gridpoints, respectively. We label the entire run using the no-

tation ‘Nx.y’, where the characters before and after the decimal point denote the pre-merger and

post-merger resolution for that run. Thus, for example, ‘N2.B’ denotes a run with approximately

673 grid points before merger, and 753 grid points afterward. On the outermost portion of the grid

(farther than ∼ 200MADM), we use a coarser numerical resolution than we do elsewhere. (We only

measure the gravitational wave flux, linear momentum, etc., at radii of r ≤ 160MADM.)

To demonstrate the convergence of our evolutions, we plot the constraint violation in Fig. A.5

for several resolutions. The quantity plotted is the L2 norm of all the constraints of the generalized

harmonic system, normalized by the L2 norm of the spatial gradients of all the dynamical fields,

as defined by by Eq. (71) of Ref. [61]. The left portion of the plot depicts the constraint violation

during the plunge, the right third of the plot shows the constraint violation during the ringdown,

and the middle panel shows the constraints shortly before and shortly after the common apparent

horizon forms. Throughout the evolution, we generally observe exponential convergence, although

the convergence rate is smaller near merger. After merger, there are two sources of constraint vio-

lations: those generated by numerical truncation error after merger (these depend on the resolution

of the post-merger grid) and those generated by numerical truncation error before merger and are

still present in the solution (these depend on the resolution of the pre-merger grid). We see from

Fig. A.5 that the constraint violations after merger are dominated by the former source. Also, at

about t = 200MADM, the constraint violation increases noticeably (but is still convergent); at this
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Figure A.5: Constraint violation at different numerical resolutions for the generalized harmonic
evolutions S1. The common apparent horizon forms at time t = 34.73MADM. Labels of the form
Nx.y indicate the grid resolution, where the pre-merger resolution is labeled (from coarse to fine)
by x = 0, 1, 2 and the post-merger resolution is labeled by y = A,B,C. The constraints decrease
exponentially with higher resolution; the convergence rate is smaller near merger.

time, the outgoing gravitational waves have reached the coarser, outermost region of the grid.

Finally, in Fig. A.6, we demonstrate the accuracy of the recoil velocity vkick = 22 km/s inferred

from the gravitational wave signal Ψ4, which asymptotically is related to the gravitational wave

amplitudes h+ and h× by

Ψ4 =
d2

dt2
h+ − i

d2

dt2
h×. (A.15)

We extract the spin-weighted spherical harmonic coefficients of Ψ4(t) from the simulation as de-

scribed in Ref. [4], and we integrate these coefficients over time to obtain ḣ`m(t), which are the

spin-weighted spherical harmonic coefficients of ḣ = ḣ+ − iḣ×. For each (`,m), the integra-

tion constant is chosen so that the average value of ḣ`m(t) is zero. The ḣ`m(t) are then used

to compute the 4-momentum flux of the gravitational waves from Eqs. (3.14)–(3.19) of Ref. [62].

Integrating this flux over time yields the total radiated energy-momentum, pµrad. The recoil ve-

locity can then be computed from energy-momentum conservation: vikick = −pirad/Mfinal, where

Mfinal :=MADM −Erad and Erad is the energy radiated to infinity. For set S1, we obtain a radiated

energy of Erad/MADM = (5.6840± 0.0008)× 10−4, where the quoted error includes truncation error
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Figure A.6: Recoil velocity for initial data set S1 inferred from the gravitational wave signal Ψ4

extracted at rextr = 160MADM at the highest resolution (upper panel). Differences between several
coarser resolutions and the highest resolution result are plotted in the lower panel.

and uncertainty from extrapolation to infinite radius (as discussed below). The top panel of Fig. A.6

shows the recoil velocity as a function of time for our highest resolution simulation, while the lower

panel shows differences between the highest resolution (N2.C) and lower resolutions. From these

differences, we estimate a numerical uncertainty for the final recoil velocity of 5 × 10−3 km/s for

N1.B and 2× 10−5 km/s for N2.B.

This numerical uncertainty includes only the effects of numerical truncation error; however, there

are other potential sources of uncertainty in the simulations that must also be considered. The first

is the spurious “junk” gravitational radiation that arises because the initial data do not describe

a perfect equilibrium situation. This radiation is not astrophysically realistic, but by carrying a

small amount of energy-momentum that contributes to the measured pµrad at large distances, the

spurious radiation does affect our determination of the final recoil velocity. In our investigation of

momentum flow (Sec. A.5), we do not correct for the initial data’s failure to be in equilibrium; here

we estimate the contribution of the resulting spurious radiation to the final recoil velocity. First,

we note that for head-on collisions, the physical gravitational waves are emitted predominantly

after merger. Therefore, we estimate the influence of the spurious radiation by examining the

accumulated recoil velocity at time t = ∆t + r, where r is the radius of the extraction surface and

∆t is a cutoff time. Because the holes merge so quickly (because they begin at so small an initial

separation), the spurious and physical contributions to the recoil are not clearly distinguishable in
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Fig. A.6. Varying ∆t between 31.1MADM and 38.3MADM (the common event and apparent horizons

form at t = 31.1MADM and t = 34.7MADM, respectively), we estimate that the spurious radiation

contributes approximately 1 km/s (about 5%) to the recoil velocity—a much larger uncertainty than

the truncation error. The same variation of ∆t implies that the spurious radiation contributes about

10% of the total radiated energy Erad.)

Another potential source of uncertainty in vikick arises from where on the grid we measure the

gravitational radiation. In particular, the quantity Ψ4 in Eq. (A.15) should ideally be measured at

future null infinity. Instead, we measure Ψ4 on a set of coordinate spheres at fixed radii, compute

vikick on each of these spheres, and extrapolate the final equilibrium value of vikick to infinite radius

(cf. Fig. A.12). We estimate our uncertainty in the extrapolated value by comparing polynomial

extrapolation of orders 1, 2, and 3; we find an uncertainty of 3 × 10−3 km/s for the quadratic fit.

Note that if we had not extrapolated to infinity, but had instead simply used the value of vykick at

our largest extraction sphere (r = 160MADM), we would have made an error of 0.85 km/s, which

is much larger than the uncertainty from numerical truncation error. Finally, we mention that our

computation of Ψ4 is not strictly gauge invariant unless Ψ4 is evaluated at future null infinity. As

long as gauge effects in Ψ4 fall off faster than 1/r as expected, extrapolation of vykick to infinity

should eliminate this source of uncertainty.

A.4.2 BSSN-moving-puncture

Bowen-York puncture data

In order to address the importance of gauge dependence for our calculations using the Landau-

Lifshitz formalism, we also simulate BBH mergers using the so-called moving puncture method,

which employs the covariant form of “1+log” slicing [2, 63] for the lapse function α and a “Gamma-

driver” condition (based on the original “Gamma-freezing” condition introduced in [64]) for the shift

vector. The precise evolution equations for the gauge variables as well as further technical details of

our puncture simulations are given in Appendix A.9.2.

Our simulations start with puncture initial data [65] provided in our case by the spectral solver

of Ref. [66]. The initial data are fully specified in terms of the initial spin ~S1,2, linear momentum

~P1,2 and initial coordinate position ~x1,2 as well as the bare mass parameters m1,2 of either hole [67].

In order to assess the impact of the initial binary separation, we consider two models as specified in

Table A.1. There we also list the total black-hole mass MChr and normalize all quantities using the

total ADM massMADM. The main difference between the two configurations is the initial separation

of the holes. The lapse and shift are initialized as α = γ−1/6 and βi = 0, where γ is the determinant

of the physical three-metric.



133

BSSN-moving-puncture evolutions

The evolution of the puncture initial data is performed using sixth order spatial discretization of the

BSSN equations combined with a fourth order Runge-Kutta time integration. Mesh refinement of

Berger-Oliger [68] type is implemented using Schnetter’s Carpet package [69, 70]. The prolongation

operator is of fifth order in space and quadratic in time. Outgoing radiation boundary conditions

are implemented using second-order accurate advection derivatives (see, for example, Sec. VI in

Ref. [71]).

Using the notation of Sec. II E of Ref. [72] the grid setup in units of MADM for these evolutions

is given by (rounded to 3 significant digits)

{(202, 101, 58.8, 25.2, 12.6)× (3.15, 1.58, 0.788), h},

{(201, 100, 58.5, 25.1)× (6.27, 3.13, 1.57, 0.784), h},

respectively. Here h denotes the resolution on the innermost refinement level. For model P1 we

perform a convergence analysis by setting h to hc = MADM/49.5, hm = MADM/57.1 and hf =

MADM/64.7, respectively, for coarse, medium and fine resolution. Model P2 is evolved using h =

MADM/49.8.

Before we discuss the physical results from the BSSN-moving-puncture simulations, we estimate

the numerical errors due to discretization, finite extraction radius and the presence of unphysical

gravitational radiation in the initial data.

In order to study the dependence of the results on resolution, we have evolved model P1 of

Table A.1 using different resolutions hc, hm and hf on the finest level and correspondingly larger

grid spacings by a factor of two on each consecutive level. Numerical simulations based on finite

differencing techniques incur a numerical error of polynomial dependence on the grid resolution h

because derivatives in the differential equations are discretized via Taylor expansion. A numerical

result fh will therefore differ from the continuum limit f by a discretization error e(h) := fh − f =

const× hn + . . . where n is the order of convergence and the dots denote higher order terms. In our

case, the lowest order ingredient in the code arises in the prolongation in time which is second order

accurate. The consistency of the code can then be tested by calculating the order of convergence

according to

Qn :=
fhc − fhm

fhm − fhf

, (A.16)

where f(hc), f(hm) and f(hf ) denote the numerical solution at coarse, medium and fine resolution,

respectively. Inserting the above mentioned error function e(h) and ignoring higher order terms, the
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Figure A.7: Gravitational recoil for model P1 as estimated from the gravitational wave signal Ψ4

extracted at rex = 73.5 MADM using the highest resolution (upper panel). Differences in the recoil
obtained at coarse, medium and fine resolution rescaled for second order convergence (lower panel).

expected convergence factor for a scheme of nth order accuracy is

Qn =
hnc − hnm
hnm − hnf

. (A.17)

The kick velocity from the high resolution simulation, as inferred from the gravitational radiation

flux at rex = 73.5 MADM, is shown in the upper panel of Fig. A.7. The bottom panel shows

the differences between the velocities obtained at the different resolutions scaled for second order

convergence using a factor Q2 = 1.49. By using Richardson extrapolation we estimate the error

in the final kick for the fine resolution run to be 1 km/s or 5 %. We similarly find overall second

order convergence for the velocity derived from the components of the Landau-Lifshitz tensor as

integrated over the apparent horizon. The error in that quantity barely varies throughout the entire

simulation and stays at a level just below ∆vLL ≈ 50 km/s and 60 km/s for fine and coarse resolution

respectively.

The gravitational wave signal is further affected by the use of finite extraction radius and linear

momentum contained in the spurious initial radiation. We estimate the uncertainty due to the finite

extraction radius by fitting the final kick velocity obtained for the medium resolution simulation of

model P1 at radii rex = 31.5...94.5 MADM in steps of 10.5 MADM. The resulting final kick velocities
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are well approximated by a polynomial of the form a0 + a1/rex + a2/r
2
ex. For rex = 73.5 M we thus

obtain an uncertainty of 0.4 km/s corresponding to a relative error of 2.2 %.

Finally we take into account contributions from the spurious initial radiation by discarding

the wave signal up to t − rex = ∆t. For model P1 it is not entirely clear where exactly the

spurious wave signal stops and the physical signal starts. By varying ∆t from 30 to 45 MADM

we obtain an additional error of about ±1 km/s. For model P2 no such problem arises because of

the smaller amplitude of the spurious radiation and because the longer pre-merger time enables the

junk radiation to escape the system long before the merger happens. We estimate the resulting total

uncertainty by summing the squares of the individual errors and obtain 7.5 % and 5.5 % for models

P1 and P2, respectively.

Using these uncertainties, the gravitational wave emission for model P1 results in a total radiated

energy of Erad/MADM = (0.042±0.008) % and a recoil velocity vkick = (20.3±1.5) km/s. For model

P2 the result is Erad/MADM = (0.0555± 0.0023) % and vkick = (19.7± 1.1) km/s.

A.5 Momentum flow

In this section, we turn to the momentum flow during the evolutions described in Sec. A.4. First,

in Sec. A.5.1 we measure the momentum of the holes during plunge, merger, and ringdown during a

generalized harmonic evolution of initial data set S1 (Table A.1), focusing on the momentum density

and the inferred Landau-Lifshitz velocity vyLL along and opposite the frame-dragging direction (which

in this paper are chosen to be the∓y direction, respectively). In Sec. A.5.2, we look at the momentum

flow in a BSSN-moving-puncture simulation with similar initial data, and by comparing the BSSN-

moving-puncture and generalized harmonic simulations, we investigate the influence of the choice of

gauge on our results. Then, in Sec. A.5.3 we compare the momentum density and velocity of the

holes with post-Newtonian predictions.

A.5.1 Generalized harmonic results

Throughout the generalized harmonic evolutions summarized in Sec. A.4.1, we measure the 4-

momentum density by explicitly computing the Landau-Lifshitz pseudotensor [Eq. (A.5)]. Because

our evolution variables are essentially the spacetime metric gµν and its first derivative gµν,ρ, we are

able to compute the momentum density without taking any additional numerical derivatives. Be-

sides measuring the momentum density, we also measure the 4-momentum pµA [Eq. (A.9b)] enclosed

by i) the apparent horizons, ii) the event horizon, and iii) several spheres of large radius. From the

enclosed momentum, we evaluate the effective velocity vjLL [Eq. (A.10)].



136

0 20 40 60 80 100
Time / M

ADM

-3000

-2000

-1000

0

1000

2000

3000

vy  (
km

 /s
)

v
y

LL
 (EH)

v
y

LL
 (AH)

v
y

LL
 (AHC)

v
y

coord
 (AH)

v
y

coord
 (AHC)

100 200 300 400

Figure A.8: The velocity of the individual and merged black holes. The Landau-Lifshitz velocity
vyLL := pyLL/p

t
LL, where p

µ
LL is the Landau-Lifshitz 4-momentum enclosed, is measured on the indi-

vidual and common apparent horizons (labeled AH and AHC, respectively) and also on the event
horizon (labeled EH). For comparison, the coordinate velocities vycoord of the apparent horizons are
also shown. The data shown are from the high-resolution evolution N2.C.

0 10 20 3010
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

10
2

∆v
L

L

y  (
km

/s
)

34 36
Time / M

ADM

100 200 300 400 10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

10
2

|N0.B - N2.C|
|N1.B - N2.C|
|N2.A - N2.C|
|N2.B - N2.C|

Figure A.9: Convergence of vyLL with resolution. Specifically, differences between vyLL at the highest
resolution N2.C and at various lower resolutions are shown. Labels of the form Nx.y indicate the
grid resolution, where the pre-merger resolution is labeled (from coarse to fine) by x = 0, 1, 2 and
the post-merger resolution is labeled by y = A,B,C. The difference between the second-highest and
highest resolution is below 0.1km/s except near merger, when it grows as large as 1 km/s.
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Apparent horizons

The effective velocities of the apparent horizons are shown in Fig. A.8 (dashed curves). To demon-

strate convergence, Fig. A.9 shows the differences between apparent-horizon effective velocities com-

puted at different resolutions. During the plunge, the difference between the medium and fine

resolution is less than 0.1 km/s until shortly before merger, when it reaches a few tenths of a

km/s. Shortly after merger, the difference between the highest and medium continuation resolutions

between N2.B and N2.C falls from about 1 km/s to about 0.1 km/s.

For comparison, Fig. A.8 also shows the apparent horizons’ coordinate velocities (dotted curves);

the coordinate and effective velocities agree qualitatively during the plunge and quantitatively during

the merger. There is no reason to expect this observed agreement a priori; this is one sense in which

our gauge choice appears to be “reasonable.” Also, Fig. A.8 shows that the effective velocities of

individual apparent horizons and the the event horizon agree well until shortly before merger, when

the event horizon’s velocity smoothly transitions to agree with the common apparent horizon’s (cf.

Sec. A.5.1 below).

Because of frame-dragging, during the plunge the individual apparent horizons accelerate in

the downward (−y) direction, eventually reaching velocities of thousands of km/s. But when the

common apparent horizon appears, its velocity is much closer to zero and quickly changes sign,

eventually reaching speeds of about 1000 km/s in the +y direction (i.e., in the direction opposite

the frame-dragging direction). Then, as the common horizon rings down, the velocity relaxes to a

final kick velocity of about 20 km/s in the +y direction.

After merger, why have the horizon velocities suddenly changed from thousands of km/s in the

frame-dragging direction to over a thousand km/s in the opposite direction? The answer can be seen

in Fig. A.10, which plots contours of constant y-momentum density at several times. At t = 0, the

momentum density has an irregular shape, because the initial data is initially not in equilibrium.

By time t = 26.92MADM, the momentum density has relaxed. When the common apparent horizon

forms (at time t = 34.73MADM), it encloses not only the momentum of the individual apparent

horizons but also the momentum in the gravitational field between the holes.

It turns out that the net momentum outside the individual horizon but inside the common

horizon points in the +y direction; as the common horizon expands, it absorbs more and more of

this upward momentum. Fig. A.11 compares the common apparent horizon’s effective velocity to

its area and shape; the latter is indicated by the pointwise maximum and minimum of the horizon’s

intrinsic scalar curvature. During the first half-period of oscillation (to the left of the leftmost

dashed vertical line), the common horizon expands (as seen by its increasing area); as it expands,

the upward-pointing linear momentum it encloses causes vyLL to increase. After the first half-period,

the horizon shape is maximally oblate (cf. panel B on the right side of of Fig. A.11), and vyLL is at

its maximum value of about 1000 km/s.
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Figure A.10: Contour plots of the y (up-down) component of the momentum density, which points
along or opposite of the holes’ motion due to frame dragging. Adjacent contours correspond to a
factor of 10 difference in the magnitude of the momentum density. Contours of positive y momentum
density are shown as solid red lines, while contours of negative y momentum density are shown as
dashed blue lines. The region containing positive y momentum density is shaded grey. The regions
inside the apparent horizons are shaded black, except for the upper right panel, where the region
inside the individual horizons is shaded black, while the common apparent horizon is indicated by a
thick black line. The data shown are from the high-resolution evolution N2.C.
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Figure A.11: Left: A comparison of the common apparent horizon’s effective velocity and the
horizon’s shape and area. The top panel shows the horizon’s effective velocity vyLL. The middle
panel shows the pointwise minimum and maximum of the horizon’s dimensionless intrinsic scalar
curvature; both M2
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area of the individual horizons at t = 0. The data shown are from the high-resolution evolution
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at the times labeled A–F in the left panel. The horizon begins peanut-shaped, then rings down,
eventually settling down to a sphere with a constant curvature M2
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After another half-period of oscillation, the apparent horizon becomes prolate and encloses

enough downward-pointing momentum that vyLL has decreased to only about +200 km/s. After

one additional full period, the effective velocity has fallen to nearly zero. As the horizon is ringing

down, the momentum density in the surrounding gravitational field also oscillates: the final four

panels in Fig. A.10 show how the momentum density relaxes to a final state as the horizon relaxes

to that of a boosted Schwarzschild black hole.

As the horizon rings down, gravitational waves are emitted, and these waves carry off a small

amount of linear momentum. The net radiated momentum is only a small fraction of the momenta

of the individual holes at the time of merger: the final effective velocity of the merged hole is about

20 km/s in the upward-pointing direction, or about 1% of the individual holes’ downward velocity

just before merger.

Various measures of the final velocity of the merged hole are shown in Fig. A.12. The kick

velocity vykick, which is inferred from the outgoing gravitational waves, is measured on four coordinate

spheres (with radii R of 100MADM, 120MADM, 140MADM, and 160MADM); the effective velocity is
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Figure A.12: A comparison of various measures of the final velocity of the merged hole in simu-
lation S1. The kick velocity inferred from the gravitational-wave flux (thin dashed lines) and the
Landau-Lifshitz effective velocities vyLL (thin solid lines) are measured on spheres of radius 100MADM,
120MADM, 140MADM, and 160MADM The value of the kick velocity at the final time is extrapolated
to r = ∞ (black cross). The effective velocity measured on the common apparent horizon (thick
solid line) and the coordinate velocity (thick dashed line) are also shown. The data shown are from
the high-resolution evolution N2.C.
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Figure A.13: The effective velocity vyLL calculated on the event horizon surface, with the specified
snapshots in Fig. A.14 of the event horizon surface marked: a,b, t = 27.7MADM; c, t = 30.8MADM;
d, t = 31.6MADM; e, t = 35.5MADM; f, t = 40.8MADM.

measured on the same coordinate spheres. At late times, we find that the effective velocity vyLL has no

significant dependence on the radius of the extraction surface: it simply approaches the coordinate

velocity vycoord of the common apparent horizon. The dependence of vykick on the extraction radius

is expected, since our method of extracting Ψ4 at finite radius has gauge-dependent contributions

that vanish as R → ∞. When vykick is extrapolated to infinite radius8, however, it does agree well

(within 0.2 km/s) with vyLL. Also, the effective velocity vyLL calculated on the horizon also agrees

fairly well (within about 0.5 km/s) with vyLL measured on distant spheres.

Event horizon

We would like to compare our quantitative results of the effective velocity vyLL calculated using

the event horizon surface (Fig. A.13) with qualitative observations of the event horizon’s dynamics

(Fig. A.14). We find that the greatest variation in both the event horizon geometry and the value

of vyLL occurs over a period of about ∆t = 13MADM from t = 28MADM to t = 41MADM. At time

t = 27.7MADM, the cusps of the event horizon just begin to become noticeable (Figs. A.14 a & b).

One can see in Fig. A.13 that this is the time at which vyLL changes from decreasing to increasing.

Shortly after9, at t = 31.1MADM, the two separate event horizons coalesce into a common event

horizon, and the common event horizon rapidly expands to form a convex shape by t = 35.5MADM

8To extrapolate, we fit the velocities vykick at the final time to a function of radius R of the form a0+a1/R+a2/R2.
9Note that at t = 31.1MADM, we (smoothly) modify our gauge condition [Eq. (A.43) and the surrounding discus-

sion]. The separate event horizons coalesce at time t = 31.1MADM as well; this is a coincidence.
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Figure A.14: Snapshots of the event horizons at the times indicated in Fig. A.13: a,b, t = 27.7MADM;
c, t = 30.8MADM; d, t = 31.6MADM; e, t = 35.5MADM; f, t = 40.8MADM. All snapshots are looking
down the z-axis to the x-y plane, except for shot a, which is slightly skewed (slightly rotated about
the y axis) to better see the geodesic structure. In shot a, the future generators of the horizon are
visible as small blue dots. Note how the future generators map out a surface that meets the event
horizon at the event horizon’s cusps; this is where the future generators join the horizon. The data
shown are from the high-resolution evolution N2.C.
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(Figs. A.14 d & e). At this time, we note that vyLL is rapidly increasing (Fig. A.13, arrow e); this

rapid increase corresponds to the quickly expanding event horizon surface.

We interpret this process as the merging black holes “swallowing” the gravitational field momen-

tum between the holes. The resulting change in vyLL can be divided into two distinct portions: i) one

that results from the changing event horizon surface in space, i.e. the field momentum swallowed

by the black holes [mathematically, the second term, in Eq. (A.11)] and ii) a second that results

from the change of field momentum at the black holes’ surface, i.e. the field momentum flowing

into the black holes [mathematically, the first term, in Eq. (A.11)]. While this distinction is clearly

coordinate dependent, it could, after further investigation, nevertheless provide an intriguing and

intuitive picture of the near-zone dynamics of merging black hole binaries.

A.5.2 BSSN-moving-puncture results and gauge

As summarized in Sec. A.3, the Landau-Lifshitz formalism that we have applied to our numerical

simulations is based on a mapping between the curved spacetime of the simulation and an auxiliary

flat spacetime. In the asymptotically-flat region far from the holes, there is a preferred way to

construct this mapping. Consequently, when the surface of integration is a sphere approaching

infinite radius, Eq. (A.9b) gives a gauge-invariant measure of the system’s total 4-momentum (see,

e.g., Sec. 20.3 of Ref. [50]). However, when the surface of integration is in the strong-field region of

the spacetime (e.g., when the surface is a horizon), the 4-momentum enclosed is gauge dependent.

The momentum density, being given by a pseudotensor, is always gauge dependent.

The gauge-dependence of the effective velocity can be investigated at late times—when the

spacetime has relaxed to its final, stationary configuration—by comparing the velocity obtained on

the horizon with gauge-invariant measures of the kick velocity (Fig. A.12). At the final time in our

generalized harmonic simulation, the effective velocities of the apparent and event horizons agree

within tenths of a km/s with the (extrapolated) kick velocity inferred from the gravitational-wave

flux; at late times, the horizon effective velocities also agree with the effective velocity measured

on coordinate spheres of large radius. At least at late times, then, the effective velocity vyLL is not

significantly affected by our choice of gauge.

But how strong is the influence of gauge on our results in the highly-dynamical portion of the

evolution, when we have no gauge-invariant measure of momentum or velocity? To investigate

this, we have evolved initial data that are physically similar using two manifestly different gauge

conditions: i) the generalized harmonic condition used in our spectral evolutions, and ii) the “1+log”

slicing and “Gamma-driver” shift conditions used in our BSSN-moving-puncture evolutions.

Figs. A.15 and A.16 display the velocity obtained from the horizon integral of the components

of the Landau-Lifshitz tensor in the BSSN-moving-puncture evolutions described in Sec. A.4.2. For

comparison we also plot the velocity obtained for model S1 in the left panel (dashed curve). The most
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Figure A.15: Velocity perpendicular to the line of sight associated with the horizon integrals of the
the Landau-Lifshitz tensor obtained for models P1 and S1. The shaded area represents the numerical
uncertainty for P1. During the pre-merger phase, in each simulation the velocities of the individual
horizons are identical.

remarkable feature in these plots is a large temporary acceleration of the black holes in the frame-

dragging direction. The magnitude of the velocity reaches about 4500 km/s, which is of the order

of the superkicks first reported in Refs. [32, 30]. In contrast to those inspiraling configurations,

however, the black hole motion reverses during the merger and settles down to a small value of

−30± 50 km/s.

In order to examine to what extent this behavior is dependent on specific properties of the punc-

ture evolution (such as the particular form of the spurious radiation, which differs in our generalized

harmonic and BSSN-moving-puncture evolutions), we have performed the following additional sim-

ulations. First, we have changed the gauge parameter η in Eq. (A.52) to 0.75 and 1.25. We do not

observe a significant change in the behavior of the effective velocity for this modification.

Second, in order to gain further insight into the dependence of the effective velocity on the

initial separation of the black holes, we have increased the initial separation of the holes to allow

for a longer pre-merger interaction phase; We study the evolution of the second model P2 in Table

A.1. This simulation has been performed with the Lean code as summarized in Sec. A.4.2 using a

resolution hc = MADM/49.8. The resulting velocity is shown in Fig. A.16 and represents numerical

uncertainties as gray shading. The remarkable similarity between the figure and its counterpart

Fig. A.15 for model P1 demonstrates that the numerical results are essentially independent of the

initial separation.
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Figure A.16: Same as Fig. A.15 for model P2 of Table A.1.

Comparing the effective velocities for simulations S1 and P1 in Fig. A.15, the qualitative behavior

of the apparent horizons’ effective velocities agrees. In both the generalized harmonic and BSSN-

moving-puncture simulations:

1. during the plunge, the individual apparent horizons accelerate to speeds larger than 1000 km/s

in the frame dragging direction,

2. when the common horizon forms, its velocity is much smaller in magnitude, because the

common horizon has enclosed momentum pointing opposite the frame-dragging direction, and

3. the velocity relaxes to a value of only tens of km/s that (within numerical uncertainty) agrees

with the kick velocity measured using the gravitational-wave flux.

These results are particularly encouraging because two popular gauge choices used in the NR

community give remarkable overall agreement. While this qualitative agreement certainly does not

constitute a proof of a gauge independence of our findings, we feel encouraged in our hope that

the gauge dependence in practice is not too severe, at least for the set of gauges actually used in

numerical simulations. Most importantly from a practical point of view, it appears possible that such

local descriptions can be derived from the current generation of BBH codes without the different

numerical relativity groups having to agree upon one and the same gauge choice for comparing their

momentum densities and effective velocities. Future investigations using a wider class of coordinate

conditions should further clarify the significance of gauge choices in this context.
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A.5.3 Comparison with post-Newtonian predictions

In this section we compare our results to post-Newtonian predictions. For each comparison, first

the S1 data set (Table A.1) is presented along with post-Newtonian predictions of a corresponding

initial configuration, then the H1 data set (Table A.1) is presented along with its post-Newtonian

predictions. The post-Newtonian trajectories for spinning point particles were generated by evolving

the post-Newtonian equations of motion [73, 74]. The difference between the two data sets are: i) set

H1 begins with a larger initial separation than set S1, and ii) set H1 is evolved in a nearly harmonic

gauge. Comparing evolutions of data sets S1 and H1 illustrates how these two effects improve the

comparisons one can make with post-Newtonian predictions.

The left panels of Figs. A.17–A.19 show the comparison between the highest-resolution evolution

(N2.C) of initial data set S1 and several orders of post-Newtonian predictions. The right panels of

Figs. A.17–A.19 show analogous comparisons with an evolution of initial data set H1.

Figure A.17 shows that the bulk, longitudinal motions (i.e., motion in the x direction) agree

both qualitatively and quantitatively with post-Newtonian predictions through most of the plunge

(i.e., a few MADM before the formation of the common apparent horizon) for both data sets. In the

left panel of Fig. A.17, we have added another 2.5 PN curve that is offset vertically such that the

2.5 PN coordinate velocity agrees exactly with the numerical effective velocity at t ≈ 18.34MADM;

this is done in order to account for the period of initial relaxation in the S1 data set. Quantitative

agreement is then found between 2.5 PN predictions and both the effective and coordinate velocities

from t ≈ 5MADM through t ≈ 20MADM. The right panel of Fig. A.17, which has less of an initial

relaxation due to the increased separation, shows excellent agreement between both the effective

and coordinate velocities and the 2.0 PN and 2.5 PN predictions.

For the minor (yet more interesting) transverse motion (i.e., the motion along the y direction),

we find only qualitative agreement between the numerical data and post-Newtonian predictions—

spin-orbit coupling [more specifically, frame-dragging plus spin-curvature coupling, see Eq. (5.11) of

paper I and discussions thereafter] cause the holes to move in the −y direction during the plunge,

reaching speeds of order 1000 km/s before the holes merge. The post-Newtonian expansion scheme

we adopt (paper I and Refs. [73, 74]) uses a harmonic gauge and a physical spin supplementary

condition (SSC) of Sαβuβ = 0, where Sαβ is the spin angular momentum tensor of the black hole

and uβ its four velocity (see e.g., Sec. II B of paper I).

Specifically, in paper I, the authors found that for an equal-mass binary with anti-aligned spins

at leading 1.5PN order, the black holes’ effective velocity vyLL is not equal to the post-Newtonian

coordinate velocity of a point particle; rather, the coordinate velocity is 3/2 times the effective

velocity. Roughly speaking, this difference arises from the fact that in the Landau-Lifshitz description

one defines the momentum in terms of a surface integral over a body of finite size. This introduces

effects due to the field momentum within the body that are not present in a point-particle description.
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Figure A.17: A comparison of numerical and post-Newtonian longitudinal velocities (i.e., vx/c)
versus time. The predicted coordinate velocities at several post-Newtonian orders are shown as
broken curves. Left: A comparison of S1 numerical data and post-Newtonian predictions. The
numerical and post-Newtonian curves agree qualitatively. When the 2.5 PN curve is offset by a
certain amount, it agrees quantitatively with the coordinate velocity vxcoord and the effective velocity
vxLL. Right: A comparison of H1 numerical data and PN predictions. The effective velocity vxLL
(thick black line) closely tracks the coordinate velocity vxcoord; both numerical curves also agree well
with the 2.0 PN and 2.5 PN curves.
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Figure A.18: A comparison of numerical and post-Newtonian transverse velocities (i.e., vy in km/s)
versus time. The left panel shows numerical results from simulation S1, while the right panel shows
numerical results from simulation H1. The predicted coordinate velocity at several post-Newtonian
orders are shown as broken curves. The effective velocity is shown in black; it has been rescaled
by a factor of 3/2 in order to aid comparison with the post-Newtonian point-particle velocities,
as discussed in Sec. A.5.3. The turn around in the 2.5 PN curves is due to a 2.5 order spin-orbit
term becoming quite large at a separation of roughly 2MADM. One can argue this is due to the
post-Newtonian approximation breaking down at this small separation.
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Figure A.19: A comparison of numerical and post-Newtonian velocities. In the figure, vy in km/s
is plotted against vx/c. The effective velocity vyLL of the highest-resolution (N2.C) evolution of
initial data S1 (Table A.1) on the left and of the evolution of initial data H1 (Table A.1) on the
right are shown as a thick black line. The predicted coordinate velocity at several post-Newtonian
orders are shown as broken curves. The transverse effective velocities only agree qualitatively with
post-Newtonian predictions; however, the coordinate velocity agrees very well with post-Newtonian
predictions. In the left panel, the coordinate velocity has been artificially truncated shortly before
merger because at that point we do not have a good measure of the coordinate velocity. The
effective velocity has been rescaled by a factor of 3/2 to aid comparison with the post-Newtonian
point-particle velocities, as discussed in Sec. A.5.3.
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Paper I’s Secs. II B, II C, and V C, as well as its Table I explain this fact in greater detail. Because

the majority of the comparison between post-Newtonian and numerical-relativity results takes place

at separations and speeds during which the leading, 1.5PN-order terms contribute most strongly, we

continue to use the factor of 3/2 to convert between coordinate and effective velocities for higher

post-Newtonian terms.

In Figs. A.18 and A.19, we compare the post-Newtonian point-particle y velocity with the nu-

merical coordinate y velocity and 3/2 of the numerical effective y velocity vyLL. For the comparison

to the S1 data set, we find qualitative agreement with both the effective and coordinate velocities

and the post-Newtonian predictions. We think this agreement is not better because of the large

initial relaxations present in the S1 data set related to small initial separation. The small separa-

tion of the black holes also poses problems for the post-Newtonian approximation. As one can see,

in Fig. A.18 the 2.5 PN curve decelerates and the velocity changes sign. This happens because a

next-to-leading-order, spin-orbit term becomes significantly larger at this point (a post-Newtonian

separation of roughly 2MADM). This suggests that the post-Newtonian approximation is moving out

of its domain of convergence. However, in the H1 comparison, we find excellent agreement between

the coordinate velocity and the 2.5 PN prediction but only qualitative agreement between the ef-

fective velocity and post-Newtonian predictions. In these figures, offsets of −433 km/s (for S1 data)

and −38 km/s (for H1 data) have been used to make 2.5PN coordinate velocity agree better with

numerical results. Such offsets can be motivated as follows. Our numerical initial data were chosen

such that the initial total momentum of the entire spacetime vanishes. This, in our post-Newtonian

scheme, corresponds to nonvanishing initial y velocities of (see Table I of paper I)

vycoord =
χ

4(r0/MADM)2
, (A.18)

where χ is the spin parameter of each hole, and r0 their initial separation. This corresponds to

−616 km/s for the S1 data, and −42 km/s for H1 data. Again, the agreement is qualitative for S1

data, and quantitative for H1 data.

One final comparison we make between the H1 data set and post-Newtonian predictions is the

near-field momentum density, shown in Fig. A.20. The numerical data comes from the harmonic

evolution H1, while the 1.5 PN momentum density is computed from Eqs. (A2a)-(A2c) in paper I

using the numerical hole trajectories. The left panels, comparing the initial data to the predicted

post-Newtonian momentum density, show differences which are presumably due to differences in

the post-Newtonian and numerical initial data, such as the numerical initial data being out of

equilibrium. The center panels show the momentum densities agree very well once enough time has

elapsed for the spacetime to relax and for the spurious radiation to be emitted but before the holes

have fallen too close together. The right panels make a final comparison just before the holes get
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Figure A.20: Comparison of numerical (top row) and post-Newtonian (bottom row) y momentum
density. The numerical data comes from the harmonic evolution H1 described in Appendix A.8.2.
The 1.5 PN momentum density is computed from Eqs. (A2a)–(A2c) in paper I using the numerical
hole trajectories. As in Fig. A.10, contours represent powers of 10 in y momentum density. The
positive y momentum density contours are shown in red, negative in blue. The region of positive y
momentum density is shaded grey. In the numerical plots the apparent horizons are shown in black.
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close enough to merge and shows differences appearing between the numerical data and the post-

Newtonian predictions very near the holes—which could be an indication of the breakdown of the

post-Newtonian approximation.

These comparisons with post-Newtonian predictions have yielded several interesting results.

The primary result of these comparisons is the surprisingly good agreement found between post-

Newtonian predictions and the coordinate velocities, especially from the harmonic gauge evolution.

Also, the longitudinal effective and coordinate velocities track each other; consequently, the longi-

tudinal effective velocity agrees with post-Newtonian predictions. The transverse effective velocities

agree qualitatively with the post-Newtonian predictions in the sense that they both indicate that

the holes accelerate in the expected frame-dragging direction to speeds of order 1000 km/s. Finally,

we have also found the qualitative agreement between harmonic gauge numerical data and post-

Newtonian extends to the near-zone momentum density after the initial data relaxes but before the

holes have fallen too close together.

A.6 Conclusion

With the goal of building up greater physical intuition, we have used the Landau-Lifshitz momentum-

flow formalism to explore the nonlinear dynamics of fully relativistic simulations of a head-on BBH

plunge, merger, and ringdown. We have defined and computed an effective velocity of the black holes

in terms of the momentum and mass-energy enclosed by their horizons, and we have interpreted the

holes’ transverse motion—which reaches speeds of order 1000 km/s—as a result of momentum flow

between the holes and the gravitational field of the surrounding spacetime. We have found that the

merged hole’s final effective velocity—about 20 km/s—agrees with the recoil velocity implied by the

momentum carried off by the emitted gravitational waves.

Our measures of linear momentum and effective velocity are gauge dependent. Nonetheless,

after comparing simulations of comparable initial data in generalized harmonic and BSSN-moving-

puncture gauges, we have observed remarkably weak gauge dependence for the generalized harmonic

and BSSN-moving-puncture evolutions discussed in this paper. Additionally, we have found surpris-

ingly good agreement between the holes’ effective and coordinate velocities, and at late times, the

holes’ final effective velocities and gauge-invariant measures of the kick velocity agree.

These results motivate future explorations of momentum flow in fully-relativistic numerical sim-

ulations that are more astrophysically realistic. We are particularly eager to investigate simulations

of superkick BBH mergers (the inspiral of a superkick configuration was considered using the post-

Newtonian approximation in paper I). Other future work includes studies of the linear and angular

momentum flow in inspiraling (rather than head-on) mergers as well as mergers with larger spins.
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A.8 Appendix A: Excision initial data

A.8.1 Superposed-Kerr-Schild (SKS) initial data

The initial data for the generalized harmonic simulations presented in this paper was constructed

using the methods described in Ref. [54]. In this appendix, we describe in more detail these initial

data (which we summarize in Sec. A.4.1).

The usual 3+1 decomposition splits the spacetime metric gµν into a spatial metric γij , lapse α,

and shift βi, i.e.

ds2 = gµνdx
µdxν = −α2dt2

+ γij(dx
i + βidt)(dxj + βjdt). (A.19)

On the initial spatial slice (at time t = 0), the initial data must specify the spatial metric γij and

the extrinsic curvature Kij , which is related to the time derivative of the spatial metric by

∂tγij = −2αKij + 2∇(iβj). (A.20)

We use the quasiequilibrium formalism [75, 76, 77, 78, 79], in which γij and Kij are expanded as

γij = ψ4γ̃ij ,

Kij = Aij +
1

3
γijK. (A.21)

The conformal metric γ̃ij , the trace of the extrinsic curvature K, and their time derivatives can be

chosen freely. We adopt the quasiequilibrium choices

ũij := ∂tγ̃ij = 0,

∂tK = 0. (A.22)
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The remaining free data are based on a weighted superposition of two boosted, spinning Kerr-Schild

black holes (Eqs. (45)–(46) of Ref. [54]):

γ̃ij := fij +
2∑

a=1

e−r2a/w
2
a
(
γaij − fij

)
, (A.23)

K :=
2∑

a=1

e−r2a/w
2
aKa.. (A.24)

Here fij is the metric of flat space, ra is the Euclidean distance from the center of the apparent

horizon of hole a, and γaij and Ka are the spatial metric and mean curvature of a boosted (with

velocity ṽi), spinning (with spin S̃/M̃2) Kerr-Schild black hole centered at the initial position of hole

a. In this paper we choose ṽi = 0 (since we seek data describing holes falling head-on from rest),

M̃ = 0.39MADM, and S̃/M̃2 = 0.5. The Gaussian weighting parameter is chosen to be wa = d/3,

where d is the initial coordinate separation between the two holes; note that this choice causes the

conformal metric to be flat everywhere except near each hole. The holes are located at coordinates

(x, y, z) = (x0 ≡ ±d/2, 0, 0).

These free data are then inserted into the extended conformal thin sandwich (XCTS) equations

(e.g., Eqs. (13)–(15) of Ref. [76])10, which are then solved for the conformal factor ψ, the lapse α, and

the shift βi. The XCTS equations are solved using a spectral elliptic solver [80] on a computational

domain with i) a very large outer boundary (which is chosen to be a coordinate sphere with radius

109M̃), and ii) with the region inside the holes’ apparent horizons excised. The excision surfaces S

are surfaces of constant Kerr radius rKerr, where

x2 + y2

r2Kerr + S̃a
2
/M̃a

2 +
z2

r2Kerr

= 1. (A.25)

The excision surfaces are the apparent horizons of the holes; this is enforced by the boundary

condition given by Eq. (48) of Ref. [76]. On the apparent horizon, the lapse satisfies the boundary

condition

αψ = 1 +
2∑

a=1

e−r2a/w
2
a(αa − 1) on S, (A.26)

where αa is the lapse of the Kerr-Schild metric corresponding to hole a. The shift satisfies

βi = αsi − Ωrξ
i on S. (A.27)

The first term in Eq. (A.27) implies that the holes are initially at rest, and the second term determines

10The XCTS equations are also given by Eqs. (37a)–(37d) of Ref. [54], aside from the following typographical error:
the second term in square brackets on the right-hand-side of Eq. (37c) should read (5/12)K2ψ4 (not (5/12)K4ψ4).
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the spin of the hole; to make the spin point in the ±z direction with magnitude S/M2
Chr = 0.5

(measured using the method described in Appendix A of Ref. [54]), we chooseMADMΩr = ∓0.244146

and ξi = ∂φ, where ∂φ is the rotation vector on the apparent horizon corresponding to rotation about

the +z axis.

On the outer boundary B, the spacetime metric is flat:

ψ = 1 on B, (A.28)

αψ = 1 on B. (A.29)

Our initial data are constructed [Eq. (A.27)] in a frame comoving with the black holes. Thus, an

asymptotic rotation, expansion, and translation in the comoving shift βi cause the holes to initially

have radial, angular, or translational velocity in the inertial frame; this corresponds to the boundary

condition

βi = (Ω0 × r)
i
+ ȧ0r

i + V i
0 on B. (A.30)

We choose ȧ0 = 0 and Ω0 = 0. To make the total momentum of the initial data vanish, we choose

V y = −0.001444 and V x = V z = 0. This choice gives the holes an initial coordinate velocity of

0.001444 = 433 km/s in the −y direction (cf. Fig A.8). Note that the initial data are evolved

in inertial, not comoving, coordinates, so that the shift during the evolution is different from the

comoving shift βi obtained from the XCTS equations: the former asymptotically approaches zero,

not a constant vector V i
0 .

A.8.2 Superposed-Harmonic-Kerr (SHK) initial data

We also present a simulation, H1 in Table A.1, that is similar to S1 except that the initial separation

between the holes is larger and the gauge is nearly harmonic. The construction of this Superposed-

Harmonic-Kerr initial data for this run follows that of the Superposed-Kerr-Schild (S1) initial data

described in Appendix A.8. The differences are as follows.

The first difference is our choice of coordinates. In Appendix A.8, the quantities γaij , Ka, and αa

that appear in Eqs. (A.23), (A.24), and (A.26) refer to the three-metric, the trace of the extrinsic

curvature, and the lapse function of the Kerr metric in Kerr-Schild coordinates. Here we still use

Eqs. (A.23), (A.24), and (A.26), but γaij , Ka, and αa now refer to the three-metric, the trace of the

extrinsic curvature, and the lapse function of the Kerr metric in fully harmonic coordinates, Eqs.

(22)-(31), (41) and (43) of Ref. [81]. Furthermore, the computational domain is excised on surfaces
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of constant Boyer-Lindquist radius, rBL, where

x2 + y2

(rBL − M̃a)
2
+ S̃a

2
/M̃a

2 +
z2

(rBL − M̃a)
2 = 1. (A.31)

The initial coordinate separation was chosen to be d = 29.73MADM and the Gaussian weighting

parameter that appears in Eqs. (A.23), (A.24), and (A.26) is wa = d/9. To obtain S/M2
Chr =

{0, 0,±0.5} we choose Ωr = ∓0.261332/MADM in Eq. (A.27), and to make the total momentum

vanish we choose V y
0 = −0.0000582185 in Eq. (A.30).

Solving the XCTS equations results in initial data that is approximately harmonic. Harmonic

coordinates satisfy ∇c∇cx
a = 0, or equivalently, Γa := Γab

b = 0. We can evaluate the degree to

which the harmonic gauge condition is satisfied in our initial data by examining the normalized

magnitude of Γa:

f :=

( ∑
a |Γa|2

1
4

∑
a

∑
b |Γab

b|2

)1/2

. (A.32)

The denominator consists of the sum of squares of terms that must cancel to produce Γa = 0, so that

f = 1 corresponds to complete violation of the harmonic coordinate condition. On the apparent

horizons f < 0.049, while in the asymptotically flat region far from the holes f < 0.0083. In the

regions where the Gaussians in Eqs. (A.23), (A.24) and (A.26) transition the XCTS free data from

harmonic Kerr to conformally flat we cannot expect the data to be strongly harmonic, and we find

that f < 0.12.

The techniques employed in the spectral evolution from this SHK initial data follow those used

for the SKS initial data as described in Appendix A.9.1. In particular, the generalized harmonic

gauge source function, Ha (Eq. A.14), is constructed by demanding that H̃a′ remains frozen to its

value in the initial data. The evolution proceeds in nearly harmonic gauge because of the way the

initial data is constructed.

Three of these H1 evolutions were performed at resolutions of approximately 613, 673 and 723

grid points. The constraints were found to be convergent. The data presented in this paper is taken

from the highest resolution run.

These simulations are specifically constructed to provide data for comparison with PN approx-

imations, so we are restricted to remain in our approximately harmonic gauge. However, currently

this gauge choice prevents us from continuing our H1 evolutions beyond the plunge phase; we have

not observed the formation of a common horizon.
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A.9 Appendix B: Numerical methods for evolutions

A.9.1 Generalized harmonic evolutions

We evolve the initial data summarized in Sec. A.4.1 using the Caltech-Cornell pseudospectral code

SpEC. This code and the methods it employs are described in detail in Refs. [82, 83, 4]. Some of

these methods have been simplified for the head-on problem discussed here, and others have been

modified to account for a nonzero center-of-mass velocity, so we will describe them here.

We evolve a first-order representation [61] of the generalized harmonic system [58, 59, 60]. We

handle the singularities by excising the black hole interiors from the computational domain. Our

outer boundary conditions [61, 84, 85] are designed to prevent the influx of unphysical constraint

violations [86, 87, 88, 89, 90, 91, 92] and undesired incoming gravitational radiation [93, 94] while

allowing outgoing gravitational radiation to pass freely through the boundary.

We find the event horizon using the techniques of Ref. [95], except that for calculating derivatives

of quantities on the event horizon surface, we use a 6th order finite differencing stencil, which is an

improvement on the 2nd order stencil used in [95]. (The formation of cusps on the event horizon

prevents us from taking spectral derivatives there.)

We employ the dual-frame method described in Ref. [82]: we solve the equations in an “inertial

frame” that is asymptotically Minkowski, but our domain decomposition is fixed in a “comoving

frame” that is allowed to shrink, translate and distort relative to the inertial frame. The positions

of the centers of the black holes are fixed in the comoving frame; we account for the motion of

the holes by dynamically adjusting the coordinate mapping between the two frames. Note that the

comoving frame is referenced only internally in the code as a means of treating moving holes with

a fixed domain. Therefore all coordinate quantities (e.g. black hole trajectories) mentioned in this

paper are inertial-frame values unless explicitly stated otherwise.

The mapping from comoving to inertial coordinates is changed several times during the run.

During the plunge phase, we denote the mapping by Mp(x
i, x′i), where primed coordinates denote

the comoving frame and unprimed coordinates denote the inertial frame. Explicitly, Mp(x
i, x′i) is

the mapping

x = F (r′, t) sin θ′ cosφ′, (A.33)

y = F (r′, t) sin θ′ sinφ′ + e−r′2/r′2T Y (t), (A.34)

z = F (r′, t) cos θ′ cosφ′, (A.35)

where

F (r′, t) := r′
[
a(t) + (1− a(t))

r′2

R′2
0

]
. (A.36)



158

Here a(t) and Y (t) are functions of time, (r′, θ′, φ′) are spherical polar coordinates in the comoving

frame centered at the origin, and R′
0 and r′T are constants. For the choice R′

0 = ∞ and r′T = ∞,

the mapping is simply an overall contraction by a(t) ≤ 1 plus a translation Y (t) in the y direction.

Choosing R′
0 equal to the outer boundary radius R′

max and choosing r′T ∼ R′
max/6 causes the map to

approach the identity near the outer boundary; this prevents the outer boundary from falling close

to the strong-field region during merger, and makes it easier to keep the outer boundary motion

smooth through the merger/ringdown transition. The functions a(t) and Y (t) are determined by

dynamical control systems as described in Ref. [82]. These control systems adjust a(t) and Y (t)

so that the centers of the apparent horizons remain stationary in the comoving frame. For the

evolutions presented here, we use R′
0 = 532.2MADM = 1.1R′

max and r′T = 31.21MADM = 4do, where

do is the initial separation of the holes.

The gauge freedom in the generalized harmonic system is fixed via a freely specifiable gauge

source function Ha that satisfies the constraint

0 = Ca := Γab
b +Ha, (A.37)

where Γa
bc are the spacetime Christoffel symbols. To choose this gauge source function, we define

a new quantity H̃a that transforms like a tensor and agrees with Ha in inertial coordinates (i.e.

H̃a = Ha). Then we choose H̃a so that the constraint (A.37) is satisfied initially, and we demand

that H̃a′ is constant in the moving frame.

Shortly before merger (at time t1 = 31.1MADM), we make two modifications to our algorithm to

reduce numerical errors and gauge dynamics during merger. First, we begin controlling the size of

the individual apparent horizons so that they remain constant in the comoving frame, and therefore

they remain close to their respective excision boundaries. This is accomplished by changing the map

between comoving and inertial coordinates as follows. We define the map MAH1(x̃
i, x′i) for black

hole 1 as

x̃ = x′AH1
+ r̄ sin θ′ cosφ′, (A.38)

ỹ = y′AH1
+ r̄ sin θ′ sinφ′, (A.39)

z̃ = z′AH1
+ r̄ cos θ′, (A.40)

r̄ := r′ − e−(r′−r′0)
3/σ3

1λ1(t), (A.41)

where (r′, θ′, φ′) are spherical polar coordinates centered at the (fixed) comoving-coordinate location

of black hole 1, which we denote as (x′AH1
, y′AH1

, z′AH1
). The constant R′

AH1
is the desired average

radius (in comoving coordinates) of black hole 1. Similarly, we define the map MAH2(x̃
i, x′i) for

black hole 2. Then the full map from the comoving coordinates x′i to the inertial coordinates xi is



159

given by

Mm(x
i, x′i) := Mp(x

i, x̄i)MAH2(x̄
i, x̃i)MAH1(x̃

i, x′i). (A.42)

The constants σ1, σ2, and r
′
0 are chosen to be 0.780MADM, 0.780MADM, and 1.01MADM, respectively.

The functions λ1(t) and λ2(t) are determined by dynamical control systems that drive the comoving-

coordinate radius of the apparent horizons towards their desired values R′
AH1

= R′
AH2

= 1.56MADM

Note that in comoving coordinates, the shape of the horizons is not necessarily spherical; only the

average radius of the horizons is controlled.

The second change we make at time t1 = 31.1MADM is to smoothly roll gauge source function

Ha to zero by adjusting H̃a′(t) according to

H̃a′(t) = H̃a′(t1)e
−(t−t1)

2/τ2

, (A.43)

where τ = 0.5853MADM. This choice makes it easier for us to continue the evolution after the

common horizon has formed, and it also reduces gauge dynamics that otherwise cause oscillations

in the observed Landau-Lifshitz velocity vyLL during the ringdown.

When the two black holes are sufficiently close to one another, a new apparent horizon sud-

denly appears, encompassing both black holes. At time tm = 34.73MADM (which is shortly after

the common horizon forms), we interpolate all variables onto a new computational domain that

contains only a single excised region, and we choose a new comoving coordinate system so that the

merged (distorted, pulsating) apparent horizon remains spherical in the new comoving frame. This

is accomplished in the same way as described in Section II.D. of [4], except that here the map from

the new comoving coordinates to the inertial coordinates contains an additional translation in the y

direction that handles the nonzero velocity of the merged black hole. In [4] a third change, namely

a change of gauge, was necessary to continue the simulation after merger. But in the simulations

discussed here, Eq. (A.43) has caused Ha to fall to zero by the time of merger, and we find it suffices

to simply allow Ha to remain zero after merger.

For completeness, we now explicitly describe the map from the new comoving coordinates x′′i to
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the inertial coordinates xi. This map is given by

x = r sin θ′′ cosφ′′, (A.44)

y = r sin θ′′ sinφ′′ + e−r′′2/r′′2T Y (t), (A.45)

z = r cos θ′′, (A.46)

r = r̃

[
1 + sin2(πr̃/2R′′

max)

×
(
A(t)

R′
max

R′′
max

+ (1−A(t))
R′3

max

R′′
maxR

′2
0

− 1

)]
, (A.47)

r̃ = r′′ − q(r′′)

`max∑
`=0

∑̀
m=−`

λ`m(t)Y`m(θ′′, φ′′), (A.48)

(r′′, θ′′, φ′′) are spherical polar coordinates in the new comoving coordinate system, R′′
max is the value

of r′′ at the outer boundary, and r′′T is a constant chosen to be 31.21MADM. The function q(r′′) is

given by

q(r′′) = e−(r′′−R′′
AH)3/σ3

q , (A.49)

where R′′
AH is the desired radius of the common apparent horizon in comoving coordinates. The

function A(t) is

A(t) = A0 + (A1 +A2(t− tm))e−(t−tm)/τA , (A.50)

where the constants A0, A1, and A2 are chosen so that A(t) matches smoothly onto a(t) from

Eq. (A.36): A(tm) = a(tm), Ȧ(tm) = ȧ(tm), and Ä(tm) = ä(tm). The constant τA is chosen to be

on the order of 5M . The functions Y (t) and λ`m(t) are determined by dynamical control systems

that keep the apparent horizon spherical and centered at the origin in comoving coordinates; see [4]

for details.

A.9.2 BSSN-moving-puncture evolutions

In addition to the generalized evolutions, we have performed a second set of simulations using the

so-called moving puncture technique [3, 2] using the Lean code [72, 96]. This code is based on

the Cactus computational toolkit [97] and uses mesh refinement provided by the Carpet package

[69, 70]. Initial data are provided in the form of the TwoPunctures thorn by Ansorg’s spectral

solver [66] and apparent horizons are calculated with Thornburg’s AHFinderDirect [98, 99].

The most important ingredient in this method for the present discussion is the choice of coordinate

conditions. A detailed study of alternative gauge conditions in the context of moving puncture type

black-hole evolutions is given in Ref. [100]. In particular, they demonstrate how the common choice of

a second order in time evolution equation for the shift vector βi can be integrated in time analytically

and thus reduced to a first order equation. Various test simulations performed with the Lean code
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confirm their Eq. (26) as the most efficient method to evolve the shift vector. In contrast to the

shift, moving puncture codes show little variation in the evolution of the lapse function. Here we

follow the most common choice so that our gauge conditions are given by

∂tα = βi∂iα− 2αK, (A.51)

∂tβ
i = βm∂mβ

i +
3

4
Γ̃i − ηβi. (A.52)

Γ̃i is the contracted Christoffel symbol of the conformal 3-metric, K the trace of the extrinsic

curvature [see for example Eq. (1) of [72]] and η a free parameter set to 1 unless specified otherwise.

For further details about the moving puncture method and the specific implementation in the Lean

code code we refer to Sec. II of Ref. [72]. Except for the use of sixth instead of fourth order

spatial discretization [101], we did not find it necessary to apply any modifications relative to the

simulations presented in that work.

The calculation of the 4-momentum in the Lean code is performed in accordance with the

relations listed in Sec. A.3. The only difference is that in a BSSN code the four metric and its

derivatives are not directly available but need to be expressed in terms of the 3-metric γij , the

extrinsic curvature Kij as well as the gauge variables lapse α and shift βi. The key quantity for the

calculation of the 4-momentum is the integrand in Eq. (A.7). A straightforward calculation gives it

in terms of the canonical ADM variables

∂αH
0α0j =

1

χ3

[
3

χ
γjm∂mχ+ γkmγjn∂kγmn

]
, (A.53)

∂αH
iα0j =

1

χ3

[
2α(Kij − γijK) + γij∂mβ

m − γimγmβ
j
]

−βi∂αH
0α0j , (A.54)

where K := Ki
i and χ := det γ−1/3 have been used for convenience because they are fundamental

variables in our BSSN implementation.
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velocities for binary black-hole mergers with antialigned spins. Phys. Rev. Lett., 98:231101,

2007.

[33] Manuela Campanelli, Carlos O. Lousto, Yosef Zlochower, and David Merritt. Maximum grav-

itational recoil. Phys. Rev. Lett., 98:231102, 2007.

[34] James Healy, Frank Herrmann, Ian Hinder, Deirdre M. Shoemaker, Pablo Laguna, and

Richard A. Matzner. Superkicks in hyperbolic encounters of binary black holes. Phys. Rev.

Lett., 102:041101, 2009.

[35] L. Boyle, M. Kesden, and S. Nissanke. Binary black hole merger: symmetry and the spin

expansion. Phys. Rev. Lett., 100:151101, 2008. arXiv:0709.0299 [gr-qc].

[36] L. Boyle and M. Kesden. The spin expansion for binary black hole merger: new predictions

and future directions. Phys. Rev. D, 78:024017, 2008. arXiv:0712.2819 [astro-ph].

[37] J. D. Schnittman and A. Buonanno. The distribution of recoil velocities from merging black

holes. Astrophys. J., 662:L63, 2007. astro-ph/0702641.

[38] John G. Baker, William D. Boggs, Joan Centrella, Bernard J. Kelly, Sean T. McWilliams,

M. Coleman Miller, and James R. van Meter. Modeling kicks from the merger of generic

black-hole binaries. Astrophys. J., 682:L29, 2008.

[39] W. Tichy and P. Marronetti. The final mass and spin of black hole mergers. Phys. Rev. D,

78:081501(R), 2008. arXiv:0807.2985 [gr-qc].

[40] C. O. Lousto, M. Campanelli, and Y. Zlochower. Remnant masses, spins and recoils from the

merger of generic black-hole binaries. 2009. arXiv:0904.3541 [gr-qc].

[41] John G. Baker, William D. Boggs, Joan Centrella, Bernard J. Kelly, Sean T. McWilliams,

M. Coleman Miller, and James R. van Meter. Modeling kicks from the merger of non-precessing

black-hole binaries. Astrophys. J., 668:1140, 2007.
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