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Abstract

A robust control framework is used to investigate a streamwise constant projection of the

Navier Stokes equations for plane Couette flow. Study of this streamwise constant model

is motivated by both numerical and experimental observations that suggest the prevalence

and importance of streamwise and quasi-streamwise elongated structures. Small-amplitude

Gaussian noise forcing is applied to a two-dimensional, three-velocity component (2D/3C)

model to describe its response in the presence of disturbances, uncertainty and model-

ing errors. A comparison of the results with Direct Numerical Simulation (DNS) data

demonstrates that the simulations capture salient features of fully developed turbulence. In

particular, the change in mean velocity profile from the nominal laminar to the character-

istic “S” shaped turbulent profile. The application of Taylor’s hypothesis shows that the

model can also reproduce downstream information in the form of large-scale coherence re-

sembling numerically and experimentally observed flow features. The 2D/3C model is able

to generate “turbulent-like” behavior under small-amplitude stochastic noise. The laminar

flow solution is globally stable, therefore transition to turbulence in this model is likely a

consequence of the laminar flow solution’s lack of robustness in the presence of disturbances

and uncertainty. In fact, large disturbance amplification is common in both this model and

the linearized Navier Stokes equations.

Periodic spanwise/wall-normal (z–y) plane stream functions are used as input to develop

a forced 2D/3C streamwise velocity equation. The resulting steady-state solution is qualita-

tively similar to a fully turbulent spatial field of DNS data. Both numerical methods and a

perturbation analysis confirm that the momentum transfer that produces a “turbulent-like”

mean profile requires a nonlinear streamwise velocity equation.

A system theoretic approach is used to study the amplification mechanisms that de-

velop through the 2D/3C nonlinear coupling in the streamwise velocity equation. The

spanwise/wall-normal plane forcing required to produce each stream function is computed
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and used to define an induced norm from this forcing input to the streamwise velocity. This

input-output response is used to determine the energy optimal spanwise wavelength (i.e.,

the preferential spacing) over a range of Reynolds numbers and forcing amplitudes. This

analysis serves to augment the well-developed linear theory through the addition of the

nonlinear coupling in the streamwise velocity equation.



viii

Contents

Acknowledgments iv

Abstract vi

1 Introduction 1

1.1 Objectives, Outline and Contributions . . . . . . . . . . . . . . . . . . . . . 4

2 Control Theoretic Preliminaries 8

2.1 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2 Spatially Distributed Linear Systems . . . . . . . . . . . . . . . . . . . . . . 10

2.2.1 Continuity and Regularity of Solutions: Semigroup Theory . . . . . 10

2.2.2 Linear Stability Notions . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2.3 Nonlinear Semigroups and Their Stability . . . . . . . . . . . . . . . 14

2.3 Spatial Invariance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.4 Input-Output Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.4.1 Spatio-Temporal Impulse and Frequency Responses . . . . . . . . . 18

2.4.2 Singular Values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.4.3 System Norms and Input-Output Gain . . . . . . . . . . . . . . . . . 20

2.5 Robustness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.5.1 Robust Input-Output Response . . . . . . . . . . . . . . . . . . . . . 22

2.5.2 Relationship with Pseudospectra . . . . . . . . . . . . . . . . . . . . 23

2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3 Wall-Bounded Shear Flows 27

3.1 The Navier Stokes Equations . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.2 The Linearized Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29



ix

3.3 Linear Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.3.1 Hydrodynamic Stability . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.3.2 Disturbance Energy Growth . . . . . . . . . . . . . . . . . . . . . . . 31

3.3.3 Input-Output Amplification . . . . . . . . . . . . . . . . . . . . . . . 32

3.3.4 Dominant Mode Shapes . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.4 Transition to Turbulence as a Robustness Issue . . . . . . . . . . . . . . . . 36

3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4 Streamwise Constant Couette Flow 40

4.1 Why Streamwise Constant Couette Flow? . . . . . . . . . . . . . . . . . . . 40

4.1.1 Streamwise Coherence . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.1.2 Couette Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.2 The 2D/3C Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.3 Global Stability of 2D/3C Couette Flow . . . . . . . . . . . . . . . . . . . . 46

4.4 Energy Scaling and the Forced 2D/3C Model . . . . . . . . . . . . . . . . . 49

4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5 Simulation 52

5.1 Modeling Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.2 Numerical Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

5.3 Comparing DNS Data to 2D/3C Assumptions . . . . . . . . . . . . . . . . 58

5.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

5.4.1 Flow Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.4.2 Mean Velocity Profile . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.4.3 Reynolds Number and Noise Amplitude Trends . . . . . . . . . . . . 66

5.4.4 Varying Noise Distribution . . . . . . . . . . . . . . . . . . . . . . . 68

5.4.5 Linear versus Nonlinear Ψ Equation . . . . . . . . . . . . . . . . . . 69

5.4.6 Large-Scale Coherence . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.5 Disturbance Amplification . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

6 Steady-State Equations 77

6.1 Stream Function Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78



x

6.2 Forced Streamwise Velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

6.2.1 Scaling Relationships . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

6.3 Energy Amplification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

6.3.1 Optimal Spanwise Spacing . . . . . . . . . . . . . . . . . . . . . . . . 88

6.3.2 Amplitude Variation . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

6.4 Model Refinement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

6.5 Analytical Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.5.1 Solution Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

6.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

7 Conclusions 106

Bibliography 111



xi

List of Figures

2.1 Schematic of a one-dimensional spatially distributed dynamical system. . . . 9

2.2 The standard robust control block diagram for a model subject to uncertainty. 22

2.3 The robust control block diagram for the structured dynamical system of Equa-

tion (2.25). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.1 General schematic of flow between parallel plates. . . . . . . . . . . . . . . . 28

3.2 Contour plots of the spatio-temporal frequency response log10 ‖H(kx, kz)‖2 =

log10(
√

E(kx, kz)) for (a) Couette flow and (b) Poiseuille (channel) flow. . . . 36

5.1 Flow geometry for the simulations. . . . . . . . . . . . . . . . . . . . . . . . . 53

5.2 (a) Reproduction of Figure 2.2. (b) The approximation used to illustrate the

2D/3C model’s lack of robustness. . . . . . . . . . . . . . . . . . . . . . . . . 54

5.3 (a) Average velocity u(x, y, z, t) versus wall-normal location from the DNS field

at 32 different x locations compared to the DNS field’s spatial and temporal

averages. (b) Average velocity fluctuations for the variables in (a). . . . . . . 61

5.4 A z–x plane contour plot of the streamwise velocity, u, from the DNS field,

(bottom up view) at y+ = 29. . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.5 y–z plane contour plots of the x-averaged DNS deviations from laminar (u′xave
)

(a) averaged over 25% and (b) the full streamwise box length. . . . . . . . . 62

5.6 Contour plots of (a) u′sw(y, z, t) obtained from the 2D/3C model for Case 1

in Table 5.2, (b) the x-averaged DNS data and (c) Case 1 with a shorter

time-average. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.7 Surface plots of (a) of u′sw(y, z, t) obtained from the 2D/3C model for Case 1

in Table 5.2 and (b) x-averaged DNS data. . . . . . . . . . . . . . . . . . . . 65

5.8 Comparisons of mean velocity profile from the 2D/3C model Case 1 in Table

5.2 with the turbulent mean profile from DNS data. . . . . . . . . . . . . . . 66



xii

5.9 Comparisons of mean velocity profile from the 2D/3C model at different

Reynolds numbers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.10 Comparison of usw(y, z, t) from 2D/3C Model at for Case 1 and Case 6 in

Table 5.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.11 Linear versus Nonlinear ψ equation comparisons. Panels (a) and (b) are con-

verged ψ(y, z, t) snapshots. Panels (c) and (d) are contour plots of the resulting

u′sw. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5.12 Comparison of the time-averaged streamwise velocity usw arising from simu-

lations with linear and nonlinear versions of the ψ evolution equation. . . . . 71

5.13 Typical streak pattern on the central plane of fully developed turbulent plane

Couette flow (a) from the 2D/3C Model (b) from the experiment of Kitoh and

Umeki [50]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

6.1 (a) Contour plots of ψxave(y, z) based on the x-averaged spanwise DNS veloc-

ity field. Panels (c)–(e) are the x-averaged wall-normal and spanwise veloci-

ties from DNS. Panels (d)–(f) are the steady-state estimate for v′ss(y, z) and

w′
ss(y, z) based on the ψss model (6.2) . . . . . . . . . . . . . . . . . . . . . . 80

6.2 (a) Contour and (b) surface plots of the streamwise velocity computed from

the ψss model (6.2). Panels (c)–(e) are Figures 5.6(a) and 5.6(b) from Chapter

5. Panels (e) and (f) are Figure 5.7 from Chapter 5. . . . . . . . . . . . . . . 82

6.3 Variation of (a) the 2D/3C (streamwise constant) velocity deviations and (b)

the velocity gradient at the wall with perturbation amplitude (ε). . . . . . . 84

6.4 Scaling of the amplification factor Γss with Reynolds number. . . . . . . . . . 87

6.5 (a) Γss for different values of ε. (b) Mean velocity profiles uswss at the optimal

kz for each ε considered in (a). . . . . . . . . . . . . . . . . . . . . . . . . . 90

6.6 (a) The mean velocity profile for ε = 0.00675 at a number of different kz values

compared with DNS data. (b) The velocity gradient at the wall continues to

versus the energy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

6.7 Scaling of Γss with ε. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92



xiii

6.8 Panels (a) and (b) are contour plots of ψss (6.2) with different wall-normal

harmonics. Panels (c) and (d) are the corresponding Γss. Panels (d) and

(e) are the streamwise energy ‖u′swss
‖2 for the second and third wall-normal

harmonics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.9 Combining mean velocity profiles arising from ψss models with different wall-

normal harmonics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

6.10 Comparison of different Φ models and the resulting mean velocity profiles. . 100

6.11 Plot of U2(y) with kz = 3.4 (λz = 1.8δ). . . . . . . . . . . . . . . . . . . . . . 103



xiv

List of Tables

5.1 Energy content in streamwise averaged DNS velocity components at Rw = 3000. 60

5.2 Computation details. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63



1

Chapter 1

Introduction

Turbulence is often referred to as one of the last unsolved problems in physics. Analytically,

its study is limited because turbulence is mathematically governed by a system of nonlinear

partial differential equations (the Navier Stokes equations) for which even basic properties

like existence and uniqueness of solutions are not understood. Turbulence operates at

a variety of scales and the separation between the largest and smallest scales increases

polynomially with Reynolds number (R). Therefore, from a computational perspective, it

is impossible to carry out simulations that resolve all of these scales of dynamic activity

at very high Reynolds numbers. Experiments have their own set of challenges, particularly

in the development of sensors and techniques that can simultaneously capture all of the

behavior at different flow scales while not interfering with the flow.

Traditional hydrodynamic stability theory has enabled significant progress toward un-

derstanding transition to turbulence [16]. It has been successfully used to predict transition

for many well-studied flows such as Rayleigh-Bénard convection and Taylor-Couette flow.

However, this process of linearizing the Navier Stokes (NS) equations about the laminar

flow solution and identifying the so-called critical Reynolds number at which instabilities

appear, fails to accurately predict transition for wall-bounded shear flows. For example,

plane Couette flow is linearly stable for all Reynolds numbers [78], however transition has

been experimentally observed at Reynolds numbers as low as 350 [86]. Channel flows have

exponentially growing linear modes starting at R = 5772. However, experiments also show

significantly different behavior than this linear prediction with transition commonly occur-

ring at Reynolds numbers of 1000 [12,70].

Non-normality of the underlying linear operator is the basis for some of the prevalent the-

ories regarding hydrodynamic stability theory’s failure to accurately predict wall-bounded
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shear flow transition. A normal operator A is one for which AA∗ = A∗A. In finite-

dimensional systems, normality is equivalent to a matrix possessing a full set of orthogonal

eigenvectors. A non-normal operator is one that is not normal. Stable linear systems gov-

erned by non-normal linear operators can experience substantial transient growth before

they eventually decay [79, 89, 90]. This type of behavior is also supported by results from

linear algebra which indicate that small perturbations of such linear operators can push the

operator from stable to unstable [89, 90]. Certain growth scenarios, the so-called transient

growth theories, are based on studies that consider growth of the worst case initial flow

disturbances [10, 33, 73]. The resulting large temporal growth exceeds the size of the ini-

tial disturbance by large factors, e.g., O(R2), even in the linearly stable Reynolds number

regimes. Another approach to the problem considers input-output energy amplification, as

apposed to growth, by regarding background noise or some sort of forcing as “input” and the

resulting sustained energy as “output” [2,25,26]. This type of input-output amplification is

also related to non-normality of the underlying operator and gives rise to similar large dis-

turbance amplification, e.g., O(R
3

2 ) or O(R3) depending on the nature of the input. Growth

of the linear operator is of particular importance because the nonlinear terms are thought

to be energy conserving. Therefore, it is believed that only the linearized Navier Stokes

(LNS) can provide the necessary growth to allow the system to transition to turbulence.

The control theoretic interpretation of both the transient growth and input-output en-

ergy amplification theories is that transition is not a stability problem but rather a robust-

ness issue. Large growth/amplification leads to correspondingly large system norms or “high

gains”. The small gain theorem provides a relationship between a system’s potential size

(in a normed sense) and the amount of permissible “uncertainty”, such as modeling errors

or external disturbances, before a system is unable to maintain stability. Essentially the

bound on the uncertainty is inversely proportional to the maximal response of the system.

The LNS equations are known to be so-called “high gain operators”. As the upper bound

on their amplification increases, the amount of uncertainty at the frequencies corresponding

to the maximal response must be reduced. As the Reynolds number rises the “uncertainty

set” must continually be made smaller in order to compensate for the increasingly large

disturbance amplification. In practice, reducing the system uncertainty to “almost zero”

is impossible. In these terms, the main driving factor in the transition to turbulence can

be viewed as a robustness issue in which the stability of the NS equations is not robust
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to disturbances (uncertain parameters). The observation that transition can be delayed in

experiments with extremely carefully controlled conditions (and equivalently numerical ac-

curacy in simulations) comes directly from the fact that the magnitude of the system norm

(and the associated transient energy growth and/or input-output amplification) increases

with Reynolds number.

Certain preferentially aligned inputs/initial conditions produce significantly greater in-

creases in energy. In particular, initial conditions representing disturbances in the form of

streamwise vortices produce the largest energy growth. The resulting flow is dominated by

streaks of streamwise velocity [10, 24]. In fact, streamwise constant features emerge as the

LNS’ dominant mode shapes for wall-bounded shear flows. They produce the largest input-

output response under various perturbations about both laminar [2, 25, 44] and turbulent

velocity [13] profiles. This streamwise alignment of structures is also consistent with the

features that are most amplified under random disturbances of the LNS (with a laminar

base flow) [25,27]. Bamieh and Dahleh derived an explicit relationship showing that stream-

wise constant disturbances produce energy growth on the order of R3 whereas streamwise

varying disturbances grow as a function of R
3

2 [2]. In addition, studies of supercritical plane

Poiseuille flow indicate that the spectral energy of streamwise constant structures continues

to be larger than that of the linearly unstable modes well into the supercritical Reynolds

number regime [33,45]. In fact, it took 20 years and very carefully controlled conditions to

experimentally recreate the theoretically predicted Tollmien-Schlichting waves associated

with the Poiseuille flow unstable modes [81].

Dominance of streamwise infinitely elongated modes is supported by a growing body

of work that points to characterization of wall-bounded shear flow in terms of dynamically

significant coherent structures. The most common of these features being those with stream-

wise and quasi-streamwise alignment. Large, channel-spanning, streamwise coherent “roll

cells” were first observed in Direct Numerical Simulations (DNS) of Couette flow [57]. High

Reynolds number boundary layer and pipe flow experiments identified similar phenomena

in other flow configurations [28, 32, 39, 48, 53, 65]. These very large-scale motions consist of

long but narrow coherent regions of low and high momentum, relative to the mean. They

are of great interest because they carry a substantial portion of the flow energy [39,40,65].

Furthermore, in turbulent boundary layers they appear to modulate the activity near the

wall, see for example [40, 61]. These large structures, in addition to the streamwise struc-
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tures involved in the well-studied near-wall cycle [35,43,93,95], underscore the importance

of streamwise coherence in the flow field.

In fact, the ubiquity of streamwise elongated structures is one of the two most well

accepted facts about fully developed turbulence in wall-bounded shear flows. The other

is that the average turbulent velocity profile is repeatable (i.e., turbulence is an ergodic

process). Linear models enable one to generate flows that consist of the same types of

streamwise elongated structures observed in simulations and experiments. The linearized

equations cannot, however, capture the change in the mean velocity profile as the flow tran-

sitions from laminar to turbulent. Only a nonlinear model can generate the characteristic

“S” shape of the so-called “blunted” turbulent velocity profile. The question then becomes,

which nonlinearities are needed to reproduce this important flow feature. The previously

discussed experimental and analytical studies affirming the importance of streamwise ho-

mogenous motions suggest that the nonlinearities that persist in a streamwise constant

model of the flow may be a natural place to begin investigation.

In this dissertation, we employ a streamwise constant projection of the NS equations,

which results in a so-called two-dimensional, three (velocity) component, henceforth 2D/3C,

model for plane Couette flow. This nonlinear model is an attempt to merge the benefits of

studying a physics-based model, such as NS, with the analytical tractability of a simplified

model, such as the LNS. We describe how tools from robust control theory [15, 17] can be

combined with this streamwise constant model to provide a framework for understanding

some of the salient features of fully developed turbulence in plane Couette flow. The 2D/3C

nominal model includes nonlinear effects that are stressed by some researchers, while main-

taining the mathematical properties associated with linear disturbance amplification. The

robust control ideas provide the mathematical framework necessary to incorporate the ef-

fects of the unmodeled dynamics, modeling errors and external disturbances to the flow

field.

1.1 Objectives, Outline and Contributions

The main objective of this dissertation is to determine the extent to which a 2D/3C model

in a robust control setting can be used to describe the features of a fully developed turbulent

plane Couette flow. We pursue this objective through both simulations and an analytical
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study examining the effect of 2D/3C nonlinear coupling on the development of a “turbulent-

like” velocity profile. The simulation is used as a “proof of concept” to determine whether

or not the 2D/3C model can produce a flow field consistent with fully developed turbulence.

Reproduction of a “turbulent-like” mean velocity profile is of most interest. The goals of

the steady-state analysis are: (1) to isolate the mathematical mechanisms that are involved

in generating an appropriately shaped turbulent velocity profile; (2) to identify the dom-

inant spanwise mode shapes involved in the blunting; and (3) to illustrate the analytical

tractability of the model.

The organization and main contributions of this dissertation are described in the follow-

ing chapter summaries. Chapter 2 provides the control theoretic preliminaries. It begins

with the background material necessary for the analysis of spatially distributed systems.

Wherever possible we provide analogies to dynamical systems governed by ordinary differ-

ential equations. The relevant stability notions for both linear and nonlinear systems are

introduced. The chapter concludes with an exposition on the use of robust control ideas as

a means of characterizing uncertain systems.

Chapter 3 begins with a description of the flow problem setting. It concludes by connect-

ing the robust control notions described in Chapter 2 to analytical studies of wall-bounded

shear flows as well as to commonly observed features of these flow configurations.

Chapters 4–6 are devoted to the simulation and analysis of streamwise constant plane

Couette flow. Chapter 4 details the motivation for studying such a model. Then we step

through the derivation of the 2D/3C model. A proof of global stability of the 2D/3C

laminar flow solution and a description of the model’s input-output energy response are

provided. The potential for disturbance amplification in this model is tied to the robust

control notions of Chapter 2.

In Chapter 5 we describe simulations of the 2D/3C model under low amplitude Gaussian

noise forcing of the cross-stream components. The results of the simulations demonstrate

that our robust control modeling paradigm allows us to capture important flow features. In

particular, we make the following observations.

• A stochastically forced 2D/3C model reproduces the appropriate turbulent mean

velocity and Reynolds number trends.

• The inclusion of the nonlinear terms in the 2D/3C streamwise velocity equation cap-
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tures the momentum redistribution involved in creating the characteristic “blunted”

appearance of the turbulent velocity profile. The other equations can be linearized.

• Very little forcing is necessary to develop features consistent with the turbulent ve-

locity profile. This indicates that the globally stable laminar profile is not robust to

small disturbances.

• Finally, the important linear input-output amplification mechanisms that have been

connected to both subcritical transition to and maintenance of turbulence are not lost

in a streamwise constant approximation of the flow field.

Then, we take a further step toward understanding the full impact of streamwise con-

stant features on the flow by examining the extent to which the application of Taylor’s

hypothesis at the centerline can be used to reconstruct information about the upstream

velocity field. We determine that this 2D/3C model can be convected at the centerline to

yield streamwise information associated with the large-scale streaky structures that have

been observed in experiments and numerical studies.

In Chapter 6 we take a closer look at the streamwise velocity component of the 2D/3C

model. We first evaluate the extent to which 2D/3C nonlinear coupling (in the stream-

wise velocity equation) can create features consistent with the mean characteristics of fully

developed turbulence. We use a steady-state periodic spanwise/wall-normal (z–y) plane

stream function to create an idealized model of the streamwise and quasi-streamwise very

large-scale motions. We use these stream functions as an input to generate forced solutions

of the time-independent streamwise velocity equation. These solutions are shown to have

the same qualitative features as both a spatial field of DNS data and the results of the full

stochastic simulation of Chapter 5. We are able to generate a “turbulent-like” flow field

using simple inputs consistent with experimental observations of cross-stream flow features.

These results provide evidence that the nonlinear terms in the 2D/3C streamwise velocity

equation are responsible for the momentum transfer associated with the change in profile

from the nominal laminar to the turbulent state.

We then use a system theoretic approach to study the amplification mechanisms that

develop through this nonlinear coupling. We compute the spanwise/wall-normal (z–y) plane

forcing required to produce the stream functions described above. An L2–to–L2 induced

norm from the forcing input to the streamwise velocity is used to define an amplification
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factor. This factor is used to determine the wave number that produces the maximum

amplification over a range of Reynolds numbers and forcing amplitudes. These maxima

correspond to an estimate of the spanwise preferential spacing. The optimal spanwise

wavelengths we computed in this manner match prior studies at low Reynolds numbers.

Reynolds number scaling of the amplification factor was also consistent with previous par-

allel flow investigations.

Finally, we attempt to isolate the nonlinear mechanisms involved in creating the char-

acteristic “S” shape of the turbulent velocity profile. In Section 6.5 we use a perturbation

technique (weakly nonlinear analysis) to analytically investigate new nominal streamwise

velocity solutions U(y, z). These fixed points arise through assuming that the flow has cross-

stream velocities V (y, z) and W (y, z) which correspond to streamwise elongated large-scale

streaks and vortices. Then, we evaluate the role of each of the nonlinear terms in con-

tributing to the shape of the solution. The results of this study underscore the important

function that the 2D/3C nonlinear coupling (in the streamwise velocity equation) serves in

facilitating the momentum transfer required to generate the turbulent mean velocity. The

fact that we were able to obtain closed form solutions for certain stream function inputs

encourages the pursuit of further analytical study of this model.

The concluding chapter of the dissertation discusses these results in light of the robust

control modeling paradigm. Directions for future study are also outlined.
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Chapter 2

Control Theoretic Preliminaries

This chapter introduces the control theoretic concepts used in the study of spatially dis-

tributed systems. For ease of exposition we begin by describing the relevant ideas in a

linear setting and then introduce only the most relevant analogous concepts for nonlin-

ear systems. The chapter concludes with a discussion of input and model uncertainty in

dynamical systems.

Spatially distributed systems can be mathematically modeled using partial differential

equations. In general, analysis of a partial differential equation (PDE) is a difficult problem

because, unlike their finite-dimensional counterparts (ordinary differential equations), there

is no systematic procedure for determining their solution. Most nonlinear PDEs are solved

on a case-by-case basis. It is sometimes possible, however to make analogies between the

well-developed theory of ordinary differential equations (ODEs) and particular spatially

distributed systems, although this generally requires some additional technical assumptions.

In the sequel, we present the relevant concepts.

2.1 Notation

Given a function ϕ(x1, x2, . . . , xn, t) a partial differential equation (PDE) relates any of the

partial derivatives of ϕ to one another along with any of the variables, x1, x2, . . . , xn and ϕ.

Each ϕ(x1, x2, . . . , xn, t) is an n-dimensional field that evolves in time. A one-dimensional

example of the evolution of such a system (ϕ(x1, t)) is depicted in Figure 2.1. We sometimes

denote ϕ(x1, x2, . . . , xn, t) by ϕ(x, t).

The basic notation is as follows:

We denote the entire state of the spatial distribution at time t as Φ(t). So (Φ(t)) (x) :=
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1 0
( , )x tϕ

1
( , )x tϕ

t

1
x

Figure 2.1: Schematic of a one-dimensional spatially distributed dynamical system. The
initial condition (ϕ(x, t0) at t = t0) is a one-dimensional spatially distributed field in x.

ϕ(x, t) is the value of the spatially distributed function at the spatial location x at time t.

A Hilbert1 (Banach2) space is denoted H (B). For the shear flow problem that is the topic

of this dissertation the analysis assumes that we are operating on a Hilbert space H.

Definition 2.1.1. L2 denotes the Hilbert space of Lebesgue integral functions g : R → R

such that

‖g(t)‖L2
:=

{∫ ∞

−∞
|g|2dt

} 1

2

<∞.

This is the typical Hilbert space employed for plane Couette and channel flow.

The set of bounded linear operators on a Hilbert space H (Banach space B) is denoted L(H)

(L(B)).

The set of closed linear operators on a Hilbert space H (Banach space B) is denoted C(H)

(C(B)).

For and operator A, D(A) denotes its domain.

1A Hilbert space is a complete inner product space
2A Banach space is a complete normed space
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2.2 Spatially Distributed Linear Systems

The state space representation, evolution form, of a spatially distributed linear system with

state ϕ(x, t), input d(x, t) and output φ(x, t) is

∂ϕ(x, t)

∂t
= Aϕ(x, t) + Bd(x, t) (2.1a)

φ(x, t) = Cϕ(x, t), (2.1b)

where x is the set of spatial variables (the vector field), ϕ(x, t), φ(x, t), and d(x, t) are

elements of a Banach space B or Hilbert space H and A, B and C are operators (generally

partial differential or integral). The domain, D(A), of the operator A and the spatial

boundary conditions must be explicitly included in the definition of A. For example, if

ϕ ∈ L2(0, 1), then conditions on ϕ(0, t) and ϕ(1, t) comprise the boundary conditions and

D(A) = {ϕ ∈ L2(0, 1)|ϕ(0, t) = b1, ϕ(1, t) = b2)}.
We cast spatially distributed system equations in the form of (2.1) in order to illustrate

the parallels between them and their finite-dimensional counterparts (ordinary differential

equations). There are certainly cases for which this is not possible. For example, the concept

of continuity does not have a unified definition across all infinite-dimensional systems. In

the next section we describe a class of infinite-dimensional systems that allow us to develop

results on stability, growth and asymptotic behavior that are similar to those from the

finite-dimensional theory.

2.2.1 Continuity and Regularity of Solutions: Semigroup Theory

The mathematical theory that defines the existence, uniqueness and regularity of solutions

of infinite-dimensional systems is semigroup theory [1, 4, 11]. In this section we describe

some basic elements of this theory that allows us to define the so-called C0 semigroup,

which is the most natural abstraction of a linear dynamical system.

Consider a simplified expression of the evolution equation (2.1a) with no input (i.e.,

d ≡ 0):
d

dt
Ψ(t) = AΨ(t). (2.2)

As in (2.1a), the specification of system (2.2) requires careful specification of the properties

of the operator A. The domain of A must be explicitly defined such that the trajectories
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of the state remain in the appropriate Hilbert space H, (e.g., A : D(A) → H). Its definition

must also include specification of all necessary boundary conditions.

Definition 2.2.1. The system (2.2) is well-posed if the state of the system is unique and it

varies continuously with the initial state. This implies for any t ≥ 0, there exists a solution

Ψ(t) for each initial condition Ψ(0).

Let the mapping T (t) be defined as

T (t) : Ψ(0) → Ψ(t).

Then, solutions of (2.2) can be completely specified by a family of linear operators {T (t)}t≥0

such that

Ψ(t) = T (t)Ψ(0). (2.3)

{T (t)}t≥0 is referred to as the evolution semigroup. This is analogous to the “fundamen-

tal solution” or “state transition” matrix in finite-dimensional systems.

Definition 2.2.2. Suppose that H is a Hilbert space and that z0 ∈ H is the state of the

dynamical system at t = 0. A strongly continuous semigroup (C0-semigroup) is a

parameterized family {T (t)}t≥0 ∈ L(H), i.e., for each t, the bounded linear operator T (t) :

H → H, has the following properties:

T (t+ s) = T (t)T (s) for t, s ≥ 0; (2.4a)

T (0) = I; (2.4b)

‖T (t)z0 − z0‖ → 0 as t→ 0+ for any z0 ∈ H. (2.4c)

Equations (2.4a) and (2.4b) define a general semigroup. Equation (2.4c) is particular to C0

semigroups. It enforces the additional condition that state trajectories form a continuous

curve in H.

Definition 2.2.3. [60] Let {T (t)}t≥0 be a semigroup on the Hilbert space H. The operator

A defined through

Av := lim
t→0

T (t)v − v

t

for v ∈ D(A) :=
{

v ∈ H; limt→0
T (t)v−v

t exists
}

is called the infinitesimal generator (or

generator) of the semigroup {T (t)}t≥0.
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If A is the generator of a semigroup {T (t)}t≥0, we denote

eAt := T (t).

In this case the solution of (2.2) reduces to the familiar form from the ordinary differential

equation (ODE) theory (i.e., Ψ(t) := eAtΨ(0)).

Definition 2.2.4. Let A in (2.2) generate a C0 semigroup (eAt) on the Hilbert space H,

then the resolvent set of A : D(A) → H is

ρ(A) = {z ∈ C : (zI −A)−1 exists, is bounded, and defined on a dense set in H}.

Rz(A) := (zI − A)−1 is referred to as the resolvent of A at z ∈ C [55]. The points in the

set z ∈ ρ(A) are called the regular values. The spectrum of A, denoted σ(A), is the

complement (in C) of the resolvent set.

2.2.2 Linear Stability Notions

In this section, various stability notions for (2.2) are discussed.

Definition 2.2.5. [1, 11] Consider a C0-semigroup {T (t)}t≥0 of bounded linear operators

on a Hilbert space H (i.e., the space L(H)). The semigroup {T (t)}t≥0 is called

1. weakly asymptotically stable if

∀u, v ∈ H, 〈u, T (t)v〉 → 0 as t→ 0;

2. strongly asymptotically stable if

∀v ∈ H, T (t)v → 0 as t→ 0;

3. uniformly asymptotically stable if

‖T (t)‖ → 0 as t→ ∞;



13

4. strongly exponentially stable if

for each v ∈ H, ∃M, α > 0 such that ∀t ≥ 0, ‖T (t)v‖ ≤Me−αt and;

5. exponentially stable if

∃M, α > 0 such that ‖T (t)‖ ≤Me−αt ∀t ≥ 0.

Remarks 2.2.1.

1. In items 4 and 5 of Definition 2.2.5 α is called the decay rate and the supremum over

all possible values of α is the stability margin of T (t).

2. In the finite-dimensional case all of the stability notions enumerated in Definition

2.2.5 are equivalent.

In the finite-dimensional case, exponential stability is directly related to the spectrum

σ(A) of the matrix A. In particular, stability requires supλ∈σ(A)Re(λ) < 0. This is not true

for general C0-semigroups {T (t)}t≥0, but an analogous statement can be made by enforcing

a special condition on σ(A).

Definition 2.2.6. The growth rate, ω0, of T (t) is defined as

ω0 := inf
t>0

log ‖T (t)‖
t

. (2.5)

This implies that ∀t ≥ 0 there exists M > 0 such that ‖T (t)‖ ≤Me(ω0+ε)t for any ε > 0.

If

ω0 = sup{Reλ|λ ∈ σ(A)} (2.6)

then we say that T (t) satisfies the spectrum determined growth condition.

Remarks 2.2.2. The spectrum determined growth condition has been shown to be satisfied

when

• A is bounded,

• {T (t)}t≥0 is an analytic semigroup, or
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• {T (t)}t≥0 is compact for some t1 > 0 (i.e., for all t ≥ t1).

Theorem 2.2.1. A C0-semigroup {T (t)}t≥0 of bounded linear operators on a Hilbert space

H is exponentially stable if the following two statements hold.

i. The spectrum of A lies in the open left-half plane.

ii. T (t) satisfies the spectrum determined growth condition.

Some other useful characterizations of exponential stability are provided in Lemma 2.2.1

and Theorem 2.2.2.

Lemma 2.2.1. [11] The C0 evolution semigroup {T (t)}t≥0 on the Hilbert space H is expo-

nentially stable if and only if for every z ∈ H there exists a positive constant γz < ∞ such

that
∫ ∞

0
‖T (t)z‖2dt ≤ γz.

Theorem 2.2.2. Suppose that A is a densely defined generator of the C0-semigroup {T (t)}t≥0

on the Hilbert space H. Then, {T (t)}t≥0 is exponentially stable if and only if there exists a

positive bounded operator P such that

∀Ψ ∈ D(A), 〈AΨ,PΨ〉 + 〈PΨ,AΨ〉 = −〈Ψ,Ψ〉. (2.7)

We refer to (2.7) as an operator Lyapunov equation. In an abuse of notation, we often

write the operator Lyapunov equation (2.7) as

AP + PA = −I,

where I : H → H is the identity operator.

2.2.3 Nonlinear Semigroups and Their Stability

We now introduce a general semigroup suitable for the study of nonlinear dynamical systems

[4,84]. Then, we briefly describe the nonlinear stability notions [34,37,60] that will be used

in the analysis of Chapter 4.

A general nonlinear system with state γ(x, t) (and no input) is given by
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∂γ

∂t
= F (γ(x, t)), γ(x, 0) = γ0, (2.8)

where γ is an element of a complete metric space M, generally a Hilbert space. As in

(2.2) we write Γ(t) to abstract the spatio-temporal state γ(x, t), and assume that (2.8) is

well-posed.

Definition 2.2.7. A nonlinear dynamical system (semigroup) on a complete metric

space M is a family of mappings {S(t) : M → M}t≥0 with the semigroup properties (2.4a)

and (2.4b), i.e;

S(t+ s) = S(s)S(t) ∀t, s ≥ 0, (2.9a)

S(0) = I on M. (2.9b)

If ξ is the state of (2.8) at time s then S(t)ξ is the state of the system at time t+ s, and

Γ(t) = S(t)Γ(0),

Γ(t+ s) = S(t)Γ(s) = S(s)Γ(t), s, t ≥ 0.

Finally we assume that S(t) : M → M, ∀t ≥ 0 is a continuous nonlinear operator such that,

for each ξ ∈ M, t 7→ S(t)ξ is continuous.

We say that {S(t)}t≥0 defines the evolution semigroup of the dynamical systems (2.8)

and the set γ(ξ) = {S(t)ξ, t ≥ 0} is the positive-semi orbit through ξ.

Definition 2.2.8. Suppose {S(t)}t≥0 is a semigroup on a Banach space B. A set Z ⊂ H

is a functional invariant set for {S(t)}t≥0 if

S(t)Z = Z.

This set may be a fixed point (i.e., Z = {ξ∗}, for some ξ∗ ∈ H). A time-periodic orbit may

also be represented by this Z when it exists, i.e., for some γ0 ∈ H and T > 0, S(T )γ0 = γ0

then S(T )γ0 exists for all t ∈ R and Z = {S(T )γ0, t ∈ R} is invariant.

Stability is defined in the same way as for an ODE system:

Definition 2.2.9. [37] An orbit γ(ξ) is stable if for any ε > 0 there exists δ(ε) > 0 such
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that for α ∈ M and all t > 0, dist(S(t)α, S(t)ξ) < ε, whenever dist(α, ξ) < δ(ε). An orbit

is unstable if it is not stable.

An orbit is uniformly stable if in addition to the above there exists a neighborhood Br{α ∈
M : dist(α, ξ) < r} such that

dist(S(t)α, S(t)ξ) → 0 as t→ 0

uniformly for α ∈ Br.

Definition 2.2.10. [60] Let F be a closed subset of M and V : F → R be a (continuous)

function, where the time derivative of V is defined

V̇ := lim
t→0+

1

t
{V(S(t)ξ) − V(ξ)} ≤ 0 (2.10)

for all ξ ∈ F , where it is allowable that V̇ = −∞. Then V is called a (continuous) Lyapunov

function on F .

In Theorem 2.2.3 we assume the induced topology of some Banach space B ⊂ M, so

for the metric “dist” associated with M there is an induced norm ‖ξ − α‖ = dist(ξ, α), for

ξ, α ∈ B.

Theorem 2.2.3. Let {S(t)}t≥0 be a dynamical system on a complete metric space M and

let ξ∗ = 0 be an equilibrium point in M.

Suppose that V is a Lyapunov function on M such that V(0) = 0 and V(ξ) ≥ c(‖ξ‖) for

ξ ∈ M, with ‖ξ‖ = dist(ξ, 0), where c is a continuously increasing function, with c(0) = 0

and c(r) > 0 for all r > 0. Then, 0 is stable.

If in addition V̇(ξ) ≤ −c1(‖ξ‖), for ξ ∈ M, with ‖ξ‖ = dist(ξ, 0), where c1(·) is also a

continuous, increasing and positive function with c1(0) = 0. Then, 0 is uniformly asymp-

totically stable.

2.3 Spatial Invariance

In this section, we consider systems of the form (2.1) that are spatially invariant in at

least one direction. We develop all of the tools for linear systems but many of these ideas

extend to nonlinear systems. For our purposes, spatial invariance is the spatial analog of
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time invariance, i.e., the dynamics are translation invariant in some spatial coordinate [3].

General spatial invariance can be defined whenever the spatial coordinates can be acted on

by a group of symmetries where the dynamics commute with the group action [1].

The spatial Fourier transform is

ϕ̂(κ, t) :=

∫

Rn

ϕ(x, t)e−jκx dx, (2.11)

where dx = dx1 dx2 . . . dxn is the differential volume element in R
n and κ = [κ1, . . . , κn] ∈

R
n is the vector of spatial frequencies (wave numbers). Applying this transformation to

(2.1) reduces the problem to a parameterized family of ODEs, where each κi includes all

values in R.

Applying the Fourier transform to the spatially invariant coordinates of (2.1) results in

the following parameterized family of evolution equations:

∂ϕ̂(κ, t)

∂t
(y) = Âκϕ̂(κ, t)(y) + B̂κd̂(κ, t)(y) (2.12a)

φ̂(κ, t) = Ĉκϕ̂(κ, t)(y), (2.12b)

where the Fourier transform has been applied in the spatially invariant directions (i.e., κ =

[κ1, . . . , κr] is the vector of frequencies corresponding to the spatially invariant coordinates

η = [x1, . . . , xr]) and y = [y1, . . . , yn−r] represents the remaining spatial coordinate(s) (i.e.,

the set P ⊆ H that is not translation invariant). The operators Âk, B̂k and Ĉk are the

Fourier symbols of A, B and C respectively.

This transformation makes a number of systems properties easier to compute. The

following theorem [1] makes this statement precise in terms of exponential stability.

Theorem 2.3.1. The following two statements about a spatially invariant system of the

form (2.2) and the parameterized set of state space models (2.12) are equivalent.

1. The system (A) is exponentially stable.

2. (a) For each κ ∈ R, Âκ is stable, and

(b) the solution of the family of Lyapunov equations

Â∗
κPκ + PκÂκ = −I
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is bounded, i.e.,

sup
κ∈R

‖Pκ‖ <∞.

A similar result holds for the spectrum σ(A) of A in (2.1), specifically

σ(A) =
⋃

κ∈R

σ
(

Âκ

)

,

where σ
(

Âκ

)

is the spectrum of Âκ.

The relationship between the spectra of A and the corresponding parameterized family of

operators Âκ as well as Theorem 2.3.1 imply that one can determine the stability properties

of (2.1) by studying the more computationally amenable transformed equations (2.12). This

idea of using the parameterized family of (possibly ODE) models to determine properties of

the full spatially distributed system (2.1) is exploited in the tools discussed in Section 2.4.

Applying a Fourier transform to simplify a spatially distributed system model is a common

technique employed in linear analysis of wall-bounded shear flows, discussed in Chapter 3.

2.4 Input-Output Models

2.4.1 Spatio-Temporal Impulse and Frequency Responses

Given a stable generator A, a general input-output model of (2.1) is given by

φ(x, t) =

∫ ∞

−∞

∫

Rn

H(x, ζ, t− τ)d(ζ, τ) dζ dτ, (2.13)

where H(x, ζ, t− τ), is the Green’s function (or operator kernel) of the PDE. For a system

that is spatially invariant in coordinates η = [x1, . . . , xr] this can be simplified such that

y(x, t) =

∫ ∞

−∞

∫

Rn−r

∫

Rr

H(y, χ, η − ξ, t− τ)d(χ, ξ, τ) dξ dχ dτ, (2.14)

where y = [y1, . . . , yn−r] are the coordinates that are not spatially invariant. The spatio-

temporal impulse response is the kernel (which by abuse of notation we also refer to as

H(y, η, t)) when the input in (2.14) is an impulsive delta function δ(y − y0, η, t). The term

spatio-temporal impulse response is used because H(y, η, t) is the solution of the PDE in

(2.12) with input δ(y − y0, η, t).
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In practice, it is often easier to compute H(y, η, t) in the frequency domain. The com-

bined spatial and temporal Fourier transform of an input d(η, y, t) to the system (2.1) is

given by

d̂(y, κ, ω) =

∫ ∞

−∞

∫

G

e−jωte−jκ·ηd(y, η, t) dx dt, (2.15)

where G is the spatial group, κ ∈ G and κ·η := κT η. Since convolution in (2.14) corresponds

to multiplication in the frequency domain, it follows that

ŷ(y, κ, ω) = Ĥ(y, κ, ω)d̂(y, κ, ω). (2.16)

This Ĥ(y, κ, ω), which corresponds to the Fourier transform ofH(y, η, t), is called the spatio-

temporal frequency response of (2.1). It can easily be computed by taking the temporal

Fourier transform of (2.12) and solving for ϕ̂(y, κ, ω). Then

Ĥ(y, κ, ω) = Ĉκ

(

jωI − Âk

)−1
B̂κ. (2.17)

Equation (2.17) is also referred to as the transfer function of (2.1). Clearly one can use

this spatio-temporal frequency response to compute the spatio-temporal impulse response

H(y, η, t), so both quantities contain the same information about the system’s dynamics.

However, one particular form may provide more insight into a specific system property. In

the sequel, we often write the respective spatio-temporal impulse and frequency responses

as H(κ, ω)(y) and H(η, t)(y) to indicate that they are in fact operator valued functions of

the spatial variables y. In Section 2.4.3 we illustrate the use of both time and frequency

domain responses in the computation of system gains. In general, we focus on the frequency

response because it is computationally easier. In order to facilitate the gain discussion, we

introduce the concept of singular values in the next section.

2.4.2 Singular Values

In this section we discuss the singular value (Schmidt) decomposition of the spatio-temporal

frequency response. The discussion is limited to stable systems because the maximal am-

plification for an unstable system is always infinite and thus does not provide meaningful

information. The singular value (Schmidt) decomposition of the spatio-temporal frequency
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response is
[

Ĥ(κ, ω)d(κ, ω)
]

(y) =
∞

∑

m=1

σm(κ, ω) 〈d,pm〉qm, (2.18)

where {σm ≥ 0}m∈N are the singular values of H(κ, ω)(y) arranged in descending order,

and {pm}m∈N and {qm}m∈N are respectively its right and left singular functions. This

arrangement means that σ1(κ, ω) determines the worst case amplification for any input.

The singular functions can be interpreted as follows. Let d := pn for some n ∈ N in

(2.18). Then,

[H(κ, ω)pn(κ, ω)] (y) = σn(κ, ω)qn(y, κ, ω).

So, an input in the pn(κ, ω, y) direction produces an output in the qn(κ, ω, y) direction,

while σn(κ, ω) represents the input-output gain for a system excited in the pn direction. In

light of this relationship, pn(κ, ω, y) and qn(κ, ω, y) are often referred to as the respective

input and output directions. For the maximal singular value, σ1(κ, ω), the corresponding

p1(y, κ, ω) represents the most amplified input direction. The corresponding q1(y, κ, ω) is

then the output direction that has the most potential for input growth, i.e., the pair (p1,q1)

correspond to the worst case input and output directions at a given (κ, ω). The notion of

worst case amplification is discussed in the following system in terms of the H∞ norm.

2.4.3 System Norms and Input-Output Gain

It is not always easy to understand the dynamics of (2.1) by looking at the spatio-temporal

responses derived in Section 2.4.1. In general (2.17) may be an operator valued function in

both space and time. In this section we introduce the H2 and H∞ system norms [99] as a

way of quantifying behavior of (2.1) in terms of its input-output amplification or “gain”.

We begin by defining the norms and then discuss how to compute the H2 norm.

Definition 2.4.1. The H∞ norm of H(y, κ, ω) is

[‖H‖∞](κ) := sup
ω
σmax(H(κ, ω)), (2.19)

i.e., the maximum singular value (σmax) of H over all frequencies.
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Definition 2.4.2. The H2 norm is defined as

[‖H‖2
2](κ) :=

1

2π

∫ ∞

−∞
‖H(κ, ω)‖2

HS dω =

∫ ∞

−∞
‖H(κ, t)‖2

HS dt, (2.20)

where

‖H‖2
HS := trace(HH∗) =

∞
∑

n=1

σ2
n(H).

In the finite-dimensional (matrix) case, this is the Frobenius norm.

Definition 2.4.3. In the time domain the induced L2–to–L2 norm of H(κ, t) is

‖H‖L2
:= sup

‖d(κ,t)‖2≤1

‖φ(κ, t)‖2

‖d(κ, t)‖2
. (2.21)

In the transformed space (frequency domain) this is equivalent to the H∞ norm.

Both the H2 and H∞ norms are finite for stable systems. These norms are of interest

because they have a convenient physical interpretation. As discussed in Section 2.4.2, the

H∞ norm can be interpreted as the worst case amplification of a deterministic input [46]. In

a stochastic setting, the H2 norm represents the amplification of for inputs d(y, η, t) that are

stochastic in y and t and harmonic in η. In the fluid mechanics literature, this is commonly

referred to as the ensemble average energy density of the statistical steady-state [25].

The H2 norm of (2.1) can be computed from the solutions of the operator Lyapunov

equations for the controllability and observability gramians, X and Y [99],

AκXκ + XκA
∗
κ = BκB

∗
κ (2.22a)

AκYκ + YκA
∗
κ = CκC

∗
κ (2.22b)

where A∗
κ, Bκ and C∗

κ are respectively the adjoint of Aκ, Bκ and Cκ from (2.12). Then,

[‖H‖2
HS ](κ) := trace(XκC

∗
κCκ) = trace(YκBκB

∗
κ)

2.5 Robustness

In this section we discuss robust stability and performance. We relate robust stability to

the input-output properties of the system using the small gain theorem. We then intro-
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Figure 2.2: The standard robust control block diagram for a model subject to uncertainty.
Generally a norm bound on ∆ specifies the amount of uncertainty that a model can have
before a desired property is lost (e.g., if the model is stable for ‖∆‖ ≤ 1, this implies robust
stability).

duce the concepts of non-normal linear operators and pseudospectra. Finally we relate the

pseudospectra of an operator to robust stability of that operator.

In order to study a physical system, usually one constructs a simple model that describes

the evolution of the system as accurately as possible. Models are by definition idealized

versions of the actual physical process and as such there is some uncertainty inherent in

any model. These uncertainties may represent physical phenomena that are difficult to

characterize, errors in model parameters, conditions that can be characterized by adding

additional complexity to the model, or any other unmodeled conditions that tend to be

present in experiments or numerical simulations.

In order to understand how an uncertainty or modeling errors affect the behavior of

a model one can study its “robustness” [15, 17]. A model/property is said to be robust

to a particular uncertainty/disturbance if it maintains that property in the face of the

uncertainty/disturbance. Two common characteristics that are often discussed in terms of

robustness are stability and performance. One generally illustrates this idea through the

diagram shown in Figure 2.2 [15] where the block labeled model may represent, for example,

the transfer function H and the ∆ represents any uncertainties/disturbances that influence

the system.

2.5.1 Robust Input-Output Response

In order to make the concept of robust stability concrete it is useful to study system (2.2)

in terms of its resolvent. If a system satisfies the spectrum determined growth condition
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(2.6), then exponential stability of the generator of A is equivalent to

sup
Re(z)>0

‖Rz(A)‖ <∞.

For a system of the form (2.1a) with C = I, B = I and input d, the resolvent can be

determined as the transfer function from d to the state ϕ, (we denote this by T to distinguish

it from the more general case where B, C 6= I). Then in the transformed space the maximum

modulus principle [15] means that exponential stability reduces to a condition on the infinity

norm H∞ of this special case of the system (2.1a).

Using this idea, the problem of robust stability can be precisely formulated as stability

of a system
∂ϕ

∂t
= (A + ∆)ϕ (2.23)

with ∆ accounting for model uncertainty. With this simple “unstructured uncertainty”, the

small gain theorem provides a test for robust stability.

Theorem 2.5.1. [15] If both ∆ and T are stable, then the feedback interconnection shown

in Figure 2.2 is stable if ‖∆T‖L2
< 1.

The small gain theorem provides a characterization of robust stability in terms of the

system gain, which is closely related to the resolvent of the operator A in (2.1). In the next

section we take a closer look at Rz(A) for particular regular values z ∈ C, the so-called

pseudospectra. We use this idea to illustrate a slightly different version of the small gain

theorem.

2.5.2 Relationship with Pseudospectra

The pseudospectra of A are closely related to its spectra. Recall that the spectrum of A con-

sists of the points λ ∈ C such that (λI−A)−1 does not exist (as a bounded linear operator).

This definition can also be interpreted to mean that perturbations with a frequency λ can

have unbounded amplification [88,90], which can roughly be stated as ‖(λI −A)−1‖ = ∞.

In many applications one might also be interested in regular points z that produce large

or small resolvent.

Definition 2.5.1. [89] Let A be a closed linear operator on a Banach space B and ε > 0 be

arbitrary. The ε-pseudospectrum of A is the set λε ∈ C defined by either of the following
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Figure 2.3: Block diagram of the system (2.25) that can be represented by (2.1) for appli-
cation of a small gain theorem.

equivalent conditions:

Λε(A) =
{

λε ∈ C :
∥

∥(λεI − A)−1
∥

∥ ≥ ε−1
}

, (2.24a)

λε ∈ σ(A) or ‖(λεI − A)u‖ < ε for some u ∈ D (A) with ‖u‖ = 1, (2.24b)

where D(A) is the domain of A. If ‖(λεI − A)u‖ < ε as in (2.24b), then λε is an ε-

pseudoeigenvalue of A and u is the corresponding ε-pseudoeigenfunction (or pseu-

domode).

Clearly Λε(A) is a superset of the eigenvalues of A, which can be thought of as the 0-

pseudospectra Λ0(A). An equivalent definition of the ε-pseudospectra that is also useful in

the context of robust control theory is the following.

Definition 2.5.2. [89] The ε-pseudospectrum of A is the set of complex numbers λε ∈ C

such that λε ∈ λ(A+E) for some bounded linear operator E with ‖E‖ < ε and ε > 0. i.e.,

the eigenvalues of some nearby linear system defined by A + E.

This is directly related to determining the stability of (2.23) and Theorem 2.5.1 with

E representing ∆. In order to emphasize the connection we look at a more structured

dynamical system:
∂ϕ

∂t
= (A + B∆C)ϕ . (2.25)

This can be represented by the system (2.1) if we define d := ∆φ as shown in Figure 2.3.

Then robust stability of (2.25) means that

sup
Re(z)

‖Rz(A + B∆C)‖ <∞, ∀‖∆‖L2
≤ ε, (2.26)
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where Rz(A + B∆C) is the resolvent of A + B∆C. The expression (2.26) precisely defines

E = ∆ in Definition 2.5.2 when B = C = I. The small gain theorem for the system (2.25)

can then be stated.

Theorem 2.5.2. The system in Figure 2.3 is robustly stable for all ‖∆‖L2
if and only if

its spatio-temporal response, H satisfies ‖H‖L2
< 1

ε .

Equation 2.24a in Definition 2.24 shows that the points that do not satisfy Theorem 2.5.2

(i.e., µ ∈ C such that ‖H‖L2
≥ 1

ε ) are essentially the ones inside the ε-pseudospectrum of

A.

The final point that we discuss in this chapter has to do with the pseudospectra of

non-normal linear operators.

Definition 2.5.3. A linear operator A on a Hilbert space H is said to be normal if AA∗ =

A∗A, where A∗ is an appropriately defined adjoint.

A non-normal linear operator is one that is not normal.

For the finite-dimensional matrix case, normality is equivalent to the matrix A having a

complete set of orthogonal eigenvectors.

The ε-pseudospectra of a normal linear operator are the points z ∈ C that measure a

distance (in the appropriate metric) of at most ε from the spectra. This is not the case for

a non-normal operator, in which case the ε-pseudospectra may be much further away. This

means that systems governed by non-normal operators can experience large amplification

(pseudoresonance) at frequencies that are far from the resonant points (i.e., the spectra) [88].

The properties of non-normal linear operators are of interest because wall-bounded shear

flows are generally governed by such operators. In the next chapter, we will discuss these

flows in more detail and specifically discuss how non-normality is related to important flow

phenomena.

2.6 Summary

In this chapter, we described some of the control theoretic concepts that are relevant to the

study of wall-bounded shear flows. In particular:

• We discussed the evolution form of the dynamical equation for these systems and how

it relates to concepts from finite-dimensional dynamical systems theory.
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• We introduced linear and nonlinear stability notions for infinite-dimensional systems.

We discussed how these notions collapse in the finite-dimensional case and provided a

technical condition required to use the spectra to define stability. We described how

Lyapunov functions could be used to show both linear and nonlinear stability.

• We discussed the use of the Fourier Transform to reduce a spatially invariant infinite-

dimensional system into a parameterized finite-dimensional system.

• We introduced the spatio-temporal impulse and frequency response of these systems.

We related the H2 norm of the response to disturbance energy of the system. This

concept will be discussed in more detail in Chapter 3 when we review previous work

on the linearized flow equations.

• We introduced the concept of forced equations to represent the addition of distur-

bances to a nominal model. We then used the input-output metrics to develop a

means of analyzing these systems in the face of these disturbances.

• Finally, we introduced the small gain theorem as a method of guaranteeing that a

system is robust to disturbances.

We focused on the theory of linear spatially distributed systems because most of the

analytic results on these flows stem from the linearized flow equations. We only presented

the nonlinear concepts that are necessary to analyze the streamwise constant model for

plane Couette flow discussed in chapters 4–6.

In the next chapter we provide an overview of shear flows. We begin by introducing the

flow equations. Then we discuss previous work analyzing these equations in terms of the

control theoretic concepts from this chapter.
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Chapter 3

Wall-Bounded Shear Flows

In this chapter we describe wall-bounded shear flow related preliminaries. We confine

our discussion to incompressible flow between infinite parallel plates, particularly flows

that have one-dimensional nominal velocities. First, we present the continuity constrained

Navier Stokes (NS) equations and use them to derive the linear evolution equations. Then,

we provide an overview of previous research on the linearized equations that is relevant to

the results in this thesis. Finally, we use these results to describe the system properties in

terms of the control theoretic notions introduced in Chapter 2.

3.1 The Navier Stokes Equations

Given a coordinate system (x, y, z) representing the streamwise, wall-normal and spanwise

directions respectively, the NS equations and continuity constraint governing incompressible

flow of a viscous Newtonian fluid are

∂u

∂t
= −u · ∇u −∇p+

1

R
∆u

∇ · u = 0.

(3.1)

Here u = (u, v, w) represents the velocity vector and p(x, y, z) is the pressure. The symbol

∇ represents the gradient and ∆ = ∇ · ∇ = ∇2 is the Laplacian. Equation (3.1) depends

on the parameter R := UL
ν , the Reynolds number associated with the characteristic length

scale L and velocity scale U as well as the kinematic viscosity of the fluid (ν).

The dynamics of the fluctuations around a nominal flow condition (U, P ) are determined
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Figure 3.1: Flow between parallel plates. Generally the plates are assumed to be infinite in
x and z and vary between [−1, 1] in y. Couette flow is driven by relative motion between the
plates (Utop versus Ubottom) and the Reynolds number is generally Rc := Ucδ

ν based on the

channel half-height δ and the centerline velocity (half the velocity differential). Rw := Uwh
ν

based on the full channel height h and the full velocity differential is also used for Couette
flow. Poiseuille (channel) flow is pressure driven flow between stationary plates, i.e., it
corresponds to Utop = Ubottom = 0 in the figure. The Reynolds number for channel flow
R := Umaxδ

ν is based on the maximum (centerline) velocity and the half-height of the channel.

by expressing the fields as a sum of nominal (base) and fluctuating terms, i.e.,

u = u′ + U and p = p′ + P.

Filling these expressions into (3.1) yields

∂u′

∂t
= −u′ · ∇u′ − u′ · ∇U −∇p′ +

1

R
∆u′ − U · ∇u′

−
{

∂U

∂t
+ U · ∇U + ∇P − 1

R
∆U

}

,

∇ · u′ = −∇ · U.

(3.2)

If the nominal state satisfies the constrained NS equations (3.1), then both the term in

the curly brackets and ∇ · U are zero. The remaining terms define the nonlinear evolution

equations for the perturbations u′.
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3.2 The Linearized Equations

In this section we develop the evolution form of the linearized Navier Stokes (LNS) equa-

tions. We linearize the perturbation equations (3.2) about a laminar (nominal) flow. We

assume a one-dimensional laminar flow made up of a streamwise component varying along

the wall-normal direction, i.e., U = (U(y), 0, 0). This is consistent with both plane Couette

and plane Poiseuille (channel) flow. The typical geometry for these two common examples

of flow between parallel plates is pictured in Figure 3.1 along with the common charac-

teristic length and velocity scales used for defining their Reynolds numbers. The typical

coordinate frame is a wall-normal extent of y ∈ [−1, 1] with the plates infinitely extend-

ing in the streamwise (x) and spanwise (z) directions. Plane Couette flow is driven by

relative motion between the upper and lower plates. It has a linear laminar profile. The

Reynolds number for Couette flow is generally Rc := Ucδ
ν based on the channel half-height δ

and the centerline velocity (or half of the velocity differential, i.e.,
|Utop−Ubottom|

2 ). However,

Rw := Uwh
ν based on the full channel height h and the full velocity differential is also used for

Couette flow. We will primarily use Rw in describing the results in Chapter 5 and sections

6.1–6.4. Plane Poiseuille flow, which is also known as plane channel flow, has fixed walls,

is pressure driven and has a parabolic laminar profile. The typical Reynolds number for

channel flow R := Umaxδ
ν is based on the maximum (centerline) velocity and the half-height

of the channel (δ).

The linearized equations for infinitesimal disturbances about the laminar profile de-

scribed above are

∂u′

∂t
= −U ∂u

′

∂x
− v′

dU

dy
− ∂p

∂x
+

1

R
∆u′ (3.3a)

∂v′

∂t
= −U ∂v

′

∂x
− ∂p

∂y
+

1

R
∆v′ (3.3b)

∂w′

∂t
= −U ∂w

′

∂x
− ∂p

∂z
+

1

R
∆w′, (3.3c)

with
∂u′

∂x
+
∂v′

∂y
+
∂w′

∂z
= 0. (3.4)

If we take the divergence of (3.3) and then use the continuity equation (3.4) we obtain
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the following condition on the pressure:

∆p = −2
dU

dy

∂v′

∂x
.

If we fill this into the wall-normal velocity evolution equation (3.3b) we obtain a pressure

independent evolution equation for v. If we then apply the transformation

[

∂
∂z 0 − ∂

∂x

]

to (3.3) we end up with evolution equations in terms of the wall-normal velocity v and

wall-normal vorticity ωy = ∂w
∂x − ∂u

∂z . These are

∂

∂t





v

ωy



 =





∆−1
(

Uyy
∂
∂x − U ∂

∂x∆ + 1
R∆∆

)

0

−Uy
∂
∂z

(

−U ∂
∂x + 1

R∆
)









v

ωy





=





L 0

C S









v

ωy



 ,

(3.5)

where Uy = dU
dy , and again ∆ = ∂2

∂x2 + ∂2

∂y2 + ∂2

∂z2 is the Laplacian operator. The symbols

L, S and C are respectively the Orr-Sommerfeld, Squire, and coupling operators. This form

of the LNS is generally referred to as the Orr-Sommerfeld Squire (OSS) equations [79].

3.3 Linear Analysis

3.3.1 Hydrodynamic Stability

The linearized equations, particularly (3.5), are often studied in the context of hydrody-

namic stability theory, which addresses the response of a laminar flow to small perturba-

tions [16, 79]. Unstable eigenvalues (i.e., elements of the point spectra with non-negative

real parts) in the LNS are identified as a precursor to turbulence [16]. The spectrum is typ-

ically Reynolds number dependent and the Reynolds number where the operator becomes

unstable is called the critical Reynolds number (Rcrit).

Hydrodynamic stability theory has been very effective in determining Rcrit for a number

of different flow geometries (configurations). For example, in both Rayleigh-Bénard convec-
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tion and Taylor Couette flow the experimentally observed critical Reynolds numbers tend

to agree well with linear stability theory [16]. However, for other flows, in particular wall-

bounded shear flows, linear stability theory has had much less success. Some flows, such as

plane Couette flow and pipe (Hagen-Poiseuille) flow are predicted to be linearly stable for all

Reynolds numbers [38, 78]. However, transition to turbulence typically occurs at Reynolds

numbers on the order of 1000. In Couette flow, transition has been experimentally observed

to occur at Reynolds numbers as low as 350 [86]. Similarly for channel flows (Poiseuille

flow), the value predicted from linear analysis is Rcrit = 5772 whereas experiments have

observed transition at R = 1000 [12,70].

This discrepancy in theory versus experiments has been studied for many years. The

majority of researchers focus on one of the two aspects in traditional analysis: (1) the

linearization about the laminar flow solution or (2) analysis of the resulting linear operator.

The former group asserts that the failure in the analysis method is either due to the fact

that the nonlinearities dominate [35,94] or that the laminar solution is not the correct one

to linearize about. One of the resulting research directions from this line of thinking is the

search for additional solutions of the equations, i.e., some sort of “secondary instability”

[6,68]. Others argue the presence of a finite amplitude instability [54,96] or chaotic behavior,

e.g., [18, 20,63].

The second group of theories focuses on linear amplification or transient growth of

disturbances, see for example [10,23,72,90]. Transition to turbulence is then accomplished

through a so-called “bypass scenario”, i.e., one that bypasses the traditional instability

theory and happens in the absence of nonlinear affects. Large amplification in the LNS

is related to the non-normality of the associated linear operator. Stable linear systems

governed by non-normal linear operators can experience substantial transient growth before

they eventually decay [79,89,90].

3.3.2 Disturbance Energy Growth

Studies [10, 27, 33, 73] have shown that wall-bounded shear flows do in fact amplify small

perturbations by large factors even in the linearly stable Reynolds number regimes. This

can be partially explained by the existence of points in ε-pseudospectra that are far from the

eigenvalues of the non-normal OSS operator. To determine the extent to which a system

is non-normal, Reddy et al. [73] introduced the concept of a condition number, κ, that
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indicates how far the system is from having a full set of linearly independent eigenfunctions.

The magnitude of κ is related to how sensitive the system is to perturbations. Using this

concept they showed that the linear operators governing both Couette and Poiseuille flow

are in a sense exponentially far from normal [90], (specifically, κ ≈ eγR0.5
). Under this

metric both plane Couette and Poiseuille flow are very far from normal and as such large

transient growth is not unexpected.

Energy growth in the LNS is of primary importance because the linearized system is

thought to capture the energy production of the full nonlinear system. It is widely believed

that energy amplification is due to coupling terms that remain in linearized models [90].

Henningson and Reddy [36] showed that non-normality and linear mechanisms are necessary

conditions for subcritical transition to turbulence. Kim and Lim [47] discovered that the

associated linear coupling (C in the OSS equations (3.5) linearized about the mean flow)

is also required for the generation of the wall-layer streaks that are necessary to maintain

turbulence in smooth wall-bounded shear flows. Streaks are the“strong spanwise variation

in the downstream velocity” that Waleffe [93] associated with a “well-defined elongated

region of spanwise alternating bands of low- and high-speed fluid” [97]. The metric for

the maintenance of turbulence was the formation and continuing presence of the wall-layer

streaks as well as near-wall streamwise vortices.

Early studies of disturbance amplification focused on finding initial conditions and dis-

turbances to maximize the system’s energy, H2 norm [10,23,24,33,72]. In these studies an

orthogonal set of disturbances was ordered based on the potential for energy amplification

over a fixed time interval. The conditions corresponding to the maximum were then called

the optimal perturbations. These studies showed that with the optimally configured initial

flow disturbance, transient energy growth can be on the order of R2 in time scales on the

order of R.

3.3.3 Input-Output Amplification

Energy growth of the forced LNS equations has also been considered [2, 25, 44, 45]. The

evolution equations for the forced OSS model can then be written in the form (2.1), i.e.,

∂ϕ(x, t)

∂t
= Aϕ(x, t) + Bd(x, t)

φ(x, t) = Cϕ(x, t),

(3.6)
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with state ϕ = [v; ωy], A =





L 0

C S



, forcing d(x, y, z, t) and B suitably defined to

transform d = [dx; dy; dz] into d̃ = [dv; dωy ].

For parallel flows, A, B and C are spatially invariant in the streamwise x and spanwise

z directions. This allows one to Fourier transform the equations as described in Section 2.3

so that the transformed velocity and vorticity fields can be written

ϕ̂(kx, y, kz, t) :=

∫ ∞

−∞

∫ ∞

−∞
ϕ(x, y, z, t)e−j(xkx+zkz) dx dz,

where kx and kz are respectively the streamwise and the spanwise wave numbers. The

transformed Â, B̂ and Ĉ operators are then one-dimensional PDEs (in y) parameterized by

kx and kz. The corresponding transformed Orr-Sommerfeld, Squire and Coupling operators

are

L̂ = ∆̂−1

(

−jkxU∆̂ + jkxÛyy +
1

R
∆̂∆̂

)

,

Ŝ = −jkxÛ +
1

R
∆̂,

Ĉ = −jkzÛy,

where K2 = k2
x + k2

z and ∆ = d2

dy2 −K2. The velocities û and ŵ can be computed in terms

of the wall-normal velocity v̂ and vorticity ωy:

û = − 1

K2
j

(

kzω̂y − kx
dv̂

dy

)

ŵ =
1

K2
j

(

kxω̂y + kz
dv̂

dy

)

.

Generally the output (φ) of interest is the kinetic energy density of the perturbation

E(kx, kz) =
kxkz

16π2

∫ 1

−1

∫ 2π
kx

0

∫ 2π
kz

0

(

u2 + v2 + w2
)

dy dx dz

=
1

8K2

∫ 1

−1
ω̂y

∗ω̂y + (K2)v̂∗v̂ − v̂∗
d2

dy2
v̂ dy.

(3.7)

The first expression is a mean-square integral averaged over a “box” with sides that are 1

wavelength long. The wavelength λx for the wave number kx is λx = 2π
kx

. Based on (3.7)
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one can define the following energy metric,

M :=





−∆ 0

0 I



 . (3.8)

Then the kinetic energy density can be expressed in terms of the transformed state, ϕ̂ =

[v̂; ω̂y], as

E(kx, kz) =
1

8K2

∫ 1

−1
ψ†Mψ dy :=< ϕ̂, Mϕ̂ >e . (3.9)

This defines an energy inner product on the Hilbert space L2[−1, 1].

The kinetic energy density has an interesting interpretation when the forcing is stochas-

tic, as in [2, 25]. Given a harmonic in x and z input d(x, y, z, t) in (3.6), that is also a

Gaussian temporally stationary (δ-correlated), unit variance, second-order random field,

the covariance of the stochastic process is given by

U =

∫ ∞

0
etAetA

∗

dt.

This is simply the controllability gramian for B = I. As discussed in Chapter 2, it can be

computed using the operator Lyapunov equation (2.22a), i.e.,

AU + UA∗ = −I.

The trace of U is then the H2 norm of the impulse response of the stochastically forced

system (3.6) with C = I. If we use the energy inner product above and transform the state

such that ζ = M1/2ϕ, then Ã = M1/2AM−1/2. The corresponding covariance can be used

to find the ensemble average energy density or the 3D sustained variance of the statistical

steady-state.

In both the stochastic [2] and deterministic [44, 46] settings the coupling operator , C

in (3.5), was identified as the amplification mechanism. Stochastic studies showed that

non-normality of the linear operator leads to sustenance of high levels of variance despite

linear stability [25].
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3.3.4 Dominant Mode Shapes

One of the common features of energy amplification and transient growth analysis is the

identification of important flow features. In fact, all of the analysis discussed so far identified

streamwise and quasi-streamwise phenomena as dominant modes. For example, Butler and

Farrell [10] found that streaks of streamwise velocity naturally arise from the set of initial

conditions that produce the largest energy growth in wall-bounded shear flows. The distur-

bances they associated with this maximum amplification are streamwise vortices. This is

not surprising because the most amplified points in the pseudospectra correspond to purely

streamwise structures, i.e., those with zero streamwise wave number kx = 0. Streamwise

streaks and vortices are pseudomodes of both the linearized Couette and Poiseuille flow

problems [90].

The input-output response of the LNS also shows that streamwise constant features

are the dominant mode shapes that develop under various perturbations about both the

laminar [2, 25, 44, 46] and turbulent mean velocity [13] profiles. Bamieh and Dahleh [2]

explicitly showed that streamwise constant perturbations produce energy growth on the

order of R3 whereas disturbances with streamwise variations produce growth on the order

of R
3

2 . This relationship was further refined by Jovanović and Bamieh [46] who were able to

isolate a number of different amplification mechanisms by looking at componentwise spatio-

temporal frequency responses. In this way they were able to order the influence of each

velocity component on its own evolution and on that of the other two components. They

also determined the overall energy growth and characterized the associated mode shapes.

They determined that the energy amplification of perturbations (forcing) from the wall-

normal and spanwise directions scale as R3 whereas all others scale at most with R. Figure

3.2 shows 3D sustained variance or ensemble average energy density E(kx, kz) for Couette

and Poiseuille flow respectively at Rc = 750 and R = 3000. It confirms that for both flow

configurations the maximum energy (sustained variance) corresponds to kx = 0.

Figure 3.2 corresponds to linearly stable flow regimes for both Couette and channel

flow. At R ≥ 5772 Poiseuille flow has unstable eigenvalues corresponding to Tollmien-

Schlichting (TS) waves (modes). In this so-called supercritical region one might expect the

TS waves to dominate the energy. However, this is not the case; in fact the streamwise

constant structures continue to have more energy than the unstable modes well into the
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(b) Channel Flow at R = 2000

Figure 3.2: Contour plots of log10 ‖H(kx, kz)‖2 = log10(
√

E(kx, kz)) for (a) Couette flow
at Rc = 750 (b) Poiseuille (channel) flow at R = 2000. The Reynolds numbers considered
here are in the linearly stable regimes but above the Reynolds number where turbulence
has been numerically and experimentally observed.

supercritical Reynolds number range [45]. The importance of streamwise constant modes

will be discussed further in Chapter 4, where we develop a streamwise constant (kx = 0)

model for Couette flow. In the following section we connect the results discussed above to

the problem of robust stability (see Section 2.5).

3.4 Transition to Turbulence as a Robustness Issue

The inputs d(x, y, z) to the forced LNS equations can be used to describe uncertainty or

unmodeled effects in parallel shear flows. These sources of modeling errors/uncertainities

can arise from assumptions on the boundary conditions or unmodeled dynamics. Distributed

wall roughness (i.e., surface imperfections present in any real surface), imperfect alignment

of the walls or parameter estimates may be captured through either stochastic or other

forcing. Similarly, the inputs may represent unmodeled effects such as the nonlinear terms

from NS, thermal fluctuations or acoustic noise. See [8] for a full characterization of the

types of uncertainties present in shear flow problems. One can discuss large amplification of

these disturbances through the dynamics of the LNS in terms of the robust control concepts

introduced in Section 2.5.

Large energy growth/amplification leads to correspondingly large norms ‖H‖ (where H

is the spatio-temporal frequency response of the LNS). The small gain theorem (theorems
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2.5.1 and 2.5.2) provides a mathematical measure of the extent to which these sizeable norms

are associated with a lack of robustness. As the upper bound on input-output response of

the LNS (γ in Theorem 2.5.2) gets large, the amount of permissible uncertainty ‖∆‖ at

the spatio-temporal frequencies corresponding to maximum response must be reduced. In

the limit as the Reynolds number is increased ‖∆‖ must be sufficiently small throughout

the transient phase of the dynamics. Generally the types of disturbances common to shear

flow experiments as well as numerical errors in flow simulations tend to be fairly constant

throughout the frequency range. In an experiment it impossible to eliminate modeling errors

or physical imperfections only at particular frequencies. Thus, it is reasonable to discuss this

in terms of the more conservative requirement ‖∆‖ < 1
γ over the entire frequency spectrum.

Lack of robust stability and/or performance can also be understood in terms of the ε-

pseudospectra. The fact that the operators governing linearized Couette and Poiseuille flow

are highly non-normal means that they may have a large ε-pseudospectrum that may include

points far from the spectrum. This implies that there may be a number of places where the

bound γ can get very large. The ε-pseudospectra by definition (particularly Definition 2.5.2

in Chapter 2) indicate that arbitrarily small perturbations can alter eigenvalues that may

lead to qualitatively different solutions with different stability properties. Thus, numerical

and experimentally observed transitions to turbulence may not be strongly related to the

behavior of the solutions of the LNS. Instead, transition may be better understood by

thinking of small perturbations of the LNS arising from numerical errors and modeling

errors inherent in the study of any physical system. Based on the analysis techniques

currently available it is not possible to tell the difference between a nonlaminar solution of

the NS equations or a new flow state based on a change in the system’s spectrum.

Whether transition is due to large disturbance amplification or a change in the spectra

based on the idea of the ε-pseudospectra one can think of transition as a robustness problem

rather than a stability problem. The key point in transition is not that the NS equations

become unstable as the Reynolds number increases, but instead that they become less ac-

curate in predicting the behavior. This explains why a carefully controlled experiment can

maintain laminar behavior at much higher Reynolds numbers. In this way transition may

be explained by both secondary (nonlinear) instability and transient growth (disturbance

amplification) theories. If one only observes the output of an experiment it is hard to distin-

guish whether the mechanism involves an additional solution of the NS equations, excitation
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of a pseudomode or amplification of disturbances caused by less than ideal experimental or

numerical conditions. Either scenario results in the system moving away from the laminar

solution. Presently there is no general method to separate behavior caused by perturbations

due to nonlinear effects from linear amplification of physical disturbances caused by imper-

fections inherent to all experiments. Furthermore, although these large norms are present

in the absence of any nonlinear affects, the conditions leading to flow disturbance are not

well-studied and it is unclear whether nonlinear effects play a role. Existing experimental

techniques are not designed to distinguish between the influence of each factor that may

lead to the system’s energy growth.

3.5 Summary

In this chapter we introduced the Navier Stokes (NS) equations for incompressible flows.

Then we developed the linearization of these equations around a nominal flow for the spe-

cial case of wall-bounded shear flows. We focused on flow between two parallel plates,

particularly Couette flow and Poiseuille flow.

We discussed the use of the linearized Navier Stokes (LNS) equations in predicting the

Reynolds number at which laminar flows transition to turbulence. We presented various

theories regarding the failure of linear analysis to accurately predict this critical Reynolds

number. We concentrated on arguments that focus on characteristics of the linear operator,

particularly its potential for large transient growth and disturbance amplification. A number

of results suggest that large disturbance amplification in the LNS is responsible for transition

to turbulence. The main reason energy amplification of the linearized equations is studied

is because the LNS are thought to capture the energy growth of the full nonlinear system.

Non-normality of the underlying linear operator was identified as the main mechanism of

this amplification. Non-normality and the associated linear coupling have been shown to

be necessary conditions for both subcritical transition and maintenance of turbulence in

smooth wall-bounded shear flows.

The aforementioned failure of the linear analysis was attributed to the fact that tran-

sition is not a stability problem but rather a “robustness” problem. We used the robust

control concepts detailed in Chapter 2 to illustrate the relationship between non-normality

of the underlying operator and the inability of the system to maintain the nominal (lam-
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inar) behavior. We then described how the results of the LNS studies can be viewed in a

robust control framework. We ended the chapter by showing that both linear and nonlinear

transition theories can be interpreted using the paradigm of robust control.

Another important concept introduced in this chapter was the fact that streamwise

elongated structures represent the dominant modes of the LNS. In the next chapter we

explore this idea further and then develop a model for streamwise constant (i.e., kx = 0)

plane Couette flow.
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Chapter 4

Streamwise Constant Couette Flow

4.1 Why Streamwise Constant Couette Flow?

There are many existing models for wall-bounded shear flow turbulence. The Navier Stokes

(NS) equations are the most comprehensive model for any canonical flow. They provide a

complete dynamical system description for each of the three velocity components and the

three-dimensional pressure. Unfortunately, these infinite-dimensional, algebraically con-

strained equations are analytically intractable. They have, however, been extensively stud-

ied computationally and numerical solutions do exist. For plane Couette flow, the first

numerical solution was computed by Nagata [66]. A detailed discussion of other work re-

lated to a full range of numerical plane Couette flow solutions is provided in Gibson et

al. [31]. Ever increasing computing power will continue to allow progress toward under-

standing these local properties. However, a full mathematical understanding of NS even in

simple parallel flow configurations remains elusive. For the general equations, there is no

mathematical theory that has proven capable of answering basic questions regarding the

existence and uniqueness of smooth solutions.

In contrast, the LNS equations (for parallel flows) can be analyzed using well-developed

tools from linear systems theory. As previously described, the OSS equations have been

extensively used in hydrodynamic stability theory [16]. They have been successfully used

to identify the types of disturbances that have the largest effect (energy amplification) on

various flow configurations, as well as in identifying the dominant mode shapes in turbulent

pipes, channels and Couette flow; see for example [2, 10, 13, 25]. The LNS have also been

used to predict certain second-order statistics of turbulent channel flow [44]. These results

and a host of others illustrate the power of the LNS as a model for wall-bounded shear flows.
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There is however, one fundamental flow feature that linear models are unable to capture;

the change in the mean velocity profile as the flow transitions from laminar to turbulent.

In addition, linear analysis can only give local information regarding the full (nonlinear)

system.

Empirical models can also be quite useful in capturing many aspects of the flow. For

example, Proper Orthogonal Decomposition (POD) has been successfully used to construct

accurate low-dimensional ordinary differential equation models, e.g. [58, 82]. Since POD

requires existing experimental or numerical data, it is not generally used to predict flow

behavior but rather to create low-dimensional models to explain observed phenomena. Mean

flow and eddy viscosity models are similarly constructed from fitting parameters with data.

While all of these data or heuristic models can provide important insight, they also suffer

from a lack of connection to the physics of the problem.

The model studied herein is an attempt to merge the benefits of studying a physics-based

equation, such as NS, with the analytical tractability of a simplified model, such as the LNS.

It is developed based on the assumption that certain aspects of fully developed turbulent

flow can be reasonably modeled as homogeneous in the streamwise direction, here denoted

streamwise constant. The idea that a streamwise constant model is sufficient to capture

mean profile changes from laminar to turbulent is strongly supported through input-output

analysis of the LNS, as described in Section 3.3.4. Other work by Reddy and Ioannou [74]

showed that nonlinear interaction between the (kx, kz) = (0,±K) modes, where kx and

kz are respectively the streamwise and spanwise wave numbers, is the primary factor in

determining the turbulent mean velocity profile in Couette flow. Further, as was discussed

in [67], this type of model may be adequate to capture many of the effects associated with

the generation of turbulent wall friction. A 21
2D model along similar lines was used to

numerically study the mean flow of laminar-turbulent patterns in plane Couette flow [5].

Another type of so-called 21
2D model has also been developed for the viscous wall-layer;

Tullis and Pollard [92], for example, use such a model to study flow over riblets in this

region. The experimental and numerical studies providing the physical basis for assuming

homogeneity in the streamwise direction for turbulent Couette is discussed in the following

two subsections.
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4.1.1 Streamwise Coherence

A growing body of work supports the notion that turbulence in wall-bounded shear flows

is characterized by dynamically significant coherent structures, particularly features with

streamwise and quasi-streamwise alignment. Near wall streaks [51], for example, have been

shown to play a key role in energy production through the “near-wall autonomous cycle”

discussed by [35,43,93,95]. This cycle is generally agreed to be a very important mechanism

in determining the low-order statistics of turbulent flows in the buffer region and viscous

sublayer, i.e., y+ ≤ 30 [80]. In addition to the near-wall features, larger streamwise motions,

with wavelengths on the order of 10δ, have been known to exist for several decades (see,

e.g., [28,53]). More recent high Reynolds number studies have focused on the identification

and characterization of this larger-scale streamwise coherence in the core, i.e., [32,39,48,65].

These motions have been called large and very-large-scale motions (respectively LSM and

VLSMs). They have a similar signature to the near-wall streaks, but tend to be longer in

extent, from one to ten times the outer length scale, δ. There is experimental evidence

to suggest that at high Reynolds numbers (for example Rτ > 7300), VLSMs contain more

energy than the near-wall structures [39, 40, 65]. In turbulent boundary layers they have

also been shown to modulate the near-wall, see for example [40, 61]. This indicates that

they may play an important role in both energy production and the flow dynamics across

a range of scales.

4.1.2 Couette Flow

In Couette flow, structures reminiscent of VLSMs have long been observed in the core

through Direct Numerical Simulation (DNS) of turbulent plane Couette flow [7, 57]. Al-

though some studies raised the concern that the structures were numerical artifacts, recent

DNS at higher resolution and with longer box sizes [52,91] have confirmed the existence of

long, streamwise, alternating high- and low-speed streaky structures at the centerline. In

experiments, VLSMs were first identified through observations of a noticeable peak in the

Fourier energy spectrum of the turbulence intensity at low frequencies [50,52]. The Couette

flow experiments of Tillmark and Alfredsson [87] found further evidence of these structures

in the form of long autocorrelations Ruu(τ) or two-point correlations Ruu(∆x) as well as

periodic variation of spanwise correlations Ruu(∆z) in the core. The streamwise extent of
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these correlations was longer than those generally seen in other wall-bounded flows. Kom-

minaho et al. [52] also found that in contrast to other flows, the streamwise correlations for

Couette flow are larger at the center than near the wall. At channel center the zero-cross

distances of Ruu(τ) and Ruu(∆x) have been observed to be three times that of the corre-

sponding structure in Poiseuille flow [49]. This makes Couette flow an ideal candidate to

test the applicability of a streamwise constant model.

The analysis in this thesis is limited to Couette flow because it is a well-studied canonical

example of wall-bounded shear flow. It also has the desirable feature of being linearly stable

for all Reynolds numbers. This feature allows us to study turbulence at only subcritical

Reynolds numbers. This separates the issues of instability based transition from those due

to transient growth or linear amplification of disturbances. Pipe flow is also linearly stable,

but it is much harder to simulate. We do not study boundary layers because a closed form

model of a boundary layer is difficult to obtain. Boundary layers are inherently spatially

inhomogeneous, which makes it difficult to clearly define the flow boundary.

Along with these desirable properties, Couette flow brings with it some additional chal-

lenges in characterizing streamwise constant structures, the first being the fact that it is

driven by wall motion and therefore the notion of an outer scale for Couette flow is not

well defined. So, although there may be a region that can be scaled in logarithmic units,

there is no free stream or wake region. This makes it more challenging to define the part of

the channel that can be prudently compared to the overlap layer discussed in much of the

literature related to boundary layer flows. Wall-driven motion also means that the shear

stress cannot be computed from the pressure. Even with these issues we felt that Couette

flow was the best choice to begin exploring the use of a streamwise constant model.

4.2 The 2D/3C Model

One way to model streamwise constant flow is a two-dimensional representation. However,

in two-dimensional models the full three-dimensional nature of turbulence cannot be cap-

tured. In order to mitigate the loss of the third dimension one can instead study a projection

of the NS into a streamwise constant cross-section of the flow [75]. This so-called 2D/3C

model was shown to be the simplest PDE model one can derive from NS [8]. It describes

the variation of all three velocity components u = (u, v, w) (3C) and pressure (p) in the
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two-dimensional (2D) wall-normal/spanwise (y–z) cross-section.

The model is obtained by setting streamwise (x direction) velocity derivatives in Equa-

tion (3.1) to zero (i.e., ∂
∂x = 0). One can explicitly show that for Couette flow this 2D/3C

formulation also results in a system with zero streamwise pressure gradient. This leaves the

following evolution equations for the two-dimensional velocity u(y, z, t) = (u, v, w),

∂u

∂t
+ v

∂u

∂y
+ w

∂u

∂z
=

1

R
∆u (4.1a)

∂v

∂t
+ v

∂v

∂y
+ w

∂v

∂z
+
∂p

∂y
=

1

R
∆v (4.1b)

∂w

∂t
+ v

∂w

∂y
+ w

∂w

∂z
+
∂p

∂z
=

1

R
∆w (4.1c)

along with the 2D continuity constraint

∂v

∂y
+
∂w

∂z
= 0.

The velocity field is then decomposed into components u = [U + u′sw, V + v′sw, W +

w′
sw], where the linear laminar Couette flow is defined by U = U(y), V = W = 0 and

(u′sw, v
′
sw, w

′
sw) are the corresponding time-dependent deviations from laminar in the stream-

wise constant sense. We assume that the laminar flow satisfies NS, which implies that

1
R∆U = 0.

The equations in (4.1) can be cast in the nonlinear evolution form by defining a stream

function

v′sw =
∂ψ

∂z
; w′

sw = −∂ψ
∂y

,

which enforces the appropriate 2D continuity equation. Finally, taking ∂
∂z of (4.1b) – ∂

∂y of

(4.1c) yields the 2D/3C evolution equations

∂u′sw
∂t

= −∂ψ
∂z

∂u′sw
∂y

− ∂ψ

∂z

∂U

∂y
+
∂ψ

∂y

∂u′sw
∂z

+
1

R
∆u′sw (4.2a)

∂∆ψ

∂t
= −∂ψ

∂z

∂∆ψ

∂y
+
∂ψ

∂y

∂∆ψ

∂z
+

1

R
∆2ψ. (4.2b)

We impose no-slip boundary conditions at the wall (i.e., u′sw(walls, z, t) = v′sw(walls, z, t) =
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w′
sw(walls, z, t) = 0). The spanwise extent is infinite.

This model for plane Couette flow is more tractable than the full NS equations yet it

captures many of the important flow features lost in a purely 2D model by maintaining all

three velocity components. Equations (4.2) are an improvement over linear models because

it is hypothesized that it is the nonlinearity in the u′sw(y, z, t) equation that provides the

mathematical mechanism for the redistribution of the fluid momentum. This redistribution

creates larger streamwise velocity gradients in the wall-normal direction and changes the

plane Couette velocity profile from linear to its characteristic turbulent “S” shape. Mean-

while, the important features of the LNS are maintained. The underlying linear operator

retains the non-normality associated with the potential for large amplification of distur-

bances in the input-output sense discussed in [46]. There is also an analog of the linear

coupling term that is necessary for subcritical transition [36] and maintenance of turbu-

lence [47]. This can be seen by linearizing the evolution equations, which results in the

linear system

∂

∂t





ψ

u′sw



 =





∆−1
(

1
Rw

∆∆
)

0

−∂U
∂y

∂
∂z

1
R∆









ψ

u′sw



 . (4.3)

The coupling term is dU
dy

∂
∂zψ = dU

dy v
′
sw, which is similar to C in the OSS equations (3.5).

In fact, applying ∂
∂z to the u′sw linear evolution equation results in a streamwise constant

version of the ωy equation in the OSS. Therefore, in both equations the coupling term C is

responsible for transferring energy from the mean shear dU
dy . The mechanism involves vortex

tilting (or lift up) of the wall-normal vorticity [56]. The mean shear dU
dy , which is also the

spanwise z vorticity of the nominal (mean) flow, is tilted in the y direction at the rate

of ∂v
∂z . The interaction gives rise to an increase in wall-normal y vorticity at the expense

of spanwise z vorticity. This lift-up mechanism provides a physical interpretation of the

nonmodal or algebraic growth that plays a role in disturbance energy growth.

As with any model, there are assumptions built into the 2D/3C model, and it is impor-

tant to understand how these relate to the physical phenomena associated with turbulent

flows. Most obviously, small-scale turbulent activity, including the specifics of structures

that are known to exist in the full flow, is lost. While this makes appropriate scaling re-

lationships more difficult to determine, it does not diminish the potential of the model for

predicting and understanding key aspects of turbulence in plane Couette flow. The chal-
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lenge lies in extending the 2D/3C model to incorporate aspects of the streamwise variation

that is associated with three-dimensional turbulent flow.

4.3 Global Stability of 2D/3C Couette Flow

In this section we present a proof showing global stability of the 2D/3C laminar flow

solution for all Reynolds numbers. Our development follows the proofs in [9, 69]. In order

to establish stability at all Reynolds numbers it is convenient to transform the equations

into an R independent form. We apply the change of variables

τ =
t

R
, Ψ = Rψ

to (4.2) and get

1

R

{

∂u′sw
∂τ

= −∂Ψ

∂z

∂u′sw
∂y

− ∂Ψ

∂z

∂U

∂y
+
∂Ψ

∂y

∂u′sw
∂z

+ ∆u′sw

}

(4.4a)

1

R2

{

∂∆Ψ

∂τ
= −∂Ψ

∂z

∂∆Ψ

∂y
+
∂Ψ

∂y

∂∆Ψ

∂z
+ ∆2Ψ

}

. (4.4b)

The energy of the 2D system (4.4b) is

EΨ(τ) :=
1

2

∫

Ω

(

ṽ2 + w̃2
)

dy dz,

where ṽ = Rv′sw and w̃ = Rw′
sw are respectively the scaled wall-normal and spanwise

velocity fluctuations and Ω is the domain of the two-dimensional cross-section in the y–z

plane. If we apply the stream function definitions (4.2) the energy becomes

EΨ(τ) =
1

2

∫

Ω

(

Ψ2
z + (−Ψy)

2
)

dy dz = −1

2
〈Ψ,∆Ψ〉 , (4.5)

where Ψz = ∂Ψ
∂z , Ψy = ∂Ψ

∂y and the inner product is given by

〈f, g〉 :=

∫

Ω
f(y, z)g(y, z) dy dz. (4.6)

The second equality in (4.5) follows from Green’s theorem in the plane (or integration by

parts) and application of the boundary conditions.

Taking the derivative of (4.5) with respect to time (τ) and noting that ∆ is self adjoint
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allows us to compute

d

dτ
EΨ(τ) = −1

2
〈∆Ψτ ,Ψ〉 − 1

2
〈∆Ψ,Ψτ 〉

= −〈∆Ψτ ,Ψ〉

= −
〈

−Ψz∆Ψy + Ψy∆Ψz + ∆2Ψ,Ψ
〉

= −〈∆Ψ,∆Ψ〉 .

The last equality follows from

〈−Ψz∆Ψy + Ψy∆Ψz,Ψ〉 = 〈∆Ψ, (ΨzΨ)y〉 − 〈∆Ψ, (ΨyΨ)z〉 ≡ 0,

which makes use of Green’s theorem in the plane and the boundary conditions. This implies

that EΨ(τ) is a Lyapunov function for (4.4b), and by Theorem 2.2.3 (the Lyapunov stability

theorem for nonlinear semigroups), Ψ = 0 is asymptotically stable. In fact it is globally

stable since EΨ(τ) is radially unbounded in Ω.

The energy of streamwise evolution (4.4a) is

Eu(τ) :=
1

2

∫

Ω

(

u′sw
)2
dy dz =

1

2

〈

u′sw, u
′
sw

〉

, (4.7)

where the inner product is defined by (4.6). The time derivative of Eu(τ) is

d

dτ
Eu(τ) =

〈

du′sw
dτ

, u′sw

〉

=

〈

−Ψz
∂u′sw
∂y

− Ψz
∂U

∂y
+ Ψy

∂u′sw
∂z

, u′sw

〉

+
〈

∆u′sw, u
′
sw

〉

=

〈

−Ψz
∂U

∂y
, u′sw

〉

+
〈

∆u′sw, u
′
sw

〉

.

(4.8)

The last equality follows by applying integration by parts (or Green’s theorem in the plane)

and the boundary conditions to show that

〈

−Ψz
∂u′sw
∂y

+ Ψy
∂u′sw
∂z

, u′sw

〉

≡ 0.

For Couette flow ∂U
∂y = CI, where C is a constant that depends on the wall-normal
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height h. It is a well-known fact that ∆ is a negative definite operator, so

d

dτ
Eu(τ) =

〈

−Ψz
∂U

∂y
, u′sw

〉

+
〈

∆u′sw, u
′
sw

〉

≤ λmax(∆)‖u′sw‖2 + C ‖Ψz‖
∥

∥u′sw
∥

∥ ,

(4.9)

where λmax(∆) is the maximum eigenvalue of ∆. The energy Eu is therefore decreasing

along the flow of (4.4a) whenever

∥

∥u′sw
∥

∥ ≥ − C ‖Ψz‖
λmax(∆)

= K‖Ψz‖,

where K is a constant.

The energy Eu does not monotonically decrease with time so EΨ+Eu is not a Lyapunov

function for the system (4.4). We instead consider

Vα(Ψ, u′sw) := α2EΨ + Eu = −α2 1

2
〈Ψ,∆Ψ〉 +

1

2
〈u′sw, u′sw〉 (4.10)

as a potential Lyapunov function. The derivative of this Vα with respect to time τ along

the flow of (4.4) can be derived using the previous computations. This yields

dV

dτ
= −α2 〈∆Ψ,∆Ψ〉 +

〈

−Ψz
∂U

∂y
, u′sw

〉

+
〈

∆u′sw, u
′
sw

〉

≤ α2λmax(∆)
(

‖Ψy‖2 + ‖Ψz‖2
)

+ λmax(∆)‖u′sw‖2 + C‖Ψz‖ ‖u′sw‖

≤ −β2
1

(

‖Ψy‖2 + ‖Ψz‖2
)

− β2‖u′sw‖2 + C‖Ψz‖ ‖u′sw‖,

(4.11)

where β2
1 := −α2λmax(∆) and β2

2 := λmax(∆) are positive scalars. We can then select α in

order to make this equation negative. This is more obvious if we rewrite the last expression

in (4.11) as

−β2
1 ‖Ψy‖2 −

(

β1 ‖Ψz‖ − β2

∥

∥u′sw
∥

∥

)2
+ (C − 2β1β2) ‖Ψz‖

∥

∥u′sw
∥

∥ , (4.12)

which is strictly negative for any nonzero solution of (4.4) whenever C < 2β1β2 . Then,

whenever

α > − C

2λmax(∆)
, (4.13)

Vα = α2EΨ + Eu is a Lyapunov function for (4.4) whenever α satisfies (4.13). Therefore
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the laminar flow, i.e., u′sw = v′sw = w′
sw = 0, is globally asymptotically stable independent

of the Reynolds number.

Global stability of these equations implies that without forcing, perturbations will even-

tually decay. This is consistent with results of [67], who found that after an initial per-

turbation, a 2D/3C model decays (back to laminar) with time. Global stability of the

laminar flow also means that there are no other solutions of (4.2) and therefore any tran-

sition mechanisms associated with bifurcations, escape from the basin of attraction of the

laminar solution or the like are not possible. So, any complications associated with these

nonlinear phenomena can be eliminated from the analysis of these particular equations. We

do not pursue complete analytical studies of the 2D/3C model in this thesis, but instead

concern ourselves with showing the applicability of the model in describing important fea-

tures of the flow field. We explore the flow features through a simulation in Chapter 5

and study of forced solutions of the 2D/3C model in Chapter 6. Analytical solutions for a

certain class of ψ are presented in Section 6.5. The analytical properties of the linearized

2D/3C model are discussed in other work, see for example [2, 8, 46]. The fact that global

statements about these equations can be made implies that future analytical studies of the

full nonlinear model (4.2) are promising.

4.4 Energy Scaling and the Forced 2D/3C Model

In this section we consider the total transient energy growth of (4.2), again following the

development in [9,69]. The total 2D/3C energy in evolution of the deviations from laminar

flow is

E := Eψ + Eũ =

∫ ∞

0
(Eψ + Eũ) dt,

where both Eψ and Eũ are the R dependent energies, defined analogously to (4.5) and (4.7).

We use the same change of variables as before:

Eψ(0) =
1

R2
EΨ(0) and

∫ ∞

0
Eψ dt =

1

R

∫ ∞

0
EΨ dτ.

Similarly
∫ ∞

0
Eũ dt = R

∫ ∞

0
Eu dτ.
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For zero initial deviation from laminar (i.e., u′sw(y, z, 0) = 0) with input Ψ and output

u′sw we have the following linear gain relationship,

g(Ψ) :=

∫ ∞
0 Eu dτ

∫ ∞
0 EΨ dτ

. (4.14)

This has been shown to have a finite upper bound for general parallel flows [9]. It is also

nonzero for dU
dy 6= 0, i.e., in the presence of nominal shear. Since the Ψ(t) evolution (4.4b),

is independent of u′sw, its state Ψ(y, z, t) is completely determined by its initial conditions

Ψ(y, z, 0). To indicate this we abuse the notation and write g(Ψ(0)) for g(Ψ).

Using the above relations and the fact that by definition the function g(Ψ) is constant

under scaling [9], i.e., g(Ψ(0)) = g(ψ(0)),

Eũ = R

∫ ∞

0
Eu dτ = Rg(Ψ)

∫ ∞

0
EΨ dτ = Rg(ψ(0))

∫ ∞

0
EΨ dτ.

The ratio of E to the initial energy E(ψ(0)), is

Eψ + Eũ

Eψ(0)
=

1
R

∫ ∞
0 EΨ dτ

1
R2EΨ(0)

+
Rg(ψ(0))

∫ ∞
0 EΨ dτ

1
R2EΨ(0)

E
Eψ(0)

=
(

R+ g(ψ(0))R3
)

∫ ∞
0 EΨ dτ

EΨ(0)

(4.15)

This shows that for initial states with u′sw(0) = 0 and ψ(0) 6= 0 the energy growth scales as a

function of R3. The R3 scaling comes from the growth in u′sw based on coupling with ψ, i.e.,

the spanwise and wall-normal perturbations. This is similar to the transference of energy

through interaction with the background shear that is responsible for energy amplification

in the LNS.

This energy scaling relationship indicates that although the streamlined laminar flow is

stable for all R, there is large amplification of background disturbances. This potential for

R3 energy growth is the same as that seen in the LNS [2] and as such the 2D/3C model

(4.2) is also not robust for large R.

One can study a forced version of (4.2) in order to account for the uncertainties in

a similar manner to that used in studies of the OSS equations. If we define the inputs
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d = [du; dψ], then the nondimensionalized equations (4.4) become

∂u′sw
∂τ

= −∂Ψ

∂z

∂u′sw
∂y

− ∂Ψ

∂z

∂U

∂y
+
∂Ψ

∂y

∂u′sw
∂z

+ ∆u′sw +Rdu (4.16a)

∂∆Ψ

∂τ
= −∂Ψ

∂z

∂∆Ψ

∂y
+
∂Ψ

∂y

∂∆Ψ

∂z
+ ∆2Ψ +R2dψ. (4.16b)

This indicates that the effect of noise on the streamwise equation scales with R whereas

the effect on the Ψ evolution scales with R2. In the following chapter we simulate a forced

version of the 2D/3C model. The results of our simulation study underscores its “lack of

robust stability” in that persistent zero-mean small-amplitude Gaussian forcing is shown to

cause transition to a “turbulent-like” state.

4.5 Summary

In this chapter, we discussed both the numerical and experimental observations that indicate

the use of a streamwise constant model. We then developed a streamwise constant projection

of the Navier Stokes equations, which led to the 2D/3C (two-dimensional, three-velocity

component) model that will be discussed in the remainder of this thesis. The laminar

flow was shown to be the globally stable solution of this model. The potential for large

disturbance amplification was shown through an energy scaling argument. We discussed

how this large energy amplification (on the order of R3) may push the flow away from

laminar. This large input-output energy growth indicates that the 2D/3C model is sensitive

to disturbances.
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Chapter 5

Simulation

In this chapter we simulate a version of the 2D/3C model under small-amplitude zero-mean

stochastic forcing. We first introduce the Couette flow geometry we are using. Then we

describe some of the assumptions used in the simulation and briefly discuss the numerical

approach. We compare the simulation results to DNS data from the Kawamura group [91].

We focus on the mean velocity profile because the ability of the 2D/3C model to generate

an appropriately shaped “turbulent-like” mean velocity profile is the main improvement

over earlier studies using linearized models. The change in mean profile from the nominal

laminar under zero-mean forcing is a result of the 2D/3C nonlinear interactions. We do

not discuss second-order statistics as they can be generated through a suitably forced linear

model [44].

All of the numerical methods employed in this study are basic low-fidelity methods. The

results are meant as a proof of concept, i.e., we are really interested in determining whether

or not small-amplitude disturbances can produce a suitably shaped “turbulent-like” mean

velocity profile.

The flow geometry used in this chapter and sections 6.1–6.4 is shown in Figure 5.1. In

order to facilitate comparisons to the full-field DNS data we had available we elected to

use this geometry where y ∈ [0, 1] rather than the commonly used y ∈ [−1, 1] (pictured

in Figure 3.1 and used for all of the discussion of Chapter 3). In addition, the top wall is

moving and the bottom wall is fixed. The Reynolds number employed is Rw = Uwh
ν , where

the Uw is the velocity of the top plate, h is the channel height (see Figure 5.1) and ν is the

kinematic viscosity of the fluid. For the remainder of this chapter all distances and velocities

are respectively normalized by h and Uw, unless otherwise indicated. In the sequel, we will



53

Figure 5.1: Flow geometry for the simulations. Streamwise and spanwise boundaries are
periodic, bottom wall is stationary and top wall moves in the x direction with a velocity
Uw. The channel half-height is denoted δ and the full channel height is denoted h.

use (u′sw, v
′
sw, w

′
sw) to denote

(

u′

sw
Uw

, v′

sw
Uw
, w′

sw
Uw

)

, and explicitly indicate the scaling only in the

figure labels.

The DNS data is a spatial field (u, v, w, p), at a particular snapshot in time. In order

to make comparisons with streamwise constant data we look at a spatial average over the

streamwise (x) box length. We denote this x-averaged DNS data (which is also normalized

by h and Uw) by uxave = (u′xave
+ U(y), v′xave

, w′
xave

) to distinguish it from the streamwise

constant velocities, usw, arising from simulation of the 2D/3C model. All time averages

are indicated by an overbar, (·).

5.1 Modeling Framework

No model is a perfect representation of reality. In addition to modeling assumptions, pa-

rameter errors or external influences on the system in question are often ignored. Inaccurate

parameter estimates or linearization of a nonlinear system may change the model’s abil-

ity to predict behavior. Environmental conditions that affect (or disturb) the system may

also play an important role in its dynamics. This role is not captured by a typical model.

Robust control theory has historically been used to analyze models in the presence of such

modeling errors (“uncertainty”) [15, 99]. If all of the uncertainties are represented by an

uncertainty operator ∆, then the block diagram of Figure 5.2(a) depicts a model subject to

this uncertain set ∆. Section 2.5 provides an overview of basic robust control concepts.

We are interested in studying how “robust” the globally stable 2D/3C laminar flow is

to small disturbances. In order to carry out this study we employ the framework of robust

control in a nontraditional manner. Instead of providing a robustness guarantee such as an
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(a) Figure 2.2 (b) The Modeling Framework

Figure 5.2: (a) Reproduction of Figure 2.2, the robust control block diagram for a model
subject to modeling errors (uncertainty). Generally a norm bound on ∆ specifies the amount
of uncertainty that a model can have before a desired property is lost (i.e., if the model is
stable for ‖∆‖ ≤ 1

γ , this implies robust stability). This is discussed in detail in Section 2.5.
(b) The approximation for illustrating the 2D/3C model’s lack of robustness. Here we use
the zero-mean noise as an approximation for the modeling errors and uncertainty (i.e., to
represent the ∆ block in Figure 5.2(a)). The noise acts as an additive “uncertainty” at each
time step.

upper bound on the model uncertainty, (i.e., a norm bound on ∆ from Figure 5.2(a)) we

describe the extent to which the laminar flow state is “fragile” (i.e., unable to be maintained

in the face of infinitesimal disturbances). We show that persistent (in time) small stochastic

disturbances result in a new mean flow behavior. The underlying idea is similar to studies

of the LNS that hypothesize that transition to turbulence in linearly stable flows is the

result of large disturbance amplification. Many of these studies conclude that transition

is a “robustness” rather than a “stability” problem. One can think of our approach as

investigating the inverse robustness (or ‘fragility’) problem, i.e., we are really discussing a

lack of robustness or the system’s “sensitivity”. We define sensitivity loosely as the inverse

of robustness, i.e., if a system is not robust to disturbances we say it is “sensitive”.

Wall-bounded shear flows are subject to many disturbances that can be modeled through

the ∆ block in Figure 5.2(a). These uncertainties may represent physical phenomena that

are difficult to characterize such as wall roughness or wall vibration as well as conditions

that can be characterized by adding additional complexity to the model such as thermal

fluctuations, acoustic noise or any other unmodeled conditions that tend to be present in

experiments or numerical simulations. A full characterization of the uncertainties found in

models of wall-bounded parallel flows is provided in [8]. In DNS and Large Eddy Simulation

(LES) the disturbances or uncertainties may arise from the build up of numerical error. For
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the 2D/3C model in (4.2) the kx 6= 0 modes would also be an example of unmodeled

behavior. Similarly, for the LNS the nonlinearities would be included in the uncertainty

set. Although some of these are internal to the flow and some are external, from the robust

control point of view the origin of the disturbances does not matter.

In order to study the disturbance response of the 2D/3C model we abstract the diagram

of Figure 5.2(a) into the simplified setting of Figure 5.2(b). It should be noted that for

the 2D/3C model, the ∆ block in Figure 5.2(a) would represent all aspects of the flow

not captured in (4.2). This would include both the unmodeled 3D effects as well as the

coupling from the streamwise components (u) back to the cross-stream components, i.e.,

the ∆ψ equation (4.2b). We assume that the relevant effects of unmodeled phenomena that

are either internal to the flow or that arise from external sources can be captured in the

simplified framework of Figure 5.2(b). This assumption is supported by the ability of the

LNS equations (which also do not include two way coupling) to capture the dominant mode

shapes in fully developed turbulent flows as well as by the results of the simulation studies

described in [29,30].

We further simplify the forced model by linearizing the ∆ψ(y, z, t) equation. This is

equivalent to recognizing that advection terms in the stream function equation play a lesser

role in redistributing momentum. Furthermore, the only input to the ψ evolution equation

(4.2b) is the forcing term, so small forcing implies small ψ. Therefore, the nonlinear terms

will be at least an order of magnitude smaller than the linear ones and can be neglected.

For all of the numerical studies described in Chapter 5 we simulate

∂u′sw
∂t

= −∂ψ
∂z

∂u′sw
∂y

− ∂ψ

∂z

∂U

∂y
+
∂ψ

∂y

∂u′sw
∂z

+
1

Rw
∆u′sw + du (5.1a)

∂∆ψ

∂t
=

1

Rw
∆2ψ + dψ, (5.1b)

with the same boundary conditions as in Equation (4.2). A brief comparison of low-order

streamwise velocity statistics obtained using linear versus nonlinear ψ evolution equations

is discussed in Section 5.4.5. The results support the use of a linear ψ equation.

In order to capture the full 3D system the uncertainty model and its interconnection

(as in Figure 5.2(a) or Figure 2.3 described in Chapter 2) would involve nonlinear mixing

of modes. To approximate this effect we use noise forcing that includes information at all

frequencies, as depicted in Figure 5.2(b). In particular, the inputs du(y, z, t) and dψ(y, z, t) in
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(5.1) are small-amplitude and Gaussian, as in [30]. The input amplitudes are defined using

the standard deviation, σnoise. Obviously many of the disturbances/perturbations that

comprise the noise sources described herein are intrinsically different than the turbulence

field itself. In other words, du and dψ are not restricted to satisfy the NS equations.

Stochastic forcing of the LNS equations leads to flows that are dominated by stream-

wise elongated streaks and vortices that are strikingly similar to those observed in exper-

iments [25]. This supports the plausibility of modeling the type of disturbances common

to experimental conditions in this manner. The small-amplitude noise assumption is very

important in the development of this work, both because we are interested in showing the

effect of small-amplitude disturbances on a fragile system and because larger amplitude

forcing can change the model’s dynamics.

Robust control tools do not require a detailed model of the particular uncertainty. This

makes them appealing in situations where there are unknown (or hard to model) environ-

mental influences on the system or when one can only specify the range on a parameter,

rather than an exact value. However, since the uncertainty is generally specified through

a bound that includes the worst case scenario, the results of this type of analysis may be

very conservative. One way to reduce this conservatism is to “structure” or shape the un-

certainty. Structured uncertainties rely on some understanding of the modeling errors. We

explore structured uncertainties in Section 5.4.4 by introducing a forcing distribution that is

more concentrated at the walls. Increased error near the walls is a more physically relevant

disturbance model for many of the types of uncertainties in parallel flows. This is true, for

example, when the uncertainty source involves wall effects. Measurement errors can also be

larger in the near-wall region because of basic physical limitations on the ability to locate

measurement equipment. Most importantly, the error associated with the 2D/3C assump-

tion is larger in the near-wall region due to the three-dimensional nature of the near-wall

cycle [95].

5.2 Numerical Methods

Simulations of (5.1) were carried out using a basic second-order central difference scheme

in both the spanwise (z) and wall-normal (y) directions. We applied periodic boundary

conditions in z and no-slip boundary conditions in y for both u′sw and ψ. Simulations using
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the spectral methods of [98] were also performed for comparison. The pseudospectral simu-

lations employ a Chebyshev interpolant for the wall-normal direction and a Fourier method

for the spanwise derivatives. Time stepping is done using a basic forward Euler method.

All simulations are initialized with (u′sw, v
′
sw, w

′
sw) ≡ 0, i.e. a laminar flow condition.

The input dψ was zero-mean small-amplitude Gaussian noise evenly applied at each y–z

plane grid point and du = 0. This corresponds to forcing the cross-stream velocity com-

ponents, v′sw and w′
sw, and studying the streamwise velocity response, u′sw. The resulting

u′sw may have a nonzero mean because of the nonlinearity in the u equation. We choose

not to apply forcing to the streamwise component, u′sw, based on studies of the LNS, which

showed that streamwise body forcing produces a much lesser energy response than span-

wise or wall-normal forcing [46]. Spanwise and wall-normal forcing to streamwise velocity

perturbations produced energy amplification that scaled with R3. All other input-output

pairs scaled with at most R. There was no amplification in the spanwise and wall-normal

direction from streamwise forcing, (note this is because, as seen in Equation (3.3), there is

no coupling from streamwise to either wall-normal or spanwise velocity in the LNS). Lesser

amplification from streamwise forcing also agrees with the 2D/3C energy scaling results

discussed in Section 4.4. There the R3 amplification came from the cross-stream coupling

from ψ to u′sw. The corresponding growth from the initial condition ψ(0) (where we view

initial conditions as a type of forcing) to the orbit ψ(t) is proportional to R. Furthermore,

the physics of the problem indicate this it is energy redistribution by streamwise vorticity

(i.e., ∆Ψ) that is thought to be the primary effect governing the shape of the turbulent

velocity profile [35]. Therefore, it is forcing in this plane that we are interested in for the

purpose of demonstrating the ability of this model to capture blunting in the velocity profile.

The two different discretization techniques naturally provide a comparison of different

noise forcing distributions. The finite difference methods use even grid spacing whereas the

Chebyshev grid results in a higher concentration of noise forcing near the walls.

We assume that we are not introducing significant numerical errors by our methods

of discretization, i.e., the introduction of significant noise arises only through the d terms

of (5.1). The aspect ratio in all of the simulations was greater than 12 to 1 (spanwise to

wall-normal) in order to eliminate box size effects; specifically the usual computational box

size was Ly ×Lz = h× 12.8h with 75× 100 grid points. The spanwise extent of 12.8h was

selected to provide a direct comparison to the full-field DNS data from [91].
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The time evolution of ∆ψ in Equation (5.1) is clearly just a stochastically forced heat

equation, i.e., a linear stochastic partial differential equation that can be solved analytically

(see for example [83] or [59] and the references therein). This is not pursued here because a

simulation is a much simpler way to demonstrate the efficacy of the model. An exposition

on Itô calculus and Wiener chaos expansions is beyond the scope of this thesis. Future work

may involve pursuing analytical solutions to both the linear approximation to ψ and the

full nonlinear system (4.2).

Our primary interest is in the steady-state statistics of u′sw. The fact that u′sw does

not influence ψ in (5.1) means that from an implementation perspective the method of

computing ψ does not have an effect on the computation of u′sw. In our implementation we

input dψ(y, z, t) to (5.1b) at each ti and then use this to compute ψ(y, z, ti). This ψ(y, z, ti)

is then input to (5.1a) to compute the corresponding u′sw(y, z, ti).

5.3 Comparing DNS Data to 2D/3C Assumptions

The Kawamura group provided us with a full spatial field (u, v, w, p) of DNS data at Rw =

3000 [91]. We also obtained statistical properties for their data at Rw = 6000 and R =

12800. Prior to presenting the results of the simulation we analyze this data in the light

of the 2D/3C model to determine the extent to which the model’s assumptions can be

adduced through this data.

Throughout Chapter 5 and in sections 6.1–6.4 we approximate a streamwise constant

projection of the DNS data through a streamwise (x) average over the box length. As previ-

ously mentioned, these x-averaged DNS velocities are denoted uxave = (u′xave
+U, v′xave

, w′
xave

),

where (U(y), 0, 0) represents the laminar flow and (u′xave
, v′xave

, w′
xave

)(y, z) represent the

corresponding deviations from laminar in an x-averaged sense at a particular snapshot in

time. We use streamwise averages (i.e., focus on motions that have streamwise coherence

of the order of the box length) because it is a first-order approximation of the streamwise

constant component of the DNS data.

Full details of the DNS data set can be found in [91]. A brief review of the key aspects

is given here. Three Reynolds numbers were considered, Rw = 3000, 8600 and 12800, with

respective computational domain sizes Lx×Ly×Lz = 44.8h×h×12.8h, 1024×96×512 grid

points, and a sampling time ( tUw
Lx

) of 91. A fourth-order finite difference scheme proposed
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in [64] was employed for the x and z directions. A second-order finite difference method

was used for the y direction.

The friction coefficient, Cf = 9.59× 103, is somewhat higher than in other studies, such

as [77]. Filling this friction factor into the relationship developed by [76],

√

Cf

2
=

G

log10 (1/4Rw)
where Cf =

τw
1/2 ρ (1/2Uw)2

(5.2)

with τw used to denote shear stress at the wall, leads to an experimental constant G = 0.199.

Other values reported in the literature include G = 0.19 and G = 0.174 both from [76] based

on the data of Reichardt and Robertson respectively and G = 0.182 from the experimental

study of [19].

The turbulent mean velocity profiles from this DNS compare well both with spectral

DNS [52] and experimental studies [85]. Turbulence intensities, Reynolds stresses and bud-

gets of u′iu
′
j also show good agreement with the experimental results of [85] and the DNS

study of [52], which used a larger box. The two-point correlations in u indicate that the

box lengths used in both the streamwise, Ruu(∆x), and spanwise, Ruu(∆z), directions are

sufficient to eliminate any boundary-condition-related spurious effects.

The ratio of the energy contained in the x-averaged (‘streamwise constant’) DNS to that

of the full field provides a quantitative measure of the extent to which the DNS data can

be approximated as streamwise constant. For this comparison we use the squared 2-norm

to approximate the energy in each two-dimensional x-averaged velocity component. This is

given by

‖β‖2 =

∫ zend

z1

∫ 1

0
β(y, z)2 dy dz

≈ ∆z

2Ly Lz

Nz−1
∑

k=1





Ny−1
∑

j=1

∆yj+1

2

[

β2(yj+1, zk+1) + β2(yj , zk+1)+

+ β2(yj+1, zk) + β2(yj , zk)
])

,

(5.3)

where ∆z = zk − zk+1 is the space between z grid points and trapezoidal approximations

are used for the uneven y-grid.

Table 5.1 shows the total energy (based on the full DNS box) and the percentage con-

tained in each of the x-averaged velocity components (u, v, w) as well as in the deviation
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Component Total Energy Norm Percent of Total Energy
‖ · ‖ in x-averaged Norm

u 0.5334 99.1

u− U 0.1686 90.2

v 0.0279 19.0

w 0.0412 15.0

Table 5.1: Energy content in streamwise averaged DNS velocity components at Rw = 3000.

from laminar (denoted u − U), all at Rw = 3000. We are interested in the deviation from

laminar because it is most representative of the energy associated with the differences in

velocity profile for a turbulent versus a laminar flow. Our computations show that x-

averaged streamwise velocity contains 99% of the (u) energy, whereas the corresponding

deviation from laminar contains 90%. As expected, the x-averaging results in a larger loss

of information in the spanwise and wall-normal velocity components.

The DNS field that we obtained is for one particular time step. So, before employing

these data to validate the assumptions implicit in the 2D/3C model we check that a stream-

wise average of the data has similar statistics to the time-averaged data. Figures 5.3(a) and

5.3(b) respectively show the mean velocity profiles and turbulence intensities based on the

temporal average (turbulent velocity profile), a spanwise average of the streamwise average,

and spanwise averages at several x positions. In order to justify using a spanwise average

we verified that both of the statistics converge over the spanwise extent. The streamwise

and temporal averages for the mean velocity and the turbulence intensity match almost

perfectly. This indicates that the spatial, (that is streamwise) first and second central

moments computed over this particular box length do not change with time. The mean

profiles computed at each of the spanwise locations also show good agreement with the time-

averaged profile indicating that the mean flow is indeed approximately streamwise constant.

The turbulence intensities show less agreement at the individual x positions, which is not

unexpected because this statistic is more sensitive to small-scale turbulent behavior. The

computational box length and grid size of these DNS data was visually determined to be

large enough for the mean velocity profile to statistically converge in both the streamwise

and spanwise directions.

An examination of the DNS streamwise velocity field at y+ = 29, close to the outer edge

of the region affected by the near-wall cycle, reveals the signature of streamwise elongated,
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Figure 5.3: (a) Average velocity u(x, y, z, t) versus wall-normal location from the DNS field
at 32 different x locations compared to both the spatial average (streamwise averaged)
uxave(y, z) and the temporal average of the associated DNS data versus the wall-normal
location. (b) Average velocity fluctuations u′xave

(x, y, z)2 from the DNS field at 32 different
x locations compared to both the spatial average (streamwise averaged) u′xave

(y, z)2 and the

temporal average uu′(x, y, z, t) of the associated DNS data.
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Figure 5.4: A z–x plane contour plot of the streamwise velocity, u, from the DNS field,
(bottom up view) at y+ = 29. Red contours denote regions of higher velocity (high-speed
streaks) and blue contours indicate lower speed regions.
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Figure 5.5: y–z plane contour plots of the x-averaged DNS deviations from laminar (u′xave
)

(a) averaged over 25% and (b) the full streamwise box length.

large-scale streaks in the streamwise/wall-normal plane of the full field (Figure 5.4). These

streaks are also visible in Figure 5.5(a) and 5.5(b), which depict contour plots of the de-

viation from laminar flow, u′xave
= uxave − U , when averaged over 25% of the streamwise

field and the full field respectively. Clearly, increasing the averaging length acts as a filter

on structures of different streamwise extent. The average over the full box length retains

strong evidence of structures across the entire spanwise/wall-normal plane. In particular,

the strongest signature near the wall is in qualitative agreement with the near-wall model

of energetic structures centered around y+ ≈ 15 with a statistical diameter of y+ ∼ 30.

Another important feature of Figure 5.5(b) is that the peaks associated with the maximum

deviations from laminar flow reach across the channel height and are out of spatial phase

with one another, top to bottom.

The above analysis shows that there is good agreement between the DNS data and our

assumptions.

5.4 Simulation Results

In this section we present the results for simulations at three Reynolds numbers, Rw =

Uwh
ν = 3000, Rw = 6000 and Rw = 12800. Table 5.2 shows all of the Rw-σnoise combinations

considered. Cases 1–6 use the finite difference approximations described earlier, while Spec

1 and 2 represent the pseudospectral simulations.
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Case Reynolds Number σnoise Ly × Lz Ny ×Nz Squared Norm of
the Noise Input

1 3000 0.01 h× 12.8h 75 × 100 0.0565

2 3000 0.0125 h× 12.8h 75 × 100 0.0882

3 3000 0.004 h× 12.8h 75 × 100 0.009

4 8600 0.004 h× 12.8h 75 × 130 0.0092

5 12800 0.004 h× ∼ 16.5h 75 × 130 0.0092

6 12800 0.001 h× ∼ 16.5h 75 × 130 5.77e− 04

Spec 1 3000 0.001 h× ∼ 14.5h 40 × 81 −
Spec 2 3000 0.002 h× ∼ 14.5h 40 × 81 −

Table 5.2: Computation details.

The initial simulation (Case 1 in Table 5.2) was carried out at Rw = 3000. The forcing

dψ(x, y, t) was drawn from a zero-mean Gaussian distribution with standard deviation (noise

amplitude) σnoise = 0.01. It was applied at every point in the mesh. The window used for

time-averaging was ∆t = 100, 000 h
Uw

.

5.4.1 Flow Features

A contour plot of u′sw(x, y, t) from the Case 1 2D/3C simulation is shown in Figure 5.6(a).

For comparison the plot of u′xave
(y, z) from the full-field DNS data at Rw = 3000, with

the same contour levels is shown in Figure 5.6(b). The overall qualitative agreement is

good. The signature of streamwise elongated, large-scale streaks are visible in both plots.

In addition, the offset in spatial phase from top to bottom between u′xave
(DNS) peaks and

observed in experiments is also reproduced in u′sw(x, y, t) from the 2D/3C simulation.

A Fast Fourier Transform (FFT) of u′xave
over the span (z direction) estimates the z

wave number of the DNS data to be roughly λz ≈ 1.8. Linear analysis at kx = 0 using the

techniques described in Section 3.3.4, (corresponding to Figure 3.2) estimate λz = 2.2. It is

clear in Figure 5.6(a) that the dominant wave number from the simulation data is somewhat

longer than the DNS. Frequency analysis of u′sw indicates that most of the energy resides in

wavelengths between 4 ≤ λz ≤ 6.1. Visual inspection of Figure 5.6(a) indicates that there

is also a significant contribution from λz ≈ 2. A higher fidelity simulation would allow a

more precise estimate of the frequency content.

The DNS data is averaged over a much shorter box length than the equivalent of the

∆t = 100, 000 h
Uw

time-average used for the contour plot of Figure 5.6(a). In order to see

if this makes a difference in the dominant wavelength of u′sw we also took an average over
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Figure 5.6: Contour plots of (a) u′sw(y, z, t) obtained from the 2D/3C model for Case 1 and
(b) x-averaged DNS data. (c) Contour plot of u′sw(y, z, t) with a shorter time-average (10%
of the one in (a)). All plots are for Rw = 3000 and have the same contour levels.

∆t = 10, 000 h
Uw

. A contour plot of u′sw with this shorter time average is pictured in Figure

5.6(c). An FFT of this data over the span (z direction) indicates that λz ≈ 2.5. This makes

sense because as the time average gets longer and longer we anticipate an increase in the

spanwise z wavelength. We expect the spanwise variation to approach zero with a long

enough time-average.

Surface plots of u′sw from Case 1 and u′xave
from the Rw = 3000 full-field DNS data are

presented as Figures 5.7(a) and 5.7(b). These provide another view of the data and further

evidence that the qualitative features of the Case 1 results are consistent with the full-field

DNS data.

The plots of Figure 5.6(a), 5.6(c) and 5.7(a) show that persistent small-amplitude dis-
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Figure 5.7: Surface plots of (a) of u′sw(y, z, t) obtained from the 2D/3C model for Case 1
and (b) x-averaged DNS data. Both with Rw = 3000.

turbances (forcing) are sufficient to move the flow from the laminar state to one that has

similar features to 3D fully developed turbulent flow. In the sequel we refer to this new state

as the 2D/3C turbulence or a “turbulent-like state”. We often refer to the corresponding

time-averaged mean velocity profile u′sw as the 2D/3C turbulent velocity profile.

5.4.2 Mean Velocity Profile

Figure 5.8(a) shows the mean velocity profile (i.e., usw) from Case 1 in Table 5.2. It indicates

reasonably good agreement with the statistics of the DNS data from [91] at the same Rw.

The mean profile in inner units can also be compared to DNS if we use (5.2) to estimate the

friction velocity uτ . Figure 5.8(b) makes this comparison using G = 0.1991 from [91], which

corresponds to both the simulation and DNS at Rτ = 52. The overall agreement of the

DNS and Case 1 is good despite the assumption of a friction velocity that corresponds to

the full flow. However, it is clear that below y+ ≈ 20 the 2D/3C model underestimates the

expected velocity profile (maximum error 7.4%), and above that it overshoots it (maximum

error 2.4%). There are two obvious first-order interpretations of these discrepancies. First,

for cases 1–6, the noise is modeled as being evenly distributed across the grid while in

reality the noise is likely higher in the buffer region due to the proximity of the wall, and

lower in the overlap layer. An improved noise model might improve the agreement. The

second interpretation is that a streamwise constant approximation is a better model for



66

0  0.1 0.2 0.3 0.4
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

y
h

usw

Uw

 

 

2D/3C Model, Case 1
DNS data Rw = 3000
Laminar Profile

(a) Mean Velocity Profiles

10
−1

10
0

10
1

0

5

10

15

usw

uτ

y+

 

 
DNS data Rτ = 51.939
2D/3C Model, Case 2
2D/3C Model, Case 1

(b) Mean Velocity Inner Units

Figure 5.8: (a) Comparison of mean velocity profile from the 2D/3C model Case 1 in
Table 5.2 with the turbulent mean profile from DNS data. (b) Inner scaled velocity profiles
comparison of Case 1 and 2 to the DNS data with Rτ ≈ 52 for all data sets.

flow further from the walls, while streamwise variation is more important in the dynamics

of the near-wall region (in agreement with the known variation of the spectral distribution

of streamwise energy in the full flow).

To investigate whether a different noise amplitude improves the fit in the viscous sublayer

a second (constant) noise amplitude at the same Reynolds number, Case 2, is also shown on

Figure 5.8(b). The agreement with the DNS is certainly improved below y+ = 20 (maximum

error 6.19% at y+ = 19), but at the expense of larger error further from the wall (∼ 5–6%

between 20 < y+ < 30). These results further support the idea that a non-uniform noise

forcing with increased noise near the wall versus that at channel center may more accurately

reflect the conditions in a real flow field. This idea is further explored in Section 5.4.4.

We note that uτ can also be computed directly from the velocity gradient at the wall.

In both cases Rτ was underestimated by around 10% compared to the estimate from (5.2).

Because of the limited number of points near the wall, we opted to use the friction rela-

tionship from the full flow, with the understanding that this would only be correct if the

2D/3C model with σnoise exactly reproduced the mean flow behavior.

5.4.3 Reynolds Number and Noise Amplitude Trends

In this section four additional Reynolds number and σnoise amplitudes pairs are discussed.

The details, along with the computational domain and spatial resolution, for each of the
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Figure 5.9: (a) usw(y, z, t) from 2D/3C Model for Case 2–5 in Table 5.2 and (b) a comparison
of u+ versus y+ for Case 4 and 5 to DNS data with Rτ computed based on the values used
in [91].

cases 3–6 are provided in Table 5.2. Respective values of the norm ‖ · ‖2, as computed in

Equation (5.3), of the noise input computed over the box are also reported, since this is a

more appropriate measure of the forcing when the box size varies.

The normalized equations (4.16) indicated that the effective forcing was proportional

to R2. This means that an increase in noise produces a similar effect as an increase in

Reynolds number (actually
√
R). This is especially clear when dealing with Rτ because an

increase in noise amplitude directly corresponds to increased velocity gradients at the wall

due to the no-slip boundary conditions.

Figure 5.9(a) shows usw for cases 2–5. Here the increased velocity gradient at the

wall, or profile “blunting”, with increasing σnoise (noise input energy) is readily apparent.

The profiles also become more blunted as the energy input (σnoise) is held approximately

constant and the Reynolds number is increased.

In order to quantify the agreement with DNS as the Reynolds number is increased we

computed uτ for Case 4 and 5 (respectively Rw = 8600 and Rw = 12800 both with σnoise =

0.004) using (5.2) and the G values for Rw = 8600 and Rw = 12800, corresponding to Rτ =

128.5 and Rτ = 181.3 respectively, from [91]. Figure 5.9(b) shows the streamwise velocity

plots for these cases in inner units compared to DNS data from [91] at the same Reynolds

numbers. In Figure 5.9(b) the underestimation of the DNS below y+ ≈ 30 (in the buffer

layer) is more pronounced than for the lower Reynolds number of Case 1. The agreement
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between the simulation and the DNS data above y+ > 30 is similar in magnitude to that of

Case 1 (max error ∼ 4.94% for Rτ = 128.5 and 8.39% for Rτ = 181.3, both averaged over

∆t = 100, 000 h
Uw

). This means that although we are capturing the appropriate trends for

the velocity gradients at the wall, the overall near-wall error increases with Rw.

We hypothesize that this worsened agreement may be representative of the increasing

scale separation with increased Reynolds number. Near-wall motions that could be effec-

tively considered to be streamwise constant at low Reynolds numbers have an increasingly

short streamwise wavelength relative to the motions that scale with outer length scale δ.

That the zero-error location consistently occurs around y+ = 20–30, commonly thought to

be the upper boundary of the buffer layer, is consistent with this scale separation argument.

For the same reason, the lack of model resolution in the near-wall region will be exacerbated

with increasing Rw. In robust control terms, this points once again to an increase in the

model uncertainty near the wall versus the channel center. A better uncertainty model

could be accomplished through the use of a “structured uncertainty”, which would include

an increase in σnoise) in the near-wall region.

As previously discussed there is a strong relationship between the friction Reynolds

number and σnoise. As an illustration of this, Figure 5.10(a) shows that one can obtain

similar mean velocity profiles at two different Reynolds numbers simply by adjusting the

noise amplitude. A higher Reynolds number requires a smaller (uniform) noise amplitude

to develop a mean velocity profile that is similar to that of a lower Reynolds number case

with higher noise amplitude. The ability of an almost perfect experiment to maintain

laminar flow until higher Reynolds numbers than are typical is a demonstration of the same

effect. Disturbance amplification increases with increasing Reynolds number so less noise

produces a larger response (more blunting) at higher R. This example makes it clear that

the noise amplitude, R and the friction Reynolds number are tightly coupled, while giving

further evidence that Reynolds number dependent wall-normal shaping of the noise would

be required to get a better model representation of the turbulent mean velocity profiles.

5.4.4 Varying Noise Distribution

A preliminary effort to introduce a non-uniform distribution of noise was carried out through

repeating the simulation using a pseudospectral scheme with a Chebyshev interpolant for

the wall-normal direction. This scheme naturally produces increased noise near the walls.
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Figure 5.10: (a) Comparison of usw(y, z, t) from 2D/3C Model at for Case 1 (Rw = 3000
with σnoise = 0.01, ‖σnoise‖2 = 0.0882), and Case 6 (Rw = 12800 with σnoise = 0.001,
‖σnoise‖2 = 5.77e−04) same grid and box size. (b) Comparison of u+ versus y+ from 2D/3C
Model using Chebyshev spacing in y with DNS data at Rw = 3000 based on G = 0.1991
(Rτ ≈ 52).

Cases Spec 1 and Spec 2 in Table 5.2 are two such simulations, both at Rw = 3000, with

σnoise = 0.001 and σnoise = 0.002 respectively. Figure 5.10(b) shows the resulting mean

velocity profiles. Clearly the noise level is too low for Spec 1. However, for Spec 2 the

maximum error occurs in the buffer layer and is of the order 5–6%. The results of the

spectral simulations indicate that by further noise shaping one can improve the agreement

throughout the profile and across a range of Reynolds numbers.

5.4.5 Linear versus Nonlinear Ψ Equation

In this section we compare our results from Spec 1 to those obtained using a nonlinear ψ

evolution, in order to validate the linear ψ assumption.

Figure 5.11(a) and 5.11(b) show contour plots of ψ at a particular snapshot in time (at

steady-state) obtained respectively using the linear (5.1b) and nonlinear (4.2b) evolution

equations. They are plotted at the same contour levels. Both simulations were at Rw = 3000

with the forcing and computational conditions listed for Spec 1 in Table 5.2. Given the

stochastic nature of the simulations these plots are qualitatively very similar. The differences

are certainly comparable to what would be obtained through ψ snapshots from two different

linear simulations, or the same simulation at two different points in time. An FFT across

the span shows that they both have dominant wavelengths of λz ≈ 4.7, which is similar the
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Figure 5.11: (a) Comparison of converged ψ(y, z, t) snapshots from the 2D/3C model using
the conditions of Spec 1 in Table 5.2 (b) computed using the linear ψ evolution equation
(5.1b) (b) the nonlinear ψ evolution equation, (4.2b) with forcing dψ. (c), (d) Contour plots
of the u′sw from the same conditions as in (a) and (b) respectively.

results from Case 1.

Contour plots of u′sw for the linear and nonlinear ψ for Spec 1, pictured in Figure 5.11(c)

and 5.11(d), also show good qualitative agreement. These plots are plotted at the same

contour levels, which are also consistent with Figures 5.6(a) and 5.6(b).

The corresponding mean velocity profiles usw are shown in Figure 5.12. These show

almost perfect agreement with a maximum percent error of 0.76%. The corresponding

absolute distance between the curves is the same order of magnitude as the numerical error

of the simulation method. Based on this excellent agreement we concluded that the linear

approximation for ψ is adequate for our investigation.
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Figure 5.12: The time-averaged streamwise velocity usw arising from simulations with the
conditions of Spec 1 in Table 5.2 with linear and nonlinear versions of the ψ evolution
equation.

5.4.6 Large-Scale Coherence

Although there is a great deal of evidence to support the existence of these long “stripe-like”

structures, the inability to separate them from small-scale turbulent motions that persist

throughout the flow has made them difficult to characterize. In this section we review

previous efforts to isolate VLSMs and then discuss the extent to which the 2D/3C model

allows us to characterize these features.

Hamilton et al. [35] attempted to isolate near-wall streaky structures by performing

DNS of a highly constrained or “minimal Couette flow”, based on the similar work for

channel flow [42]. They limited the box size to approximately the minimum value required

to capture the average spanwise spacing of a streak and maintain turbulent activity. Their

method was to start with a fully developed flow and then continue the simulation with this

minimal box size. They were also able to capture long streaks in the core, however due to the

limited streamwise box length they were unable to elucidate their full extent. Komminaho et

al. [52] attempted to decouple the large streamwise structures from small-scale phenomenon

through the application of a local Gaussian filter to the streamwise (u) velocity fluctuations

at the centerline. Using this technique they were able to identify streamwise elongated

vortex-streak structures that were not fixed in either space or time. Experiments aimed

at recreating a type of “minimal Couette flow” were carried out by Kitoh and Umeki [50]

through the use of Vortex Generators. This methodology enabled the authors to filter out

some of the small-scale turbulent motions and study large-scale streaky structures at the
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centerline.

While the 2D/3C model provides us with a y–z snapshot in space, in general it is unclear

how to reconstruct the streamwise information. The model is designed to capture the mean

features of the flow and we are particularly interested in understanding the spatial distribu-

tion of large-scale features associated with the model. The simplest way to reconstruct the

streamwise information is to convect the flow at the local turbulent velocity using Taylor’s

hypothesis (i.e., let x1 = x0 + ūturb(t1 − t0). However, it is known that in general Taylor’s

hypothesis does not hold for large scales [14, 48]. Convecting at the local mean velocity is

a particularly bad approximation in the near-wall region [14].

In Couette flow the laminar and turbulent velocity profiles always overlap at the center-

line, so the centerline velocity (Uc) is not affected by any assumptions of the 2D/3C model.

The centerline also represents the wall-normal location where the temporal fluctuations are

small. For these reasons, it is the most natural location to study first. Kitoh and Umeki [50]

compared their convected velocity to a spatial flow visualization and determined that the

large scales do in fact convect at Uc at the centerline. Given their results we use the same

relationship x = x0 − Uct to transform our 2D/3C time series data into spatial data. In

their work they define the Reynolds number Rc = Ucδ
ν = 4Rw (see Figure 3.1) based on the

channel half-height δ and the velocity at the centerline Uc, so the discussion in this section

refers to both Rw and Rc.

Figure 5.13(a) shows the typical streak pattern on the central plane (y
δ = 1) of Couette

flow obtained using the 2D/3C model for Case 2, at Rw = 12800, with σnoise = 0.004. For

visualization purposes and for direct comparison with the results of Kitoh and Umeki [50] we

similarly define a streak as a region where |u′

sw
Uc

| ≥ 0.05. Dark regions are low-speed streaks

and open areas are high-speed streaks, the light gray regions indicate a neutral region. It is

clear that Couette flow generated using the 2D/3C model has significantly long streaks in

the core region that are qualitatively similar to large-scale features that have been identified

through full three-dimensional simulations and experiments.

Previous results [52,87,91] have estimated streaks with streamwise wavelength of ≈ 40δ–

64δ with spanwise spacing of ≈ 2δ–5δ. Figure 5.13(a) shows that the spanwise length scale

of our data is similar to these results. The streamwise extent of the structures produced

by our model is much longer than reported in other works. This is not surprising as one

would expect the results from the 2D/3C model to be more coherent than experimental
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(a) 2D/3C Centerline Streak Pattern

(b) Centerline Streak Pattern from Kitoh and Umeki Experiment [50]

Figure 5.13: (a) Typical streak pattern on the central plane of fully developed turbulent
plane Couette flow from the 2D/3C model at Rw = 12800 (Rc = 3200). Dark regions are

low-speed streaks, |u′

sw|
|Uc| ≤ −0.05, and the white regions are high speed streaks, |u′

sw|
|Uc| ≥ 0.05,

light gray regions are regions without streaks.
(b) Figure 15 from [50] relabeled to match flow variables from the present work. Typical
streak pattern on the central plane of Couette flow with vortex generators at Rw = 15000,

(Rc = 3750). Dark regions |u′

sw|
|Uc| ≤ −0.05; open regions, |u′

sw|
|Uc| ≥ 0.05.

data since we are only modeling large-scale behavior.

In the vortex generator case in [50] the streamwise length scale of the structures was

approximately 51δ–60δ. However, when they attempted to isolate the large-scale structures

using a wavelet analysis they found that the ∼ 60δ streaks form weakly wavy patterns

that come together to form larger spatial structures with an average spacing of 300δ–400δ.

Figure 15 from this work is shown here as Figure 5.13(b). Here, it is clear that these wavy

patterns visually appear as one long streak with an extent > 250δ.

Our model essentially averages out the small-scale effects so it is not possible to dis-

tinguish between the long wavy structures reported in [50] and the smaller length scale
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structures that comprise them. The low-fidelity simulation methods we employed may also

be affecting our ability to pick out the individual streaks. The first DNS of Couette flow [57]

also found structures extending about 1000δ. Those conformations were stationary in both

space and time and it has been suggested in the literature that insufficient resolution was

the cause of the extra coherence in their results. It is also possible that since we are only

modeling the mean (large-scale) behavior, we may be missing effects from the temporal

fluctuations. Further work is needed to determine the true cause of the increased coherence

in our results.

5.5 Disturbance Amplification

All of the results presented in this chapter indicate that a very small amount of stochastic

noise forcing limited to the cross-stream components produces a very large response. These

small perturbations also create flow behavior that is not a solution of the unforced equations.

The ability of this model (4.2), which has a unique solution in the unforced case, to produce

a new flow condition due to such a forcing underlies the notion that the model is not robust

to small disturbances/uncertainty. The potential for disturbance amplification is not new,

in fact it comes directly from the features of the LNS previously discussed, however the

creation and maintenance of the new flow state is different and cannot come through the

use of a linear model. We now propose a simple characterization of the amplification

maintained through the forced response of (5.1).

As detailed in Section 5.1, the idea of modeling the flow as in Figure 5.2(b) relies on

small-amplitude input (or ∆) relative to the model states. The lack of robustness comes

from large amplification of these disturbances over the course of the simulation. Considering

the squared 2-norm of the streamwise component of (5.1) (i.e., ‖u′sw‖2) to be the increase

in energy from the base (laminar) flow, we define a so-called amplification factor

Γu =
‖u′sw‖2

‖σnoise‖2
, (5.4)

which gives us a measure of the output energy for a given input (noise forcing amplitude).

Γu is a nonlinear analog of the ensemble energy density described in previous studies of

the input-output response of the OSS operator, e.g., [2,46]. That work shows that the cou-
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pling between the Orr-Sommerfeld and Squire modes enables very large (i.e., beyond what

can be accounted for through the superposition of normal modes), Reynolds number depen-

dent disturbance amplification. The dependence is roughly linear at low Reynolds numbers

and cubic at higher Reynolds numbers. The amplification factor for cases 3–5, which all

have approximately the same input energy, are respectively Γu ≈ 680, Γu ≈ 2200, and

Γu ≈ 2920. These are consistent with the low Reynolds number scaling relationship based

on the OSS equations. This makes sense both because the streamwise constant assumption

restricts the linear amplification to the kx = 0 modes and because the amplification in

the 2D/3C model arises from the coupling in (4.3) that is similar to the one in the OSS

equations (3.5). In this way computing Γu from the simulation of (5.1) represents studying

the steady-state nonlinear response to the most amplified 3D mode, i.e., the kx = 0 mode.

As discussed in Section 3.3.4, the kx = 0 modes provide the most energy growth (in an

input-output sense) and represent the dominant mode shapes.

One can similarly investigate an equivalent amplification relationship between the cross-

stream velocity components and σnoise, i.e., the output of the ψ equation and compare these

to the linear analysis results discussed in Section 3.3.

5.6 Summary

In this chapter, we described the simulation of a 2D/3C model (with a linearized ψ evolution

equation) under small-amplitude Gaussian forcing of the cross-stream components. We

compared both the 2D/3C assumptions and the simulation results to a time snapshot of a

full spatial field (u, v, w, p) of fully developed turbulent DNS data at Rw = 3000.

We reported the results of simulations at three Reynolds numbers and different forcing

amplitudes. They demonstrate the ability of this model to capture some aspects of the flow

statistics that have been observed in both experiments and numerical studies. In particular,

it is demonstrated that (1) the addition of nonlinear terms in the 2D/3C model allows us

to capture the momentum redistribution involved in creating the shape of the turbulent

velocity profile, (2) a stochastically forced 2D/3C model can reproduce the appropriate

2D/3C turbulent mean velocity profile and Reynolds number trends, and (3) this model

produces amplification of small disturbances that is consistent with input-output studies

of the LNS. Global stability of the laminar flow in the unforced model points to lack of
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robustness as the underlying factor in the transition to a 2D/3C “turbulent-like” state.

We explored the refinement of our noise model through the use of two different discretiza-

tion schemes. The finite difference method models equal distribution across the wall-normal

extent of the flow. A Chebyshev interpolant provided a natural means of introducing more

noise at the wall, which, as expected, our results showed to be a more accurate model. In

general, the agreement of the model was much better in the center of the channel (the core).

This is because the 2D/3C model is meant to capture the mean behavior, which means by

assumption we filter out some of the small-scale activity. Therefore, the 2D/3C assumption

is less accurate for the small-scale activity that dominates in the near-wall region.
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Chapter 6

Steady-State Equations

In this chapter, we study a steady-state version of the 2D/3C model

∂u′sw
∂t

= −∂ψ
∂z

∂u′sw
∂y

− ∂ψ

∂z

∂U

∂y
+
∂ψ

∂y

∂u′sw
∂z

+
1

R
∆u′sw (6.1a)

∂∆ψ

∂t
= −∂ψ

∂z

∂∆ψ

∂y
+
∂ψ

∂y

∂∆ψ

∂z
+

1

R
∆2ψ, (6.1b)

which was described in Chapter 4. We are interested in forced solutions of the streamwise

velocity evolution equation (6.1a) arising through the use of a steady-state stream function

ψss(y, z) as an input. The resulting fixed point is then the forced solution, i.e., the time-

independent (steady-state) streamwise deviation from laminar, which we denote u′swss
(y, z).

This is of interest for two reasons. First, it allows us to determine whether or not this

equation filters an appropriately constructed ψss(y, z) towards the expected shape of the

turbulent velocity profile. It also gives us some insight to the mathematical mechanisms

that create the momentum (energy) transfer which generates this “blunted” profile.

We begin by introducing a steady-state stream function model ψss model, which is meant

to approximate large-scale streamwise elongated structures. The model also represents the

first-order term ψss1
of a weakly nonlinear expansion, ψss = ψss0

+ εψss1
+ . . . , where

ψss0
= 0, represents the case of no coupling. In Section 6.2 we numerically solve for

u′swss
and compare the results to the full stochastic simulation discussed in Chapter 5.

Then, we look at input-output energy amplification, where the input is the forcing (in the

linearized ψ evolution equation (5.1b)) that would generate such a steady-state ψss model,

and the output is the forced solution, u′swss
. We investigate Reynolds number and amplitude

scaling relationships for the steady-state u′swss
equation. The input-output amplification

factor is used to determine the energy optimal spanwise wave number (kz = 2π
λz

). Reynolds
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number and amplitude scaling of this energy amplification are compared with energy growth

results in the literature. As in Chapter 5, we compare our results to a full spatial field

(u, v, w, p)(x, y, z) of DNS data at Rw = 3000 obtained from the Kawamura group [91]. A

brief characterization of this data is provided in Section 5.3.

In the final section, we look at a method to determine analytical solutions to a nominal

U equation, i.e., the streamwise constant equation (4.1a) for the streamwise velocity u

prior to the decomposition into the nominal (laminar) plus the deviation from laminar

u = Ulaminar + u′sw, rather than just the deviation from laminar u′sw shown in (6.1b).

As before, we are interested in determining the streamwise velocity arising from a stream

function representing the large-scale streamwise elongated structures at channel center.

In particular, we want to isolate the role of each of the nonlinear terms in creating a

“blunted” turbulent velocity profile. We use a (weakly nonlinear) perturbation technique to

determine analytical expressions for the first four terms of the nominal streamwise velocity

U = U0 + εU1 + ε2U2 + . . . arising from a nominal stream function Φ = εΦ1. We constrain

the zeroth-order term to have only wall-normal dependence , i.e., U0(y, z) = U0(y), so that

it corresponds to the traditional nominal solution of the 2D/3C equations. We then use

it to verify that the U0 we obtain is the expected linear profile. The nominal streamwise

velocity U(y, z) that we are computing does not represent the time-averaged turbulent

velocity profile but rather the steady-state response to a nonzero cross-stream profile, i.e.,

some nominal wall-normal velocity V (y, z) and spanwise velocity W (y, z). It can be thought

of as an instantaneous spatial y–z plane of the flow.

6.1 Stream Function Model

For ease of computation and analysis we were interested in using a simple analytic model

for the steady-state stream function ψss(y, z), both because this leads to computational

tractability and because a simple model better lends itself to analytical studies. In Barkley

and Tuckerman [5] it was shown that laminar-turbulent flow patterns in plane Couette flow

could be reproduced using a stream function of the form ψ(y, z) = ψ0(y)+ψ1(y) cos(kzz)+

ψ2(y) sin(kzz). We use this study as guidance but set the zeroth-order term ψ0 to zero be-

cause a nonzero ψ0 produces a nonzero-mean spanwise flow w′
ss, which is not representative

of the velocity field we are interested in studying. Our primary interest concerns the effect
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of large-scale streamwise elongated features in the core of a fully turbulent flow. The DNS

field discussed in Section 5.3 was also used as a guide to ensure that the first-order term

ψss1
as well as the corresponding wall-normal and spanwise velocities, respectively v′ss1

and

w′
ss1

, have the correct features, see Figure 6.1. A harmonic function ψ1(y) that satisfies the

wall-normal no-slip boundary conditions on v′ss1
and w′

ss1
was selected. The full model is

ψss = εψss1
(y, z) = ε sin2 (qπy) cos

(

2π

λz
z

)

. (6.2)

The ψss1
term corresponds to wall-normal and spanwise velocities, respectively v′ss1

=
∂ψss1

∂z

w′
ss1

= −∂ψss1
∂y , defined as

v′ss1
(y, z) = −2π

λz
sin2 (qπy) sin

(

2π

λz
z

)

, and w′
ss1

(y, z) = −qπ sin (2qπy) cos

(

2π

λz
z

)

.

We treat ε (the size of the perturbation) as a free variable. For our initial studies we set

q = 1 and fix the spanwise wavelength, λz, to a value determined using the DNS data. Later

in Section 6.3, we search for the energy optimal λz. We examine other q values (wall-normal

harmonics) as well as summations over q in Section 6.4.

Figure 6.1(c) and 6.1(e) show x-averages of v(x, y, z) and w(x, y, z) from the DNS data

beside the corresponding v′ss1
and w′

ss1
estimates from the stream function model ψss (in

Figure 6.1(d) and 6.1(f) respectively). Integration of v′xave
(x, y, z) and w′

xave
(x, y, z) permits

an estimate of ψss(y, z) (to within some constant) for that particular field. A contour plot

of the approximation based on w′
xave

(y, z) is shown in Figure 6.1(a).

We selected an initial perturbation amplitude of ε = 0.00675 for our model (6.2) based

on the approximate values obtained by integrating v′ave(y, z) and w′
ave(y, z). This estimated

amplitude is very small compared to the magnitude of the streamwise velocity deviation

from laminar u′sw computed through the simulation of Chapter 5. This supports the notion

that a nominal model plus an uncertainty is amplified through the coupling from ψ to u′sw

in the 2D/3C linear operator (4.3). The mechanism of this amplification is described and

quantified in studies such as [2,90] and [46]. An initial wavelength of λz ≈ 1.8 was chosen to

match the results from an FFT of the DNS data (across the z direction) while maintaining

the DNS box size (12.8h). A contour plot reflecting both these parameter values is provided

in Figure 6.1(b). It shows good qualitative agreement with the integrated DNS data, in
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Figure 6.1: (a) Contour plots of ψxave(y, z) based on the x-averaged spanwise DNS velocity

field, which was integrated to obtain the stream function, i.e., ψxave(y, z) = −∂w′

xave
∂y . (b)

The simple harmonic model for ψss(y, z) = 0.00675 sin2 (πy) cos
(

2π
1.8z

)

with amplitude and
wavelengths that approximate DNS data. Panels (c)–(e) are the x-averaged wall-normal and
spanwise velocities from DNS (respectively v′xave

and w′
xave

). Panels (d)–(f) are the steady-
state estimate for v′ss(y, z) and w′

ss(y, z) based on ψss with the same parameter values as in
(b). All data corresponds to Rw = 3000.
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particular with the region of strongest signal in Figure 6.1(a). It is also consistent with the

ψ snapshots from the full pseudospectral stochastic simulations in Figure 5.11, although the

wavelength is different as discussed in Section 5.4.1. The vector field corresponding to ψss

in (6.2) is consistent with low-speed fluid being lifted up from the stationary wall and higher

speed fluid being pushed down from the moving wall. Although in reality, the wall-normal

variation is complicated (and Reynolds number dependent), Figure 6.1 shows that a simple

harmonic variation gives a reasonable representation. The agreement of the ψss model with

the DNS fields and the instantaneous snapshots from the full stochastic simulation indicate

that it may be possible to capture the mechanisms of interest (particularly the momentum

transfer) using a single harmonic in both y and z.

6.2 Forced Streamwise Velocity

In this section we use the stream function model in (6.2) as input to a steady-state stream-

wise velocity equation and discuss the resulting forced solution, u′swss
(y, z). We describe

how both this output velocity, u′swss
, as well as the forcing required to produce ψss scale

with Reynolds number R and ψss amplitude ε. Although scaling relationships are developed

for general R, we use the form Rw = Uwh
ν as defined in Figure 5.1 for all computations.

The steady-state version of the streamwise velocity evolution equation (6.1a) is

(

−∂ψss

∂z

∂

∂y
+
∂ψss

∂y

∂

∂z
+

1

Rw
∆

)

u′swss
=
∂ψss

∂z

∂U

∂y
. (6.3)

For the results presented in this section we first solved (6.3) for u′swss
(y, z) using both a

least-squares solution and iteratively using the same resolution as the DNS described in

Section 5.3, which has a 96 × 512 grid on the y–z plane. We also tried a smaller grid of

48 × 100 and found negligible differences in the results. In the sequel, we only report the

results for the 48 × 100 grid.

A contour plot of the u′swss
(y, z) resulting from our computations at Rw = 3000, with

the stream function ψss model (6.2) parameters set to ε = 0.00675 and λz = 1.8, is depicted

in Figure 6.2(a). This figure shows that the steady-state streamwise velocity deviation

from laminar u′swss
(y, z) has near-wall rolls that are out of spanwise phase with one an-

other similar to those seen in both u′xave
from the x-averaged DNS data and u′sw from the
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Figure 6.2: (a) Contour and (b) surface plots of u′swss
, from ψss(y, z) =

0.00675 sin2 (πy) cos
(

2π
1.82z

)

. Panels (c)–(e) are Figures 5.6(a) and 5.6(b) from Chapter
5. Panels (e) and (f) are Figure 5.7 from Chapter 5. Note the z–scale difference between
(b) and those from the simulation in Chapter 5 (e) and DNS data (f). All plots correspond
to Rw = 3000 and all contour plots have the same contour levels.
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stochastically forced simulation discussed in Chapter 5 (and shown in Figure 6.2(d) and

6.2(c) respectively with the same contour levels as 6.2(a)). There is more variation in the

deviation from laminar (amplitude of the surface) across the span as compared to the DNS

data and the full stochastic simulation. This is especially clear in comparing the surface

plot of Figure 6.2(b) with those of Figure 6.2(e) and 6.2(f) particularly in the center of

the channel. There is also a difference in the amplitude of this u′swss
versus u′xave

, which

is readily apparent in the different z-axis scales of the plots (respectively in Figure 6.2(b)

and 6.2(e)). In general, the surface plot of u′sw in Figure 6.2(e) from the full simulation

shows much better agreement with the x-averaged DNS data, Figure 6.2(f). This is partly

due to the fact that the stochastic forcing excites all modes and creates stochastic (i.e.,

less coherent) ψ and u′sw functions. It is also a result of looking at the time-dependent

evolution of the flow state rather than the steady-state solution considered here. A steady-

state model with only one wall-normal and spanwise mode cannot be expected to capture

all of the interactions involved in determining the exact shape or all of the features of the

turbulent velocity profile. Clearly the full turbulent field is neither streamwise constant nor

steady-state.

The results in Figure 6.2(a) and 6.2(b) obtained using this simple stream function model

ψss indicate that the nonlinear interaction between cross-stream flow features plays an

important role in redistributing energy in the flow field. It is interesting to see that we are

getting an increase in the streamwise velocity gradient at the wall using input forcing that

represents structures that do not model any of the features in the near-wall cycle. This

supports the idea that large-scale structures modulate near-wall activity.

We further investigate the effective energy redistribution through the forced streamwise

velocity deviations by comparing the mean deviation from laminar from DNS to the u′swss

resulting from the ψss model (6.2). We make the comparison for five perturbation ampli-

tudes (0.000675 ≤ ε ≤ 0.02), all at Rw = 3000. Averages across the span of u′swss
(y, z) for

these five ε values are compared to a similar average of u′xave
from the DNS in Figure 6.3(a).

This figure shows that using ψss from (6.2) as an input to (6.3) produces streamwise velocity

profiles whose shapes are consistent with u′xave
≈ u− U from the DNS. However, the peaks

are located at different wall-normal positions. An amplitude that exactly matched both

the magnitude and location of the DNS peaks was not found even when different values

of wavelengths λz were studied. This is not unexpected because of the simplicity of the
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∣

wall
with perturbation amplitude, ε.

wall-normal variation in the steady-state model, as well as the streamwise constant and

steady-state assumptions. In Section 6.4 we will discuss how adding more y modes can be

used to improve agreement between the forced solutions of the ψss model (6.2) and the DNS

data.

The magnitude of forcing applied to the system is reflected in the amplitude of ψss(y, z),

which in turn affects velocity gradient at the wall (i.e., the amount of blunting in uswss). Fig-

ure 5.9 from the simulation studies discussed in Chapter 5 showed that increasing Reynolds

number (while noise forcing is held constant) also causes increased velocity gradients at

the wall and a more “blunted” profile. A higher amplitude (ε) in (6.2) corresponds to

higher amplitude forcing of the ψ evolution equation. This is analogous to increasing the

magnitude of the model uncertainty. It would have an effect similar to that of a “noisier”

experiment and thus corresponds to an increase in the shear stress at the wall (i.e., a larger

friction Reynolds number Rτ ) and a larger peak value for u′swss
. These effects are seen in

Figure 6.3(a) (recall that the variables are normalized by h and Uw rather than uτ ). The

trend is even more clear in Figure 6.3(b), which provides a plot of ε versus the velocity

gradient at the wall, ∂u
∂y

∣

∣

∣

wall
.

The simple steady-state model (6.14) forced by ψss reasonably predicts the essence of

the mean behavior at the expense of losing some of the smaller scale details. For example,

the spanwise variation, exact characterization of the wall-normal variation activity and,
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of course, the small-scale turbulent velocity fluctuations are not captured in this analysis.

These results suggest that the phenomenon that is responsible for blunting of the velocity

profile in the mean sense is a direct consequence of the interaction between rolling motions

caused by the y–z stream function and the laminar profile. In other words, this study

provides strong evidence that the nonlinearity needed to generate the turbulent velocity

profile comes from the nonlinear terms that are present in the u′sw(y, z, t) evolution equation

(6.1a).

6.2.1 Scaling Relationships

In this subsection we investigate both Reynolds number Rw and amplitude ε scaling of the

steady-state streamwise velocity equation (6.3). We first investigate the relationship be-

tween Rw and ε and then focus on determining an Rw-independent steady-state streamwise

velocity equation.

In order to illustrate the effect of the amplitude ε, we rewrite (6.3) with ψss replaced by

εψss1
in the form

(

−∂ψss1

∂z

∂

∂y
+
∂ψss1

∂y

∂

∂z
+

∆

εRw

)

u′swss
=
∂ψss1

∂z

∂U

∂y
. (6.4)

Equation (6.4) indicates that Rw is closely related to ε. An increase in ε with a constant Rw

has the same effect as increasing Rw at a single ε. More precisely, u′swss
does not vary if εRw

is constant. This close relationship between Rw and ε is consistent with Figure 6.3(a) and

6.3(b), which show that an increase in ε corresponds to an increase in the peak amplitude

of u′swss
as well as larger velocity gradients at the wall, which is precisely the behavior we

expect from an increase in Rw.

In order to relate our discussion to the type of input-output scaling previously described,

it is useful to determine the forcing required to produce a steady-state ψss. This is accom-

plished by solving a forced version of the steady-state ψ evolution equation (6.1b) to obtain

Υss(y, z) =
∂ψss

∂z

∂∆ψss

∂y
− ∂ψss

∂y

∂∆ψss

∂z
− 1

Rw
∆2ψss. (6.5)

The linearized version of this forcing equation, which by abuse of notation we also denote
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Υss(y, z), is

Υss(y, z) = − 1

Rw
∆2ψss. (6.6)

Υss is the deterministic forcing required to produce a particular ψss.

To isolate the effect of Rw we introduce the change of variables

Ψ = Rwψss, (6.7)

this results in the Rw independent steady-state streamwise velocity equation

∂Ψ

∂z

∂U

∂y
=

[

−∂Ψ

∂z

∂

∂y
+
∂Ψ

∂y

∂

∂z
+ ∆

]

ũ′swss
, (6.8)

where we use ũ′swss
(y, z,Ψ) to indicate that the dependence on Ψ = Rwψss rather than ψss.

The Rw independent ũ′swss
equation can also be written in terms of Ψ1 = Ψ

ε to explicitly

show the amplitude dependence

∂Ψ1

∂z

∂U

∂y
=

[

−∂Ψ1

∂z

∂

∂y
+
∂Ψ1

∂y

∂

∂z
+

1

ε
∆

]

ũ′swss
. (6.9)

The linearized forcing in terms of Ψ1 can be also be computed. Application of the

change of variables (6.7) to the linear forcing equation (6.6) gives

ηss(y, z) = − ε

R2
w

∆2Ψ1. (6.10)

Although the streamwise velocity deviations can be normalized such that they are indepen-

dent of Rw, the forcing cannot. The linearized forcing (ηss or Υss) is obviously proportional

to ε. In the transformed coordinates (i.e., for Ψ1), the forcing is inversely proportional to

R2
w. In the next section, we will use these scaling relationships to determine an input-output

energy scaling analogous to the one discussed in Section 4.4. In the sequel, we use the linear

Υss of Equation (6.6) for all of the computations. For a complete discussion of the use of a

linear ψ equation see [29] and Section 5.4.5.



87

0 0.5 1 1.5 2 2.5 3 3.5
0

1

2

3

4

5

6
x 10

−4

kz

‖u′

swss
‖2

√
R

 

 

Rw = 3000
Rw = 6000
Rw = 10000
Rw = 12000

(a) Energy Scaling

0 0.5 1 1.5 2 2.5 3 3.5
0

0.5

1

1.5

2

2.5
x 10

−3

kz

Γss

R
5/2

w

 

 

Rw = 3000
Rw = 6000
Rw = 10000
Rw = 12000

(b) Reynolds Number Trends

Figure 6.4: (a) The streamwise energy scales as
√
Rw. (b) The amplification factor Γss

scales as R
5

2 . The optimal spanwise wave number occurs at the maximum Γss for each Rw.

6.3 Energy Amplification

In this section we study an energy response of (6.3) as ε and Rw are varied. For ease of

notation we perform this study in terms of the spanwise wave number kz = 2π
λz

. As in

Chapter 5, we use the Reynolds number defined by Rw := Uwh
ν described in Figure 5.1 for

all computations. We also increase our y–z grid size to 48×128 and perform the calculations

over a spanwise extent of 2λz.

The input-output energy response can be studied through a steady-state amplification

factor

Γss =

∥

∥u′swss

∥

∥

2

‖Υss‖2 . (6.11)

Γss is an analog of the L2–to–L2 induced norm (defined in Chapter 2, Definition 2.4.3) that

has been used to study the optimal response of the system to harmonic forcing, see for

example [79]. In the frequency domain this again corresponds to an H∞ type norm.

The scaling of u′swss
with Rw for a particular ε is unclear from Equation (6.4). In order

to determine an empirical relationship we computed ‖u′swss
‖2 using the stream function

model (6.2) with q = 1 and ε = 0.001 for four different values of Rw: 3000, 6000, 10000 and

12000. Figure 6.4(a) shows that for the Rw values selected ‖u′swss
‖2 scales as a function of

√
R. If we combine this

√
R scaling of ‖u′swss

‖2 with the 1
R scaling of Υss(y, z), then Γss

should scale as a function of R
5

2 . This is less than the function of R3 energy scaling of the

full 2D/3C model described in Section 4.4. The scaling of the input-output amplification
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for streamwise constant disturbances of the linearized Navier Stokes (LNS) equations can

be expressed as f1(kz)R + f2(kz)R
3, where the magnitude of the function f1(kz) is O(0.1)

for all parallel flows [2]. The magnitude of f2(kz) for Couette flow is O(10−4) [2]. Therefore,

at lower Reynolds numbers the linear term would dominate. Another low Reynolds number

linear study of Poiseuille flow showed energy amplification at kx = 0 scales with R
3

2 for

the range 800 ≤ R ≤ 5000 and R3 for larger Reynolds numbers [26]. In that study, R

was normalized on half channel height δ, the equivalent normalization would make our

Reynolds number range 750 ≤ Rc ≤ 3000. Based on both of these earlier results the fact

that our scaling is less than R3 is not unreasonable due to the low Reynolds numbers we

are employing.

Figure 6.4(b) shows Γss

R5/2
for Rw = 12000, 10000, 6000 and 3000 all with ε = 0.001.

The data collapses well under the R5/2 scaling, especially at the higher wave numbers. As

previously discussed, at low Reynolds number the scaling relationship is dominated by the

f1(kz)R term. Thus, the lower Γss peak value at Rw = 3000 (corresponding to Rc = 750) is

plausible. Optimal amplification studies based on initial conditions also support Rw scaling

at low Reynolds numbers [26].

Figure 6.4(a) indicates that ‖u′swss
‖2 increases with kz until it reaches a maximum value

and then levels off. We can similarly find a relationship between kz and Υss by substituting

the expression for ψss from (6.2) into the linearized noise equation (6.6). This yields

Υss(y, z) = − ε

Rw

{[

(

k2
z + 4q2π2

)2 − 4q2k2
zπ

2
]

sin2(qπy) cos(kzz)

−
(

8q4π4 + 2q2k2
zπ

2
)

cos(kzz)
}

,

(6.12)

which is proportional to both k4
z and q4. So, the forcing energy ‖Υss‖2 is monotonically

increasing with kz while ‖u′swss
‖2 peaks and then levels off. This means that even though

larger kz is associated with higher forcing the corresponding amplification factor does not

continue to increase. There is some optimal kz that generates the most amplification: This

is the dominant wave number corresponding to optimal spanwise spacing.

6.3.1 Optimal Spanwise Spacing

In this section we determine the optimal spanwise wave number for a constant ε at differ-

ent Reynolds numbers. We compare these results to the optimal very-large-scale motion
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(VLSM) and streak spacings reported in the literature.

The optimal spanwise spacing occurs where Γss is maximized. The peak values of Γss

for the Reynolds numbers considered in Figure 6.4(b) correspond to spanwise wave numbers

of kz = 0.86, 1.0, 1.4 and 1.7; for Rw = 12000, 10000, 6000 and 3000 respectively. This

amounts to wavelengths of 7.3h, 6.1h, 4.6h and 3.7h, which are related to the full channel

height h. Much of the literature, e.g., [10, 25, 33], related to optimal spanwise spacing has

shown kz ∈ [2.8, 4]h. The discrepancy is likely because their values correspond to the

small-scale near-wall streamwise streaks whereas our stream function represents channel

spanning structures associated with large-scale flow behavior.

Recent Poiseuille flow studies using the LNS linearized about a turbulent velocity profile,

where an eddy viscosity is used to maintain the profile, found that at high Reynolds numbers

there are two peaks in the optimal energy growth curves, one scaling in inner units and the

other in outer units [13, 71]. The outer unit peak appears to correspond to the large-scale

structures (VLSMs) that have a spanwise spacing of approximately λz ∈ [2, 5.2]δ. Our

structures are still slightly larger. However, they are in line with the only Couette flow

study to look at both inner and outer unit scalings [41]. In this paper, the authors reported

results at Rw = 3000 for different types of forcing and found that the optimal response to

harmonic forcing occurs when λz = 3.85h. Harmonic forcing is more closely related to our

analysis than the initial condition-based studies reported in most of the other work. For

the Reynolds numbers considered here and in [41] there is no scale separation between the

peaks.

6.3.2 Amplitude Variation

In this section we study the variation of Γss with amplitude ε while the Reynolds number

is held constant at Rw = 3000. We consider smaller amplitudes than those employed in

Section 6.2 based on Figure 6.3(a), which showed a peak amplitude significantly higher than

that of the DNS data for ε ≥ 0.00675.

Figure 6.5(a) shows Γss for an amplitude range of 0.000675 ≤ ε ≤ 0.005. Both Γss and

the optimal spanwise wave number monotonically decrease with ε. There appears to be a

collapse at the minimal wavelengths. The optimal wavelengths for the lower amplitudes,

ε ∈ [0.0005, 0.003375], are between λz = 3.2h and λz6.1h. As previously discussed, this is

in the range of the wavelengths associated with the Couette flow VLSMs in the literature,
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Figure 6.5: (a) Γss for different values of ε all at Rw = 3000. Both Γss and the optimal
spanwise wave number monotonically decrease with ε. (b) Mean velocity profiles uswss at
the optimal kz for each ε considered in (a). The velocity gradient at the wall increases with
ε.

e.g. [50, 52]. On the other hand, the highest amplitude cases, ε = 0.005 and ε = 0.00675

respectively, correspond to λz = 8 and λz = 9.1, which are longer wavelengths than one

would expect. They are also much higher than the DNS spanwise wavelength (λz = 1.8)

that we used for testing the ψss model (6.2) in Section 6.2. However, since the peak Γss

over all the amplitudes occurs at the lowest ε the optimal wavelength for our Rw = 3000

study is the λz at the smallest amplitude. If we continue to reduce ε to 0.00001 the optimal

wavelength converges to λz = 3 for Rw = 3000, 6000, 10000 and 12000. This value is well

within the range of optimal wavelengths reported in the literature [41].

For each amplitude, we are interested in connecting ψss at its optimal wave number to

its accompanying mean velocity profile, uswss . Figure 6.5(b) shows the steady-state mean

velocity profile computed from (6.3) for ψss with an amplitude range of 0.001 ≤ ε ≤ 0.00675

at their corresponding optimal values of kz along with the Rw = 3000 DNS data. While

the amplitude of Γss is much larger for the minimum amplitude, ε = 0.0005, the resulting

velocity profile has larger velocity gradients at the wall for the higher amplitude ψss models.

As before there is no amplitude that exactly matches the DNS data. The fit is especially

bad in the near-wall region, but much better in the center of the channel. As previously

discussed, this is because the assumptions inherent in the 2D/3C model neglect the smaller

scale activity that dominates in the near-wall region. At the highest amplitudes, ε = 0.005

and ε = 0.00675, the velocity profiles are both undershooting the DNS curve at the walls and
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compared with DNS data all at Rw = 3000. (b) The velocity gradient at the wall continues
to increase while both Γss and the energy ‖u′swss

‖2 peak and then drop off. The solid black
line represents the peak Γss for each ε.

overshooting it at channel center. At the optimal kz, uswss from ε = 0.005 and ε = 0.00675

respectively cross the DNS curve at a y+ ≈ 30 and y+ ≈ 27, based on the DNS viscous

units. The maximum overshoot in the core (defined by y+ > 30 in DNS viscous units) is

3.6% and 6.2%, respectively for ε = 0.005 and ε = 0.00675. This is a very good prediction

for such a simplified steady-state model. In the next section we look at refining the model

to improve the agreement.

Figure 6.6(a) shows the mean velocity profile of the DNS along with mean velocities for

ε = 0.005 and ε = 0.00675 at the maximum Γss (optimal wave number kz = 2π
λz

= 0.69),

at kz = 1.8 and at kz = 3.4. This last value coincides with λz = 1.8, i.e., the value

corresponding to the DNS data [91] and the results discussed in Section 6.2. The larger

wave numbers vastly overshoot the DNS curve in the center of the channel but have better

agreement near the walls. The continued increase in shear stress at the wall as both kz

and ε increase is better seen in Figure 6.6(b). For all amplitudes ε ≥ 0.002 the mean

velocity curves overshoot the DNS near the centerline for kz values above the optimal. This

overshoot may indicate that some of the energy is going into pushing the response too high

or “over blunting” the profile at the channel center. This is clearly not optimal in creating a

uswss that corresponds to a “turbulent-like” state. This may indicate that when the forcing

amplitude gets too high, the model no longer accurately represents the system behavior.
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Figure 6.7: (a) For low ε the amplification Γss scales with 1√
ε

whereas (b) for higher ε, it

scales with 1

ε
3
2

.

Finally, we are interested in determining amplitude scaling relationships for Γss. Figure

6.7(a) shows that the low-amplitude data ε ∈ [0.0005, 0.001] collapses very well with an

ε
1

2 scaling, especially at low wave numbers. At higher kz’s this scaling does not work for

ε ≥ 0.002, as indicated by the ε = 0.002 curve in Figure 6.7(a). The higher amplitude data

ε ∈ [0.002, 0.00675], shown in Figure 6.7(b), collapses with ε
3

2 . This scaling is best at the

higher wave numbers.

If we look again at the scaling relationships in Equation (6.4), ‖u′swss
‖2 should scale with

ε
1

2 , i.e., follow the same scaling as the Reynolds number. The forcing energy ‖Υss‖2 on the

other hand has an inverse scaling between Rw and ε. Therefore, the fact that Γss scales

with 1

ε
1
2

is equivalent to it scaling with Rw. Similarly, the 1

ε
3
2

corresponds to R
5

2
w scaling.

Again, this is consistent with studies that show that at low Reynolds numbers the energy

scales linearly and then as Reynolds number increases the R3 scaling begins to dominate.

6.4 Model Refinement

The use of a single harmonic in both y and z did not allow us to match the turbulent

velocity profile from the DNS data. In this section we look at refining the ψss model to see

if we can better fit this data. In particular, we study the effect of additional wall-normal

harmonics in the stream function model, ψss in (6.2). This should also enable us to better

evaluate the contribution of near-wall streaks and vortices to the overall amplification.
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Figures 6.8(a) and 6.8(b) respectively show the ψss model (6.2) for q = 2 and q = 3.

The q = 2 case represents two small structures closer to the walls as opposed to the channel

spanning feature for q = 1, pictured in Figure 6.1(b). At low amplitudes this should be

a better model for the near-wall streamwise streaks and vortices that play a key role in

determining the velocity gradients and corresponding shear stress at the wall. The q = 3

case corresponds to three peaks, two near the walls and one at channel center. In reality

the peak at the channel center should be broader and wider than the peaks at the wall

and the near-wall peaks should be even closer to the wall. However, as a first estimate this

simplified model can be used to understand the effect of a third y harmonic.

Figure 6.8(c) shows Γss for q = 2 with ε ∈ [0.001, 0.005]. The overall amplification

for a ψss (6.2) with q = 2 is roughly 3 orders of magnitude smaller than the amplification

for q = 1. In fact, because Υ(y, z) is proportional to q4 (as seen in Equation (6.12)), the

magnitude of the forcing increases with q. Figure 6.8(e) shows that the streamwise energy

that arises from the larger forcing is of similar order of magnitude to the q = 1 energy, seen

in Figure 6.6(b). So, at each kz we are getting similar energy for much larger input. This

points to reduced energy production for the q = 2 case. It is consistent with experimental

observations, which indicate that the large-scale structures (in the core) contribute most of

the flow energy [39,65].

At the two lowest amplitudes considered, the optimal wavelength was reduced under

the q = 2 model. The optimal wavelengths for ε = 0.001 and ε = 0.002 were respectively at

λz = 2.9h and λz = 4.1h versus the q = 1 values of λz = 3.7h and 4.6h. This is still higher

than the 100 viscous unit spacing typical for the near-wall streaks but the lowest amplitude

case is much closer to optimal values 1.9h ≤ λz ≤ 2.4h, (for kz ∈ [2.8, 4]h) reported in

linear studies, e.g. [10, 25]. The Γss peak location did not change for the ε = 0.003375

and ε = 0.005 cases. This supports the idea that the lower amplitude models are more

representative of the near-wall structures.

Figure 6.8(d) shows that for q = 3 with ε = 0.003375 and ε = 0.005, Γss is even lower

than for the q = 2 case. Again, the streamwise energy is significantly smaller even though

the q4 term indicates that Υ(y, z) is larger than that of either the q = 1 or q = 2 case. Figure

6.8(f) shows that the streamwise energy that arises from the larger forcing is of similar order

of magnitude to the q = 2 energy in Figure 6.8(e). Again, less energy is produced per unit

of forcing.
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Figure 6.8: Panels (a) and (b) are contour plots of ψss(y, z) = 0.001 sin2(qπy) cos( 2π
1.8z)

with q = 2 in (a) and q = 3 in the second and third y harmonics for the stream function
model (6.2). Panels (c) and (d) are the corresponding Γss for the ψss model in (a) and
(b) respectively for different values of ε. The amplification is much smaller for the higher
harmonics q > 1 even though the forcing is larger by a factor q4. Panels (d) and (e) are the
streamwise energy ‖u′swss

‖2 for the second and third y harmonics q = 2 and 3.
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The mean velocity profiles corresponding to the ψss model (6.2) with q = 2 for ampli-

tudes ε ∈ [0.001, 0.005] are shown in Figure 6.9(a). In contrast to the q = 1 case and the

typical turbulent mean velocity, the profiles have double peaks in each half of the channel.

In order to better compare the mean velocity profiles corresponding to the ψss with the

different parameter values for q, the curves for q = 1, q = 2 and q = 3 for ε = 0.003375 and

ε = 0.005 are all plotted together in Figure 6.9(b). It appears that the locations where the

streamwise velocity uswss arising from the stream function model ψss (6.2) with q = 1 are

deviating from the DNS data are the same locations where the velocity uswss from (6.2) with

q = 2 have excursions of the opposite sign. Therefore, a superposition of uswss obtained

using the first two harmonics may provide a correction for the overshoot in the center of

the channel. In the near-wall region the q = 2 will also contribute to an increased velocity

gradient (shear) at the wall. These changes are exactly what would be prescribed to make

the curves better resemble turbulent velocity profiles from the DNS or experimental data.

Figure 6.9(c) provides a comparison of uswss obtained from the model with q = 1 at the

optimal kz to one obtained by adding the q = 1 and q = 2 profiles. This clearly improves

the fit near the walls but leads to a larger (but of opposite sign) error in the channel

center. The mean profile from the third harmonic q = 3, also shown in Figure 6.9(b), sits

somewhere between the q = 1 and q = 2 curves. The red curve in Figure 6.9(c) shows

that adding this harmonic (at the same, optimal, kz) to the first two makes the fit near the

walls almost perfect and mitigates the undershoot at the channel center. The maximum

percentage error in the near-wall region is now 11%, while the maximum percentage error

in the channel center is 5.1%. Although we have vastly improved the fit in the near-wall

region, the error at the center of the channel is larger than the 3.6% we had with the simple

q = 1 model.

In reality one would likely use models that have different amplitudes or wave numbers for

each of the harmonics. A simple experiment changing the kz of the third harmonic, shown in

Figure 6.9(d), shows that one can improve the fit further by modifying the wave number for

the stream function model (6.2) with q = 3. The cases where we add a streamwise velocity

curve obtained using a model (6.2) with q = 3 and kz = 0.4295 or kz = 0.5154 reduce

the maximum error in the center of the channel to 2.6%. The maximum near-wall error is

19%. This error is significantly lower than for the q = 1 case and Figure 6.9(d) illustrates

that 19% error in this region corresponds to a very small absolute distance between curves.
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Figure 6.9: (a) Mean velocity profiles at the maximum Γss for q = 2, ε ∈ [0.001, 0.005]
(b) Mean velocity profiles at the maximum Γss for q = 1, 2 and 3 for ε = 0.003375 and
ε = 0.005. (c)Adding the q = 1, q = 2 and q = 3 wall-normal harmonics at the optimal
kz = 0.773 for ε = 0.005. (d) Using a different kz for q = 3, this improves the fit to DNS
data.

Further refinement of the models could improve the data fit throughout the channel.

The results of this section indicate that while the streamwise energy amplification associ-

ated with the q = 2 and q = 3 wall-normal harmonics are more than 3 orders of magnitude

smaller than that of q = 1, their dynamic behavior serves as a sort of correction factor

for the mean velocity profile. The turbulent mean profile at this Reynolds number can

be well approximated using steady-state solutions of the 2D/3C model with the stream

function in (6.2) as input. This does not however suggest that all aspects of the turbulent

behavior can be captured by such a model, but rather that our model reproduces the mech-

anisms involved in transforming a spanwise/wall-normal large-scale “streaky” structure into
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a “turbulent-like” streamwise velocity profile.

6.5 Analytical Solutions

In this section we investigate spanwise varying nominal streamwise velocities U(y, z) ob-

tained through applying steady-state stream functions Φ(y, z) to a nominal streamwise

velocity evolution equation

¶
¶
¶7

0
∂U

∂t
=

(

−∂Φ

∂z

∂

∂y
+
∂Φ

∂y

∂

∂z
+

1

R

(

∂2

∂y2
+

∂2

∂z2

))

U(y, z). (6.13)

This U(y, z) is not meant to represent the time-averaged turbulent mean velocity profile,

which is not spanwise varying. It is a purely spatial representation of the streamwise velocity

in the y–z plane. One can think of this as representing a cut of this plane in a fully developed

turbulent Couette flow. In order to have high- and low-speed excursions from the local mean

at a particular wall-normal location, any given spatial y–z plane would necessarily vary in

the spanwise direction, as would a snapshot in time.

The goal of this section is to gain insight into the mathematical mechanisms involved in

turning cross-stream “roll-like” structures into a “blunted” streamwise velocity profile. Since

we are not comparing the results to the DNS data from [91], for mathematical convenience

we go back to the configuration y ∈ [−1, 1], as in Figure 3.1. The velocity is scaled such

that Utop = 1 and Ubottom = −1.

Computation of U(y, z) from a given Φ(y, z) can be obtained from the nominal U(y, z)

evolution equation (6.13), with boundary conditions U(−1, z) = −1, U(1, z) = 1, and an

infinite spanwise extent. If we employ the change of variables Ψ = RΦ, then we obtain a

Reynolds-number-independent expression

−∂Ψ

∂z

∂U

∂y
+
∂Ψ

∂y

∂U

∂z
+ ∆U = 0. (6.14)

The solution to this equation can be estimated using a perturbation technique (weakly

nonlinear analysis). In this case we assume expansions of both U(y, z) and Ψ(y, z), such



98

that

U(y, z) = U0 + εU1 + ε2U2 . . .

Ψ(y, z) = Ψ0 + εΨ1 + ε2Ψ2 . . .

Filling these expressions into (6.14) yields

0 = − ∂Ψ0

∂z

∂U0

∂y
− ε

(

∂Ψ0

∂z

∂U1

∂y
+
∂Ψ1

∂z

∂U0

∂y

)

− ε2
(

∂Ψ1

∂z

∂U1

∂y
+
∂Ψ0

∂z

∂U2

∂y
+
∂Ψ2

∂z

∂U0

∂y

)

+
∂Ψ0

∂y

∂U0

∂z

+ ε

(

∂Ψ0

∂y

∂U1

∂z
+
∂Ψ1

∂y

∂U0

∂z

)

+ ε2
(

∂Ψ1

∂y

∂U1

∂z
+
∂Ψ2

∂y

∂U0

∂z
+
∂Ψ0

∂y

∂U2

∂z

)

+
∂2U0

∂y2
+
∂2U0

∂z2
+ ε

∂2U1

∂y2
+ ε

∂2U1

∂z2
+ ε2

∂2U2

∂y2
+ ε2

∂2U2

∂z2
+ . . . .

(6.15)

Then, matching like powers of ε, leaves us with the following:

(ε0 :)
∂Ψ0

∂z

∂U0

∂y
− ∂Ψ0

∂y

∂U0

∂z
=
∂2U0

∂y2
+
∂2U0

∂z2
,

(ε :)
∂Ψ0

∂z

∂U1

∂y
+
∂Ψ1

∂z

∂U0

∂y
−

(

∂Ψ0

∂y

∂U1

∂z
+
∂Ψ1

∂y

∂U0

∂z

)

=
∂2U1

∂y2
+
∂2U1

∂z2
,

(ε2 :)
∂Ψ1

∂z

∂U1

∂y
+
∂Ψ0

∂z

∂U2

∂y
+
∂Ψ2

∂z

∂U0

∂y

−
(

∂Ψ1

∂y

∂U1

∂z
+
∂Ψ2

∂y

∂U0

∂z
+
∂Ψ0

∂y

∂U2

∂z

)

=
∂2U2

∂y2
+
∂2U2

∂z2
,

(6.16)

for the ε0, ε1 and ε2 terms in the expansion.

In order to solve these expressions we assume that the zeroth-order streamwise velocity

and stream functions are of the form U0(y, z) = U0(y) (to reproduce a laminar flow con-

dition) and Ψ0 = 0. Based on the results of the previous section we also assume that a

spanwise periodic stream function that gives rise to a “blunted” nominal velocity can be

captured using the first-order term, i.e.,

Ψ(y, z) = εΨ1 = εα1(y) cos(kzz). (6.17)
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Filling in the condition on U0 and this Ψ (6.17), into the expressions in (6.16) yields

∂2U0

∂y2
= 0 (6.18a)

−kzα(y)
∂U0

∂y
sin(kzz) =

∂2U1

∂y2
+
∂2U1

∂z2
(6.18b)

−
(

kzα(y)
∂U1

∂y
sin(kzz) +

∂α(y)

∂y

∂U1

∂z
cos(kzz)

)

=
∂2U2

∂y2
+
∂2U2

∂z2
. (6.18c)

The εn equations for n ≥ 3 are the same as Equation (6.18c) for ε2, with U1 and U2

respectively replaced by Un−1 and Un.

The boundary conditions U(−1, z) = −1 and U(1, z) = 1 can be broken down such that

U0(−1, z) = −1, U0(1, z) = 1 and Un(±1, z) = 0 ∀n ≥ 1. Using these conditions,

U0(y) = y. (6.19)

This is exactly the laminar solution for Couette flow. In order to solve for the remaining

terms in the expansion we need to assume a form for α(y).

6.5.1 Solution Method

In this section we illustrate a method to solve for the first- and second-order terms in the U

expansion, i.e., solutions of Equation (6.18b) and (6.18c) for U1(y, z) and U2(y, z), for two

different α(y) functions.

We are interested in stream functions of the form, Psi = εα(y) cos(kzz), that represent

large streamwise elongated structures such as the ψss model (6.2) discussed in sections

6.2–6.4. In the y ∈ [−1, 1] coordinate frame that stream function would correspond to

α(y) = cos2
(

q π
2 y

)

. This would therefore be the natural function to start with. However,

in order to better demonstrate the method and obtain closed form solutions we are going

to start with α(y) = cos
(

π
2 y

)

instead. Figures 6.10(a) and 6.10(b) show that this form of

α(y) also produces very similar structures to the ψss model described by (6.2) (in the new

y ∈ [−1, 1] coordinate frame). The mean velocity profiles U − y (deviation from laminar)

generated using Φ = 0.002α(y) cos(kzz) and Equation (6.13) with the two different α(y)

models at Rc = 750 (which is equivalent to Rw = 3000) with λz = 1.8δ also have similar

features. Both illustrate the velocity deficit near the top wall and the velocity increase near
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Figure 6.10: Panels (a) and (b) are contour plots of Φ = 0.002 cos(π
2 y) cos(kzz) and

Φ = 0.002 cos2(π
2 y) cos(kzz) respectively; both with 2π

kz
= λz = 1.8δ (c) Comparison

of velocity profiles U − y (deviation from laminar) computed from Equation (6.13) with
Φ = cos(π

2 y) cos(kzz) and Φ = cos2(π
2 y) cos(kzz) both with Rc = 750 (Rw = 3000) and

λz = 1.8δ. (d) Contour plot of U(y, z) − y (deviation from laminar) computed from Equa-
tion (6.13) Φ = 0.002 cos(π

2 y) cos(kzz).

the bottom wall that lead to the “S” shaped or “blunted” velocity profile. Therefore, the

α(y) = cos
(

q π
2 y

)

generates the desired behavior and can reasonably be used to illustrate

the method for solving Equation (6.14) as well as the general properties of the solution.

Given α(y) = cos(π
2 y), Equation (6.18b) becomes

−kz cos
(π

2
y
)

sin(kzz) =
∂2U1

∂y2
+
∂2U1

∂z2
= AU1, (6.20)

with U1(±1, z) = 0 and an infinite spanwise extent.

We want to write U1 in terms of basis functions (ξn(y) and βl(z)) that satisfy its bound-
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ary conditions. An appropriate choice is

ξn(y) = sin
(π

2
n(y + 1)

)

(6.21a)

βl(z) = e−jlz. (6.21b)

Then

U1(y, z) =
∑

n≥1,l

ϑ1
n,l sin

(π

2
n(y + 1)

)

e−jlz. (6.22)

Note that sin
(

π
2 (y + 1)

)

= cos
(

π
2 y

)

.

Using (6.22) the equation for the coefficients of U1 equation (6.20) can be written as

−kz

2j
[δ(l − kz) − δ(l + kz)] δ(n− 1) = −ϑn,l

(

π2n2

4
+ l2

)

.

From this it is clear that l = ±kz and n = 1, which means

U1(y, z) =
kz

2j
(

π2

4 + k2
z

) sin
(π

2
(y + 1)

) [

e−jkzz − e−jkzz
]

=
kz

(

π2

4 + k2
z

) sin
(π

2
(y + 1)

)

sin(kzz).

(6.23)

We can solve the U2 expression (6.18c) in a similar manner. We assume that U2(y, z)

can be written in terms of the same basis functions as U1, i.e.,

U2(y, z) =
∑

n≥1,l

ϑ2
n,l sin

(π

2
n(y + 1)

)

e−jlz. (6.24)

The U2 expression (6.18c) with α(y) = cos
(

π
2 y

)

is given by

−
(

kz sin
(π

2
(y + 1)

) ∂U1

∂y
sin(kzz) +

π

2
cos

(π

2
(y + 1)

) ∂U1

∂z
cos(kzz)

)

=
∂2U2

∂y2
+
∂2U2

∂z2
.

Filling in the U1 solution (6.23) this becomes

− πk2
z

2
(

π2

4 + k2
z

) sin
(π

2
(y + 1)

)

cos
(π

2
(y + 1)

)

[

sin2(kzz) + cos2(kzz)
]

= ∆U2 (6.25a)

− πk2
z

4
(

π2

4 + k2
z

) sin (π(y + 1)) =
∂2U2

∂y2
+
∂2U2

∂z2
. (6.25b)
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Then the coefficients of U2 satisfy

− πk2
z

4
(

π2

4 + k2
z

)δ(l)δ(n− 2) = −
(

π2n2

4
− l2

)

ϑ2
n,l.

This implies l = 0 and n = 2 and therefore

U2(y, z) =
k2

z

4π
(

π2

4 + k2
z

) sin(π(y + 1)). (6.26)

So, U2 is only a function of y. One can similarly obtain

U3 =
k3

z

8
(

π2

4 + k2
z

)





1
(

9π2

4 + k2
z

) sin

(

3π

2
(y + 1)

)

− 1
(

π2

4 + k2
z

) sin
(π

2
(y + 1)

)



 sin(kzz).

These closed form solutions expressions for U1, U2 and U3 tell us some interesting things

about the mathematical mechanisms involved in developing the “blunted” profile seen in

Figure 6.10(c) and 6.10(d). The spanwise mean of both U1(y, z) and U3(y, z) = 0, therefore

these expressions do not affect the mean velocity profile. The nonzero nonlinear terms on

the left hand side of these equations are ∂Ψ1

∂z
∂U0

∂y and ∂Ψ1

∂z
∂U2

∂y , respectively. When Un−1 is

solely a function of y, then Un = g(y) sin(kzz), thus Un has a spanwise mean of zero. So,

the blunting cannot arise solely from the nonlinear coupling of the form ∂Ψ1

∂z
∂Un−1

∂y , with

Un−1(y).

A spanwise average over U2(y) has a form that would lead to a “blunted” velocity profile.

Figure 6.11 shows a plot of U2(y). It is clear from Equation (6.25a) that the blunting is an

equal result of each of the two expressions ∂Ψ1

∂y
∂U1

∂z and ∂Ψ1

∂z
∂U1

∂y . This can be seen by taking

a spanwise average (or integral) over either sin2(kzz) or cos2(kzz). If U1 did not depend on

z then we would have U2(y, z) = C sin(π(y + 1)) sin(kzz), which has a spanwise average of

zero. This provides evidence that both of the nonlinear terms in the streamwise evolution

equation of the 2D/3C model (6.1a) play an equal role in the momentum transfer required

to produce a “turbulent-like” mean velocity profile. In addition a spanwise variation is

required to generate a spanwise averaged velocity profile that deviates from the laminar U0.

We will now briefly go through the solution of the Ũ1 equation (6.18b) for α̃(y) =

cos2
(

π
2 y

)

. We use the (̃·) to avoid confusion between the two α(y) cases. Filling this into
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Figure 6.11: Plot of U2(y) with kz = 3.4 (λz = 1.8δ).

the Ũ1 expression (6.18b), it becomes

−∂Ψ
∂z

∂U0

∂y
=
∂2Ũ1

∂y2
+
∂2Ũ1

∂z2

−kz cos2
(π

2
y
)

sin(kzz) =
∂2Ũ1

∂y2
+
∂2Ũ1

∂z2
.

(6.27)

We assume this Ũ1(y, z) can also written in terms of basis functions η̃n(y) = sin
(

π
2n(y + 1)

)

and β̃l(z) = e−jlz i.e., Ũ1(y, z) =
∑

n≥1,l ϑ̃
1
n,l sin

(

π
2n(y + 1)

)

e−jlz.

Then cos2
(

π
2 y

)

needs to be projected onto the basis function η̃n(y) = sin
(

π
2n(y + 1)

)

.

∫ 1

−1
cos2

(π

2
y
)

sin
(π

2
n(y + 1)

)

dy

=

∫ 1

−1
sin2

(π

2
(y + 1)

)

sin
(π

2
n(y + 1)

)

dy

=
1

2

∫ 1

−1

{

sin
(π

2
n(y + 1)

)

− cos (π(y + 1)) sin
(π

2
n(y + 1)

)}

dy

= − 1

nπ
[cos(πn) − 1] − 1

4

∫ 1

−1
sin

(π

2
(n− 2)(y + 1)

)

dy − 1

4

∫ 1

−1
sin

(π

2
(n+ 2)(y + 1)

)

dy

= − 1

nπ
[cos(πn) − 1] +

1

2π(n− 2)
[cos((n− 2)π) − 1]

∣

∣

∣

∣

n6=2

+
1

2π(n+ 2)
[cos((n+ 2)π) − 1]

= − n2 − 4

πn(n2 − 4)
[cos(πn) − 1] +

n2

πn(n2 − 4)
[cos(nπ) − 1]

=
4

πn(n2 − 4)
[(−1)n − 1] .
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For n = 2 the integral {
∫ 1
−1 sin

(

π
2 (n− 2)(y + 1)

)

dy} vanishes. The resulting expression is

Ũ1(y, z) =
∑

{n ≥ 1 : n odd}

4 [(−1)n − 1]

πn(n2 − 4)
(

n2π2

4 + k2
z

) sin
(

n
π

2
(y + 1)

)

sin (kzz) (6.28)

U1 is an infinite sum over odd n. Therefore, similar to the case with α(y) = cos
(

π
2 y

)

, the

Ũ1 terms will not lead to a “blunted” profile. This supports our earlier assessment that

both nonlinear terms in (6.1a) and a spanwise varying U are required to create a “blunted”

profile.

6.6 Summary

In this chapter we studied forced solutions of the 2D/3C streamwise velocity evolution

equation (6.1a). The input we employed was a steady-state stream function ψss, which was

used as a model for large-scale channel-spanning streamwise elongated structures. The ψss

was expressed as weakly nonlinear expansion of the form ψss = ψss0
+ εψss1

+ ε2ψss2
. The

zeroth-order term corresponds to the linear case so we set ψ0 = 0. We only considered

the effect of the first-order term εψss1
. The spanwise/wall-normal (y–z) plane forcing (Υ)

required to generate ψss was determined using the 2D/3C ψ evolution equation (6.1b).

We selected a doubly harmonic (in y and z) model for ψss1
that produced the same

qualitative features of a full spatial field (u, v, w, p)(x, y, z) of DNS data we obtained from

the Kawamura group [91]. The initial parameters for the model, i.e., ε and kz (the spanwise

wave number), were also selected to be consistent with the DNS.

The forced solutions, u′swss
, that we obtained using the ψss model had qualitative fea-

tures similar to those of the DNS and the results of the full stochastic simulation of Chapter

5. Varying the stream function model’s amplitude, ε, created trends consistent with an in-

crease in model uncertainty (forcing). The model with a single harmonic in y could not

reproduce the exact shape of the turbulent velocity profile. In Section 6.4 we showed that

by increasing the number of wall-normal harmonics we can vastly improve the agreement

of the mean velocity profile. These results provide evidence that the nonlinear terms in the

2D/3C streamwise velocity equation are responsible for the momentum transfer associated

with the change in profile from the nominal laminar to the turbulent state. Very little

forcing was necessary to develop the features consistent with the turbulent velocity profile.
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This indicates that the globally stable laminar solution is not robust to small disturbances.

In Section 6.3 an input-output energy amplification factor Γss analogous to an induced

norm from the forcing Υ to the forced solution u′swss
was introduced. We used this to

determine the energy optimal spanwise wave number over a range of Reynolds numbers

(3000 ≤ Rw ≤ 12000) and compared our results to previous studies of the LNS. Our results

at Rw = 3000 were similar to the outer unit scaled optimal energy peaks in a similar study

of Couette flow at the same Reynolds numbers. The larger Reynolds number optimal energy

occurred at wavelengths somewhat longer than those from similar studies of Poiseuille flow.

Reynolds number scaling of the amplification factor was consistent with previous parallel

flow studies.

The mean velocity profiles associated with optimal energy (maximum Γss) were com-

puted for different ψss model (i.e., forcing) amplitudes. We demonstrated that the profiles

become more “blunted” with increasing amplitude and increasing wave number kz. How-

ever, the profiles overshoot the mean velocity at the centerline when either kz or the forcing

amplitude exceed a threshold value. The amplification factor ceases to increase even though

the velocity gradient at the wall continues to increase with both kz and ε. In fact Γss mono-

tonically decreases with ε.

In Section 6.5 we developed a method for analytically computing the few terms in a

weakly nonlinear expansion of the nominal streamwise velocity equation. Using a steady-

state stream function meant to represent a steady-state large-scale streamwise coherent y–z

plane feature. Using this analysis we were able to recover the laminar profile as the zeroth-

order term U0 in the expansion. The blunting of the profile came from the second-order term

U2. It required a spanwise varying U1, which made use of both of the nonlinear terms in

the 2D/3C streamwise velocity equation. This analysis confirmed the role of the nonlinear

terms in the momentum transfer required to generate the turbulent mean velocity.
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Chapter 7

Conclusions

This thesis presents a robust control view of turbulent plane Couette flow. The early

chapters (2 and 3) introduce the preliminary mathematical and dynamical systems concepts

necessary for our discussion of shear flow turbulence. They also explore the relationship

between these flows and robust control related ideas.

Chapter 4 introduces a streamwise constant projection of the Navier Stokes (NS) equa-

tions, corresponding to a two-dimensional, three-velocity component (2D/3C) model. The

assumption of homogeneity in the streamwise direction is based on the long-held belief

that streamwise constant structures have a significant role in both transition and fully de-

veloped turbulent flows. We choose this particular 2D/3C model because it provides a

reasonable amount of analytical tractability and is based on the physics of the problem.

Such a physics-based model provides greater insight into the dynamics of the system than

an empirical technique and thus may facilitate control design.

In Chapter 5, we demonstrate that simulations of this model under small-amplitude

Gaussian forcing capture the salient features of fully developed turbulent flow. We high-

light its ability to develop a turbulent mean velocity profile from a nominal laminar initial

condition. Appropriate Reynolds number trends are also reproduced. Our simulations

demonstrate that generation of a turbulent velocity profile consistent with Direct Numeri-

cal Simulations (DNS) and experiments requires a nonlinear streamwise velocity equation.

However, linear spanwise/wall-normal (z–y plane) equations are sufficient.

The use of small-amplitude stochastic forcing as an input to the 2D/3C (nominal) model

is based on ideas from robust control. Experimental observations are used to simplify the NS

equations to form this nominal model. The noise forcing is used to capture both uncertain

parameter values and unmodeled effects. The resulting forced 2D/3C model maintains a
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sufficiently rich description of the physics that govern turbulent flow, while allowing one to

isolate phenomena that cannot be decoupled from a full simulation of NS.

The linearized 2D/3C model (4.3) maintains the properties responsible for large dis-

turbance amplification. These properties have been linked to subcritical transition. Main-

tenance of these linear mechanisms is critical to the success of our approach. It is the

combination of these linear processes along with the momentum transfer from the two

nonlinear terms in the streamwise velocity equation that enables the model to develop a

“turbulent-like” velocity profile. This line of inquiry provides a complementary perspective

to transient growth and structurally based models. In particular, the 2D/3C model offers

some improvement in analytic tractability at the expense of streamwise detail. The results

are especially promising because the computational and analytical tractability of this model

makes it well-suited to higher Reynolds number studies.

The laminar flow solution of the 2D/3C model is globally stable for all Reynolds numbers

(R). However, it has the same potential for R3 energy growth as the linearized equations.

This capacity for large disturbance amplification indicates that the laminar solution of

2D/3C model may not be robustly stable for large R. The results of Chapter 5 confirm

that very little forcing is necessary to develop the mean features of turbulence. In other

words, small perturbations around the stable laminar solution lead to the inability of the

2D/3C flow to maintain the nominal behavior. The 2D/3C model’s ability to generate

“turbulent-like” behavior under small-amplitude stochastic noise indicates that transition

in this model is related to the large linear disturbance amplification, or the 2D/3C laminar

flow solution’s lack of robustness.

Streamwise convection of the simulation results at the centerline captures streamwise

elongated coherent motions in the core. Further study of these features using the 2D/3C

model may give us a new insight into their nature. In a full simulation, isolating these

large-scale structures from the small-scale turbulent motions that surround them requires

the scale separation associated with mid to high Reynolds numbers. DNS is generally only

available at low to mid Reynolds numbers. The 2D/3C model eliminates these Reynolds

number constraints because the small-scale motions are simply not present.

In Chapter 6 we use periodic spanwise/wall-normal stream functions to represent a

steady-state idealized model of streamwise streaks and vortices. This stream function model

is used as the input to the time-independent 2D/3C streamwise velocity equation. The



108

corresponding fixed points are the forced steady-state streamwise velocity solutions for each

steady-state stream function. These solutions have qualitative features similar to those of

a spatial field of DNS data as well as to the results of the full stochastic simulation of

Chapter 5. The nature of the solutions provides evidence that the nonlinear coupling in the

2D/3C streamwise velocity equation, when combined with the appropriately shaped stream

functions, produces features consistent with the mean characteristics of fully developed

turbulence. The momentum transfer that produces the correct mean profile appears to

require a nonlinear momentum equation for the streamwise velocity component.

In Section 6.3 we use a system theoretic approach to further examine the amplification

mechanisms that develop through the nonlinear coupling in the 2D/3C streamwise velocity

equation. We compute the spanwise/wall-normal (z–y) plane forcing required to produce a

particular stream function. Then, an induced norm from this forcing input to the streamwise

velocity is used to determine the input-output amplification. The spanwise wave number

where the maximal amplification occurs provides an estimate of the spanwise preferential

spacing. This analysis serves to augment the well-developed linear theory through the

addition of the nonlinear coupling of the stream function. It provides additional insight

similar to that which was gained (into the development of mean profile) through keeping

the nonlinearity in the simulation of 2D/3C model.

Simulations of 2D/3C equations with a nominal (laminar) flow solution (U(y), 0, 0) un-

der cross-stream small stochastic forcing yield mean flow solutions (ū(y, z), v̄(y, z), w̄(y, z)).

These solutions are roughly periodic in z. In Section 6.5, we use a perturbation technique

(weakly nonlinear analysis) to analytically investigate the new nominal streamwise velocity

solutions, U(y, z), which arise through assuming that the flow has cross-stream velocities

V (y, z) and W (y, z). We assume these cross-stream velocities correspond to streamwise

elongated large-scale streaks and vortices. The analysis recovers the laminar profile as the

zeroth-order term U0 corresponding to no cross-stream components (V = W = 0). The

blunting of the profile does not appear until the second-order term U2. Creation of a

“blunted” profile required a spanwise varying U1, which made use of both of the nonlinear

terms in the 2D/3C streamwise velocity equation. This may be interpreted as a confirma-

tion of the necessity the 2D/3C nonlinear coupling in generating the momentum transfer

required to produce the turbulent mean velocity. The fact that we were able to obtain

closed form solutions (that are also spanwise periodic) for certain stream function inputs
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indicates the potential for further analytical understanding of both this model as well as

the physical mechanisms associated with blunting.

Future work along this direction would include both linear and nonlinear stability anal-

ysis. The theory of spatially distributed periodic systems [21, 22] can be used to perform

linear stability and norm analysis for spanwise periodic stream function, streamwise velocity

solution pairs. The norm analysis can be compared to the input-output analysis in Section

6.3. Previous studies have looked at linear stability of the time-averaged turbulent velocity

profile but there are no studies of three-dimensional perturbations about a spanwise vary-

ing profile. Following the linear study, the development of a Lyapunov function to show

stability of the forced nonlinear equations would provide a complete picture.

A natural extension of the simulation related work would be the development of a more

appropriate model for the noise distribution. This would be equivalent to introducing a

so-called structured uncertainty based on the physics and experimental conditions of a flow

system. In this dissertation, the limitation of noise to only the cross-stream components

(the ∆ψ equation) represents a first level of such an approach. Exploiting knowledge of

the physics, for example that the near-wall region is under-resolved in the 2D/3C model,

is the next logical course of action. Section 5.4.4 presented a step toward this type of noise

model through the use of a Chebyshev wall-normal interpolant. Numerical or experimental

studies aimed at characterizing true spatial noise forcing patterns would further help in

determining the correct model for the noise distribution.

Other future work involves characterizing the robustness of the blunting mechanism.

The fact that the steady-state 2D/3C model produces a “blunted”, “turbulent-like” profile

using very simple stream functions as inputs suggests a preference for a redistribution of

momentum along the wall-normal direction. It would be interesting to see if this behavior,

which appears to be robust to small changes in the stream function model, is due to the

dominance of some particular set of dynamic modes. Previous studies have shown that the

response of the full LNS can be reproduced using a very small number of modes [25]. Simi-

larly, principle orthogonal decomposition has been used to create accurate low-order models

from turbulent flow data, e.g. [82]. This suggests that there is a large separation between

the largest singular values and the remaining ones [62]. So in some sense the dynamics

behave similarly to those of a low rank operator. It would be of interest to mathematically

demonstrate that the blunting mechanism is the result of a similar phenomena. In other



110

words, we are interested in showing that the nonlinear 2D/3C model behaves like a high

gain/low rank operator. This would explain why the mean profile is repeatable under a va-

riety of experimental conditions and numerical schemes. It may also provide further insight

into the transition problem.
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