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ABSTRACT

A real-time detection and recording system (CEDAR) is developed
as a means of automating the acquisition and processing of data from short-
period local networks. This system has been used for the past two years
for the analysis of data from 150 stations in Southern California
with an annual workload of about 7500 local events. Two minicomputers
are used with one dedicated to the real-time detection and digital
recording of local earthquakes while the other is used for timing,
location, and data archiving based on interactive graphical techniques.
The use of this system has substantially reduced the effort required
for the routine anaiysis of local data. The discussion is kept at
a general level so as to be useful to those setting up similar
systems with somewhat different requirements. In support of the

CEDAR system a magnitude scale, M is developed that is particularly

CA?
adapted to the needs of local digital seismic networks. The supporting
algorithm is based on median absolute amplitudes of any on-scale portion
of the post-S seismic coda. The use of a power law coda shape

function in the form a(t) = aot_q makes the proposed method

directly commensurable with the already widely used and highly successful

duration method. The Mb magnitude scale is predicated on the same

A
short-term averages used by the event detection algorithm on the real-
time system, permitting a direct stochastic analysis of the spatial
magnitude thresholds of a particular configuration of the detection
logic. Such an a priori evaluation of detection capability is

necessary since detection failure results in considerable extraneous

effort. The use of these techniques has permitted the compilation of
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a local earthquake catalog and attendant phase data base that are
substantially more uniform and accurate than what is generally obtained
using manual methods.

The nature of earthquake swarms in the Imperial Valley is
investigated with the goal of placing specifie constraints on the
physical mechanisms governing their behavior. Within the Imperial
Valley most earthquakes occur as swarms concentrated within a
narrow, sharply bounded, spindle-shaped zone joining the northern
terminus of the Imperial Fault with the southern end of the San
Andreas Fault. Although over the past five years the seismicity
within this zomne, désignated the Brawley Seismic Zone, is surprisingly
uniform, on time scales of a few weeks activity is highly clustered
in both space and time. Seismicity is not confined to a few
"hot spots', as might be expected, but rather seems to move
around, seldom if ever reactivating the site of a previous swarm.

Seven sequences of swarms are analyzed in detail using a master event
approach in order to provide some insight into supporting tectonic
structures. It is generally observed that swarm sequences comprise
discrete bursts of activity, each of which appears to "illuminate"

a single planar fracture transverse to the major tectonic elements

in the Imperial Valley such as the Imperial Fault and the Brawley
Fault. Development of activity during a sequence of swarms generally
begins with high clustered activity followed by continuous, progressive
involvement of the transverse structures, and progressive but dis-
continuous development in the form of spatially and temporally isolated

clusters along the major fault elements. Observed migration rates
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range from .5 km/hr to .5 km/day. The consistency observed with
respect to the pattern of development of independent sequences

strongly suggests that a deterministic, physical model can be

obtained. One possible model is suggested that relates the swarms

on transverse structures with propagating, episodic creep on the

major transforms. In this model both the creep rate and the triggering
of earthquake swarms is governed by perturbations of pore-pressure in

a fluid-infiltrated elastic matrix.
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GENERAL INTRODUCTION

This thesis has been organized into two parts as if unrelated
and therefore distinct. The first part addresses the problems of
acquiring data from a dense, short-period seismic network and
extracting information from it in a moderately efficient manner. At
the level of individual samples it is clear that the information content
is exceedingly low; one can throw away almost all incoming data and
lose nothing of sclentific value, The primary consideration in the
development of an efficient means of dealing with the massive quantity
of "data" generated by modern, dense networks is to discard all that
is nonessential as,quickly and as effectively as possible; one
needs to become a clever dustman. Although significant progress has
already been made, much work remains before the true value of dense
networks with respect to understanding the physics of earthquakes
can be realized.

Chapter 1 describes the history, underlying philosophy and design
criteria of the CEDAR (Caltech Earthquake Detection and Recording)
system as it has evolved since June 1976. This system is responsible
for the digitization of telemetered ;eismic signals in real-time while
eliminating all data immediately for those intervals deemed un-
interesting (i.e., lacking earthquakes of sufficiently large
magnitude)., This definition is undoubtedly too restrictive for some
purposes, but some sacrifices must be made, I think, in order to
avoid complete paralysis. Consonant with the aforementioned philosophy
it is requisite to reduce the data stream as quickly as is reasonably

possible in order to avoid rendering later stages of processing



ineffective. The discussion avoids the details of a specific
implementation as much as possible and is hopefully geared toward
being useful to those setting up systems based on a somewhat different
approach.

The second chapter continues the effort of making the reduction
of network data as efficient as possible by means of an automated
magnitude estimation procedure appropriate for digital data streams.
This approach is predicated on developing a systematics describing
the "shape" of the post-S coda that can be inverted to obtain a
magnitude estimate from median rectified coda amplitudes. The method
is sufficiently geﬁeral so that any available segment of coda can be
utilized regardless of beginning and ending times. The current
implementation utilizes consecutive 5.12 s coda segments for this
purpose. This algorithm turns out to be a direct extension of the
already widely used duration method. During the course of its
development considerable insight was obtained, not entirely un-
intentionally, regarding properties of the seismic coda as well as
site and propagation effects for local earthquakes. The approach,

I have taken is an empirical one and does not depend on any particular
preconceptions regarding coda development.

Chapter 3 describes preliminary efforts to ascertain what data .
arebeing discarded in real-time. The approach taken is to try to
evaluate the detection capability of the CEDAR system in terms of
magnitude threhold contours. The method developed is specific to the
CEDAR system event detector and is predicated on the propagation and

coda systematics developed in Chapter 2.



The second part of this thesis deals with the application of the
tools assembled in the first to the furthering of the understanding
of earthquake swarms in the Imperial Valley. The desire to pursue
this line of research was a primary factor in motivating the development
of efficient techniques for the processing of dense network data.

Chaptér 4 is essentially historical and sets the stage for a more
detailed discussion of earthquake swarms in Chapter 5. Both the
development of Imperial Valley seismicity since the 1940 El Centro
earthquake and the general relationship of the Imperial Valley to
the tectonics of the Gulf of California and the San Andreas Fault
system are discusséd.

Chapter 5 is an in-depth analysis of Imperial Valley swarms
directed toward developing some understanding of the physical processes
that govern them. The bulk of Chapter 5 describes the detailed
observations and analysis of seven sequences that occurred during the
past five years. A tripartite model is then suggested which appears
to be capable of explaining many of these observations as well as
the longer term changes in Imperial Valley seismicity discussed in
Chapter 4,

Chronologically the order in which this research was conducted
was quite different from the order of presentation in this thesis.

The first work completed was the analysis of the 1975 Brawley.swarm
in Chapter 5 using manual methods of timing and data preparation,
The inconvenience of this procedure motivated the development of a
more practical approach of getting accurate data to the analysis

stage in a timely fashion as discussed in Chapters 1, 2, and 3.
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This in turn facilitated the completion of the research presented in
Chapters 4 and 5.

One reason for invesfing a considerable amount of effort in
extracting information from small earthquakes is predicated on the
belief that information can be obtained that is not available with
a higher magnitude threshold. Specifically, ten years of data at
a magnitu&e of 3.0 threshold may not answer the same questions as
one year at a magnitude 2.0 threshold even though the number of
events 1s the same In each case. This is essentially a refutation of
a notion firmly imbedded in the foundation of many seismicity studies
that earthquake phenomena, particularly statistical properties, are
scale invariant wi£h respect to magnitude., This precept of self-
similarity, although convenient for predicting such things as
recurrence intervals, appears to be demonstrably false. At the
upper magnitude range one is frequently confronted by such apparent
paradoxes as regions in which the recurrence time for great earthquakes
cannot be reconciled with depressed seismicity of smaller events by
any reasonable choice of "b" value. At the small magnitude end of the
scale, the results of Chapter 5 hopefully demonstrate that inferences
based on the analysis of small events could not be obtained from a
study restricted only to the largest earthquakes regardless of how
long such a study was conducted. It is in this light that I regard the
partition between the development of tools and their researchvapplication,
as reflected in the structure of this thesis, as being artif{cial. If
we are to push our inquiry into the domain of diminishing magnitude,
then it is simply an attendant necessity to develop the techniques

necessary to do so,
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INTRODUCTION

The last ten years have seen something of a revolution in network
and array seismology with advances in electronics spurring a transition
from analog methods of data handling to digital approaches. Tele-
seismic arrays operating at lower frequencies and hence with less
demanding éampling rate requirements were the first to take advantage
of the advances in digital technology. 1In the last four or five years
digital approaches, such as those developed by Stewart et al. (1971),
Stevenson (1976), Stewart (1977), Stevenson et al. (1978) and Allen
(1978) have emerged for the processing of data from local short period
networks and portaﬁle arrays. In this paper we would like to apply
this technological resource to the automation of network processing
in Southern California through the development of the CEDAR (Caltech
Earthquake Detection and Recording) system,

The CEDAR system 1s a collection of real-time and off-line computer
equipment and software intended to facilitate a substantial increase
in the efficiency of the routine processing of data from the short-period
regional network in Southern California. 1Its principal objective
is to provide researchers in a timely manner with better, more accurate,
and more complete data than was possible with previous approaches.

These data take the form of precisely timed arrivals of P and S phases
for earthquakes and quarry blasts occurring in Southern California, a
library of high quality digital records for local and regional events
and teleseismic body phases, and a complete and objective catalog of
accurately located local earthquakes. The local earthquake éhtalog

is now growing at a rate of 7,000 events per year while the seismogram



library contains in excess of 500,000 digitized records. Among the
advantages realized by the CEDAR system over previous methods are

more accurate picking of relative arrival times, much more efficient
processing of the data, the ability to record first motions for nearby
events, and a greater dynamic range permitting precise timing in the
codas of preceding events.

The need for an automated approach is demonstrated by the
histogram of the number of located events each year shown in Figure 1.
It is apparent that this number has increased by nearly an order of
magnitude over the last ten years, principally as a result of the
increased station Hensity in Southern California. One need only
consider that the number of timed phases, and hence overall workload,
increases by roughly the square of the number of located events to
appreciate the situation that motivated the development of the CEDAR
system,

The implementation of the CEDAR system was begun in July, 1976,
In one month the real-time system was operational and by the end of
three months an off-line processor was sufficiently developed to
allow the initiation of timing in parallel with the develocorder
routine, After a three-month trial period the Caltech part of the
develocorder routine was'abandoned, although film recording continued,
and all timing was accomplished, using the interactive graphics soft-
ware developed for the off-line computer discussed below. Until June,
1977 the use of the off-line computer was limited to event timing.
Phase cards were punched and the remaining tasks of routine location

and catalog preparation were carried out using previous methods. Over
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the next twelve months computer based procedures slowly replaced their
counterparts in the preceding manual routine. This imposed a structure
on the automated processing that might well have been different had
a totally independent development effort begn possible.

In the following discussion the emphasis will be on describing
what the CEDAR system is in a functional sense. It is hoped that the
information presented will be of some help to others embarking on

similar programs.

SOUTHERN CALIFORNIA ARRAY FOR RESEARCH
ON LOCAL EARTHQUAKES AND TELESEISMS
- =SCARLET-

More than 140 seismographic stations, spanning 600 km east to
west and 500 km north to south and crossing diverse seismotectonic
provinces, comprise the short period regional seismic network in
Southern California (Figure 2).

A majority of the U.S.G.S. installed seismometers are high-gain
short period (Mark L-4) moving coil, vertical instruments designed
to record impulsive first arrivals of small to moderate earthquakes
within several hundred kms. The system response for these instruments
is sharply peaked at about 14 Hz. A few (24) vertical short period
instruments, mostly C.I.T. stations equipped with Benioff seismometers,
are ideally suited to record multiple phases of local and regional |
events out to distances of more than a thousand km. Their system
response is peaked at 1-5 Hz., Two of these and three of the short
period sites are equipped for the recording three components (one

vertical and two horizontal). The analog signals from these sites
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are telemetered to Caltech using frequency multiplexed telemetry over
leased telephone lines. The multiplexed signals are recorded on multi-
channel analog magnetic tape in addition to being fed to a bank of
discriminators where the signals from each station are isolated and
recorded in the traditional manner on either a develocorder or
helecordef. In addition, the isolated signals are fed to a multi-
channel A/D converter for digitization, detection, and subsequent

analysis.

COMPUTER EQUIPMENT

In this section we discuss the computer equipment currently
supporting the CEDAR system. This should not be taken as an endorsement
of a particular computer or computer vendor. ‘Generally speaking, the
CEDAR system could be implemented on any 16 bit minicomputer with
hardware fixed point addition and subtraction, DMA control of disc,
tape, and the A/D converter, and a real-time clock capable of generating
processor interrupts., The speed of the central processor dictates the
number of stations that can be carried on-line.

The configuration of the on-line computer (System A) is shown
in Figure 3. The CPU is a Data General 820 with 32K words of core
memory. This amount of memory is demanded by the use of five 4,000
word buffers by the event detection algorithm (Appendix I). Smallef
networks might require less core. The A/D unit is a DATEL 256 with
a maximum sampling capability of about 60 KHz. We are currently
running 160 channels with bipolar single ended inputs. The maximum

signal range is *5 volts. The event detector could be more easily
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Figure 3. Block diagram showing the relationship between major

components of System A.
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implemented and would be considerably more efficient if monopolar
inputs had been used instead. The disc is a 3.5 megabyte removable
cartridge system with moving heads. It is used both as a program
storage device as well as a pre-event memory buffer. A solid state
memory device or bulk memory should be more réliable, although since
the application is dedicated we have had little trouble. The console
device is a low priced alphanumeric CRT. Although it is easy to
imagine a more versatile role, its sole purpose at present is to start
and stop the real-time system every few months for preventive
maintenance. Digital data for triggered events is stored on 2,400 foot
nine-track magnetic tape at 800 BPI. Two tape drives are required,
which are used alternately, so that data can be written on one while
a new tape is being mounted on the other. Use of more than two drives
or a higher bit density would be advantageous.

The off-line computer configuration (system B) is showm in
Figure 4. Since it is occasionally required to assume the real-time
tasks, system B requires all of the hardware and capabilities discussed
above.. The A/D converter on system B is also desirable for
development and testing of real-time software. If a multi-task
operating system were available it should not be difficult to run a
second real-time operation, such as a teleseismic monitor, in
addition to routine processing tasks.

A matrix line printer (Versatec D1200A) is used for earthquake
location listings and program development in addition to plotting
selsmograms for event identification during the pre-event analysis

stage of routine processing discussed below. We are currently using
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a Tektronix 4014 with enhanced interactive graphics capability for
event timing. The resolution represented by 4096 addressible rasters
horizontally appears to be a minimum requirement for accurate timing.
The 4014 is a storage tube device with limited refresh capability

and an adjustable cross-hair cursor used for arrival time picking.

ROUTINE PROCESSING BEFORE 'CEDAR'

Routine processing is defined, for our purposes, as the
collection of activities that accepts as input a set of short period
seismograms or seismic signals and has as its principal product an
ordered set of earthquake hypocenters called a catalog. In this
section we will be discussing the procedures that were employed
subsequent to the installation of develocorders and the concomitant
increase in the number of stations being recorded. Before the
development of the CEDAR system routine processing was based on
manual methods with the principal data source being the ubiquitous
develocorder. Signals from 130 short period, vertical seismometers
were recorded on a bank of nine develocorders generating about 3 km of
35 mm film each week. A team of research assistants scanned these
films each day while compiling a list of events for possible timing at
a later stage. Once all nine films were previewed in this manner the
lists were combined and the films remounted for timing of events with
more than three impulsi&e arrivals. Timing consisted of aligning a
taut wire hair-line with the WWVB radio code recorded at the top and
bottom of the film, measuring the relative times on the viewer screen

with a ruler, and then entering the arrival times, qualities, and
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durations on a set of forms for later keypunching. The data from various
analysts was combined with data read from the fourteen helecorders and
nine outside stations for hypocenter calculation on the main campus
computer. The resulting locations were reviewed, timing errors were
corrected by remounting the develocorder films a third time, and the
phase card deck was corrected and rerun. Eventually event summary

cards emerged from this process, which were then assembled into

a catalog after the calculation of local magnitudes. Although

this approach is suitable for small networks, it does not scale

well as the number of stations increases.

CEDAR SYSTEM ROUTINE -- AN OVERVIEW

It has been a fundamental goal in setting up automated routine
processing procedures to seek an optimal partition between those
functions best suited to machines and those that find their best
expression in the human conditioﬁ. Machines, it is felt, are very
good at keeping track of things, manipulating data, and presenting
data to a human analyst for consideration. The human being, on the
other hand, is an incredibly efficient pattern recognizer and
synthesizer of experience. The failure to make this partition correctly
will result in either substantial inefficiency as a result of
continual manual correction of machine inadequacies or a system thaﬁ
is so complex as to defy understanding.

Routine processing under the CEDAR system is divided into four
stages. These are data acquisition, pre-timing analysis, timing and

preliminary analysis, and retiming and final analysis. Table 1
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summarizes this process.

Data acquisition is an unattended process running on the off-
line computer. Incoming data are first digitized and then analyzed
by an event detection algorithm., Data aresaved on magnetic tape
in digital form for all stations whenever an event is detected anywhere
in the network. This stage is roughly analogous to the first pass
through of the develocorder films discussed above in that subsequent
consideration is confined to that portion of the data stream that
has been deemed seismic. The remaining three stages make use of
the off-line computer. The second stage, pretiming analysis, is
also unattended. buring this stage radio time is decoded and plots
are made of all triggered stations for the purpose of separating
seismic events from false triggers. 1In the third stage an analyst
times all relevant arrivals and subsequently runs a program that
calculates preliminary locations. Obvious blunders can be corrected
at this time. The products of stage 3 are an Archive Digital Event
Tape (ADET) which is similar in format to the raw digital event tape
with false triggers and non-recording stations deleted, a Preliminary
Event Summary Tape (PEST) containing all event timing data, and a
preliminary catalog. This catalog can generally be kept current to
within two to three days to support the timely analysis of current .
seismicity. The fourth stage is delayed by several weeks until
seismograms from the sparse array of Wood-Anderson torsion seismometers
become available. During this stage any necessary retiming is combined
with data for stations that are not recorded on-line. Final locations

are run with a consistant set of assumptions; magnitudes are calculated
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automatically from Wood-Anderson readings and coda amplitudes, quarry
blasts are flagged, and a final catalog is produced. In the next four

sections the stages of routine processing are discussed in detail.

STAGE 1 - DATA ACQUISITION

The ﬁeart of the CEDAR system is the seismic event detector
running in real-time. It must be conservative since any events that
it lets pass are essentially gone forever. On the other hand, if it
is too conservative it will flood later stages of processing with
false triggers generating considerable inefficiency. It is necessary
to strike a balance between these two extremes. Techniques for
fine tuning the response of the event detector are discussed in
Chapter 3. There are two levels of analysis in the detection algorithm.
The first is concerned with the circumstances causing a single station
to enter a triggered state; the second involves the spatial distribution
of simultaneously triggered stations that can cause a network trigger
and subsequent dump of all data for all stations to digital magnetic
tape.

The basic approach to single station detection is an extension
of the method of comparing a short term and a long term average
(e.g., Ambuter and Solomon, 1974). Five functions of the incoming
seismic data control the trigger condition of a single station. Théy
are

255

Sy = 1/256 | Sy (1)
=0

Sy = 1/8S5 + 7/8 S5 _3, (2)
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255 =
j=0
and
€1 % Ty = 32wy 55, - |8y a5, - 54l - 8 (3

where S; is the ith digitized sample. The values of these functions

can be interpreted as a short term average, a long term average, a
short term rectified average, a long term rectified average, and an
instantaneous trigger condition respectively, A station is said to be
in a triggered state if "¢" has been positive within the preceding

30 seconds. With our current sampling rate of 50 Hz, Sy and kA
represent 5.12 second averages. The corresponding long term averages
are calculated recursively with an exponential time constant of just
over 45 seconds., Without the last two terms equation (5) would simply
require the short term rectified‘average to exceed the long term
rectified average by 50 percent for a single station trigger. The
third term desensitizes the triggering threshold so that one sided
pulses, common on telephone line telemetry due to line switching
transients and high amplitude single sample A/D glitches, do not trigger
the system. Both of these problems are particularly severe since they
frequently affect groups of neighboring stations simultaneously. Tﬁe
fourth term in equation (5) prevents quiet stations from triggering
excessively. The above calculations (including triggering decisions)
require 334 digitization intervals (6.68 seconds). Intervening values,

though formally defined, are not calculated.
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The second level of analysis reduces the number of false triggers
due to spurious noise bursts by requiring a fixed number of nearby
stations to be in a triggered state simultaneously. This has been
implemented in Southern California by breaking the network up into
20 substantially overlapping sub-networks of between 12 and 20
stations each. Figure 5 shows the distribution of stations making up
the sub-network responsible for detecting events in the zone of San
Fernando aftershocks and that portion of the San Andreas fault running
from Gorman to Palmdale. The magnitude thresholds shown in this
figure were calculated by the methods discussed in Chapter 3. A
given station genefally participates as an element in several sub~-
networks. A particularly good station in a sparse region of the
network is occasionally included in the same sub-network twice.

This in effect gives it "two votes' in the detection logic. A sub-
network enters a triggered state whenever a fixed number of its
constituent stations are simultaneously triggered. The network as

a whole enters a triggered condition and the dumping of digital data
to tape occurs whenever any sub-network enters a triggered state.

The critical detection parameters and the distribution of statioms
among the various sub-networks is determined by a disc file (Network
Configuration Deck) that 1s read and analyzed when the system is
initiated. It is our intention to allow sufficient flexibility to
accommodate the range of station density and geographical distribution
for most regional short period networks. Currently, modification of
the network configuration requires a temporary switchover to system B,

although there are clear advantages to providing for dynamic, inter-
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active reconfiguration of the network detection logic.

Several blocks of data are written to the raw digital event
tape ahead of the digitized seismic data. This inclﬁdes a block
containing a '"snapshot' of the detection logic at the time the
triggering decision was made and a 70 second section of digitized
WWVB radio time code. In addition, each record of digitized data
contains a 32 bit clock count updated from the real-time clock. This
count permits the recovery of accurate absolute timing from preceding
or following triggers if the digitized time code for the current
trigger is undecodable.

The decision'to stop dumping digital data to tape turns out to
be a somewhat more difficult problem than deciding when to trigger.
Currently the algorithms ''detrigger' whenever a network triggered
state exists for more than 30 seconds without any sub-network being in
a triggered condition. It turns out that this tends to prematurely
truncate the codas of large events, a problem that will certainly be
mitigated in the near future. A complete, general, and essentially
computer independent discussion of the implementation details of

the CEDAR event detection algorithm is provided in Appendix I,

STAGE 2 ~ PRETIMING ANALYSIS

The function of this stage of analysis is to separate events from
triggers caused by noise. Currently the detection logic is set up so
that a false alarm rate of between 50 and 60 percent is realized. To
accomplish this function the raw digital event tape produced in the

preceding stage is read and the seismograms from all triggered stations are
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graphed together on a matrix printer/plotter. An example of this
output for an event occuring near the San Jacinto fault is shown

in Figure 6. The 'snapshot" of the detection logic preceding each
event trigger is printed out in tabular form. The listing includes
the short term averages, biases, noise levels, and number of unsupported
triggers for all stations of the network. This information is useful
in recognizing flaws in the network detection logic as well as for
discovering problems with performance of individual stations. In
addition the block of digitized WWVB time code is decoded and any
required time interpolation is accomplished. A check is made to
insure that the deéoded time is correct and consistent for all

events on the tape. The absolute times of the first sample of each
event is saved on a disc file (P-FILE) for later combination with

relative arrival times during the next processing stage.

STAGE 3 - TIMING AND PRELIMINARY ANALYSIS

Event timing represents the first point of strong interaction
between man and machine. Eventually it is expected that part of this
interaction can be replaced by P-picking algorithms such as those
discussed by Anderson (1978) and Allen (1978). Even then the final
arbiter will probably be a human analyst. For now we will use the
computer to organize and present data to the analyst utilizing the '
simplest interactive procedure we can devise. Data are displayed on
a vector CRT and the analyst picks and identifies each arriving phase
using an adjustable cross-hair cursor. The machine subsequently is

charged with calculating precise arrival times, storing these times
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for later location calculations and generally making sure that a
particular datum once generated is preserved.

In detail, event timing is accomplished by remounting the raw
digital event tape and then timing all identifiable major phases for
each of the events recognized during Stage 2. For each event the
timing process is organized into two passes through the stations of
the network. During the first pass all stations are displayed as
shown by the CRT image in Figure 7 so that the analyst can select
portions of record for closer analysis. Although Figure 7 shows only
ten traces, the stations are generally viewed 30 to 60 at a time at
the operator's diséretion. Each trace can be selected for more detailed
analysis, flagged as seismic but untimeable, or ignored. In the latter
case the data for the particular station are discarded at the end of
Stage 3.

During the second pass stations selected as timeable are displayed
singly as shown in Figure 8. The seismogram is displayed on the lower
9th of the screen with a contracted time scale so that the various
phases can be viewed in context. Any portion of this trace can
be expanded by a factor of eight into a high resolution work space
occupying the top 8/9 of the screen. Timing and phase identification
is accomplished on that portion of the seismogram displayed in the
work space using the cross-hair cursor. In Figure 8 both the P and
S arrivals are clearly visible on the upper trace. In Figur;A 9 a
section of WWVB ratio time code is digplayed in the same manﬂer as the
gseismogram in Figure 8 to illustrate the relative time scales and the

timing accuracy that can be obtained. The rising edges of this code
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nnanan

Figure 7. Typical CRT screen image from the first pass of the
event timing program (SCANZ). This display is repeated until
all stations have been examined. Digitized WWVB time code is
shown as the top and bottom traces. Rising edges mark each
second,
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Figure 8. Typical CRT screen image from the second pass of the event
timing program (SCANZ)., The station, COY, shown in this example
can also be seen in Figure 7.
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Figure 9. Typical CRT screen image from the second pass of the event
timing program (SCANZ). Digitized WWVB time code is displayed
in the same manner as seismic data in order to illustrate the
degree of timing precision that can be obtained.
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are one second apart. For impulsive arrivals timing accuracy comparable
with the sampling interval of .02 seconds is routine.

Once all of the events on a tape are processed in this manner,
the relative times are combined with the WWVB times calculated during
Stage 2 to obtain absolute arrival times, any changes in A/D line
assignment‘since the initialization of the on-line system are
incorporated, and preliminary locations are calculated. This provides
the analyst with information relevant to picking procedures at a time
when memories of the stations encountered are still fresh, If
necessary corrections can be entered at this time, Summary cards
are then punched aﬁd incorporated into a preliminary catalog.

Stage 3 is concluded by copying all traces identified as being
seismic to an Archival Digital Event Tape together with the data
blocks from Stage 2 and the phase picks generated above. The
Archival Digital Event Tape is in the same format as its predecessor
and can be processed in the same manner starting with Stage 2. Once
the integrity of the Archival Digital Event Tape is verified, the
original tape is recycled. The Archival Digital Event Tape is then
processed by a program that extracts the timing data and calculates
coda amplitude averages to produce a Preliminary Event Summary Tape for
analysis during the final stage of routine processing. At present the

data on the Archival Digital Event Tape areunmodified beyond this point,

STAGE 4 - RETIMING AND FINAL ANALYSIS

The final stage is also highly interactive., The main software

tool consists of a system of programs that facilitate the manipulation
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of the event data base read from the Preliminary Event Summary Tape.
These programs implement a simple command language that allows for
the addition, modification, or deletion of arrival time data and
amplitudes, the interactive location of events using a variety of
velocity models and station delay assumptions including master event
techniques, and the calculation of magnitude by several different
methods. Events having problems with the original timing are reread
and the corrected arrival times are re-entered together with times
and amplitudes from photographic stations, helecorders, and adjacent

networks. Most events are assigned a magnitude, M based on the

ca’
coda averages calcﬁlated during Stage 3 using the method discussed in
Chapter 2., For larger events the peak trace amplitudes obtained from
Wood-Anderson torsion seismometers are used to calculate value of M
(Richter, 1958). Summary cards produced during the calculation of final
locations replace the prelimin;ry ones in the Southern California
catalog. All locations are calculated by a program based on the
generalized inverse method as formalized by Wiggins (1972). Finally

an updated Final Event Summary Tape (FEST) is produced and saved for

later research.

SUMMARY OF EXPERIENCE

The underlying philosophy in the design of the CEDAR system was
the maintenance of maximum flexibility at each stage of the development,
Although the starting point (analog seismic signals) and the ultimate
goals (precisely timed arrivals and an accurate and complete earthquake

catalog) were well defined, we had in the beginning no overall plan
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for the details of the final systems configuration. In fact, we lacked
a clear understanding of how the various tasks themselves, such as
timing and catalog preparation, should be organized. Each of the

four stages was completed before the next was fully conceived.
Ordinarily the rejection of modern principles of systems design would
doom a modérately complex undertaking to failure. By carefully
avoiding situations that would tend to circumscribe subsequent tasks

we were able to avoid this pitfall, Considering the limited

personnel available for design and implementation it is difficult to
see how the problem could be approached in any other way.

One of the mo;t serious lessons acquired during the development
process was that there is a considerable gulf between implementing the
parts of a system and assembling these parts into a workable whole.
The basic elements of displayigg seismograms, locating earthquakes,
and assembling catalogs are not particularly difficult, Putting these
pieces together into an efficient system that appears sensible to
those who must work with it on a dally basis, some of whom may not
be sophisticated with respect to the use of modern computers, is quite
a different matter. The difficulty in bringing the basic elements
together was grossly underestimated at the outset. It is likely that
had a more precise awareness been available, the project would not have
been undertaken at all,

From an operational point of view, the CEDAR system must be
considered highly successful. We are currently locating ten times
more events and picking nearly thirty times more arrivals than five

years ago with an operational staff that has not increased iﬁ‘size.
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In addition, considerably more attention can be devoted to analysis
and urnderstanding than was previously relegated to the routines of
catalog compilation. Such a situation is not always the result of
the computerization of a previously manual operation.

At present we are able to maintain an awareness of regiomal
seismicity that is far more current than was possible in the recent
past. Generally an event is timed and located within a day or two of
its occurrence. This has the benefit of making routine processing
far more interesting for those involved, as there is an aura of
excitement about yesterday's earthquakes that dims with the passing
years. A preliminéry catalog can be assembled for analysis with a
delay that seldom exceeds one week. While we are monitoring all
manner of geophysical data for clues to the problems of earthquake
prediction, the importance of a timely knowledge of variations in
seismicity can hardly be exaggerated.

The daily workload, plotted in Figure 10 as the number of detected
events, currently averages about 20 earthquakes each day. Occasionally
the number of events approaches 1,000, At such times, represented by
the peaks in Figure 10, the routine processing falls two to three weeks
behind. A distinct change in number of detected events around September 1,
1977 was due to a deliberate sensitization of the detection logic. A
general increase in the number of days with high seismicity (peaks in
Figure 10) appears to be real. 1Its significance, if any, is not
understood.

One concern early in the project was that a digital system with

real-time event detection capability would be of marginal reliability,
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Figure 10, Histogram showing the daily number of events detected,
timed, and located by the CEDAR system during 1977 and the
first 10 months of 1978. The level increase in September, 1977
corresponds to a sensitization of the detection logic.
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especially because of our use of a moving head disc on the on-line
system. Such fears now appear groundless. At the time of this writing
we have been in continuous operation 24 hours a day for more than
18 months. Occasional equipment failures have not resulted in any
loss of data. During periods of scheduled preventive maintenance,
network monitoring has been taken over by the off-line system. It
must be considered likely that this record exceeds the long term mean
time between failures.

On the whole our experience with the development of the CEDAR
system and the computer automation of the Southern California network
has been a positiv; one. Still, despite a moderate amount of success,

it is clear that considerable improvement is possible.

FUTURE GOALS

As with virtually all endeavors of moderate complexity, hindsight
is far sharper than foresight. In this section we discuss the ways
in which the CEDAR system implementation might have been different had
we known at its inception what we have learuned along the way.

The areas most urgently in need of attention are those that have
become 'bottlenecks'" for routine processing. One of these is our
current use of a single task operating system on the off-line computer.
This insures that nearly all of the available CPU time during the day
is wasted. As a result.personnel involved in routine processing must
work at odd hours in order to complete all required work. Another
"bottleneck" derives from the fact that we currently have less than

1 megabyte of scratch disc available on system "B". Since this is
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insufficient to store the data for even a single trigger, a considerable
amount of 'tape jockeying'" attends the timing process. In additionm,
the lack of disc space forced the sequentialization of the processing
into a tape oriented approach, It is clear that a vertical integration
of the four stages of routine processing could be affected with a
considerable increase in efficiency if more disc scratch space were
available., This would not only obviate the need of continually
remounting the input tape, but would also reduce the time spent copying
intermediate results to temporary tapes., In addition, the efficiency
of the timing process could be greatly enhanced if the data were
preprocessed by a éicking algorithm such as the one described by
Anderson (1978) or Allen (1978). The machine picks could then be
presented to an analyst for review.

Several enhancements to the on-line system seem highly desirable.
The addition of a crude picking algorithm on a limited number of
stations would greatly increase oﬁr ability to respond to public
requests for information while not substantially impacting the system
throughput. A limited event location capability would be even better.
Another enhancement that is nearly essential is the capability of
making dynamic changes to the detection configuration interactively,
such as disabling a noisy station or changing line assignments, without
requiring a complete system initialization. It is hoped that at least

a few of these changes can be implemented in the near future,



38

REFERENCES

Allen, R, V. (1978). Automatic earthquake recognition and timing
from single traces, Bull. Seism, Soc. Am., 68, 1521-1532.

Ambuter, B. P. and S. C. Solomon, (1974). An event-recording system for
monitoring small earthquakes, Bull. Seism. Soc. Am., 64, 1181-1188.

Anderson, K. R. (1978). Automatic processing of local earthquake
data, Ph.D. Thesis, Massachusetts Institute of Technology.

Richter, C. F. (1958). Elementary Seismology, W. H. Freeman and Co.,
San Francisco.

Stevenson, P, R, (1976). Microearthquakes at Flathead Lake, Montana:
a study using automatic earthquake processing, Bull., Seism. Soc.
Am., 66, 61-80.

Stevenson, P. R., T. C. Jackson, J. L. Hobson, R, L. Haken and S. K.
Fang (1978). A computer-based processing system for seismic
network data (Abstract), Trans. Am. Geophys. Un., 59, 316.

Stewart, S. W. (1977). Real-time detection and location of local
seismic events in Central California, Bull., Seism. Soc, Am.,
67, 433-452,

Stewart, S, W., W. H. K. Lee and J, I, Eaton (1971). Location and
real-time detection of microearthquakes along the San Andreas
Fault system in Central California, Recent Crustal Movements,
Royal Soc., New Zealand, Bull. 9, 205-209,.

Wiggins, R. A. (1972). The general linear inverse problem: implication
of surface waves and free oscillations for earth structure,
Rev. of Geophys. and Space Phys., 10, 251-285.




39

APPENDIX I

CEDAR SYSTEM EVENT DETECTOR

The following discussion is primarily intended to be of use to
those implementing similar software on other systems. - It 1s assumed
that the host computer will have the minimal capabilities of hardware
addition énd subtraction of 16 bit integers; direct memory access
from external devices including disc, magnetic tape, and the A/D
converter; and the generation of processor interrupts at regular
intervals using a real-~time clock. Beyond these requirements the
following discussion is kept as machine independent as possible,

Several progrémming procedures are used for enhanced efficiency.
All multiplication and division is done with at least one value that
is an even power of the two. This reduces the processes of multiplication
and division to word shifting operations. All major movement of data
is between 1/0 devices and memory using DMA techniques with only minor
movement of data occurring betweeﬁ internal core buffers., The basic
design 1s such that the work load does not increase substantially
when triggering commences. Consequently, if the real-time software
works at all, given a particular configuration of the network
detection parameters, then it can be expected to function properly
when stressed by periods of relatively high seismicity. Each of the
five core buffers is roughly 4,000 words in length.

The logic diagram for the CEDAR system event detector is shown in
Figure T.1l. Processing is distributed between two tasks running in
parallel, Task "A" is the higher priority of the two and is entered

every sample interval (1/50 second) as a result of system interrupts
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generated by a real-time clock (RTC). 1Its responsibilities are the
initiation of a block sample by the analog to digital converter (ADC)
and the analysis of the input data stream for local events. It is
crucial that Task "A" never utilizes more than one sample interval
for its calculations. Task '"B" uses the remaining CPU resources

not needed by Task "A". 1Its responsibilities are that of general
housekeeping and the orderly transfer of data from core buffers to
disc, from disc to core, and from core to magnetic tape. These
transfers utilize DMA but do not generate processor interrupts.
Instead the status of a particular device is polled occasionally as
the various I/0 oﬁerations progress in parallel, The organization
of the real;time processing into two parallel tasks is similar to the
system developed and described by Stewart (1977). The remaining
discussion deals with the details of the implementation of these two
tasks,

The processing in Task "A" can be divided into two operational
phases. The first is identical for all sample intervals. It consists
of initiating the next conversion by the ADC and the updating of a
circular WWVB buffer with the last sample digitized from the channel
carrying radio time code. This buffer allows the storage of somewhat
in excess of 70 seconds of digitized time code which is adequate,
when clean, to permit decoding regardless of where the minute code
falls with respect to the ends of the buffer. The A/D buffer is
treated as one continuous double length buffer by Task "A". Contiguous
vectors of multiplexed digitized data are transferred directly into

contiguous "records'" by DMA. This buffer is also treated as a circular
y
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buffer. The testing of a status flag located at the beginning of each
"record'" before initiating the next ADC request insures that Task "B"
is keeping up with its processing load.

The second phase of Task "A" implements the event detection logic.
The data obtained from the ADC operation initiated during the preceding
sampling interval are analyzed at this time. The detection decision
is distributed over 334 sampling intervals by a logic sequencer following
the steps shown in Table I.1l. The column labeled REPT gives the
number of sampling intervals for which a given operation is repeated.
Hence, the detection decision itself is actually encountered once.
every 334 intervalé. This structure permits the implementation of
quite involved algorithms by spreading the necessary calculations
over as many sampling intervals as required. The results of all
intermediate calculations are stored in the DTCT buffer which is
transferred to magnetic tape ahead of the digitized seismic data to
provide a ‘''snapshot" of the deteétion logic at the time that
detection occurred. This buffer is initialized from a Network
Configuration Deck stored on disc when the real-time system is
started. The only communication between Task A and Task B relating
to detection is the setting and resetting of a detection status flag
by Task A.

Most of the time utilized by Task B is spent monitoring the
progress of Task A through the ADC buffer. Whenever processing of
one of the halves of this buffer is completed, it is written to a
circular buffer on disc. The length of the disc buffer determines the

amount of data preceding the event that can be recovered. This buffer
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TABLE 1.1

Reset the detection logic and calculate trigger
thresholds for each station.

Accumulate double word sums of the incoming signal
and rectified signal for each station of the

Calculate S and r from the preceding double sums.
Update station threshholds to take into account any
instantaneous change in DC bias.

Check each station to see if T exceeds triggering

Count number of stations triggered in each of the 20
sub-networks. A different sub-network is analyzed
during each repetition.

Check to see if the condition requiring the initiation
of detection exists.

Check to see if the condition requiring the termination
of detection exists.

Do nothing. This is adjustable time padding that

reduces the overall proportion of CPU time required

Calculate ?zrecursiygly from its old value and the new
short term average, S, for each station.

Calculate r recursively from its old value and the
new short term average, r, for each station.

OPER REPT FUNCTION
RST 1
Pl 256

network.
CAL1 1
P2 1

thresholds.
P3 20
DON 1
DOFF 1
RTN1 50

by Task A.
CAL2 1
CAL3 1
CD 1

Reset the logic sequencer to the first step (RST).
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1s organized on the disc in a manner as to minimize head positioning
time. Writing is destructive unless a triggered state exists. When
a triggered state begins, several things occur before disc writing
becomes non-destructive., First the DTCT buffer is copied to the Raw
Digital Event Tape (RDET). This block of data is referred to as a
"Detection Block". Subsequently the WWVB buffer is transferred to
tape providing a 'time block". Once these operations are completed,
disc output becomes non-destructive and each "data block" is first
transferred to the Tape Buffer in core and then to the data tape
before being overwritten on disc by new data. ane established,

this pattern of précessing continues until the triggered condition
lapses. When triggering is terminated, a check is made to determine
if there is sufficient space on the current tape for another event,
If not, the tape unit is placed off-line and the next event is written

at the beginning of a new tape on a different tape drive.
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INTRODUCTION

An automated magnitude estimation procedure is essential for
the efficient operation of a local digital seismic network. For
example, in Southern California more than 907 of the earthquakes
detected by the CEDAR system event detector (Chapter 1) are
smaller than M; = 2,5, Of these, fewer than 5% are situated such
as to allow the estimation of local magnitudes, M;, from the sparse
array of 9 sites with Wood~Anderson torsion seismometers or the
electronic equivalent. Consequently, one of the most time-consuming
tasks in the operétion of a digital network is the assignment of
magnitude to small events.

The main goal of this study is to develop an efficient means of
magnitude estimation for small local earthquakes. We have available
the digitized records themselves, so that possible approaches to
this problem are manifold. Since we are chiefly interested in small
events, it seems likely that we should make use of highest amplitude
portion of the record, which is generally that part immediately following
the S onset., In order to achieve a smooth transition with other
magnitude scales, notably local magnitude, or My, we are compelled
to examine earthquakes large enough that the initial portion of the
S coda is beyond the linear range of the instrumentation. Thus
it appears that we must develop a formalism that will allow us to
correct the amplitudes from one portion of the S coda to another.
There is at present no physically based, simple, deterministic model

that can predict the coda amplitudes from the S onset to the later



47

portions of the coda, although the scattering models developed by

Aki (1969), Aki and Chouet (1975) and extended by Sato (1977a, 1977b,
1978) perform remarkably well for times that are long compared to the S
travel time,

Our approach to the problem of developing an efficient
magnitude‘estimation prucedure can be divided into three tasks. The
first task is to develop a systematic relationship that will permit
the prediction of amplitudes given the magnitude, distance, and
lapsed time from origin time of a particular segment of the post S
coda. Presumably this relationship will involve several parameters
that vary from staﬁion to station so that our second task is to
develop a method for calibrating these parameters for the various
stations of a seismic network. The third task is to invert the derived
amplitude systematics such that a magnitude can be estimated from
the coda amplitudes, distance, and relative position within

the post S coda.

DATA

The digital seismograms used in this study were recorded by the
CEDAR system developed at Caltech. This system, which replaces the
develocorder system in function, is described in Chapter 1.
In brief, analog signals from 150 stations in Southern California
(Figure 1) are telemetered to Caltech using frequency multiplexed
telemetry. After discrimination, each signal is digitized at
50 Hz and analyzed by a real-time event detection algorithm

implemented on a NOVA 820 minicomputer. Those portions of the
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digital data stream containing an event are saved on digital magnetic
tape for subsequent analysis. Recordings for earthquakes and quarry
blaéts are separated from false triggers and noise bursts by
inspection and saved in an archival data base. Over the course of a
year several hundred thousand records are incorporated into these
archival files.

As a measure of amplitude of the S-wave coda we have chosen
to use the parameter T as calculated by the CEDAR system real-time
event detector. At a particular time, tj, referenced to the event
origin time, T (tj) can be calculated from the digitized seismogram
using the expression

255 .
T (ty) = 1/256 ) s 145-5] (1)
j=0
where s is the long term DC bias. Since the sampling rate is 50 Hz
we are in effect calculating a 5.26 second rectified average.

There are two reasons for adopting this particular definition of
coda amplitude. Currently the necessary calculations are being carried
out by the CEDAR system event detector in real time. Although the
results of these calculations are discarded, with relatively little
effort they can be preserved on the digital event tape making the
subsequent magnitude estimation procedure far more efficient.
Secondly, the use of T in the development of the coda amplitude
systematics will eventually permit its prediction within the S-coda
due to an earthquake of given magnitude and distance. This makes

possible the calculation of spatial magnitude detection thresholds

as discussed in Chapter 3.
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A suite of 85 earthquakes with well knbwn, consistent My
values was selected for the investigation of the coda amplitude
systematics. These events are listed in Table 1 and their epicenters
are plotted in Figure 2. Events were chosen with the intention of
obtaining a reasonably homogeneous geographical distribution over
the Southern California network. The digitized seismograms for
these events were then extracted from the CEDAR system archives and
calculation of the average coda amplitudes, T, was performed using
equation (1). A typical seismogram recorded at the station RMR is
plotted in Figure 3, The vertical bars illustrate the manner in

which the post S éoda has been segmented into 5.12 s sections.

THE CODA AMPLITUDE SYSTEMATICS

Initially we will assume that there exists some function
a(t,d,M;) that can predict the values‘?(ti) with sufficient accuracy
to support the development of a magnitude estimation technique. For

this purpose we will examine the family of functions described by

a(t:d’ML; on q 'torbpc)

2
oMy, -9 ~b(t=-tg) 2)

= 10% 107 T(e-t) e

where t is the lapsed time from the origin time, ML is the local
magnitude (Richter, 1935, 1958), and d is epicentral distance in
kilometers. The remaining constants parameterize a family of functioms
that is, hopefully, sufficiently general to adequately describe the
observed amplitude decay within the post S coda. A, controls the

station gain, t, is an arbitrary translation in time, and c is a
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Figure 2. Epicentral distribution of the "85 standard earthquakes"

used for the calibration of the coda amplitude magnitude scale
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Figure 3. Typical record from the station RMB for a magnitude 2.2
earthquake at a distance of 34.7 km. A quasi-independent magnitude
estimate is obtained from each of the 5.12 second coda segments
delimited by vertical bars.



56

constant of proportionality relating magnitude and the logarithm of
amplitude. If our data set were restricted to a narrow frequency
band, which it is not, then q could be interpreted as the effect of
geometric spreading, and b provides for dissipation whether related
to Q or energy loss due to scattering. In this paper we will use
upper case to denote base 10 logarithms. The distance dependence

is not carried explicitly on the right hand side of equation (2)

but is allowed for by possible distance dependent variation of any
of the parameters ¢, b, or tye In the following discussion the
parametric notation on the left hand side will be dropped.

Equation (2)’is sufficiently general that it includes many of
the coda amplitude functions that have previously been proposed. For
example, if we take t, = 2.56 we recover the form developed by Aki
and Chouet (1975) and by Chouet and others (1978). If, on the other

hand, we allow tg = t_ + 2.56, where tp is the P wave travel time,

P
and b = 0, we include the functional form advanced by Hermann (1975),
vwho demonstrated that this was the coda amplitude function implicitly
built into the method of duration magnitude as developed and applied
so successfully by such workers as Lee et al. (1972), Crosson (1972),
Real and Teng (1973), and by Bakun and Lindh (1977). Note that in this
case t, is distance dependent. Equation (2) does not encompass
explicitly the form used by Suteau and Whitcomb (1979) in their
development of a coda amplitude magnitude scale. However, they have
demonstrated a numerical equivalence to the duration magnitude method

over a limited magnitude range.

It was anticipated that the number of free parameters
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(currently in excess of 5) can be reduced through simplification so
that no more than 2 or possibly 3 site-dependent parameters must

be calculated for each station of the network, This simplification
process was begun by considering the observed post S coda amplitudes

at individual stationg. Although the analysis was carried out for many
stations of the Southern California network we will illustrate the
deyelopment process using a single station, RMR. In Figure 4

we show the amplitudes calculated from equation (1) for those of the

85 'standard quakes' recorded by RMR.

Figure 5 shows the same suite of observed coda amplitudes plotted
logarithmically oﬁ both axes (1t Z t-tp). It appears that a family of
straight lines might describe the logarithms of the coda amplitudes
to within about .l magnitude units,

Similar results are obtained for other stations of the network
but with slopes varying from site to site. The choice of t, = tp
was based on the observation that if t, differed significantly from
this value, the family of curves plotted as in Figure 5 would still be
roughly straight, but with slopes varying with distance to about
300 km, The analysis contained in the remainder of this paper was
conducted first with t, = 0, and then repeated with the more appropriate
value when it was discovered that the probiem of distance dependence
could be minimized by the above choice of t,. Thus we wereﬁled to
a formalization that is entirely compatible with the alreadijidely
used and highly successful method of duration magnitude. Further,
it appears that the success of the duration magnitude method itself

is due in large part to the rather fortunate, though necessary,
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Figure 4. Five second average coda amplitudes calculated from equation
(1) for those of the "85 standard earthquakes' recorded at the
station RMR. Heavier curves show theoretical amplitude average
based on equation (1).
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Figure 5. Logarithm of five second average coda amplitudes from
equation (1) for those of the ''85 standard earthquakes' recorded
at the station RMR plotted as a function of the logarithm of
time measured from the P-wave onset. Heavier curves show
theoretical values based on equation (7).
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choice of measuring duration from the P onset. Taking the logarithm

of both sides of equation (2) we get

A(t,d, M) = & + ey - q loglo(c~tp) = b(t=ty) logjge. (3)
From the results shown in Figure 5 we take b = 0 giving

A(t,d,ML) = AO + CML - q loglo(t—tp) (4)

which describes a family of straight lines offset from each other by
a linear function of magnitude. The median slope, q , of these
lines can be calculated as the weighted median of the slopes obtained
by fitting a straight line to each of the decay functions in
Figure 5 individuallx. This is done using the L; norm (least
absolute values) discussed fully by Claerbout and Muir (1973), and
by Claerbout (1976), The choice of this norm was required by the
presence of large "blunders' in the amplitude data which would have
led to erratic results had the method of least squares been used
instead,

In taking b = 0 it is not our intention to imply that the
effect of dissipation is negligible, but rather that with the available
data the value of b cannot be resolved. In other words, the choice
of b = 0 can be fully compensated by small adjustments to the
other free parameters.

At this point it is convenient to make a small notation change

replacing t with 1 = t-t_ so that equation (4) becomes
%

A(T,d,ML) = AO + CML - q loglo T (5)
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with the distance dependence now expressed through the definition
of 1.

Since we have already determined the value of q, we can
extrapolate each of the observed codas to a common value of t where
the coefficient, ¢, can be examined explicitly. For this purpose
we have eitrapolated each amplitude function to a point 1 second
past the P onset. The fact that the S-wave has not yet arrived for
epicentral distances greater than about 8 km should not be considered

a problem. Thus we can write equation (5) as
A(l,d,M) = A + My (6)

This expression indicates that the parameter, ¢, can be examined if
the extrapolated coda amplitudes are plotted against M; as shown in
Figure 6., Solid circles represent codas with more than 5 consecutive
segments and are generally more reliable., A line with slope ¢ = 1
appears to provide an adequate fit to these data.

The final form of the magnitudé-coda amplitude systematics can

be written as

A(t,d,M ) = A, + M - q logy, T. | (N

The gain constant, A,, can be evaluated as the median of the values
(1) - M+ q loglot taken over all coda segments available for a
particular station from the data set of 85 "standard quakes'.

As a final check to insure that we have not neglected any
significant distance dependent trends we have plotted the median

residuals for each event as a function of distance in Figure 7.
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Figure 6. Relationship between local magnitude and the logarithm of
average coda amplitude correct to 1 s after the P onset using
equation (5) for those of the "85 standard earthquakes" recorded
at the station RMR. For this calculation Ap can be arbitrarily
set to zero with no loss of generality. Filled circles denote
events with more than five consecutive coda segments sufficiently
above the ambient noise level. A solid line of unit slope is shown
for reference purposes.
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Figure 7. Remaining unexplained residuals for the logarithm of average
coda amplitude adjusted to 1 second after the P onset and corrected
to a local magnitude of 0,0 using equation (7) for those of the
"85 standard earthquakes' recorded at the station RMR. Filled circles
denote events having more than five consecutive segments sufficiently
above the ambient noise level.
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In preparing this plot each coda is corrected to the amplitudes
predicted for an M; = 0 event using equation (7). The solid

circles again represent events with more than 5 useable coda
segments, The horizontal line represents a reference magnitude O
event. The scatter about this line is about what would be expected
from the intrinsic errors of about .2 in M;. It appears that for
distances less than 300 km the functional form given in equation (7)
is an adequate representation of the averaged coda amplitudes. This
form involves two parameters that must be obtained for each station.
Once these constants are known, an estimate of the magnitude, Mca’
can be obtained fdr any 5.12 s segment of the post S coda using the

relation

Mca = R(T) - Ao + q loglo T (8)

where R(t) = logyg (1) can be calculated using equation (1).
Equation (8) shows that A, can be thought of as the average
amplitude that would be obtained for the coda segment beginning one

second after the P onset for an earthquake of M| = 0.

Implications Regarding Earthquake Magnitude and Moment

The result, ¢ = 1, for the constant relating magnitude and the
logarithm of amplitude was unexpected. A number of studies have
addressed the relationship between magnitude and amplitude through an
examination of the magnitude moment relation, log;g My = c) + CZML‘
Since M; is based on maximum peak amplitudes, it would be expected

to be more related to the higher frequency end of the source spectrum
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as compared to source moment. Based on the observation that the source
spectrum corner frequency decreases with increasing magnitude, it

seems reasonable to expect that the constant ¢y should exceed 1, If
the source spectrum were not a function of magnitude or whenever

the corner frequency exceeds the instrumentation pass band, then

¢y should be precisely unity.

Values determined for the constant, Coy» have generally ranged
between 1.4 and 1.7 for moderate local events (e.g., Wyss and Brune,
1968; Hanks and Wyss, 1972; Thatcher and Hanks, 1973)., Based on a
study of 13 central California earthquakes ranging in magnitude from
2.4 to 5.1 Johnsoﬁ and McEvilly (1974) obtained a value of 1.2.
Recently Bakun and Lindh (1977) have reported a value of 1.2 for
earthquakes less than ML = 1.5 in the Oroville area with a
pronounced break in slope to higher values above 1.5. They
suggested that this change in slope, which is also observed when
duration is plotted against M; (e.g., Real and Teng, 1973; Hermannm,
1975; Bakun and Lindh, 1977) might be due to the interaction of
the source spectrum corner frequency, fo’ with the upper end of
their instrumentation pass band. However, the corner frequency-
magnitude systematics reported by Johnson and McEvilly (1974) project
corner frequencies well within the pass band of the instrumentation
being used by Bakun and Lindh (1977).

An alternative explanation for these phenomenon can be derived
from a consideration of the modification of the scaling laws appropriate
to small earthquakes as presented by Chouetet al. (1978). They

concluded that for California earthquakes with magnitudes less than
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ML = 2.1 the source spectrum cbtained by means of their coda
excitation method becomes constant in the frequency range 1.5 to
24 Hz. This conclusion was based on the observation that for small
earthquakes the slope of the spectral amplitudes at 1.5 Hz against
those at 24 Hz becomes unity.

In a similar vein, Figure 6 demonstrates that peak amplitude
(My) is proportional to a 5 second average amplitude with a coefficient
of 2, and thus corroborates the conclusions of Chouetet al. (1978).

A similar phenomenon was observed by Suteau and Whitcomb (1979)
during the development of a coda magnitude scale, Mc’ based on the
scattering model ﬁroposed by Aki (1969) and by Aki and Chouet
(1975). They suggeéted that a discrepancy in slope between M. and
M; could be resolved either by adjusting the constant magnitude-
moment relation to a value closer to 1, or by reducing the effective
Q. They appear to prefer the latter explanation while not ruling
out the former. Their warning agaiﬁst extrapolation of the duration
magnitude scale to small magnitudes appears to be soundly based and
is supported by the results of the current study. 1f, in fact, the
constant "c2" in the moment magnitude relationship approaches 1, then
as a consequence microearthquake studies using duration magnitude
might be expected to encounter anomalousiy low "b" values as an
artifact of the magnitude calculation procedhre. In addition,
if this observation is correct, then any theoretically based
magnitude determination method must explicitly take into account
the change in scaling laws for small magnitudes if it is to be

strictly valid over the magnitude range O to 5 . Since for our
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purposes we are attempting to develop a simple scheme that is
applicable to the great number of small events detected by the CEDAR
system we have chosen not to incorporate this complication at
present, deferring any necessary adjustments until such time as

a large number of events with M; greater than 3 and magnitudes
determined by various methods can support a more complete analysis.
Until then it appears from the above analysis that a simple
extrapolation of our results to magnitudes much greater than 3
should result in an increasing underestimation with respect to the

corresponding ML.

NETWORK CALIBRATION

The task at hand is to calculate values for the site parameters
"A," and '"q " for each of the 121 stations in the Southern California
network listed in Table 2. Initially each trace contained in the
standard data set was divided into a sequence of 5.12 second
averages using equation (1). Most of these averages are not
relevant to our purpose, for example, because they include data
before the onset of S, so that it is necessary to establish a set
of selection criteria to determine which coda segments are to be
included in the calibration calculations or in the magnitude
estimation procedure discussed in a laﬁer section. The criteria
used in this study werevas follows: |

1) The first sample of a coda segment must follow the

calculated arrival time of S.

2) The amplitude of the segment must be less than some fixed
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FOR THE SOUTHERN CALIFORNIA NETWORK (SCARLET).

TABLE 2.
STA  LATITUCE
ABL 34 31405
ADL 34 31.38
BAR 32 40.80
BCH 35 11.10
BC2 33 39,42
BLU 34 24.40
EMT 35 B.15
BON 32 41.67
BTL 34 15.43
CAM 34 15,27
CFT 38 2,11
CH2 33 17.77
CIS 33 24.40
CKC 34 818
CLC 35 49.00
CLI 33 e.45
CMH 34 33.18
COR 32 51.81
COK 32 50495
COG 33 51.63
CoY 33 21.84
€02 33 50.83
CPE 32 32.80
CPM 34 9.24
CRG 35 14.53
CRR 32 33.18
CSP 34 17.87
DB2 33 44410
DHS 33 55,58

DHSE 33 535.58

DHSN 33 55.58
ECF 34 27.48
ELR 33 8.84
FMA 33 42,75
FNK 33 22,98
FIC 34 52,25
GAV 34 1.3%
6LA 33 3.10
GRP 34 48.26
6SC 35 18.10
HDG 34 25.73
HOT 33 18.84
IKP 32 38493
ING 32 59.30
INS 33 36.14
IRC 34 23.40
IRN 34 9.60

LONGI TUDE

119
117
116
120
115
117
118
115
117
119
117
115
118
117
117
115
114
115
115
117
116
115
117
116
119
115
117
117
1l1le
116
116
119
115
118
115
118
117
114
115
11é
116
116
l1e
115
116
118
115

1325
25402
40430

5405
2767
43.61
3%.81
l6.11

029

2.00

6.66
20017
24420
10.48
35.80
31e64
J4.32

Te36
43.61
30458
18463
20.68

600
11,80
43.40
58410
21.33

JeT2
23413
23413
23413

Sett
49495
17.12
38426
53451
30.74
49,60
36427
48.30
18.30
34.89

6e48
18.61
11.66

24,00

11.04

AD

1.75
0e26
l.16
2407
1.29
1.94
153
0.58
.88
1.19
l.15
1.39
1.67
0«96
1e63
0.00
0.26
D27
~0.02
0«86
1.78
1.95
0.65
lebl
2+11
1.30
1.36
248
1.70
1.70
1.70
1.56
0.10
~0+93
0.41
1430
1.5%5
1.38
0459
1.27
1.56
1.53
0.38
=0.52
1.76
2.00
l.44

EPS90

15
39
18
17

8
34
33
32
27

EPSS0

10
31
13
12

4
26
25
24
20
26

=
NN~

BO

~0.74
1.22
-0.06
~0e99
~0e67
=053
“0.12
.80
O0e44
0.22
-0.38
-0.29
~0e52
“0e67
=053
1.88
0.84
0497
1427
0.24
=091
-0.85
~0e36
~0e58
-0,84
0.11
-0.48
‘1.86
=027

~0+19.

~0419
0.03
1417
1.97
De96
-0.68
=0.67
~1.08
075
~0.87
-0.08
=-0.91
-0.09
let6
=053
=1.16
-0.67

81

1.98
1.23
1.78
2409
1.56
1.94
1.93
0.89
1.32
1.51
1.81
1.36
2+19
1.70
1.82
De61
1.21
0e73
0eb6
1.68
1.97
1.81
1.75
1.89
205
1.40
1.85
2e24
1.70
1.70
1.70
1.57
0.78
0e31
1.14
1‘97
1.98
1.56
1.54
1.62
1.65
1.96
1.54
0.79
1.73
2018
1.58

SITE
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TABLE 2e (CONTINUED)

STA

ISA
JNH
JuL
KEE
KYP
LCL
LED
LHU
Ly

LJBE

LJBN
LRR
LTc
LT
MDA
MLL
MOV
MdC
Nwe
[1315)
PAS
PCF
PEC
PEM
PYM
PLM
PLT
PNM
POB
PSP
PTD
PYR
RAY
RDM
RMR
ROD

RVM
RVR
RVS
RYS
SAD
SBAI
s8B
SBCC
SBCD
SBLC
SBLG

LATI TUDE

38
34
33
33
34
33
34

35,80
26485
2490
58.30
fell
3000
2684086
40a30
JtLebkb
3586
Ih.46
31456
29,34
534490
56.,7H

o4 8
Ge2%H
1340
Lot
10e04
8495
Se19
53351
10.04
3375
21,20
43.87
38464
41.20
47463

0425
34.08
2,18
24.00
1277
57.78
58433
10.81
39460
2408
538460
4.86
0.80
81.30
56638
2212
29479
6.87

LONGI TUDE

118
117
116
116
118
118
115
118
117
117
117
118
115
114
116
116
116
118
115
115
118
117
117
117
113
1le
114
115
11e¢
1le
118
118
116
117
11le
116
114
114
117
114
119
118
119
117
120
119
119
119

28.40
5727
Ihe 77
3919
52677
11455
56419
24470
50.88
50.88
50«88

1466
4.20
55410
Y997
5¢418
30410
3050
41.54%
3Ike20
10.29
47.44
Ge 60
S52.18
49,13
51.70
43,76
48,05
55.40
32.93
48.38
44,50
48.67
11.10
34452
3be29
58063
12.02
22450
31.08
21.10
39.90
26023
49,50
10,32
20463
42.81

3.85

2.08
1450
1.80
1.%6
1.51
1.50
2401
1.74
le64
le44
1e44
1.45
1.56
1490
1.78
1.86
1.70
1.83
0e24
0.82
1. 36
2'11
1a72
1.93
1.96
169
1.31
1.89
1473
1.58
1.5%
1.85
1.78
1,76
1.67
1.8“
le18
1.98
1.31
2.18
173
1.57
1.20
1.59
218
1.78
1.63
le43

69

AD

1.47
le10
1.20
1.17
6.94
De 36
1.95
l1.38
D.84
0.84
0.84
1.10
1.29
1.60
0.78
0'79
1.70
1.20
0.05
Ce03
0.26
1+35
1.66
1469
1463
115
0.96
1.58
1'34

6«97

0e93
1.72
1e43
1440
l.64
2400
071
1.91
0«10
236
152
1.24
8.22
1.19
171
1.24
0.90
0.70

BO

~1l.18
B0e48
~0.01
038
=0e65
065
~1.18
-0430
0.26
0.42
De42
0.43
'0.“5
~0e41
D.63
0.76
=0.27
-0.91
1.05
1.05
~0e33
0.20
“1e10
“1413
~123
~0.86
0439
-2.11
0.09
-0.04
Dsd4
-1e32
'0.47
~0e27
~0«18
-0a82
1.17
-0e 81
0.19
-1.59
-0eb8
-0.31
0.92
=0.47
~1.42
-De14
~0e34
0.23

B1

2408
1.50
1.80
1456
1.51
1.50
2.01
1.74
lebb
led4
let4
1445
1.56
1430
1.78
1.86
1.70
1.83
0.94
.82
1.36
2011
1,72
193
1.96
1469
1.31
1.89
1.73
1058
1455
1I85
1.78
l.76
1.67
1.8%
lelb
1.98
1.31
218
173
1.57
1.20
1459
218
1.78
1.63
1643

SITE

o R e =

m >

T IO O D T SN -

T XTI

-t o T et =TT



70

TABLE 2« (CONTINUED)

STA LATITUDE LONGITUDE ¢} AD £EPES0 EPSS0 BO Bl SITE
SBLP 34 33457 120 24.02 1.24 0.42 14 9 0.54 1.24 T
SBSC 33 39468 119 37.99 2073 280 19 14 -l.67 273 T
SBSM 34 2.2 120 21,01 2e16 2+18 34 26 “0a77 2+16 18
SBSN 33 14468 119 30.38 1.42 De40 8 4 0.23 l.42 T

scl 32 3HeB80 118 32.80 1.62 1.35 8 4 =073 1l.62 1

sScy 34 6437 118 27.25 157 1.02 5 2 =073 1.57 T

SDwW 34 36455 117 4.45 1.58 Be7% 18 13 0435 1.58 5]

SGL 32 38495 115 43.52 1.47 1.20 19 14 ~0e07 le47 G

SHH 34 11426 115 39.27 l.87 205 14 9 =1.09 l.87 8

SIL 34 2087 116 49,60 1.80 1.50 le 11 “De47 1.80 £

SIF 34 1224 118 47.9% 1,92 1.94 21 15 ~0e76 1.92 T

SME 33 49436 117 21.32 le86 1.68 4 1 =1.75 l.86 £

SMO 33 32.15 116 27.70 la74 1.30 9 ] -0.58 la74 B

SNS 33 25490 117 32.90 1.96 1.31 12 8 =044 1.96 T

SNR 32 31471 1195 2£421 1.03 -0.09 19 14 1423 1.03 G
SNRE 32 31471 115 26e21 1.03 ~0.09 26 19 1.38 1.03 G
SARN 32 51.71 115 26.21 1.03 ~0.09 26 19 1.38 1.03 G

SPM 34 28432 115 24.16 l.82 1.6% 18 13 =055 1.82 B

SSK 34 12.97 117 41.32 1.94 1.67 26 19 =039 1.94 B

Sup 32 37431 115 4v.43 1.55 l.41 24 18 =017 1.5% b

SwM 34 42.00 118 35.00 1.74 1e74 16 11 =0.71 1.74 1§

SYpP 34 31.63 119 58467 1.80 147 12 8 =0.59 l.80 T

1CC 33 59467 118 0.77 1.50 0.72 22 16 0.48 150 T

TMB 35 5.24 119 32.08 2+ 34 2.24% 13 9 ~1.31 2¢34 T

TPC 34 €435 116 2.92 1.20 .45 5 2 =016 1.20 B

TPO 34 32,73 118 13.66 1.79 1.70 10 6 ~0493 1.79 E

TTM 34 20.12 114 49.65 2422 2020 18 13 -1.10 2422

TWL 34 16470 118 3%.67 = 0.97 -0«06 56 45 1.71 0.97 B

V62 33 99491 116 48.55 2415 1.57 32 24 -0.19 2415 [

VPD 33 48490 117 45.70 1.42 le11 23 17 0.12 1e42 T

¥ST 33 9.40 117 13.90 1.30 067 10 6 0.18 1.30 E

Wis 33 16456 115 35.58 0.94 ~0.29 22 16 1.50 0.94 ]

Wik 33 3408 115 29.44 0.92 0.05 40 31 le44 0.92 Q

WML 33 G.91 115 37.35 0.41 ~0450 51 41 2411 0.41 @

WWR 33 59.51 116 39.36 1.77 .70 13 9 0423 1.77 B

YEG 35 2€6.18 119 57.56 1.93 1.7% 18 13 -0.65 1.93 T
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value to insure that clipping in the telemetry system is
unlikely.

3) The last sample in the segment must precede the calculated
P onset time of any later event.

4) The calculated average must exceed the pre-event ambient
noise level by an amount that insures an adequate signal to
noise ratio.

5) The segment must not follow a segment that has failed
criterion (4).

This last condition prevents portions of the S coda reactivated
by a noise burst from generating spurious large magnitude estimates.
In this study we enforce the fourth criterion by requiring that a
particular segment average must exceed 1.5 times the noise level.
Applying these selection criteria to the 85 '"standard quakes'
resulted in 14,455 discrete coda segment averages.

In the calibration procedure currently in use for the Southern
California network every acceptable segment average contributes an

equation of the form

A, - q log,, T = R(T) - Mu,e 9)

Each station of the network can be considered independently. As
discussed above we apply the method of least absolute values

minimizing
z rﬁ(rk) - M., - Ay + q log;g Tk| (10)
k

for each event recorded at a particular station, where k indexes
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the set of "acceptable" coda segments. Thus each trace yields an
estimate of the two parameters, A, and q, which can be plotted in

the form of a scatter plot as illustrated in Figure 8a for the

station RMR. Small filled circles denote more reliable values obtained
from traces with more than 5 acceptable segments. The station
calibration represented by the large cross in Figure 8a is defined

as the median of the marginal distributions of the two calibration
constants considered independently. These values are listed in

Table 2 and are plotted in Figure 10 to illustrate the range of
variation within the Southern California network.

The linear trénd of the points plotted in Figure 8a reveals a
substantial trade~off or coupling between the two site parameters
A, and q. In order to illustrate the nature of this trade-off we
have selected 5 representative points (Figure 8b) and plotted their

corresponding amplitude functions in Figure 9 using the expression
a(t,d,Mp) = 1oMcatho -d (11)

A typical seismogram from the same station for a magnitude 2.2 event
at an epicentral distance of 34.7 km is plotted for comparison. If

a more distant event had been shown instead, the P-wave arrival would
be plotted in the same place since the amplitude function is
referenced to the P onset. However, the S wave would arrive farther
to the right and would appear to decay more slowly. Evidently it is
the more distant events that contribute the greatest scatter away from
the median values in Figure 8a. Fortunately the structure of the

forward problem (magnitude estimation) is such that the effect of
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sdo]

3.C0
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co

. 0o

5. 00

Figure 8a, Distribution of site calibration parameters determined from
individual seismograms at the station RMR. Filled circles denote
records from which six or more consecutive coda segments were
obtained. The light cross represents the median station calibration.

3.00 4.0C0 5.00

AC
2.00

{.C0

oo

.00 t.00 2. 00 3. 00 4. 00 5. 00

Figure 8b. Selection of points from the population of possible site
calibration parameters for the station RMR chosen to investigate
the nature of the trade-off in Figure 8a. The corresponding coda
delay functions are shown in Figure 9.
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L1 |
) 5 IO sec

Figure 9. Typical record from the station RMR for a magnitude 2.2 earth-
quake at a distance of 34.7 km., The superimposed coda decay functions
correspond to various points in the distribution of site parameters
shown in Figure 8 in order to illustrate the nature of the
intrinsic trade-off between gain, A,, and decay rate, q.
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Figure 10. Distribution of Mcp site calibration parameters for the

stations of the Southern California Network (SCARLET).

The

long axis of the distribution appears to be controlled by conditions
local to a particular site. To illustrate this effect stations
located on deep quaternary basins are represented by an open circle.
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the indeterminancy in the inverse problem (calibration) is
minimized. This follows from a consideration of problems with small
eigenvalues as discussed by Lanczos (1961).

There is an alternative calibration procedure that offers
some advantages over the one currently in use. In this approach
we treat the magnitudes as unknowns as well as the site constants.
This has the effect of coupling all of the equations so that we can
no longer treat each station separately. Consequently, from our
85 "standard quakes" we would develop a system of 14,455 equations
in 327 unknowns. Actually the generalized inverse matrix associated
with this system would necessarily have at least one vanishing
eigenvalue. This would require us éo specify the magnitude of
one of the events reducing the number of unknowns to 326. The
principal advantage of this approach is that it leads to a
completely internally consistent magnitude scale without introducing
any assumptions or calibration problems inherent in M; . The main
reason that this method was not used here is that the analysis of
a 326 x 326 matrix requires more computational resources than were

available.

SITE AND PATH EFFECTS

Once the network in Southern California was callbrated a
rather fascinating observation emerged relating site geology and the
site parameier, q. It turned out that stations located in deep
alluvial basins exhibited significantly lower values of the parameter

n_1

q" compared to values obtained from bedrock sites. In order to
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investigate this phenomenon, station sites were grouped into the
following four categories based on surface geology: (1) deep
Quaternary basins; (2) thin Quaternary sediments, (3) Tertiary
sediments; and (4) basement, including Paleozoic and Mesozoic
sediments. The category assigned to each site is listed in Table 2
using the symbols Q, Q*, T, and B, respectively. Figure 11 shows
the marginal distribution of q for each of the site categories. The
only significantly different distribution is that obtained for deep
Quaternary basins, specifically the Salton Trough and the Los
Angeles Basin. This dichotomy can also be seen in Figure 10 where
the basin sites afe represented by open circles.

The reason for this discrepancy appears to be a path effect
rather than a more local effect of the station geology. It appears
that deep basins are surrounded by an "impedance barrier" associated
with theilr margins such that seismic energy becomes trapped,
reverberating within the basin until it decays. This theory finds
additional support from two ancillary observations. S coda amplitudes
recorded by stations within the Salton Trough for earthquakes without
are smaller by about a factor of 8 than expected. This could be
attributed to miscalibration or site effects were it not for the
companion observation that energy is also lost for propagation paths
leaving the Imperial Valley. Independent confirmation of these
observations is provided by a consideration of the isoseismals of
the 1948 Desert Hot Springs earthquake discussed by Richter and others
(1958). They were surprised to find that reported intensities were

significantly higher at San Diego than at comparable distances within
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Figure 11. Set of histograms showing the effect of local site geology

on the coda decay constant, q.



79

Imperial Valley (specifically, El Centro). From ground factor
considerations (e.g., Gutenburg, 1956) one would have expected
considerably greater shaking at El Centro. The explanation offered
for this phenomenon was the existence of a so-called "earthquake
shadow'".

The existence of such large path dependent effects suggests a
heretofore untapped use of short period networks with respect to
strong motion prediction and microzonation studies, It is clearly not
sufficient to base such studies solely on site geology. It should
be possible to map the approximate locations of such "impedance
barriers" using ardistribution of small earthquakes within a dense
network. This analysis for Southern California is the subject of

a future paper.

APPLICATION TO MAGNITUDE ESTIMATION

Once the network calibration is completed, estimation of
magnitude becomes simply a matter of applying equation (8) to all
coda segments consistent with the five selection criteria discussed
above. The median of the resulting set of magnitude estimates can
then be taken as a robust estimate of the event magnitude. Such
a procedure is currently being used to estimate magnitudes for
the events recorded by the CEDAR system in Southern California. In
addition to an overall magnitude estimate we also calculate estimates
for each station independently. This allows us to quickly detect
any station calibration changes that might arise as a result of

vandalism or improper adjustment during site maintemance,
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Two examples will be discussed to illustrate the method currently
employed for processing CEDAR system data. The FORTRAN codes for
the magitude estimation algorithm have been implemented on a
Data General Eclipse S/230 minicomputer and on a Prime 500, 1In
the first example (Figure 12) we estimate the Moy magnitude of
an My = 2;8 event that occurred in the Mojave Desert, The computer
output is organized in columns corresponding to successive coda
segments for a particular station. The rows labeled DIST, SCAL,
and AZ provide the epicentral distance in kilometers, the calculated
S travel time in seconds, and the station azimuth respectively.

The leftmost coluﬁn is the lapsed time in seconds. The numeric
entries are magnitude éstimates calculated from equation (8) for
those coda segments that satisfied all of the five selection
criteria discussed above. Segments failing criterion (1) are
labeled "-", those failing criterion (2) are labeled "CLIP",

and those failing criteria (4) or (5) are indicated by "+". Had
any segments failed criterion (3) it would have been denoted by
"MULT". The last row of each section contains the median estimates
for each station. In this example the median MCA assigned to this
event 1is 2,53. The DISCREPANCY HISTOGRAM is simply a histogram
of the differences between the station median estimates and the
overall M., estimate. We find the consistency of the individual
estimates for a particular station as well as the close agreement
among the various stations extremely encouraging.

The second example concerns an earthquake with an assigned M
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of 4,5 that occurred in the aftershock zone of the 1971 San

Fernando earthquake. The M, 6 of 4.58 is in better agreement with My

a
than is usually the case for an event this large. An interesting
feature of this example is the bimodal nature of the DISCREPANCY
HISTOGRAM shown in Figure 13. The smaller peak represents coda
segments with amplitudes nearly an order of magnitude less than
predicted by the coda amplitude systematics discussed above, The
stations comprising this peak are, with two exceptions due to
miscalibration, confined to the Imperial Valley and demonstrate quite
clearly the "impedance barrier' effect discussed in the preceding
section. Fortunately, path dependent problems have only a mild
effect on magnitude estimation. If the Imperial Valley stations

had been excluded, the result would have been to increase the M.,

estimate by less than .03 units of magnitude, illustrating the robust

nature of the M., magnitude method.

COMPARISON WITH DURATION MAGNITUDE SCALE, Mp

The comparison of the coda amplitude magnitude scale, M.,, and
the duration magnitude scale, M., proceeds directly from the observation
that the amplitude function implicit in the definition of duration
magnitude is identical in form to eqﬁation (7). It can be directly
compared to the expression for duration magnitude given by Real

and Teng (1973; Model I)
MT = bO + bl loglo Tc + b2d (12)

where bo’ bl’ and by are site parameters to be determined empirically
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from a suite of earthquakes with known local magnitude, ML. Real

and Teng defined the total duration, 7., as "the time interval

between the onset of the firat arrival and the point at which the
earthquake signal falls and remains below the background noise

level”. This choice is fortunate, since normalizing the cutoff
amplitude to the noise level removes the requirement of knowing the
constant of proportionality relating digitizer counts and trace
amplitude on a microfilm viewer. For purposes of comparison we will
calculate the duration from the coda amplitude function, equation (7),
at which the amplitude falls below the mean background noise level,
€50° The background noise level must be calculated independently

for each station of the network. As a matter of convenience values

of €5 Were derived from previously determined values of the ninetieth
percentile background noise level, €90 in Table 2, by assuming that
background noise sampled at random obeys a Poisson distribution.

This calculation is unique since the Poisson distribution has a
single controlling parameter. Values of €90 had been assembled in
"order to calculate ninetieth percentile detection threshhold contours
for the Southern California network (Chapter 3).

The method of calculation was simply to compile a set of noise samples
for a particular station, sort them in ascending order, and then
extract the ninetieth percentile element from this list., The noise
samples used were the pre-event background noise levels, %ﬂ calculated
by the real-time CEDAR system event detector. Valugs of both €90 and
Egq are provided in Table 2.

T, can be related to €50 through equation (11) to give
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Mca ol 10&10 850 - AO + q lOglO Tc (13)

This can be directly equivalenced to equation (12) if one makes the
associations b, = 1og10 €59 = Ap» by = q, and b, = 0. Setting the
distance term to zero is justifiable since it is of little comsequence
for distances as great as 200 km. Had the distance term been ignored
in the original study by Real and Teng (1973) the effect on the
coefficients b, and by would certainly have been mild. Seven of
the stations calibrated by Real and Teng (1973) were also calibrated
in the current study. This allows a direct numerical comparison

by calculating the site parameters bo and b1 in terms of the coda
amplitude site parameters Ao and q for the common stations. The
results of this comparison are given in Table 3.

The agreement between these two studies is remarkable and
clearly demonstrates that the variation of site parameters from
station to station is both real and apparently temporally stable.

Using the formulae developed above it appears feasible to extend
Real and Teng's (1973) result to the rest of the Southern California
network, thus allowing the calculation of duration magnitudes from
develocorder films for periods prior to the development of the
digital CEDAR system. This should be of particular interest to
those conducting local and microearthquake studies in Southern
California since the importance of having each station individually
calibrated increases with decreasing magnitude. Values of b, and bj
of equation (12) have been calculated for all stations in the Southern

California network and their values have been included in Table 2,



89

TABLE 3

COMPARISON OF THE DURATION MAGNITUDE PARAMETERS,
by AND b, AS APPLIED IN THE FORMULA

MT = b0 + by Logyg T

OF REAL AND TENG (1973) WITH SIMILAR VALUES
DERIVED FROM THE MCA CALIBRATION PARAMETEKRS (TABLE 3)

Derived from

Real and Teng (1973) M., Parameters
STA bo i bl bO b1
SYP - .68 1.75 - .59 1.80
PAS .03 1.48 - .33 1.36
MWC - .31 1.67 - .91 1.83
GSC - - .81 1.74 - .87 1.62
I1SA -1.36 2.01 -1.18 2.08
PLM - .90 1.78 - .86 1.69
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COMPARISON WITH RICHTER MAGNITUDE, M,

The comparison with local Richter magnitude is somewhat less
direct than is the case for duration magnitude. In Figure 14 coda
amplitude magnitudes are compared to the corresponding Richter
magnitudes for the 85 standard earthquakes. The solid line represents
equality between the two magnitude scales., A scatter of one or two
tenths in My could account for much of the scatter shown in Figure 14,
especially since fluctuations in ML enter the problem when comparing
the two scales as well as in the calibration process., The slight
trend toward underestimation of events greater than magnitude 3 is
evident in Figure'l4. The application of the coda magnitude method
to earthquakes recorded in the first four months of 1977 confirms this
trend (L.K. Hutton, personal communication).

Another way of comparing these two magnitude scales is by
calculating the explicit distance dependence of the coda amplitude
scale. This can be directly compared with the Richter magnitude distance
correction which can be simply‘interpreted as the logarithm of the
maximum peak to beak amplitude of a M; = 0 earthquake at the specified
distance.

The coda segment that begins with the arrival of S is expected
to have the largest average amplitude. The largest peak to peak
amplitude used for calculation of M; is also generally found within
this time interval. The distance dependence of the average amplitude
of the coda segment beginning with the S arrival can be examined by

setting 1 to 15 in equation (7) and calculating
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Figure 14. Comparison of local magnitude, Mj,, and coda amplitude
magnitude, Mcpa, for the set of "85 standard earthquakes'.
The line of slope 1 represents equality between the two magnitude
scales.
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. A°+ML -q
a(Ts’d’ML) - a(dlsadyML) - 10 (d/8) (14)

This calculation is illustrated schematically in Figure 15.

The comparison between the Richter magnitude distance correction
and the assumptions underlying the coda amplitude scale is made
explicitly in Figure 16. The open circles are the Richter
magnitude distance corrections to peak amplitudes measured on a
Wood-Anderson torsion seismogram in milimeters (Richter, 1958;

Table 22-1). They can be interpreted as the base 10 logarithms of

the peak amplitudes of a M; = O earthquake at the indicated distances.
The corresponding values for the maximum average amplitude calculated
from equatioﬁ (14) is shown as a solid curve. A value of 1.8 was used
for '"q" which represents a median of tﬁe value obtailned for bedrock
sites as shown in Figure 10. The constant of proportionality was
selected so as to provide agreement at a distance of 100 km., The
similarity between these two curves is striking with the differences
less than .l magnitude units for most of the distance range of 20

to 300 km.

CONCLUSIONS

A systematic examination of the decay characteristics of the
post S coda has revealed that an adequate description is provided by
a simple geometric decay law. This decay law turned out to be an
implicit assumption of the duration magnitude method establishing a
close parallelism between the duration magnitude scale and the coda

amplitude scale, Mca’ developed in this paper. Techniques were
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Figure 15. Schematic diagram illustrating approach-used in
calculating the peak average coda amplitude for direct
comparison with the local magnitude distance correction in

Figure 16,
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developed for calibrating the two site dependent constants, A, and q,
for a particular station as well as for generating a magnitude
estimate from a suite of digitized short-period seismograms., It

was argued that as a result of changes in the scaling laws for small
earthquakes, a tendency toward underestimation  for events larger than
about M = 3.0 might be encountered. During the calibration path
dependent phenomenon were discovered which appear to have considerable

bearing on discussions of micronization and strong motion prediction.
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INTRODUCTION

The problems of management associated with the operation of a
triggered, digital seismic network (Chapter 1) are quite different
from those encountered with manual processing of film based systems.
One of the most severe of these 1s insuring the adequacy of detection.
Unlike continuously recording systems, the failure of a triggered
system to detect can result in an irretrievable loss of data. Although
at Caltech we are continuing to record the Southern California network
(Figure 1) on Develocorder film, the cost of recovering data from this
media becomes prohibitive if required frequently. To overcome
this situation wevneed to be able to predict a priori the response
of the network to an earthquake of given magnitude within our region
of principal coverage.

At present our results are quite preliminary, and considerable
work remains with respect to refinement of network calibration (as
discussed in Chapter 2), understanding the statistical and time-
dependent properties of background noise, and completing the develop-
ment of the stochastic model controlling CEDAR system detection., The
exigency of the situation demands that we develop and implement a
preliminary approach to detection evaluation utilizing simplified
assumptions and a less than complete analysis of controlling parameters.
" It is hoped that an attitude of conservatism can compensate for
inadequacies in the model when applying this scheme to the problems
of network tuning and adjustment of the parameters influencing
detection capability.

The purpose of this chapter is to discuss current progress towards
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this goal. It is not our intention either to review or to contribute
to the general problems of network detection evaluation or methods of
network optimization in a general sense. Our interest is restricted
to the problem of development of a means of predicting the performance
of the CEDAR system detection algorithm as detailed in Chapter 1,
Although it is anticipated that a more complete analysis will
eventually emerge from these efforts, it is beyond the scope of the
present discussion,

Initially detection parameters were specified in a rather
ad hoc manner, The real-time system discussed in Chapter 1 was
operated for neaily three months while event identification and
timing relied on the scanning and analysis of Develocorder film,

This learning period allowed the correction of some of the more

severe gaps in coverage. Subsequent to adopting the CEDAR system as
our primary routine analysis system the U.S.G.S. continued to scan
and time film data for several months providing an extremely important
check on the successes and failures of the detection configuration.
Several additional refinements were required during this period.

While this project is born of necessity, several additional
benefits accrue from its solution. The question of homogeneous
coverage did not arise with the development of triggered digital
systems, although it did become more acute. It has long been
known that the effectiveness of available sites varies both regionally
and locally. For example, stations located along coast lines suffer
far greater noise problems than those located futher inland. Thus

a higher station density is required to compensate for higher noise
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levels in order to maintain homogeneous coverage. Previously there )
was no means of prescribing just what station density was required,
nor was it possible to predict what the local magnitude threshold
might be given a particular station distribution. The assessment

of network performance requires the analysis of the capabilities of
each individual site. Ineffective stations can be moved or replaced

such as to optimize the distribution of available fixed resources.

INDIVIDUAL STATION ANALYSIS

The detection logic used by the CEDAR system is a straighte
forward application of an amplitude ratio trigger coupled with a
condition for local coincidence. The amplitude ratio scheme controls
the triggering of individual stations independently. The local
coincidence criterion is then applied at the network level to
determine what configurations of simultaneously triggered stations
will precipitate a network trigger condition deflecting the incoming
digitized data stream to tape. Thus we will first discuss the conditions
for single station triggering and then extend the discussion to
overall network response. The notation and variable names used in
this chapter are consistent with those of Chapters 1 and 2.

Without loss of generality we can restrict our attention to the
case of constant long term noise, ;: since we will only need to
consider for our purposes the first several seconds of the S onset.
The contribution of the P coda to T (see Chapter 1 for definition)
is negligible for situations of marginal triggering. We can also

assume that the signal has zero bias allowing us to express the
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detection criterion at a single station for the ith sample as

ri--;—?-8>0 (1)
The short-term rectified average, ;i’ is calculated using

255

= .1
ti= ooz L sl (2)
256 Jumo |

where sy is the ith element of the digitized signal, For purposes
of network coincidence analysis the triggering condition represented
by relation (1) persists once met for 30 seconds.

The magnitude scale, MCA’ developed in Chapter 2 was intentionally
predicated on coda amplitude averages calculated according to
equation (2), permitting a direct analysis of the single station
triggering condition represented by expression (1) in terms of
magnitude and distance. The expected coda amplitude average

th

beginning at the 1 sample can be written

At

ry = 10 (tg - tp)

3)

where'Ao and q are parameters that must be calculated for each
station of the network individually, ty is the time associated with
the ith digital sample, and tp is the time of the P onset. Values
for A, and q were obtained for the entire network in Chapter 2 (Table
2). The distribution of these parameters for the Southern California
network is shown in Figure 2. The open circles are associated

with the anomalously slow coda decay rates for stations in deep

quaternary basins,
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For the smallest detectable events triggering is controlled by
the amplitude of the beginning of the S coda. Detection probability
is maximum for intervals beginning at the S-wave onset, decreasing
monotonically thereafter. Since the detection logic recycles
every 6.7, seconds a conservative requirement for triggering is that
expressidn (1) should remain positive for at least 6.7 seconds past
the S-wave arrival time. Theoretically larger events will then
always be detected while smaller events will be detected with a
probability proportional to the fraction of 6.67 seconds that the
triggering condition remains positive. This condition will be met

if My, satisfies ﬁhe relation
+ - =
10%0 ML(ts+6.67-tp)q-r-8>0 %)

which can be related explicitly to the hypocentral distance in

kilometers as
+ M - -
10%° Ld+een™-r-8>0 (5)

From equation (5) we can develop an explicit method of ranking
the stations of the network by considering the smallest ﬁagnitude
satisfying condition (4) at a specified fixed distance. In
particular, we can look at the locus of station calibration
parameters, A, and q, such that the detection threshold at a
given distance is some specific magnitude. To accomplish this we write

equation (5) in the form

d ==
AO = q loglo ( —8-+ 6,7) + 10g10 (1' + 8) - ML (6)
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As an example of the application of expression (6) we have plotted
the family of curves associlated with detection thresholds of

ML =0, 1, 2, and 3 at a distance of 50 km in Figure 3, Calibration
parameters for the stations of the Southern California network are
shown as crosses. Figure 3 shows an ideal situation in which all
sites are assumed to be noise-free. A more realistic presentation
is given in Figure 4 where the gain parameter, Ao’ has been replaced

by the quantity

Ay + 1og10(8) - 1og10 (e90 + 8)

in order to include the effect of ambient site noise, Values of the
noise estimate, Eggs Were obtained by ranking random noise samples
for each station and then selecting the ninetieth percentile element
from the resulting list. Provided the station calibration is
sufficiently accurate, this means that we are looking at a magnitude
threshold in detection at least 907 of the time. Values of eg
for the Southern California network are provided in Table 2 of
Chapter 2. The inclusion of station noise level results in a
decrease in detection threshold of nearly 1 magnitude unit.

A rather interesting general observation emerges from a
consideration of Figures 3 and 4, It seems that stations with
a more rapid coda amplitude decay constant, q, are also the most
sensitive with respect to detection capability. Such stations
are generally situated on massive bedrock outcrops and are often
said to be more "transparent' because of the greater simplicity of

their seismograms. On the other end of the distribution one
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Figure 3. Theoretical noise free magnitude thresholds for the statioms
of the Southern California Seismic Network at a distance of 50 km.
Note the tendency of sites with a high coda decay constant, q,
to trend toward lower magnitude thresholds.
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Figure 4. Theoretical 90th percentile magnitude detection thresholds
for the stations of the Southern California Network calculated
for a distapce of 50 km. Stations have been shifted vertically
by an amount determined by the ambient background noise level.
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finds those sites associated with deep quaternary basins (Figure 2);
Such sites manifest high noise levels, more complex waveforms
suggesting substantial reverberation, and poor detection capability.
Although this conclusion is consistent with "common sense" it is
important to be able to quantify it in an objective manner.

The above analysis provides a means of ranking the effectiveness
of various stations at a fixed distance. The station order might be
quite different at other distances. To explore this possibility
further we have graphed the ninetieth percentile detection magnitude
as a function of distance in Figure 5 for all calibrated stations
of the Southern California network. These curves represent the

expression.
My, = q logy, (% +6.7) + logy (gqp + 8 ) - A, (7

At any given distance the spread in detection threshold spans about
1 magnitude unit, This suggests that apart from regional noise
variations, considerable improvement in network performance may be
attainable by means of a judicious relocation or replacement of an
identifiable subset of the network.

The question might arise as to what proportion of the scatter in
Figure 5 can be attributed to imprecision of the calibration process,
This possibility is addfessed in Figure 6 where we show curves similar
to those in Figure 5 except that now each curve represents the
results of an independent calibration for a single station (RMR), Each
pair of calihration parameters, A, and q, were obtained from a single

event using only records for which at least 8 successive coda
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Figure 6. Several estimates of the 90th percentile magnitude
detection threshold as a function of distance for the station
RMR illustrating the stability inherent in the calibration
procedure. Each curve is determined by a single seismogram
with an independently assigned Mj,. Disregarding the error in
ambient noise, a standard error of about .2 magnitude units
seems appropriate for well-calibrated sites.



113

segments (5.12 s sections) were available. Six such events for the'
station RMR were present in the standard’data set described in

Chapter 2. Such a limited data set for each independent calibration
pair might be expected to introduce considerable scatter, yet Figure

6 suggests that a standard error of about .2 magnitude units at a given
distance 1s not unreasonable for well-calibrated sites. Unfortunately,
for some rather low gain stations the data were so limited that

even this level of precision is unobtainable. For these stations

recalibration with an expanded data set will be necessary.

NETWORK DETECTION ANALYSIS

The local coincidence criterion for network triggering is imposed
by grouping the stations of the Southern California network into several
overlapping subnetworks. An individual station may participate in an
arbitrary number of subnetworks. Two examples from the current network
configuration are shown in Figures 7 and 8. An earthquake causes a
network trigger whenever at least N stations within any subnetwork
are simultaneously in a triggered state. The count threshold, N,
is set independently for each subnetwork. The calculation of
network detection threshold contours requires first the analysis of
the detection capability for each subnetwork, The network detection
threshold at any given point then is simply the smallest detection
threshold for any subnetwork at that point.

The spatial analysis of the detection capability for a particular
subnetwork is undertaken by superimposing a 40 x 40 point rectilinear

grid over Southern California. The same grid is used for all sub-
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networks to simplify the subsequent calculation of network threshold.

contours., At each grid point a list of the detection thresholds for

all stations within a particular subnetwork is compiled using

expression (7). This list is then sorted into ascending order and

the subnétwork detection threshold is taken to be the Nth entry. Once

completed, the resulting distribution is contoured using standard

software. Fxamples of the detection threshold contours for two

subnetworks in the current configuration are shown in Figures 7 and

8. These curves represent the locus of points at which an earthquake

of the designated magnitude will be detected at least 907 of the time.
A similar grid is used to calculate the detection thresholds

for the network as a whole. Since the triggering of any single sub-

network is sufficient to cause a network trigger, the network

detection threshold at a given grid point is just the smallest value

associated with the corresponding grid point for any subnetwork.

The resulting threshold contours for the current detection configuration

for the Southern California network is shown in Figure 9,

DISCUSSION
There are several inadequacies in the above analysis that could
result in excessive optimism with respect to the resulting thresholds.
In the analysis of the detection capabilities of a single station
all assumptions were made s0 as to bias the estimate of detection
toward higher values. Unfortunately the estimate of subnetwork
detection capability may be biased toward low detection thresholds,

in violation of our precept toward conservatism. This bias arises
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Figure 9. Ninetieth percentile magnitude detection threshold contours
for the current configuration of the CEDAR system event detection
logic.
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essentially from two sources. The first, and by far the most
significant, is that the distribution of the Nth entry in a sorted
list of stochastic variables is strongly affaected by the errors
associated with the individual entries as well as by the number of
entries in the list. For example, consider a subnetwork of several
sensors all equidistant from a given point. Further, let all
stations have the same central estimate of detection threshold at
that point with identical probability distributions. Then it is
clear that the estimate of subnetwork detection threshold calculated
as in the previous section will decrease as the errors in the
threshold estimates for individual stations increase, Thus a poorly
calibrated network will appear to be more sensitive. In addition,
if we increase the number of stations, assuming all are equidistant
with identical detection capabilities, the estimate of detection
threshold for the subnetwork will again decrease. In this case,
though, a part of the improved performance is real,

These two sources of bias are somewhat mitigated if the
component stations are calibrated with sufficient accuracy. The
standard error of detection threshold at a given distance from a well
calibrated station should be less than about .2 magnitude units.

It seems likely that detection levels in the denser areas of the
network should be nearly correct, since at the lowest magnitude
levels detection is dominated by the few nearest stations. In
addition, there tend to be more data available resulting in more
accurate calibration where the network is most dense. Detection

threshold errors in excess of .5 magnitude unit seem unlikely.
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On the other hand detection thresholds near the network periphery
potentially involve many stations, greatly increasing the tendency
toward threshold bias. Further, quaternary hasin stations because
of the low decay rate, q, tend to have relative high apparent
sensitivity at greater distances. At sufficiently large distances,
in fact, they dominate the threshold calculation. In reality the
detection threshold considered as a function of distance for these
stations should suffer a sudden drop in detection capability of nearly
1 magnitude unit at the associated basin margin. For these reasons
it is possible that for more regional distances detection thresholds
may be too low by more than 1 unit of magnitude. The areas of
Southern California most likely to experience this problem are

the continental borderland, northern Baja, and the eastern and north-
eastern portions of the region of principal coverage outlined in
Figure 9,

Another problem with the current state of the analysis is that
it does not take into account the effect of stétions becoming in-
operative for some period of time due to equipment failure.

Typically about 5% of all stations are inoperative at any given time.
Since the event detection threshold tends to be dominated by a few
stations, especially when considering low thresholds near dense parts
of the network, the loss of a key station can have a substantial
effect. One way to look at station drop out is as periods of
infinite noise. In any case the detection contours presented in this
chapter presume a totally functional network.

One further note of warning concerns the time dependent
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character of the actual detection thresholds., In the above analysis
the sensitivity of various sensors are treated as being completely
independent. This is of course an oversimplification. Noise level
tends to be correlated from site to site with higher cultural noise
during daylight hours and an increase in weather related noise and
enhanced microseism activity during the winter months. In a sense
the detectlion contours can be thought of as being dynamic, expanding
at night and contracting during the day. These complications
underline those areas where more work is required in order to
properly understand the detection capabilities of real time event

detectors like the one used in the CEDAR system.

CONCLUSIONS

A method has been developed to permit the a priort analysis
of the detection capability of the real-time event detector utilized
by the CEDAR system given a particular configuration of stations
within the detection scheme. Although the development of this
method is still somewhat primitive, it is, nevertheless, capable of
revealing many gross inadequacies of a proposed detection configuration,
Although this is its primary task, it would be quite useful to be
able to examine detection homogeneity for other purposes, such
as seismicity studies, as well, In order to acquire this
capability several further developments are required.

The current state of development can be looked upon as the first
of three stages. It encompasses the general formulation of the

problem and its relationship to magnitude systematics. The
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completion of this first stage is predicated on a better under-
standing of noise processes andltheir effect on the joint probability
distribution governing the likelihood of detecting an event of a
given magnitude at a particular place and time, The efficiency of
these results could be checked by means of a Monte~Carlo simulation
of the detection process. This second stage of development might
become expedient for the primary function of performance prediction
should the development of the required probability distributions
prove to be sufficiently intractable. The final stage of development
deals with the comparison of a posteriori detection thresholds based
on an analysis of detected events with those predicted above.

This stage, which is necessarily delayed until a sufficient record

is established, may prove to be particularly enlightening.
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PART 11

SEISMOTECTONICS OF THE IMPERIAL VALLEY

OF SOUTHERN CALIFORNIA
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INTRODUCTION

In the following discussion we will attempt briefly to review
the geismic history of the last 50 years for the Imperial Valley of
Southern California. The development will synthesize seismicity data
from several sources and attempt to relate them to recent geodetic
observations as well as the major faults comprising the tectonic
framework of the Gulf of California and its landward extensions into
the Salton Trough. It is not intended to provide a complete review
of geophysical observations in the Imperial Valley. Rather, we will
concentrate on those areas that are required to support a more
detailed discussion of the nature of earthquake swarms in Chapter 5.
The main emphasis will be on the tectonic framework, spatial
characteristics of epicentral distributions, and coherent variations
of seismicity with time,

The region seleéted for detailed analysis is shown as the shaded
area in Figure 1, This region runs in latitude from 32°30' to 33°30'N,
and is bounded by meridians at 115° and 115°50'W. There are several
compelling reasons for selecting this region in particular for a
detailed study. The seismicity in the Imperial Valley is dominated
by earthquake swarms. Surprisingly little is known about these
phenomena., They frequently are associated with oceanic ridges,
volcanic regions, and geothermal areas. More generally, earthquake
swarms seem to demonstrate a tectonlc affinity for regioms
of extensional tectonics. Weaver and Hill (1978) have documented
a tendency for swarms to be associated with the extension

arising between dextrally offset members of right-lateral fault zomes.
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Figure 1. Index map showing area of detailed study (shaded box).
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Presumably sinistral offsets of left-lateral fault systems manifest
similar phenomena, as evidenced by a small swarm at Koehn Lake on
the Garlock Fault in October, 1978. It is suggested that swarms may
in a general way be related to the low fracture strength of crustal
rocks under extension. The desire to elucidate the tectonic
structures and physical mechanisms, giving rise to earthquake swarms
motivated much of the effort represented by this dissertation.

From a more specific point of view the Imperial Valley and the
dextral offset between the Imperial Fault and the San Andreas Fault
in particular is a region of high seismicity adjacent to a quiet
section of the San Andreas Fault that appears active but has not
broken in a major eérthquake in historical times. It is possible
that a large event on this southernmost section of the San Andreas
might be preceded by anomalous earthquake activity in the Imperial
Valley. Another significant problem area relates to the understanding
of gulf tectonics and ridge processes more generally., Although
in some respects the Imperial Valley is quite unlike ridges elsewhere,
it is likely that results obtained from this more easily instrumented
region may be of general applicability, Furthermore, the Imperial
Valley is a major area of developing geothermal potential, &n
understanding of contemporaneous seismotectonlic processes 1s requisite
if the effect of extraction of heat and re-injection of cooled brines
is to be correctly anticipated. Finally, it is hoped that an
understanding of basic fault processes in the Imperial Valley might
contribute to the better understanding of the physics of faulting more

generally. Such knowledge is absolutely essential if the technology of
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earthquake prediction is to rest on a firm scientific foundation.

INSTRUMENTATION AND ANALYSIS

The earthquake epicenters discussed in this chapter are based
on arrival times obtained from the network of short-period vertical
seismometers monitored by Caltech since 1932, With time, the number
of stations has increased considerably so that, in general, the
magnitude cutoff for homogeneous coverage has gradually improved.

Prior to 1956, station coverage in the Imperial Valley was not sufficient
to provide reasonably accurate epicenters. Not only was the

Imperial Valley éutside of network closure (GAP > 180°), hut the

nearest station was beyond the P, cross-over distance of about 80 km
(Hadley, 1978) for earthquakes near Brawley. Moreover, the arrival

of Pn is emergent so that larger events tend to be picked earlier,

For smaller events, the P, phase was occasionally missed altogether

and the first P a;rival was attributed to the onset of Pg.

This problem manifests itself as a distinctly bimodal distribution
of travel time residuals for stations at intermediate distances. The
closest station prior to 1956 was PLM at a distance of about 140 km.
PLM has been in continuous operation since 1939, The situation was
somewhat mitigated by the installation of a continuously recording
station at HAY (80 km) and a strong motion station (10 km) at ECC in
1956, The effectiveness of the station ECC was, however, compromised
by the lack of recordings for the smaller events associated with earth-
quake swarms, a tendency for the trace to be off scale when triggered,

and a station clock with a high drift rate. The problem of network
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closure persisted until the 1nstallation‘of permanent stations at GLA
(65 km) in 1966 and RHM (100 km) in 1969. Beginning around 1965

many of the stations of the southern California network were tele-
metered to Caltech, providing a much more reliable basis for relative
timing than was previously possible. A detailed history of the station
distribution prior to 1973 is provided by Hileman and others (1973).

A quantum leap in location ability occurred in 1973 with the
installation of the Imperial Valley network by the U.S.G.S. This
network has been described in detail by Hill et al. (1975b). Data
from this array have been processed and analyzed in a cooperative
effort between the U, S. Geological Survey and Caltech since its
installation, Most of the discussion of Imperial Valley seismicity
herein is concerned with the last five years, since the installation
of the high density network., It is fair to say that the
observations and conclusions of this and the following chapter would
have been impossible without the existence of the Imperial Valley
network. Stations within the Imperial Valley are shown in Figure 6
through Figure 27 for those periods during which they were in
routine operation. In this set of figures the increase in resolvable
details of the seismicity patterns with increasing station coverage
is obvious,

The most recent improvement in location capability came with the
implementation of the CEDAR system in January of 1977, as discussed
in the preceding three chapters. This system makes available digitized
records for analysis and permits a routine relative timing accuracy

of about 20 msec as compared to about 50 ms obtainable from routine



129

analysis of develocorder records.

Methods of location and magnitude assignment have varied con-
siderably since 1932. Prior to about 1961 epicentral assignments
were constructed by graphical techniques. Later, iterative computer
programs were developed, permitting the location of more events than
was feasible when all processing was done by hand. Between 1961
and 1972 routine locations were computed on a Bendix G-15D computer
using a program developed by Nordquist (1964). From 1973 through
1976 locations were calculated using HYPO71 as discussed by Lee
and Lahr (1975). From 1977 to the present hypocentral estimation
has utilized a generalized inverse location program as part of the
CEDAR system software support package discussed in Chapter 1. This
program has been substantially expanded, modified, and fully documented
by Klein (1978).

Epicentral data discussed in this chapter were obtained from
the Southern California local earthquake catalogs (Hileman et al.,
1973; Friedman et al., 1976) and recent preliminary bulletins,

The quality of these epicentral locations has been uniformly high
since the installation of the dense array in 1973, The bulk of the
following discussion will deal with this recent time period..

At one point an effort was initiated to relocate all recent
Imperial Valley eventsvusing a master event approach. This endeavor
was abandoned when it was discovered that the reéultént slight improve-
ments iIn epicentral control did not contribute significantly to the
general discussion of seismicity presented in this chapter. However,

a master event approach was found to be absolutely essential
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in the following chapter in order to obtain the resolution necessaryr

to support the structural interpretations presented there,
Earthquakes prior to 1973 and the larger subsequent events were

assigned local magnitudes, M;, using the methods described by

Richter (1958). Subsequently most of the events through 1976

were timed and located by U.S.G.S. personnel, with magnitude assign-

ments based upon the coda duration method developed by Lee et al.

(1972). From 1977 to the present all timing was accomplished using

the CEDAR system software (Chapter 1), and magnitude assignment

was by means of the coda amplitude technique developed in Chapter 2.

Epicentral maps and graphical material presented in this and

the following chapters were prepared utilizing analytical extensions

of the basic CEDAR system software package. These software tools

are discussed in greater detail in Chapter 5.

TECTONIC FRAMEWORK

The Imperial Valley, or more generally the Salton Trough, lies
at the head of the Gulf of California physiographic province, a
remarkably linear and narrow structural depression over 1400 km in
length (Sharp, 1972). In terms of the plate tectonics paradigm,
faulting in the Imperial Valley is part of the zone of deformation
associated with the boundary between the American plate and the Pacific
plate. Such interpretations for gulf tectonics were offered by Larson
and others (1968). Atwater (1970) developed several modeis for the
tectonic evolution of the Gulf and San Andreas fault systems based

on a study of sea floor magnetic anomaly patterns. Typically such
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studies suggest a motion of the Pacific plate relative to
the American plate of about 6 cm/yr.

South of Baja California, the plate boundary is delineated by
the East Pacific Rise. Where it enters the mouth of the Gulf this
ridge is typical of fast-spreading ridges elsewhere in the world with
fairly low related earthquake activity (Isaaks and others, 1968;

Reichle and Reid, 1977). The change in trend to accommodate that of the
Gulf 1s expressed in an increase in the length of the transform faults
offsetting relatively short ridge segments. Deformation also becomes
predominantly strike-slip with large eafthquakes in the lower two
thirds of the Gulf occurring as mainshock sequences associated with the
major transforms (Reichle and Reid, 1977) and with mechanisms that
are chiefly strike-slip (Sykes, 1967, 1968, 1970).

Reid and others (1973) discovered that microearthquake swarms
were commonly associated with spread-centers in the Gulf; however,
guch activity could rarely be attributed to the transform faults.
Furthermore, major earthquake swarms are not observed teleseismically
in the southern Gulf,

The situation changes somewhat in the northern Gulf, Although
mainshock sequences are still observed, major earthquake swarms near
reputed ridge segments make up a significant portion of the seismicity.
The detailed study of these swarms has demonstrated the style of
faulting can be quite varied. One swarm studied by Tatham and Savino
(1974) produced both strike-slip and dip-slip mechanisms. Thatcher
and Brune (971) reported a large component of normal faulting for a

swarm in the Wagner Basin in 1969, Similar results were obtained
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by Reichle and Reid (1977) for a swarm associated with the Delfin
Basin, although they noted that northern Gulf swarms frequently
manifest a strike-~slip character.

Reichle and Reid (1977) attributed the increase in swarm
activity to depression of the geotherms resulting from increasing
sedimentation rates as one approaches the mouth of the Colorado
River at the head of the Gulf. This interpretation is consonant
with their observation that Gulf swarms and microearthquake
activity are restricted to the sedimentary section and possibly
the shallow crust. The sediment cover in the northern Gulf,
deepening to over 6 km in the Imperial Valley (Biehler and others,
1964), encumbers a direct plate tectonic interpretation of fault
relationships. Lomnitz and others (1970) proposed one such
interpretation, shown in Figure 2, that extends the general
tectonic pattern observed in the southern Gulf as far north as the
Salton Sea and the southern termination of the San Andreas Fault,
While recent studies have disagreed with some of the details of this
model (e.g., Elders and others, 1972; Henyey and Bischoff, 1973;
Bischoff and Henyey, 1974), there appears to be general accord

with respect to the underlying concepts.
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Earthquake activity within the Imperial Valley appears to be
identical in all major respects with seismicity described for the
Gulf of California by Reichle and Reid (1977). To illustrate this,
preliminary epicenters for 1977 together with related fault structures
are shown in Figure 3, The seismicity pattern is dominated by
concentrations of swarm activity marking the dextral offsets of
the northwest-trending strike-slip faults. Where depth control is
obtainable, earthquake activity is confined to the 6 km thick
- sedimentary section and the first 2 or 3 km of the underlying crust.
The Imperial fault broke along its entire mapped length in 1940 with
a magnitude 7.1 right-lateral earthquake with maximum displacements
approaching 4 m. The central portion of this break where displace-
ments were highest 15 now largely aseismic, The