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ABSTRACT

Atmospheric aerosol chemistry is important in areas ranging from urban air
pollution to cloud formation. It has long been supposed that droplet-phase re-
actions account for a significant fraction of the atmospheric conversion of SO to
sulfate. Among such reactions is the manganese-catalyzed aqueous-phase oxidation
of SO,. Whereas the role of aqueous phase SO, oxidation in the dilute solutions
characteristic of fog and cloud droplets (diameter > 10 pm) has been reasonably
well established, the role of comparable reaction in submicron aerosols is uncertain.
In this thesis a reactor system is developed to carry out gas-aerosol reactions un-
der humid, ambient-like conditions. The apparatus consists of a continuous stirred
tank reactor (CSTR) in which the growth of the aqueous aerosol is measured. Ab-
sence of mass transfer limitation, coagulation, and nucleation ensure that particle
growth is direct evidence of reaction. Special care is taken to minimize size biasing
of the aqueous aerosol in the electrostatic classifier used to measure the reactor feed
and effluent distributions. Aerosol behavior in the reactor is modeled assuming an
ideal CSTR and, given the solution thermodynamics and equilibrium chemistry,
the effluent distribution can be predicted using one of the proposed reaction rate

mechanisms.

Experiments were performed using a pure MnSO4 or a MnSO4-Na;SO4 mix-
ture feed aerosol. The relative humidity ranged from 86 to 94% and 0.1 ppm
< pso, < 50 ppm. The slow, approximately constant reaction rate of Bronikowski
and Pasiuk-Bronikowska (1981) (R ~ 2x10~* Ms~!) was found to best predict the
observed growth over the entire range of operating conditions. The various rate ex-
pressions proposed for this system in the literature resulted in varying estimates of
growth. When reactor conditions were similar to those at which the rate expression
was determined, the agreement between the predicted and observed distributions
improved. This indicates that use of a rate expression beyond its specified range

may result in erroneous predictions.
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CHAPTER 1
INTRODUCTION

Heterogeneous atmospheric reactions are currently recognized as a significant
contributor to the overall chemistry of SO, in the atmosphere (e.g., Hidy (1982),
McMurry and Wilson (1983)). However, the study of these reactions in the atmo-
sphere is complicated by the influence of transport and mixing processes, particle
deposition, and gas-phase reaction chemistry. To date, the most common method
of assessing the relative importance of heterogeneous reactions with respect to over-
all atmospheric chemistry has been via theoretical modeling (e.g., Hoffmann and
Jacob (1984), Saxena and Seigneur (1987), Middleton et al. (1982), Pilinis and
Seinfeld (1987)), in which various reaction rate expressions, initial concentrations,

and source emission rates are set for the species of interest.

The kinetic rate expressions governing heterogeneous reactions are typically
determined by either droplet- or bulk-phase studies. In this context droplets refer
to particles ranging in size from cloud droplets (~ 20 um diameter) to aqueous
aerosol particles (0.1 — 1.0 um diameter). Detailed rate expressions are difficult
to obtain from droplet-phase studies because of the increased complexity, and thus
uncertainty, associated with performing these experiments. Each piece of equip-
ment required to generate, react, and measure the aerosol must be characterized
and its operating conditions controlled — droplet-phase studies are by nature large
experiments. Indeed, one need only observe the range of concentrations, pH, ionic
strength, etc., studied in the bulk as opposed to droplet-phase studies to conclude
that control and variability of experimental conditions are more readily achieved in
classical bulk-phase kinetic experiments (Penkett, 1986). On the other hand, the
applicability of bulk-phase studies to atmospheric droplet chemistry, particularly

to that of aerosols, may be compromised because of the presence of microphysical



processes (Jaeschke, 1986).

Aerosols, fogs and clouds that participate in heterogeneous reactions are typ-
ically aqueous, or have an aqueous layer around a solid core. Consequently, the
droplets are sensitive to changes in relative humidity — whether these changes
occur in the ambient or experimental atmosphere, or in the instruments used to
study the system. It is, in fact, the maintenance and control of humidity in the
experimental system that is the chief cause of much of the uncertainty associated
with aqueous droplet-phase reaction rate studies. The ambient relative humidity
and particle size determine the equilibrium concentration of solute in an aque-
ous droplet, and thus affect the rate of any heterogeneous reactions occurring. If
droplet size is being measured, the system relative humidity must be maintained

within the measuring instrument or significant size biasing is possible.

This thesis will address the study of heterogeneous reactions in the aerosol
phase. Atmospheric models that include heterogeneous reactions include reaction
rate expressions that are presumed to adequately represent the chemistry occur-
ring. Therefore, the approach used in this work was not the determination of yet
another reaction rate expression, but rather an assessment of the ability of the
proposed rate expressions to correctly predict the extent of reaction. The methods
typically used to study aerosol-phase reaction are determination of the composi-
tion of collected filter samples, measurement of the reactant gas consumption, or
measurement of particle growth. Collected filter samples are particularly prone to
artifact formation, yet afford the only available opportunity to determine the aver-
age aerosol composition. The measurement of reactant gas consumption requires
sensitive instrumentation and adequate time/space resolution in the reactor; how-
ever, it is possible to follow very slow reactions using this method. If particle growth
is used to determine the extent of reaction, it is necessary to ensure that conden-
sation is the only mechanism by which growth occurs. Growth measurements are

susceptible to size biasing in the measurement instruments, and sufficient time for



growth must be allowed. Particle growth is a parameter often measured in field

studies and was therefore used as evidence of heterogeneous reaction in this study.

A reactor system was designed and constructed for the purpose of measur-
ing particle growth as a result of reaction. A well-characterized, ideal continuous
stirred tank reactor with a mean residence time of one hour is the basis of the
system. Special attention was focused on the aerosol measurement instruments
and care was taken to minimize size biasing as a result of humidity changes within
the instrument. A model of the aerosol behavior within the reactor was used to
predict the reactor effluent size distribution given the input feed distribution and
a proposed reaction rate expression. These calculations required modeling the so-
lution thermodynamics and chemical equilibrium. The measured efluent aerosol
from the reactor and the results predicted by the various proposed rate expressions
were compared in order to assess whether or not the rate expression adequately

described the reaction system.

The chemical system studied in this work is the aqueous-phase, manganese-
catalyzed oxidation of SO2 to S(VI). There have been a number of studies done on
this system, both in the aerosol and bulk phase; however, the form of the reaction
rate expression is still uncertain. Comparing the reactor aerosol size distributions
predicted by the various rate expressions to those experimentally measured provides
the ability to assess the compatibility of the theories and the measurements under

realistic atmospheric conditions.

The apparatus constructed for the aerosol growth experiments is described
in Chapter 2. Calibration and characterization of the various components of the
experimental apparatus are discussed in Chapter 3. A review of the literature
concerning the S(IV)-manganese reaction system, both aerosol and bulk phase,
is the subject of Chapter 4. Chapter 5 contains the measured size distributions
under a variety of conditions along with a discussion of mass transfer limitation of

the observed reaction rate. The predicted aerosol size distributions, including the



chemistry and thermodynamics used in the calculations, are presented in Chapter

6. Finally, a summary and recommendations for future work are given in Chapter

7.



CHAPTER 2
DESCRIPTION OF THE REACTOR SYSTEM

The reactor system described in this chapter was designed to measure the
growth of a humid aerosol when exposed to a reactive gas in a controlled atmo-
sphere. The basic design was patterned after the continuous stirred tank reactor
system described by Crump et al. (1983a) and is shown in Figure 2.1. While
the system described here was used to measure the growth of a liquid MnSO,
aerosol in an SOj-containing atmosphere, this apparatus could be used to study
growth in a variety of humid aerosol/gas systems with minor modification, e.g., the
CuS0,4/SO5, MnCl; /SO, or (NH4),SO4/NO; systems. Naturally, the gas-phase
analysis instrument will have to be specific to the gas contaminant being studied.
Also, if the aerosol of interest does not deliquesce into a liquid solution drop (e.g.,
if the solute forms a colloidal suspension when rehumidified) then the method of

aerosol generation will have to be modified.

Aerosol is generated using an atomizer of the type described by Liu and Lee
(1975). A liquid solution is fed to the atomizer by one of two Sage Instruments
(model 355) syringe pumps. The feed lines from both syringes are joined at a tee
prior to entering the atomizer. In this way, there is no interruption of the liquid
flow — when one syringe is finished delivering the solution, the second pump is
switched on. Both syringe pumps have been calibrated and set to deliver 0.25
cm®/min liquid to the atomizer. During calibration it was found that once 40 ml
of fluid had been delivered from a 60 ml] syringe, the pump could not maintain a
constant liquid flowrate. Therefore, the syringes are changed once 20 ml of solution
remain. Air at 2.55 x 10° Pa, (37 psig) from a clean air generation system (see Fig-
ure 2.2) passes through an 0.029 cm (0.0115 inch) orifice and atomizes the liquid

solution. Approximately 3 £pm of air flows through the orifice at this pressure.
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Figure 2.2 The air cleaning system. (14.7 psi = 1.013 x 10° Pa)



Waste liquid, formed by aerosol impaction on the atomizer wall, is collected in a
flask below the atomizer. A length of stiff bus wire is placed in the atomizer drain

tube to eliminate liquid plugs by breaking the surface tension.

After leaving the atomizer, the wet aerosol and humid air pass through a meter
long diffusion drier where the air is dried. This air has a measured relative humidity
of 10%. In order to smooth out any fluctuations in flow due to the syringe pumps,
the air/particle mixture is fed to an 11 liter holding tank. It is possible to add
dilution air at this point if it is desired. The aerosol then flows through a second

diffusion drier (46 cm long) as it leaves the holding tank.

Because an atomizer generates a very broad, flat aerosol distribution, the
aerosol is now sent to a TSI Model 3071 Electrostatic Classifier. This classifier
(EMC1) is set and maintained at a constant voltage and constant flowrates during
the course of an experiment. Approximately 2 of the 3 £pm of aerosol-containing
air are fed to the classifier. The remaining volume is vented to the atmosphere after
passing through a total filter. The sheath air for this classifier (10 £pm) comes from
the clean air generation system and is metered using a calibrated capillary. The
excess air from EMC1 is also metered using the pressure drop across a capillary. It
is convenient to operate the classifier “balanced” — the sheath and excess flowrates
being equal. Overall classifier pressure is measured using a Magnehelic differential
pressure gage. In the classifier the aerosol flow passes through a 8°Kr neutralizer.
Because the aerosol is charged with a Boltzmann equilibrium distribution, it also
acquires a mobility distribution. The mobility of a particle is a function of its size
and charge. For a given set of operating conditions, a known mobility range will be
allowed to pass through the classifier. A set of discrete diameters, corresponding to
the same mobility but to different particle charges, make up the output distribution.
Thus, EMC1 serves not only to sharpen the aerosol size distribution, but to reduce
the overall number concentration from about 10° to 10* particles/cm® as well.

Given sheath, excess, and aerosol flowrates of 10, 10, and 2 ¢pm, respectively, the
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voltage is set so as to give particles (corresponding to a single charge) that are

approximately 0.15 um in diameter when humid.

All valves, vessels and lines following EMC1 are either stainless steel, glass, or
teflon. Deposition of charged particles in teflon lines is significantly higher than that
predicted solely on the basis of diffusional deposition (Liu et al., 1985). Because
the aerosol leaves EMC1 charged, a significant number of particles would be lost
in the lines if the particles are not decharged. Therefore, the aerosol flows through
a second 35Kr neutralizer immediately after leaving the classifier and once again
acquires a Boltzmann equilibrium distribution of charge. Since a higher fraction of

the particles are now neutrally charged, particle loss to the walls is reduced.

The aerosol is humidified by passing the flow over a pool of water. A heating
bath is used to circulate constant temperature water through coils in the water to
maintain the pool at a desired temperature. Additional details about the humidifier
can be found in Crump (1983). As the air reaches saturation, the aerosol deliquesces
and becomes liquid. The humidity in the reactor downstream is controlled by the
temperature of this humidifying water bath, the temperature of the reactor and
the subsequent addition of dilution air. All lines, valves, and vessels following the

humidifier are insulated.

SO, is added to the humidified aerosol in a 1 liter premix vessel. Dilution
air can also be added to this vessel for humidity control. The SO; used in these
experiments comes from either a 10, 100, or 1000 ppm gas cylinder supplied by
Scott-Marrin, Inc. depending upon the final reactor concentration desired. The
accuracy of the SO, concentration analysis is listed as +2% in each case. A cali-

brated capillary is used to meter the gas.

After leaving the premix vessel, the aerosol is sent either to the measuring
instruments for an analysis of the reactor feed, or to the reactor and then the

instruments. The reactor is a spherical 118 liter, pyrex vessel. It has five ports —
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one on top, three on the upper half and one on the bottom. All ports are fitted with
teflon flanges. The feed line, efluent line and a temperature probe are introduced
in the radial side ports. Reactor pressure is measured at the bottom port. Constant
temperature water from a heating bath is run through copper coils that are wound
loosely about the vessel to help maintain a constant temperature. The reactor is
supported in a plywood box lined with 1 inch thick styrofoam. The styrofoam has
been painted black. The upper half of the reactor is completely enclosed while the
lower half is lined with glass wool and painted styrofoam. The plywood enclosure
serves three purposes. First, it helps maintain a constant reactor temperature.
Second, it protects the reactor. And third, it ensures that the reaction of interest
will not be influenced by any potential photochemistry. No mechanical mixing
devices are used. Crump et al. (1983b) experimentally verified that for a 2 ¢pm
flowrate this vessel behaves like an ideally mixed continuous stirred tank reactor.
Relying only on convective mixing has the added advantage that no additional
deposition surfaces are present. The ideal behavior of the reactor was confirmed
by monitoring the approach of the efluent humidity to the feed humidity as a
function of time. Figure 2.3 shows the approach to steady state characteristic of
an ideal CSTR. After ~ 6 hours the effluent value was 99% of the feed value of
92%.

The reactor feed or effluent is divided into three branches for analysis of the
SO,, water content and the aerosol size distribution. Approximately 0.56 £pm are
drawn through a 47 mm teflon filter into a Monitor Labs Model 8850 Fluorescent
SO, Analyzer. This instrument uses a pulsed fluorescence technique to determine
the SO, concentration. The teflon filter is changed often and the aerosol loading
has no discernible effect on the SO, reading. This instrument typically measures
SO, concentrations less than 10 ppm. However, it has been reset and calibrated to
measure between 0.1 and 100 ppm within +5%. A high relative humidity (< 95%)
has no noticeable effect on the instrument; the measured SO, concentration is

within several percent of the expected value.
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Of the remaining flow to be analyzed, about 1 ¢pm flows to an EG&G 911
Dew-All Digital Humidity Analyzer. This instrument can be bypassed by switch-
ing a three-way valve so that the waste flow is fed to the exhaust lines. While the
reactor system is coming to steady state, the valves to all the measuring instru-
ment lines are closed. Only the valve to the waste line remains open. When steady
state is reached, the instrument line valves are opened and the three-way valved
switched to pass the flow to the dew point meter. In this way, instrument expo-
sure to the corrosive atmosphere is minimized. Heating tape has been wrapped
around the instrument feed line to lower the humidity of the air mixture. The
EG&G 911 meter does not measure humidity, but rather the dew point tempera-
ture, using the chilled mirror/condensation method. This method is particularly
suited to a “dirty” environment and high moisture content. The instrument has
been calibrated and it is estimated that the error in relative humidity is less than
+1%. The meter also has an ambient temperature probe that is currently used to
measure the temperature in the reactor. Again, the probe has been calibrated and
is accurate to within £0.03°C. The pressure of the system immediately upstream

of the dew point meter is measured using a Magnehelic pressure gage.

Finally, the remaining reactor efluent or feed volume is sent to a TSI Model
3071 Electrostatic Classifier (EMC2) so the aerosol size distribution can be mea-
sured. This classifier is set up identically to EMC1 except that the sheath, excess,
and sample flowrates are 7, 7, and 0.3 £pm, respectively. Instead of remaining
at one fixed voltage, the center rod voltage is scanned from 0 to 10000 volts in
order to generate a “mobility distribution,” which can later be inverted to a size
distribution. Aerosol that passes through the classifier at each voltage is counted
using a TSI Model 3020 Condensation Nuclei Counter (CNC). This instrument
can measure particles down to 0.02 ym in diameter at concentrations greater than

0.1 particles/cm?

. These minimum conditions are easily satisfied by the reactor
aerosol. Also, because the aerosol number concentration at each voltage is less than

1000 particles/cm®, the CNC operates in “count” mode — measuring the particle
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concentration directly by counting the frequency with which particles pass through

the sensing chamber.

Water vapor has the potential to introduce error into the particle counting
because it dilutes the butanol in the CNC. However, Agarwal and Sem (1980)
demonstrated that when a CNC was operated in the auto-drain mode (butanol is
automatically replaced every 4 hours) at 65% relative humidity and less than 1000
particles/cm?, there was no error in the measured concentration after 24 hours of
continuous operation. While the current reactor system is operating at considerably
higher humidities (> 85%), the average scan time of 2 hours adds less water to the
system than does operation at 65% for 4 hours. Also, the butanol is changed
before every voltage scan. Therefore, the assumption that relative humidity does

not affect the CNC’s counting capability is justified in this case.

When measuring the size of a humid aerosol, it is possible that the sizing
instrument will bias the distribution. Relative humidity changes within the in-
strument can be caused by, for example, hygroscopic filters, pressure changes in
nozzles, and heating due to electric dissipation (see Appendix A). Because an elec-
trostatic classifier requires the addition of sheath air, the potential for size biasing
does exist. The problem, however, is easily remedied by humidifying the sheath air
to the same humidity as in the CSTR. The glass fiber total particulate filters sup-
plied with the classifier for use in the sheath and excess air lines are also extremely
hygroscopic and were removed. In the reactor system the sheath air is humidified
by bubbling it through a water column. To counter the large evaporative cooling
effect involved in humidifying 7 £pm of air, the water column is heated using a
heating tape, which is controlled to maintain approximately room temperature.
The humidified air then flows to a 50 liter tank to dampen some of the flow os-
cillations produced by the bubbles. Submicron water particles produced by the
bursting bubbles are filtered out as the air passes through a teflon total filter. At

this point, just prior to entering the classifier, the pressure of the air is checked
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and any dilution air necessary is added. The capillary flowmeter is calibrated for

an initial pressure of 1.03 x 10° Pa, (15 psig).

The excess flow from the classifier is metered using a calibrated capillary. The
air flow is heated to reduce its humidity, and then sent to an EG&G Model 880
Dew Point Hygrometer. This is a dew point meter of the same type as the newer
Model 911. The system pressure is measured immediately upstream of the dew
point meter. This dew point meter was calibrated against the model 911 in order
to assure that the two instruments read the same dew point temperature given air

with the same moisture content.

As can be seen in Figure 2.1, thermistors have been placed at various points
about the system — in the CSTR, at the aerosol inlet to EMC2, at the aerosol
outlet of EMC2, and in the bubbler humidifier. Room temperature is also mea-
sured using a thermistor. As mentioned above, the bubbler humidifier temperature
is referenced to room temperature to control the water column temperature. The
output from these thermistors is fed to a Digital PDP-11 computer equipped with a
Sinetrac Series Model ST-LSI A/D-D/A 12-bit Computer Peripheral board. In ad-
dition, the voltage output from the two dew point meters, the EG&G 911 ambient
temperature sensor output, and the voltage corresponding to the SO, concentration

from the SO, analyzer are also monitored by the computer.
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CHAPTER 3
CHARACTERIZATION OF THE REACTOR SYSTEM

Before an experimental system can be used to measure an unknown, it is first
necessary to understand how the system responds to a known input. There are
four major areas of measurement in the reactor system — temperature, relative
humidity, SO, content, and particle size. Instruments used in the reactor system
that require special attention are thermistors, dew point meters, an SO, analyzer,
and electrostatic mobility classifiers. The calibration/characterization of these in-

struments will be discussed in this chapter.

§3.1 Thermistors

Figure 2.1 shows where thermistors are located in the reactor system. Each
thermistor is sheathed in a stainless steel tube. Four thermistors were calibrated
— thermistor #4 (room temperature), thermistor #5 (EMC2 aerosol inlet tem-
perature), thermistor #6 (EMC2 sample outlet temperature), and the EG&G 911
ambient temperature sensor (CSTR temperature). A Neslab Model RTE-8DD dig-
ital refrigerated circulating bath was used for the calibration. The bath’s operation
specifications claim a temperature stability of +0.02°C which was consistent with
the variation observed during the calibrations. The thermistors were placed in the
center of the bath reservoir in close proximity, but not touching. A thermometer (-
1 to 51°C with 0.1° divisions) was also placed in the reservoir. The voltage output
of each thermistor was fed to the A/D board of a PDP-11 computer. In this way
any voltage offset associated with the computer was included in the calibration.
Calibration data were taken for the range 15 to 30°C. Once the bath tempera-
ture and thermistor voltages were stable, thermistor voltages were sampled for 30

minutes by the A/D and the bath thermometer readings recorded. The voltage
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Table 3.1

Calibration Results

Uncertainty
Instrument Formula Estimate
Room temperature T =9.94V + 0.144 +0.04°C
thermistor # 4
EMC2 inlet temperature T =991V +0.122 +0.04°C
thermistor # 5
EMC2 outlet temperature T = 9.88V + 0.159 +0.04°C
thermistor # 6
CSTR temperature T = 9.99V — 39.55 +0.04°C
EG&G 911
Dew point temperature Tpp = 10.21V — 40.54 +0.03°C
EG&G 911
Dew point temperature Tpp =16.41V — 42.84 +0.15°C
EG&G 880
Sheath flowrate Qsiq = 1.67T0AP, + 4.761 +2%
EMC1
Excess flowrate Q,tqd = 2.243AP,, + 4.903 +2%
EMC1
Sample flowrate Q,ta = 6.94V — 14.92 +1.3%
EMC1
Sheath flowrate Q,ta = 1.29AP, + 3.170 +0.8%
EMC2
Excess flowrate Q,iqa = 14.85AP,, + 2.670 +0.8%
EMC2
SO2 Monitor ppm = 0.0392 + 10.041V +5%
10-100 ppm, 10 ppm scale —0.0734V2 4 0.00659V3
SO, Monitor ppm = 0.294V — 0.053 +5%

0.1-2.5 ppm, 0.25 ppm scale
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data were time-averaged and a linear least-squares regression performed on the
temperature versus voltage data for each thermistor. The calibration results are
presented in Table 3.1. The voltage standard deviation was approximately +0.004
V, corresponding to a temperature variation of +0.04°C. Inasmuch as the ther-
mometer used had 0.1° divisions, 0.03°C was the resolution one would expect. The
importance of the absolute accuracy of the thermometer will be discussed in the

next section.

§3.2 Dew Point Meters

Calibrating the dew point meters posed a more difficult problem than cali-
brating the thermistors. The EG&G dew point meter uses the chilled mirror dew
point condensation method and the air being measured has to flow over the mir-
ror/temperature sensor. In order to “balance” the optical/thermal circuit in the
meter, the mirror surface is heated to remove the condensate. At high humidity it
is possible that the mirror condensate will not evaporate into the nearly saturated
air. When this occurs, a large liquid drop forms on the mirror and dew point
temperature readings are meaningless. This problem can be avoided if the air is
heated prior to entering the sample chamber; the humidity of the air is lowered
without affecting the moisture content. Better control is also achieved since the

system responds more quickly to a change in the mirror temperature.

The possibility of using a saturated solution (e.g., the humidity over a sat-
urated solution of NH4sH,PO, at 25°C is 93%) to generate a standard of known
humidity was considered. However, the idea was discarded primarily because of
the flow needs of the sensor. Since using a known humidity standard was im-
practical, it was decided that the sensor would be calibrated for temperature. By
removing a transistor from the cooling circuit, the sensor becomes a simple linear
platinum resistance thermometer. Copper coils, through which 1 £pm air flowed,

were placed in the reservoir of the Neslab circulating bath. The complete sen-
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sor housing assembly was removed from the back of the EG&G 911 hygrometer,
placed in a plastic container, connected to the air line, and submerged in the bath
reservoir. In order to decrease the time required for the sensor housing to reach
a steady-state temperature, the plastic container was filled with brass Swagelok
ferrules. The same thermometer was used to measure the bath temperature as was
used in the thermistor calibration. The 0 to 10 V output from the EG&G 911
meter, corresponding to the “dew point” temperature, was monitored by the com-
puter. Bath temperatures ranging from 15 to 30°C were set and 5 to 8 hours were
allowed for the system to reach thermal equilibrium for each setting. The voltages
for each bath temperature were averaged together and then a linear least-squares
regression was performed on the data. The resulting calibration equation for the
EG&G 911 dew point temperature is given in Table 3.1. The standard deviation
for the voltages was, in all cases, less than 0.001 V. This value is less than the +
0.0024 V resolution of a 12-bit A /D, which corresponds to a temperature change of
0.02°C. However, because the thermometer resolution is only £ 0.03°C, this more

conservative estimate of the uncertainty was assumed.

The EG&G 911 sensor was now calibrated for temperature and the relationship
between this calibration and the desired dew point temperature calibration had to
be determined. Perhaps the major difference between these two measurements
is that the dew point measurement is a dynamic, interactive process involving the
heating and cooling of the sensor, while simple temperature measurement is a static
process. There are several potentiometers in the cooling control loop that can be
adjusted to vary 1) the current delivered to the cooler in the sensor, 2) the gain in
the control circuit, and 3) the light reduction necessary before the cooler current
is cut (i.e., the thickness of the condensate layer on the mirror that interrupts
the optical signal). In order to study the sensitivity of the dew point temperature
determination to these parameters, humid air was passed to the hygrometer and its
dew point measured. The potentiometers mentioned above were then scrambled,

reset, and the dew point measured again. This was repeated five times, and each
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time the same dew point temperature was reached. Therefore, it was assumed that
the dew point temperature determination is relatively insensitive to the details
of the condensate formation and the temperature calibration for the sensor was

equivalent to the dew point temperature calibration.

Because the EG&G 880 dew point hygrometer would be used to match the
moisture content in the excess air of the second classifier to that in the reactor
as measured by the 911, the 880 was calibrated with respect to the 911. In other
words, the EG&G 911 hygrometer would be a standard for the system. The model
880 hygrometer is an older, analog model of the 911. The principal differences
between the two instruments are that the 880 sensor uses a nonlinear thermistor
and the 880 circuits produce a “noisier” voltage output than the 911. Humid air
was run through the EG&G 911 hygrometer and then directly into the 880 meter.
Since measuring the dew point temperature is an equilibrium phenomenon, the first
meter should have no effect on the second meter, since the moisture content of the
air will remain constant. The flow lines leading to the instruments were wrapped
with heating tape to lower the relative humidity of the air. The voltage output
from the model 880 is on the order of tens of millivolts. Since the A/D voltage
range is 0 to 10 V, an amplifier was used to raise the dew point meter voltage by
a factor of 100. The amplifier was used during the calibration so that any voltage
offset incurred with its use was included in the results. Again, the voltage output
from both meters was monitored by the computer. Dew points ranging from 18
to 24°C were measured. The standard deviation of the EG&G 880 voltage was
approximately +0.009 V. This result was approximately 2% times greater than the
standard deviation of the 911 voltages and was due to the noisier circuits in the
880. A linear fit to the data was generated and is presented in Table 3.1. The

voltage uncertainty corresponds to an uncertainty of 0.15°C in temperature.

There are several additional factors that could affect the dew point determi-

nation. The first of these factors is that insoluble contaminants on the mirror can
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reduce the amount of light to the photoconductor. This does not change the final
equilibrium temperature but can affect the rate of sensor cooling. Rebalancing
the meter should compensate for this up to a point. Cleaning the sensor regularly
eliminates the problem. The presence of soluble contaminants is a second factor
that can affect the dew point temperature. Because the dew point is the temper-
ature at which the condensate is in equilibrium with the water vapor, anything
affecting this equilibrium will alter the dew point temperature reading. In the re-
actor system, soluble contamination is caused by aerosol particles impacting and
dissolving into the condensate, and by the equilibrium established between the SO,
and the condensate. Calculations estimating the effects of this contamination (see

Appendix B) indicate that they are insignificant for the reactor system.

Another factor must be considered when using the measured dew point to
calculate the relative humidity. This is pressure. If a dew point temperature
measured at pressure P; is used to calculate the relative humidity at pressure P,
a pressure correction must be made. Although the dew point is the temperature at
which the air is saturated, it is more revealing to think of it as a measure of the
water vapor pressure. Relative humidity is the ratio of the system water vapor to

the saturated water vapor pressure at the system temperature T,

= Ppsat (TY ~  p2at (T) ° (1)
HzO( ) H:O( )

Assuming the vapor to be ideal, Dalton’s law of partial pressures can be used to

show the pressure dependence of the dew point temperature,

Py,o0 = P35 (Top). (2)

The saturated water vapor pressure is represented by a fit to Antoine’s equation,

5313.88
In P35 (T) = —— t 20.988 (mmHg). (3)

If it is assumed that no water vapor is lost and only the system pressure changes
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from P; (case 1) to P, (case 2), then the following expressions can be written to

describe the dew point temperature and relative humidity changes with pressure

P
S SESNRIS S ( Py ) (4)
Top, Tpp, 5313.88 P,

RH, = (%) RH;. (5)
Figures 3.1 and 3.2 show the dew point temperature and relative humidity changes,
respectively, to be expected for several pressure ratios (AP = P,/P;). Pressure is
monitored about the reactor system (see Figure 2.1 for the exact locations) so that
the necessary corrections can be made. The ratio of pressure between two points
in the reactor system typically fell between 1.0001 and 1.001, resulting in a 0.01%
change in dew point and 0.1% in the relative humidity. While the correction is
minor in this case, it is important to remember that the dew points might need to

be corrected for pressure variations in an experimental apparatus.

The final factor to be considered is the possibility that the thermometer used
in the thermistor and dew point temperature calibrations was not accurate. Even
though the thermometer gave an exact reading of 0°C in an ice/water slurry, the
temperature at 21 — 23°C (a typical dew point and system temperature range)
could be off by several tenths of a degree. If this was true, then one would expect
all temperatures to be off by the same amount. The correct dew point temperature
would be T'pp = Tpp + 6T and the correct system temperature 7! = T + 6T. For
values of (T — Tpp) = 0.5 — 2°C, T = 22 —24°C, and typical thermometer correc-
tions of 6T = 0.1 — 0.5°C, the difference between RH(T, Tpp) and RH(T”, T'pp)
is insignificant. Therefore, the exact accuracy of the thermometer is unimportant

and the calculated relative humidity unaffected.

§3.3 SO, Analyzer

The Monitor Labs SO, analyzer comes from the factory with an operating
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range of 0 to 10 ppm and a lower detection limit of 0.001 ppm. However, by
adjusting the coarse SO, gain potentiometer, it was possible to raise the operating
limit by a factor of 10. Because it was not known how this would affect the

instrument’s operation, the meter required calibration.

Before the SO, calibration could be done, a system of obtaining known SO,
concentrations was constructed. The lab had three cylinders of SO, gas (10, 100,
and 1000 ppm) and it was decided to make use of these. A flowrate of 0.56 £pm was
required by the SO, meter and the range 0.1 to 100 ppm needed to be calibrated.
Glass capillaries were used to meter the flow. These capillaries were calibrated at
a set inlet pressure (3.45 x 10* Pa = 5 psig) and the time for the pressure in a
known volume to go from P; to P, was measured. Capillary lengths of 5, 10, 20,
and 30 cm were used and flowrates ranging from 0.01 to 1.0 £pm were obtained.

The error associated with the capillary low measurement was +1.5%.

With the calibrated capillaries, it was possible to calibrate the SO, analyzer.
The 100 ppm +2% SO, cylinder was used to calibrate the 10 to 100 ppm range
and the 10 ppm +2% cylinder for the 0.1 to 2.5 ppm range. The SO, gas was
diluted with varying amounts of ultrapure air (< 0.001 ppm SO;) and fed to the
instrument. The 0 to 10 (100) ppm scale was calibrated for concentrations over 10
ppm and the 0.25 (2.5) ppm scale for those concentrations less than 2.5 ppm. A
0 to 10 volt output corresponding to the analog meter was fed to the computer.
At least 30 minutes were allowed for the instrument to reach steady state after
each concentration change. The results collected by the computer were averaged
and fit to two curves — one for the high, 10 to 100 ppm, concentration range, and
one for the low, 0.1 to 2.5 ppm, range. These equations are presented in Table
3.1. A conservative estimate of the error in the measured SO, concentration — a
result of error in the generated “reference” concentration and voltage error in the
data acquisition — is £5%. Each time the instrument was used for an experiment,

the zero and span settings were adjusted to give the same voltage readings for 0,
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10, and 100 ppm that were obtained in the calibration. Once this was done, the

calibration curve was reproducible for all intermediate concentrations.

§3.4 Electrical Mobility Classifier (EMC)

Recently there has been considerable interest in using the electrical mobility
classifier (EMC) to measure aerosol size distributions (e.g., Hoppel (1978), Liu et
al. (1978), Hagen and Alofs (1983), Ten Brink et al. (1983), Kousaka et al. (1985),
and Rader and McMurry (1986)). This is due to the recent development of better
condensation nuclei counters (CNCs), and the relative ease with which a classifier
can be operated and the data inverted. Classifiers are used for two purposes in
the reactor system: first, to generate a nearly monodisperse dry feed aerosol and
second, to measure the humid reactor feed and efluent aerosol distributions. It is
for this second purpose that the classifier must be characterized. In this section
the basic governing equations of the classifier will be reviewed, the data inversion
method will be discussed, and the experimental calibration and verification will be

presented.

§3.4.1 Instrument Description and Operation

A schematic of the electrical mobility analyzer is given in Figure 3.3. The
device consists of a center rod at high negative voltage and a grounded concentric
outer cylinder. The aerosol flow, Q,, passes through a #3Kr bipolar neutralizer
before entering the classifier. The center rod is sheathed by a flow Q. of clean
air while the aerosol flows along the outer cylinder wall. Ideally, the flow between
the concentric cylinders is laminar and there is no mixing between the aerosol and
sheath air flows. As it flows down the length of the cylinder wall, a particle of
mobility z, (mobility will be defined later), carrying a positive charge, is attracted
towards the negative voltage rod. Those aerosol particles having a specific mobility

range, Z, + Az, to Z, — Azp, will reach the center rod and flow through the slit
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at its base out of the classifier at a rate Q,. The remaining, or excess flow (Q,,),
passes out of the classifier and is used to measure the relative humidity in the
instrument. Details of the various aspects of the operation of the classifier will be

discussed later.

The equations governing the behavior of the classifier were developed by Knut-
son and Whitby in 1975. They assumed that 1) space and image charges are neg-
ligible, 2) the air flow is laminar and axisymmetric, and 3) particle diffusion is
insignificant. Kousaka et al. (1985) found that particle loss in the classifier as a
result of diffusion becomes significant only for particle sizes less than 0.015 pm.
Conceptually, diffusion can be thought of as the “smearing” of a given particle mo-
bility over a range of trajectories. Some of those particles expected to pass through
the classifier will be lost because they either impacted on the rod before the slit
or passed into the excess flow. Stolzenburg and McMurry (1985) and Kousaka et
al. (1985) have studied classifier behavior when particle diffusion is a significant

process.

Given that particle diffusion is indeed negligible, Knutson and Whitby’s (1975)
trapezoidal “classifier transfer function” (see Figure 3.4) describes the probability
that an aerosol particle having mobility z, will pass through the classifier and
leave in the sample flow. The transfer function Q is a function of the flowrates, the
classifier geometry (rod length L, rod radius r;, and cylinder radius r3), and the

center rod voltage V. The mean mobility is

Zp = (Qc + Qm)/(47AV), (6)
where A = L/In(rz/r,), and the 1-width is given by

Az, = (Q, + Qa)/(47AV). (7)
Clearly, the sheath and excess flow “position” the mobility band pass while the

sample and aerosol flows determine its shape. The EMC mobility resolution is a

function only of flowrate such that,
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Azp — Q3+Qa
Zp Qe+ Qm’

(8)

Mobility resolution increases as the flowrate ratio decreases. Flowrates are typically
chosen so that the ratio is less than 0.1. As Kousaka et al. (1985) point out, if
Q, = Qa, then at best only one-half of the particles having a mobility between
Zp + Az, to Z, — Az, will exit the classifier because of the triangular shape of

the transfer function. This accounts for the “diluting” effect of running an aerosol

through an EMC.

But what is mobility? Mobility is a physical property of a charged aerosol in
an electric field. An electric field will have no effect on neutral particles. Mobility
is defined as the ratio of the particle’s terminal velocity to the field strength and
is a measure of the effect of the electric field on particle velocity. A particle of size
D, (um) having charge v has a mobility 2z, (cm?V~1s~1) of

. 10''veC(D,) veD (©)
P~ 3muD, = kT’

where C(D,) is the slip correction

C(Dp) =1+ 2.492(%) + 0.84 <Dip)exp(—0.43Dp//\), (10)
and e is the elementary unit of charge (1.6 x 10~!° C), p is the air viscosity
(gcm~!s™!), D is the diffusion coefficient of the particle (cm?s~1), k is Boltz-
mann’s constant (JK~!), T (K) is the absolute temperature, and A (um) is the
mean free path of air. In general, mobility is proportional to the charge and in-
versely proportional to the particle diameter, so it is possible for a larger particle
carrying multiple charges to have the same mobility as a smaller singly charged
particle. This fact is particularly important when considering the operation and

data inversion of the electrical mobility classifier.



Given the mobility resolution of Equation (8), the corresponding diameter

resolution can be calculated using Equation (9).

AD, = Az Zp/ Dy - _8 Az,
dz,/8D, zZ

D, Zp

11
= (11)
The factor 8 is shown as a function of diameter in Figure 3.5. As the diameter
increases, the diameter resolution approaches that of the mobility. However, for
small diameters the resolution approaches one-half of the mobility resolution. Thus,
choosing the appropriate operating flowrates, and hence the mobility resolution, is

a critical factor in obtaining an adequate size resolution.

§3.4.2 Flowrate Selection

Choosing the operating flowrates for a classifier depends much on the use for
which it is intended. If the instrument is used to measure size distributions, then
the two factors that need to be considered are 1) the diameter range to be measured
and 2) the desired resolution. As indicated above, the range of diameters allowed
through the classifier will be determined by the sheath and excess flowrates, while
the resolution is determined by the aerosol and sample flows. For the purposes
of this discussion, consider that Q. = @Q,, and Q, = Q,. In other words, the

instrument flows are “balanced” and the transfer function 1 assumes a triangular

shape.

In the case of EMC2, the classifier used to measure the size distributions from
the reactor system, the sample flowrate is set by the condensation nuclei counter
(CNC). The CNC counts the particles out of the classifier and requires 0.3 £pm of
flow. From Equation (8), the sheath flowrate must, therefore, be greater than or
equal to 3 £pm. A classifier typically has a voltage range of 0 to approximately
11000 V. In the standard TSI instrument, it is difficult to precisely set the voltage
at values less than 1000 V. The voltage adjustment potentiometer is overly sensitive

at the low voltages. Therefore, it is wise to choose a sheath air flowrate so that
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the smallest expected diameter corresponds (singly charged) to a voltage over 1000
V. It was also observed that for humidities over 85%, voltages much over 8000 V
were unstable. Again, the sheath air flowrate should be chosen so that the largest

particle diameter expected (singly charged) is collected at a voltage less than 8000
V.

The sheath air flowrate selection should be based on the diameters corre-
sponding to singly charged particles for two reasons — 1) the ratio of singly to
multiply charged particles is always greater than one, and 2) a particle of size
D, having charge v will have mobility Z, at voltage V,, = V;/v. In other words,
multiply charged particles are collected at voltages less than that corresponding
to the singly charged particle. Diameter (at Z,, v = 1) as a function of the rod
voltage is plotted in Figure 3.6 for sheath/excess air flowrates ranging from 5 to 9
¢pm. The sample/aerosol flowrate was assumed to be 0.3 ¢pm in all cases. Also
shown are the expected diameter ranges. The particles that will be measured (hu-
mid) are expected to range from 0.1 to 0.4 um in diameter. Given this diameter
spread it is apparent from Figure 3.6 that sheath air flowrates greater than 8 £pm
will make classifying the largest particles impossible if an upper voltage limit of
8000 V is imposed. On the other hand, using flowrates less than 7 pm does not
take full advantage of the entire available voltage range. The mobility resolution
is also decreased. Therefore, the best sheath air flowrate to use in measuring the
size distributions from the reactor system is 7 ¢pm. For Q. = Q,, = 7 £pm and
Qs = Q. = 0.3 {pm, the mobility resolution is 0.043 and the diameter resolution
ranges from 0.025 to 0.032 for a given voltage. These flowrates will be used in the

following discussion of the data inversion problem.

§3.4.3 Data Inversion Algorithm and Verification

The basic inversion problem for most instruments, including the classifier, can

be described by a Fredholm integral of the first kind
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R(V) = / ~ K(V, D,)n(D;) dD,, (12)

where R(V) is the actual experimental data (e.g., the CNC number counts at
a given voltage V), K(V, D,) is the kernel function describing the instrument
response at voltage V to a particle size D,, and n(D,) is the size distribution
dN/dD,. The kernel functions for the classifier may be written explicitly given the

transfer function 1, the charge distribution ¢(v, D,), and the flowrates,

K(V, Dp) = 'Q_ Z ¢(v, Dy) (2pAV), (13)
2 v=1
where
0 v <uvy,
min(1, Q,/Qa)(v — v1)/(v2 —v1) v1 <v <y,
Q(v) = { min(1, Q,/Qa) vy < v < vg, (14)
min(l’ Qa/Qa)(v4 - v)/(v4 - ‘03) V3 S v < vy,
0 v > vy,
and

v = (Qc + Qm - Qs - Qa)/47r’

Vg = (Qc +Qm — |Qo - Qa')/47r’ (15)
V3 = (Qc + Qm + IQs - Qal)/47r’

Vg4 = (Qc + Qm + Qa + Qa)/47r-

The primary difficulty in inverting classifier data is dealing with the multiple charg-
ing. The response at a voltage may be due to several different particle sizes bearing
charge +1, or +2, etc. Therefore, before the discussion concerning the data inver-

sion continues, it is appropriate to take a brief look at the charge distribution.

As mentioned earlier, a 835Kr neutralizer is used to charge the aerosol. The ra-
dioactivity ionizes the air, which in turn charges the aerosol. This type of charging
is called bipolar in that both positively and negatively charged aerosol is generated
in addition to the neutral fraction. Knowing the aerosol charge distribution ¢(v,
D,) is important since charge determines a particle’s mobility and hence, the volt-

age at which the particle will pass through the classifier. A number of experimental
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studies (Liu and Pui (1974a), Liu and Pui (1974b), and Kousaka et al. (1981)) have
indicated that this method of charging particles produces a Boltzmann equilibrium
change distribution for particle sizes greater than 0.1 um and a sufficiently long
residence time in the neutralizer. The Boltzmann distribution gives ¢(v, D)), the

fraction of particles size D, with charge v to be

é(v, D) = exp(—v?/20%), (16)

1

V2ro?

where 02 = D,kT /2¢2, k is the Boltzmann constant, T is the absolute tem-
perature, and e is the elementary unit of charge. Note that this functional form
predicts equal numbers of positively and negatively charged particles. Because
the negative and positive ions produced in the charger have a different properties,
Hoppel and Frick (1986) have calculated that the ratio of ion densities is crucial
in determining the ratio of positively to negatively charged aerosol. Experimen-
tally, Liu and Pui (1974a) found a slightly negative median charge (approximately
one-half), although they concluded that the Boltzmann distribution adequately
described their data. The results of Kousaka et al. (1981), on the other hand,
indicate completely symmetric charging had occurred. Inasmuch as the bipolar
charger used in the reactor experiments is identical to the type used by Liu and
Pui (1974a), it was assumed that the charge distribution produced by the 85Kr
neutralizer was a Boltzmann equilibrium distribution. To detérmine if this as-
sumption was reasonable, the ratios of singly to doubly, singly to triply and doubly
to triply charged (positively) aerosol were estimated from some voltage scans made
of various sizes of polystyrene latex (PSL) particles. For instance, assuming that
the 0.27 um PSL is monodisperse (the standard deviation is actually 0.006 pm)
— ¢1/¢2 ~ 1.99, ¢2/¢3 ~ 3.16, and ¢;/d3 ~ 6.3. A Boltzmann distribution gives
¢1/d2 = 1.87, ¢2/¢3 = 2.85, and ¢;/¢s = 5.3. The assumption of a Boltzmann
distribution appears, therefore, to be within reason. It should be noted that the
validity of this expression for particle diameters less than 0.1 um has been ques-

tioned by a number of researchers and the experiments yield ambiguous results
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(e.g., Kousaka et al. (1983), Liu and Pui (1974a), Hoppel and Frick (1986)).

Hoppel’s (1978) classifier data inversion was used because it is a particularly
robust iterative method. Data are inverted on the mobility scale to give the total
number of particles in successive mobility intervals. The method proposed by
Hagen and Alofs (1983) is conceptually more attractive because it works on the
diameter scale. However, a matrix inversion must be performed and problems were
encountered when actual experimental data were used. Both Hoppel’s and Hagen
and Alofs’ inversion routines require that a set of specifically prescribed voltages
be used. Since voltage V; corresponds to a specific mean mobility z,; for a given a
set of classifier operating flowrates, the voltages must be chosen so that the entire
mobility range is spanned by adjoining non-overlapping mobility intervals,

VJ‘+1 — Qc+Qm+Q8+QB
Vj Qc+Qm'—Qs_Qa.

(17)

Thus, the classifier flowrates and the chosen initial voltage determine the sequence
of voltages that can be used in one inversion run. The inversion program is typically
run several times with different starting voltages in order to generate a complete

number distribution. Hoppel’s method will be briefly outlined here.

Every mobility range z,, to Z,,,, corresponds to a set of discrete particle
diameters. The number of particles counted by the CNC for this range can be

written as the sum of the number of singly, doubly, triply, etc., charged particles:

e Zp, Zp,
ANCNC (3, ., —%,)= > AN¥ (——”;“ - %) (18)

v=1

where superscript v indicates the number of charges and Z,/v is the mobility a
v-charged particle would have if it were singly charged. The particle diameter is
calculated from Equation (9) for a singly charged particle with mobility Z,/v. This
is equivalent to calculating the diameter for a particle with mobility Z,, and charge

v. Initially, all particles in the mobility range are assumed to be singly charged.
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AN} (Dp(Zp,41) = Dp(25,)) = ANNC (Dy(2p,,.) — Dp(Z5,)) (19

The Roman numeral subscript indicates this is a first approximation. If the charge
distribution ¢(v, D,) is known, a first estimate of the total number of particles —
positively charged, negatively charged, and neutral — in this mobility interval can

be made:

1 z.. — Z,.
AN (D,(3,...) = Dy(2,,)) = AN} (Dpi(xlin_lﬁ) .)Dp( p;)) ’ (20)

where D, ; is the diameter corresponding to the average mobility in the Z,, to Z,, ,
range. This overestimates AN} for the interval. The total number estimate is

now used to predict the number of multiply charged particles contributing to the

mobility interval,

any (D,(%222) - ,(%2))

¢(V’ 5?;‘) AN;ma’ (DP(EPj+1) - DP(EPJ'))’

(21)

and the number of singly charged particles is recalculated, using

A]VIII (DP(EP,'-H) - DP(EP;')) = ANCNC (DP(EP,'+1) - DP(EP;‘))

oo -
_ ZAN}, (Dp(zp:'/ﬂ) —Dp(ﬁ)). (22)
v=2

¥4
v

A new estimate of the total number in the mobility range is given by

AN;?tal (Dp(Ep,'+1) _ Dp(Ep,-)) — ANII (DP;(E:J%E)p_). DP(EPJ')) . (23)

This iteration process (Equations (21) — (23)) is continued until some convergence
criterion is met. The criterion used here is that distribution total particle number

must converge to a constant value
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Table 3.2

Lognormal Distribution Parameters for Inversion Test

Dp, pm Ntota #/cms o
0.16 10000 1.05
0.21 2000 1.08
0.27 500 1.08
N,-wta‘ — Z AN{total (DP(EP;H»I) - Dp(Epj)), (24)
J=1

before the final distribution is reached.

The standard method for verifying an inversion routine is to generate the
instrument response to a lognormal distribution and then invert this generated
data. The temperature and pressure were set at typical reactor system values of
23°C and 740 mmHg, respectively. As discussed earlier, values of Q. = Q,, = 7
¢pm and @, = 0.3 £pm were set for the flowrates. Table 3.2 gives the parameters for
the trimodal lognormal aerosol distribution assumed, one similar to those produced
by the reactor system. Equations (12) through (16) were used to generate the
response, or “CNC,” data corresponding to a set of classifier voltages and the
resulting “voltage scan” was fit with a spline function (see Figure 3.7). With a scan
spline fit it is possible to estimate the CNC response to any voltage. Thus, given
any initial voltage and the classifier operating conditions, the voltage sequence
required by the inversion routine can be determined and the corresponding CNC

number counts calculated.

The generated CNC data were inverted using Hoppel’s technique. As can be
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seen in Figure 3.8, the inversion recovered the initial trimodal lognormal distribu-
tion. A comparison of the inversion result and the actual distribution is presented
in Table 3.3. The accuracy with which the peak diameters are determined by the
inversion depends on how carefully the voltage scans (or initial voltages) are cho-
sen. Different scans should be tried, to see if the peak position changes. The scan
that correctly predicts the peak is the one that includes the voltage corresponding
to the mobility of the peak diameter. The inversion routine is better able to predict
the peak diameters than the peak heights. Nonetheless, the agreement is still im-
pressive, given the small geometric standard deviation (o) of the test distribution.
Kousaka et al. (1985) point out that as the standard deviation approaches one
and/or the peak diameter increases, values of Q,/Q. < 0.1 are necessary to obtain
adequate inversion results. The small error in peak diameter is important since the

reactor system experimental results hinge on size distribution shifts.

The inversion routine performs well when given ideal CNC data, but actual
experimental data will have some scatter. In order to test the inversion routine un-

der more realistic conditions, two sources of error were considered: 1) random

Table 3.3

Comparison of Test Lognormal Distribution and Inversion Results

Test Inversion % Error
D,,, um 0.1596 0.1595 0.063
n(Dyp,), em~3um=1! 511,765 518,809 1.37
Dy,, pm 0.2088  0.2087 0.047
n(D,,) em=3um=1 49,562 51,669 4.25

Total number, # /cm® 12,500 13,197 5.58
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error was added to the CNC number counts generated above; and 2) small changes
were made in the flowrates. Not enough numerical tests were made to constitute
a true statistical survey; however, the general response of the routine to different

error sources was determined.

The CNC response at classifier voltage V generated for the trimodal lognormal
test distribution (see Table 3.2) was considered to be the mean value of a random,
normally distributed parent population of CNC readings. The standard deviation
associated with this parent population was defined as a given percentage of the
mean, or 0; = aC;. This type of uncertainty is known as relative error. A random,
normally distributed number (see Press et al. (1986)) with a mean of zero and
a variance of one was used to generate a new CNC value having some level of
error. These new CNC values were input to the inversion routine. For each level
of relative error studied, 5, 10, and 20%, ten runs of the inversion routine were
made. Figures 3.9a-c present the distributions resulting from the inversion of the
error-containing CNC concentrations plotted along with the original test case (0%
error). The plots indicate that while increasing error affects the magnitude of
the size distribution, there was no accompanying shift along the diameter axis.
This was anticipated since the diameter range is determined solely by the classifier
flowrates and voltage, and not by the CNC concentrations. However, the location
of the distribution peak could be affected by the CNC concentrations if the added
random error significantly shifted the maximum concentration along the voltage

axis.

The results of the numerical analysis are presented in Table 3.4. Again, in
interpreting these results it should be remembered that only 10 runs were made:
enough to observe general trends, but not enough to be statistically significant.
All of the observed parameters — primary peak diameter D,,, secondary peak
diameter D,,,, and total number concentration — vary from the ideal case (0% er-

ror) by less than one percent regardless of the level of relative error. There is
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Table 3.4

Inversion Results For Various Levels of Relative Error
in the CNC Concentrations

0% 5% 10% 20%

D, (pm) 0.1595  0.1599  0.1595  0.1597
opp,1 (%) - 0.43 0.72 0.68

ps (um) 0.2087  0.2086  0.2104  0.2104
opp,2 (%) - 1.5 1.7 1.8

Total no. (#/cm?) 13,197 13,158 13,103 13,111
Otot (%) - 1.3 2.6 4.7

a slight increase in the standard deviation associated with the observed mean as
the error level is increased. Thus, one can conclude that the inversion routine is
relatively insensitive to random error in the input CNC concentrations with regard

to determining the peak diameter.

The effect of flowrate perturbations on the inversion was studied by varying
the sheath, excess, and sample air flowrates. The CNC number concentrations
generated for the trimodal lognormal distribution (Q.= Q,,= 7 £pm and Q,= 0.3
fpm) were used in this sensitivity study. This is equivalent to “measuring” the
CNC data at a particular set of flowrates and inverting them at another. The
effect of flowrate error is considerably more complicated than the effect of CNC
number concentration error. Of the four classifier operating flowrates — sheath,

excess, aerosol, and sample — only three are independent. Therefore, given that

Qc = Qc,O + 6Qca Qm. = Qm,O + 6Qm, and Qa = Qa.O + 5Qu the aerosol flowrate
will be,
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Qa. = Qa,O + (5Qc + 6Qm + 6Qa)' (25)

Because mobility is determined by the classifier operating conditions, changing
the flowrates results in a mobility shift. This ultimately causes a shift of size
distribution along the diameter axis. These shifts in the mobility and its range can

be written as follows:

_ 0Qc+ 6Qm ) _
=14+ — s 26
Zp ( + Qc,o + Qm,O zp‘o ( )
and
0Q, +6Q,
Az, = (1 + %@%) Az . (27)

An increase in either the sheath or excess flowrate causes an increase in the mean
mobility and a corresponding decrease in diameter. Similarly, a decrease in either
flowrate causes a positive shift along the diameter axis. Perturbations in the sheath
and excess flowrates cause equal but opposite perturbations in the aerosol flowrate
for a constant sample flowrate. For example, an increase in the sheath flowrate
results in a decrease in the mobility range, or increased mobility resolution, while
an excess flowrate increase causes decreased mobility resolution. It should be re-
membered that while the effect on the mean mobility is similar, changing the excess
and sheath flowrates are completely different processes. A change in the sheath
flowrate merely increases or decreases the aerosol flowrate (as determined by Equa-
tion (25)). There is no effect on the total flow through the classifier. On the other
hand, changing the excess flowrate results in both a different aerosol flowrate and a
different total flow. A change in the sample flowrate does not shift the distribution

significantly because it alters only the mobility range of Equation (27).

The inversion program was run for £+ 0.1 and + 0.2 fpm (% 1.4 and 2.9%
respectively) perturbations in the sheath and excess flowrates. Only one flowrate
per run was changed from the initial case Q.= Q,,= 7 ¢pm, Q,= 0.3 ¢pm. The

sheath and excess flowrates were then held constant while the sample flowrate
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was perturbed + 0.01 £pm (4 3.3%). The inversion results are plotted in Figures

3.10a-c, and the accompanying data are presented in Table 3.5.

As expected, the peak diameters increased with decreasing sheath or excess
flowrate and decreased for increasing flowrate. However, the increases and de-
creases were not symmetrical and not identical for both sheath and excess flow. A
decrease of 2.9% in either the sheath or excess flowrate resulted in a 1.2% increase
in the primary peak diameter. On the other hand, an increase of 2.9% in either
the sheath or excess flowrate corresponded to an 0.8 and 0.5% decrease in peak

diameter, respectively.

Although identical sheath and excess flowrate changes affect the mean mobility
identically, the effect on the mobility range is quite different. One would not ex-
pect similar sheath and excess flowrate changes to result in identical distributions.
This is particularly apparent in the predicted total particle number concentrations.
Sheath air flowrates rahging from 6.8 to 7.2 ¢pm resulted in total number concen-
trations ranging from 9,594 to 19,875 particles/cm>, respectively tively. On the
other hand, excess air flowrates ranging from 6.8 to 7.2 ¢pm gave total number
concentrations from 19,174 to 10,061 particles/cm®, respectively. Given the Fred-
holm inversion integral and the classifier kernel function (Equations (12) and (13)),
a first-order explanation for this phenomenon is apparent. If the size distribution

is defined as n(Dp) = N¢otar n'(Dp), the Fredholm integral can be rewritten as

R(V) = (%) Niotal 2_:1 /000 é(v, D,) Q(2,AV) n'(D,) dD,,. (28)

Since the CNC data, or R(V) values, are identical in every case, a change in N;,zq
compensates for a change in @,/Q,. For instance, increasing the sheath air flowrate
decreases the aerosol flowrate; the ratio Q,/Q, decreases resulting in an increased
value of Nioiqi- This explanation is an oversimplification inasmuch as the shifted
mobility scale alters the charge distribution ¢ and transfer function Q under the

integral. Therefore, an increase or decrease in the flow ratio Q,/Q, does cause a
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Inversion Results For Flowrate Variations
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Table 3.5

Q. Qm Q. Dy, Dy, Total no.
(pm)  (¢pm)  (fpm)  (wm)  (pm)  (#/cm?)
6.8 7.0 0.30 0.1614 0.2110 9,594
6.9 7.0 0.30 0.1604 0.2104 11,065
7.0 7.0 0.30 0.1595 0.2087 13,197
7.1 7.0 0.30 0.1591 0.2077 15,716
7.2 7.0 0.30 0.1583 0.2065 19,875
7.0 6.8 0.30 0.1614 0.2108 19,174
7.0 6.9 0.30 0.1603 0.2097 15,557
7.0 7.0 0.30 0.1595 0.2087 13,197
7.0 7.1 0.30 0.1593 0.2083 11,188
7.0 7.2 0.30 0.1587 0.2068 10,061
7.0 7.0 0.29 0.1593 0.2092 13,586
7.0 7.0 0.30 0.1595 0.2087 13,197
7.0 7.0 0.31 0.1593 0.2090 12,594
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decrease or increase in the particle total number concentration, although the actual

value is influenced by other factors.

Three conclusions can be drawn from these numerical exercises. First, Hop-
pel’s inversion is capable of inverting ideal CNC number concentration data corre-
sponding to a sharp, trimodal, lognormal distribution. The peak diameters were
located to within 0.0001 ym and error in the total number concentration amounted
to 5.6%. Second, 5 — 20% random relative error in the CNC data did not signifi-
cantly affect the inversion routine. The primary peak diameter was within 0.2% for
all error values, while the secondary peak diameter was within 0.1% for 5% error
and within 1% for 20% or less error. Total number estimation remained within the
5.6% limit for the ideal case. Third, flowrate error has a much greater effect on the
inversion results than does CNC error. Limiting the sheath and excess flowrates to
6.9 - 7.1 fpm (+ 1.4%) results in the determination of the primary peak diameter
to within a 0.5% accuracy and the total number to within 20%. Positive devia-
tions cause smaller errors in the location of the peak diameter than do negative

deviations. The errors associated with sample flowrate perturbations are minimal.

§3.4.4 Calibration

Because classifier flowrate has a large effect on the success of the data inversion,
the flowmeters on both classifiers (EMC1 and EMC2) were calibrated. The thermal
mass sheath and excess flowmeters supplied with each classifier were replaced by
capillary flowmeters. EMC1 would be operated with the flowrates set at Q.=
Q@m= 10 £pm and Q,= 2 £pm to generate the dry monodisperse feed aerosol. The
original thermal mass meter was used to measure the sample flowrate. Actual
flowrate values were less critical for this instrument; a stable, constant flow was all
that was required. A constant pressure of 5.5 x 10 Pa (8 psig) was maintained at
the inlet of the sheath air capillary. The sheath and excess air were calibrated by

measuring the time required for a known volume to flow through a Singer Model
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DTM-325 dry test meter. A bubble flowmeter was used to calibrate the sample
air flowmeter. A linear fit to the data for each of the three flowmeters is presented
in Table 3.1. Note that Q. and Q,,, are functions of the pressure drop across the
capillary and @, is a function of the meter voltage. The error is estimated to be +

2% for the sheath and excess capillary meters, and + 1.3% for the sample meter.

The sheath and excess flowmeter calibrations for EMC2 were far more critical
than for EMC1. Classifier EMC2 is used to measure the size distributions in the
reactor system. Flowrates of Q. = Q,, = 7 fpm and Q, = 0.3 ¢pm were chosen
for the various reasons discussed in the preceding text. The sample flowrate was
set by the pump in the CNC. The same method of calibration was used as for the
meters of EMC1, although longer times and larger volumes were used to minimize
the error. A pressure of 1.03 x 105 Pa (15 psig) was maintained at the inlet to the
sheath air capillary. Both dry and humidified air (~ 90%) air were used for the
calibration. No difference was observed in the results even though the viscosity of
saturated air is estimated to be approximately one percent less than that of dry
air (Hirschfelder et al., 1964). The calibration formulas are presented in Table 3.1.
Flowrate error is determined to be + 0.8% — the longer measuring times and extra
care taken with EMC2 resulting in a 50% reduction in the error as compared to
EMCI1. Therefore, the error expected in the measured peak diameter as a result of

flowrate fluctuations in EMC2 should be less than 0.5%.

Checking the response of an instrument to PSL (polystyrene latex) particles
is a standard method of aerosol instrument calibration. Three different PSL sizes
— 0.14 £+ “?” um (no standard deviation was given by the manufacturer), 0.198 +
0.0036 pxm, and 0.27 + 0.006 um — were fed to EMC1 and EMC2. Both classifiers
were operated at the nominal flowrates of Q.= Q,,= 7 £pm and Q,= 0.3 ¢pm. In
some cases, two scans were taken for the same PSL size using the same instrument.
These measurements were made (on different days) for the purpose of checking

the reproducibility of the size distribution. The size distributions are plotted on a
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scale of zero to one in Figures 3.11, 3.12, and 3.13. The peak diameters and the

corresponding classifier are listed in Table 3.6.

The diameter agreement between the classifiers for each size is excellent. How-
ever, the measured peak diameter is different than the specified mean PSL diam-
eter. In the case of the 0.198 um PSL, the measured diameter is smaller by 0.005
pum. This amounts to a 2.5% error — more than would be due to the flowrates,
the inversion method, or the CNC concentrations. One might initially suspect an
error in the voltage readings. In the past, EMC1 had needed electrical repairs
and the voltage circuit was reset. Any bias in the voltage reading that would have
resulted from a systematic error in the factory calibration was eliminated. Another
explanation could be systematic, not random, error in the flowrates. However, this
would lead either to consistently high or consistently low diameter estimations.

The results in Table 3.6 show this was not the case.

The final possibility considered was that the PSL, which was several years old,
had “aged” and was no longer the specified size. Since measuring the size of PSL
using an electron microscope involves special techniques to prevent the swelling or
shrinking of the particle upon irradiation (see Bradford and Vanderhoff, 1955), a
different tack was taken. If the same diameter was measured with a completely dif-
ferent set of classifier operating conditions, this would indicate that the measured
diameters were indeed correct. Any possible bias associated with the operating
conditions would have been eliminated. In general, the flowrates Q.= Q,,= 10
£pm and Q,= 2 ¢pm will not measure a size distribution with the same accuracy
as the flowrates Q.= @Q,,= 0.7 ¢pm and Q,= 0.3 £pm, particularly not as sharp
a distribution as that of the PSL (¢ ~ 1.03). However, the peak diameter in ei-
ther case should be the same given the same initial aerosol. This was verified by
generating CNC data corresponding to a lognormal distribution (Dp, = 0.193 um,
0 = 1.03, and N¢stqr = 10000 particles/cm®) for both sets of flowrates. The peak
diameter of this distribution was 0.1928 ym. Inversion of the 7/7/0.3 ¢pm data
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Figure 3.11 Inversion results for 0.14 £ ? um PSL. Figure a): Q.=
@m= 7.0 {pm, Q,= 0.3 £pm; EMC1 (O), EMC2(a) (+), EMC2(b)
(A). Figure b): Q.= Qn= 10 fpm, Q,= 2 fpm; EMC1(a) (D),
EMC1(b) (e), EMC2 (+).
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Figure 3.12 Inversion results for 0.198 + 0.0036 um PSL. Figure
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EMC2 (+).
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Figure 3.13 Inversion results for 0.27 + 0.006 um PSL. Figure
a): Qc= Qm= 7.0 fpm, Q,= 0.3 ¢pm; EMC1 (O), EMC2(a) (+),
EMC2(b) (A). Figure b): Q.= Q,,= 10 £pm, Q,= 2 ¢pm; EMCI(a)

(0), EMC1(b) (e), EMC2 (+).
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Table 3.6

Inversion Results For PSL at Nominal Flowrates

of Qc= Qn= 7 fpm, Q,= 0.3 Ipm

PSL Classifier Peak Average

(um) Diameter =~ Diameter
(wm) (wm)

0.14+7? EMC1 0.1435

0.14 47 EMC2(a) 0.1437 0.1435

0.14 47 EMC2(b) 0.1432

0.198 + 0.0036 EMC1 0.1929

0.198 £ 0.0036 EMC2 0.1932 0.1930

0.27 + 0.006 EMC1 0.2816

0.27 + 0.006 EMC2(a) 0.2792 0.2800

0.27 £ 0.006 EMC2(b) 0.2792
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Table 3.7

Inversion Results For PSL at Nominal Flowrates

of Qc= Qm= 10 fpm, Q,= 2 Ipm

PSL Classifier Peak Average

(pm) Diameter Diameter
(um) (#m)

0.14%7? EMC1(a) 0.1407

0.14+7 EMC1(b)  0.1419 0.1409

0.14 %7 EMC2 0.1401

0.198 + 0.0036  EMC1(a) 0.1953

0.198 + 0.0036 EMCl(b) 0.1947 0.1944

0.198 + 0.0036 EMC2 0.1932

0.27 + 0.006 EMC1(a) 0.2814

0.27 + 0.006 EMC1(b) 0.2813 0.2813

0.27 + 0.006 EMC2 0.2812




resulted in a peak diameter of 0.1930 pm, while the 10/10/2 £pm data gave 0.1923
pm. The error was 0.09% and 0.3%, respectively.

The three PSL sizes were measured with both classifiers at Q.= Q,,= 10
fpm and Q,= 2 £pm. These results are presented in Figures 3.11, 3.12, 3.13, and
Table 3.7. The differences between the diameters determined for these flowrates
and those determined for the 7/7/0.3 £pm flowrates are 1.8%, 0.7%, and 0.46%
for the 0.14, 0.198, and 0.27 um PSL, respectively. Not surprising was the fact
that the largest difference between peak diameters was found for the 0.14 pm
PSL. It is a more difficult to assign a “peak” value to a broad distribution than
to a sharp distribution. Also, the smaller the particle size, the more likely the
distribution is to be affected by the fines associated with the PSL suspension fluid.
This could explain why the size distribution for the 0.14 um PSL was not Gaussian
in shape, having a strong tail on the small diameter side, even for the 7/7/0.3 £pm

distribution.

It is difficult to reach any conclusion given the 0.14 um (nominal) PSL results.
However, the close agreement between peak diameters for the two larger PSL sizes
at the two different sets of operating conditions supports the premise that the
PSL mean diameter has changed over the years. The size distribution obtained
at the 7/7/0.3 £pm conditions could be regarded as correct. The PSL sizes were
actually 0.193 + 0.004 pm and 0.28 £ 0.005 um in diameter. More important than
the sizing of the PSL, however, is the knowledge that classifiers behave identically
under the same operating conditions and the size distribution can be reproduced

given a constant aerosol source.

One final check was made on classifier behavior. The reactor experiments
would involve measuring shifting size distributions, so the classifier sensitivity to a
small peak diameter change had to be determined. To estimate this sensitivity, a
MnSO, aerosol was generated using an atomizer and fed to the first classifier. The

voltage on EMC1 was set at 2151 V and the resulting distribution measured with
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EMC2. The process was then repeated for EMCI1 voltages of 2200 V and 2250 V
at the same operating conditions. The voltage scan data were inverted and the
results are plotted iﬂ Figure 3.14. Given the operating conditions and the voltages
2151, 2200, and 2250 V, the primary peak diameters out of the first classifier were
calculated to be 0.1004, 0.1017 and 0.1031 um, respectively. The corresponding
primary peak diameters measured by EMC2 were 0.0993, 0.1014, and 0.1026 um.
While there is surely some error both in the calculated EMC1 diameters and in the
inverted EMC2 diameters, the distributions in Figure 3.14 are distinct, recognizable
as three different aerosols, and follow the correct trend of increasing size. When
comparing aerosol size distributions measured at the same operating conditions,
errors in the absolute size will not affect the comparison between the distributions,
since each distribution experiences the same systematic errors. Although error
in the CNC concentrations will be unique to each distribution, the effect on the
resulting peak diameter was shown to be minimal. Therefore, the classifier is able

to recognize a real peak difference on the order of 0.001 um.
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CHAPTER 4

THE MANGANESE CATALYZED OXIDATION
OF S(IV) TO S(VI) IN THE AQUEOUS-PHASE

The various mechanisms by which SO, is oxidized in the atmosphere have
long been a subject of interest. With the attention that has been focused on
the problem of acid rain, the subject continues to be a topic of research. The
aqueous-phase metal-catalyzed oxidation of SO, by oxygen has been predicted to
be a significant contributor to atmospheric sulfate — particularly at night when
the gas phase oxidant concentrations fall (Hoffmann and Jacob (1984), Saxena and
Seigneur (1987)). Manganese and iron are generally considered the most important
of the potential metal catalysts and have been extensively studied. There is still,
however, little agreement as to the mechanisms and rate expressions that describe
the reactions, or as to the relative importance of iron versus manganese (e.g.,
Hoffmann and Calvert (1985), Cheng et al. (1971), Clarke and Williams (1983),
Nash (1979), and Barrie and Georgii (1976)). This chapter will review critically
the literature concerned with manganese-catalyzed S(IV) oxidation by oxygen. In
particular, the various methods (bulk phase versus droplet phase) used to study
this reaction and the concentration regimes in which they are applicable will be
addressed. First, however, a brief discussion concerning the relationship between
aerosols and fog/clouds will be presented, since these represent two stages of the

atmospheric hydrological cycle to which kinetic rate expressions must be applied.

§4.1 Aerosols Versus Fog/Cloud Droplets

Particles exist in the atmosphere in a wide range of sizes and concentrations.
Aerosol particles are considered to be those generally less than a micron in di-

ameter. Ionic strengths of such aqueous particles have been predicted to range



from 1 to 20 M (Stelson and Seinfeld, 1981). Fog droplets, on the other hand, are
characterized by diameters of 5 — 10 um and ionic strengths from 10~3 to 10~2
M. The water content of the various phases of aqueous atmospheric particles also
varies considerably (Seinfeld, 1986) — aerosols: 10711 — 10~1°£ H,0/¢ air; fog:
5x 1078 — 5 x 10~7 £H,0/¢ air; and clouds: 10~7 — 10~% £ H,0/¢ air.

The relationship between the aerosol in the atmosphere and fog or clouds is an
intimate one. Indeed, Prospero et al. (1983) referred to aerosols as “critical phase
change catalysts” because of the significant role they play in vapor-liquid phase
changes in the atmosphere. With an increase in the ambient relative humidity,
aerosol particles containing soluble species act as condensation nuclei and grow such
that thermodynamic equilibrium is maintained between the particle solution and
the atmosphere. The growth of a soluble nucleus is described by the Kohler curves,
which relate the relative humidity, or saturation ratio, to the droplet diameter given

an initial seed aerosol: .

40v, /RT _ bn,v, /7

= 1
In RH D, Ds (1)

where o is the droplet surface tension, v,, is the partial molar volume of the water
in the droplet, D, is the droplet diameter, and n, is the number of moles of solute
in the solution. In the above equation it is assumed that the solution is dilute. The
value of n, is determined by the size of the seed aerosol or nucleus. If the solute does
not dissociate completely in solution, this must be reflected in the value of n, used
to construct the curves. Figure 4.1 shows the Kohler curves for three different sizes
of MnSO4 seed particles assuming either no dissociation or complete dissociation
of the salt. Manganese sulfate has an equilibrium association constant of 182
M~1, so the actual Kéhler curve would fall somewhere between the two extremes.
The humidity corresponding to the maximum point on the curve is known as the
critical saturation ratio. When the ambient relative humidity exceeds the critical

saturation ratio for a given aerosol particle, the particle will grow indefinitely.
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In other words, it is “activated” for growth. It is in this way that atmospheric
aerosol gives rise to fog droplets. In a similar manner, when the ambient relative
humidity falls below the critical saturation ratio for a particular droplet, the droplet

evaporates until it is once again in equilibrium with its surrounding atmosphere.

The relationship between aerosol and fog or clouds is represented schemati-
cally in Figure 4.2. This figure is similar to one found in Munger et al. (1983),
except that the potential for reaction in the aerosol phase has been included. Note
that this figure ignores some of the various methods by which either aerosols or
fog/cloud droplets may escape the cycle, e.g., impaction, deposition, or precipita-
tion. Prospero et al. (1983) and Pruppacher (1986) note that an aerosol particle
may pass through the fog or cloud phase as many as 10 to 25 times before being
deposited as precipitation. The chemical reactions that occur in the dilute fog
or cloud droplet will be reflected in the size and composition of the regenerated
aerosol particle. In turn, both the aqueous-phase and/or surface reactions that
occur in the aerosol, will affect the critical saturation ratio necessary for future
fog/cloud events and the resulting fog/cloud droplet chemistry. Cass (1975) noted
that coastal morning fogs occurred on the same days as high afternoon aerosol
sulfate concentrations. Hough (1987) has modeled cloud formation over hills and
found that the composition and concentration of the water-soluble aerosol is crit-
ical in determining the chemical composition of the cloud droplets. The species
derived from the aerosol also have a substantial effect on the solution ion activity

coefficients, which must be calculated to predict the aqueous cloud chemistry.

Thus, given the interrelationship between aerosol and fogs in the atmosphere,
the chemistry of fog droplets might depend on the chemistry of aerosol particles.
All potentially significant chemical processes must be studied in the concentration
regimes representative of both fogs and aerosols. Moreover, it is unlikely that the
same mechanism and rate expression that explain observed rates of reaction at

ionic strengths of less than 10~3 M and concentrations on the order of micromolar
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will apply to a situation in which the ionic strength and concentration are both
greater than 1 M. The contribution of aerosols as a source in the overall S(VI)
budget is likely to be small when compared to that of fog droplets, simply due
to the mass difference resulting from the different water contents. However, with
the increasing complexity of atmospheric models that attempt to explain fog and
cloud formation and because of the importance of aerosols in urban atmospheres

and source plumes, knowledge about aerosol chemistry is essential.

§4.2 The Manganese-S(IV) Reaction System

The aqueous-phase manganese-S(IV) reaction system has been studied both in
the bulk phase and in the droplet or aerosol phase. Bulk phase studies were done
either in batch or flow reactors. In a batch reactor, the rate of reaction was deduced
by following the uptake of reactant (S(IV)) or the generation of product (S(VI)).
Two types of flow reactors have been used: 1) time resolution of the reactant
and/or product concentrations was obtained by sampling along the length of the
reactor; or 2) steady-state reactor operation was assumed and the reaction rate was
predicted by fitting the reactant and/or product concentrations to the equations
describing an ideal continuous stirred tank reactor (CSTR). The concentrations
were determined using either a chemical or optical absorption technique. The

solution pH was usually monitored.

In aerosol phase studies, the aerosol was generated and passed through a reac-
tor. The initial aerosol manganese concentration is prescribed by thermodynamic
equilibrium. The most common method of reaction rate measurement was SO,
uptake as a function of time. Aerosol size changes were also used as an indication
of reaction in several studies. Measurement of the species collected by filtering
the reactor effluent resulted in artifact formation and was not a preferred method.

Since it was not possible to measure the aerosol solution pH, this was typically

estimated.
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The results for a number of aqueous-phase manganese-S(IV) system studies
are presented in Table 4.1. The phase (bulk or droplet/aerosol), the reactant
concentrations, the solution pH, and the predicted reaction rate expressions are
given for each study. If a particular value (e.g., pH) was not explicitly stated in
the literature, an estimate was made based on those parameters that were given.
It has been assumed that SO, or S(VI) uptake is equivalent to S(VI) production.
This is equivalent to assuming that steady-state conditions exist between the gas

phase SO, and aerosol phase S(IV) in the aerosol studies.

§4.2.1 Bulk Phase Studies

The results of four bulk phase studies on the S(IV)-manganese system
(Coughanowr and Krause (1965), Bronikowski and Pasiuk-Bronikowska (1981),
Huss et al. (1982a,b), Lim et al. (1982), Ibusuki and Barnes (1984), and Martin
and Hill (1987)) are summarized in Table 4.1. The manganese and S(IV) concentra-
tions at which the experiments were performed are typical of fogwater. The reaction
was found to be zero order in oxygen by all investigators except Bronikowski and
Pasiuk-Bronikowska (1981). At manganese concentrations greater than 7x10™% M,
Bronikowski and Pasiuk-Bronikowska (1981) found first-order dependence on the
oxygen concentration. At lower manganese concentrations the oxygen dependence
reduced to zero order. Martin and Hill (1987) have identified three regimes of be-
havior that depend on the S(IV) concentration. The rate of reaction is second order
with respect to manganese and zero order in S(IV) for [S(IV)] > 10~* M. When
[S(IV)] < 107® M, the reaction is first order in both manganese and S(IV). If the
initial S(IV) concentration falls between 10~¢ and 10~* M, the rate is dependent
on the initial S(IV) concentration. Whether or not the initial manganese concen-
tration would significantly change the reaction rate in these various regimes was
not explored, and the study was typically run with [Mn?*] < [S(IV)]. No explicit
dependence on the hydrogen ion concentration was observed. There is good agree-

ment between the various researchers as to the order of reaction in the specific
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concentration regimes. For [S(IV)] ~ 0.001 — 0.12 M, Huss et al. (1982a,b) deter-
mined that their data were best fit by a two-term rate expression. The second-order
manganese term is dominant, while the first-order S(IV) term contributes signifi-
cantly only at the smallest manganese concentrations ([Mn2t] ~ 10~° M) used in
the study. Coughanowr and Krause (1965) studied the reaction up to manganese
concentrations of 0.07 M. Above [Mn2*] = 0.001 M, the reaction rate became rel-
atively insensitive to changes in the manganese concentration — dropping from
second order in manganese to approximately 0.1 in order. The oxidation rate con-
tinued to be zero order in S(IV) and O,. Bassett and Parker (1951) also observed
a decrease in the amount of oxidation with increasing manganese concentration,
although the transition occurred at 1 M in their study. The rate expression of
Bronikowski and Pasiuk-Bronikowska (1981) reduces to zero order in manganese

(first order in oxygen) only if the S(VI) concentration is small.

A major breakthrough in understanding the behavior of this system was the
recognition that the solution ionic strength* plays a key role in determining the rate
coefficient (Huss et al. (1982a,b), Martin and Hill (1987)). At given manganese
and S(IV) concentrations, increased ionic strength (1072 M to 1 M) results in a
slower reaction rate independent of the specific ions added. Martin and Hill noted
that this behavior had previously been incorrectly attributed to a pH dependence
(e.g., Martin (1984) and Neytzell de Wilde and Taverner (1958)). A reaction
rate dependence on ionic strength is of particular interest as regards atmospheric
processes where the ionic strength ranges from O(10~% M) in rain to O(10' M) in

deliquesced salt aerosols.

There is some confusion in the literature as to the importance or even exis-

tence of an “anion” effect. While the results of Martin and Hill (1987) and Huss

* Tonic strength is a function of the ion concentrations (m; or C;) and their
respective charges (z;), e.g., I = %E‘ z?m,-. The units assigned to I, either molal

(m) or molar (M), will identify which concentration unit was used in the calculation.
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et al. (1982a,b) imply that it is the ionic strength, as set by the anion and cation
concentrations independent of their nature, which determines the reaction rate,
other researchers have noted a reaction rate change in the presence of specific an-
ions. Bassett and Parker (1951) found the sulfate salt of manganese to be a more
effective catalyst than the chloride salt. This observation is contrary to the ionic
strength dependence mentioned above, since for solutions of equal concentration,
the ionic strength of MnSO, is approximately four-thirds that of MnCl,. Ibusuki
and Barnes (1984) found the oxidation of S(IV) to be roughly three times faster
if MnSO,4 was used instead of MnCl,. They argued that the presence of the man-
ganese salt anion affected the formation of a manganese-S(IV) complex. However,
since strong NaOH, HCIl, HClO4, and H,SO4 solutions were used to adjust the
pH, the reaction ionic strength would have been significantly affected. It is there-
fore difficult to assess the relative importance of ionic strength versus anion effects
in the experiments of Ibusuki and Barnes (1984). Huss et al. (1982a,b) tested
both MnSO4 and MnCl, and found no observable difference in the reaction rates.

Martin and Hill (1987) used only MnCl, in their studies.

Clark and Radojevic(1983) observed S(IV) oxidation rates similar to those
found in the Mn-S(IV) system, in solutions containing [C1™!] > 10~3 M. No man-
ganese catalyst was present. This high oxidation rate was not observed in the
presence of sulfate ion or various cations. These results are contrary to those of
Martin and Hill (1987) and Huss et al. (1982a), where ion concentrations of O(10~3
M) were added to set the solution ionic strength. The S(IV) oxidation rate was
not dependent on the nature of the ions added. Clearly, the issue of an “anion,”
or specifically a chloride ion, effect must be resolved since such an effect would be

potentially important in atmospheric waters containing high levels of sea salt.

The manganese-catalyzed S(IV) to S(VI) oxidation by oxygen has been found
to be sensitive to inhibition by various organics. Lim et al. (1982) found that a

chelating agent such as ethylenediaminetetraacetic acid (EDTA) had a relatively
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minor inhibiting effect on the oxidation rate, which could be attributed to increased
ionic strength. However, antioxidants such as phenol, resorcinol, pyrocatechol,
hydroquinone, and others strongly inhibited the reaction. Martin (1984) reported
that 10~® M hydroquinone resulted in a 50% reduction in rate, but the specific
reaction conditions were not given. For [Mn2?*] ~ 10=% M and [S(IV)]o, = 0.015
M, Lim et al. (1982) found that 10~ M hydroquinone caused a 90% reduction
in the oxidation rate. Martin (1984) noted that ethanol, acetone, acetic acid, and
formaldehyde had little effect on the reaction. At concentrations of 2 x 10~3 M,
toluene and hexene caused a factor of ten reduction in the rate. The greater effect
of the antioxidants as opposed to chelating agents was suggested by Lim et al.
(1982) as an indication that the S(IV) oxidation occurs via a free radical chain

mechanism.

§4.2.2 Droplet/Aerosol Phase Studies

Reaction studies done in the aerosol or droplet phase, while in general suf-
fering from greater uncertainty due to the difficulties of accurately generating,
measuring, and collecting the particles, do have an advantage over bulk phase
experiments, since mass transfer limitations can be evaluated explicitly. In bulk
studies, there is no way to know a priori whether or not mass transfer effects are
affecting the observed reaction rate. As Kaplan et al. (1981) note, increasing the
mixing rate and observing that the reaction rate remains constant merely indi-
cates that mass transfer is maximized. Thus, an intrinsically very fast reaction
may still be proceeding only as fast as the reagents can be brought together by
mass transfer. A rate expression that was determined under conditions of mass
transfer, or diffusion, limitation, is applicable only to the specific reaction condi-
tions at which the data were taken unless the effect of the diffusion limitation is
taken into account. In other words, a rate expression can be used with confidence
in future calculations only if mass transfer was not limiting. This is because the

reactant concentrations are typically assumed to be those of the bulk phase (e.g.,
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[S(IV)] = H*Pso,,surface = H*Pso,,00) and the reaction rates are determined
accordingly. If significant gas-phase diffusion exists, then pso, surface < Ps03,00-
Similarly, significant aqueous-phase diffusion would result in an inhomogeneous
reactant concentration in the particle, which would in turn affect the measured
reaction rate. Therefore, actual reaction conditions are the same as those in the

bulk phase only if the experimental system was not mass transfer limited.

Schwartz and Freiberg (1981), Freiberg and Schwartz (1981), and Schwartz
(1984) present a method by which droplet phase studies can be checked for mass
transfer limitation. The characteristic times for gas-phase diffusion (74,), liquid
phase diffusion (74,), and reagent (SO;) supply to the droplet surface (7yeqq) can
be compared to the experimental residence time to verify that conditions of steady-
state hold in the vapor and liquid phases. In addition, the characteristic times
for establishment of the reagent phase equilibrium (7ppq4e) and liquid phase dif-
fusion (74q) can be compared to the characteristic time for reaction (7,,) to de-
termine whether or not the measurements were mass transfer limited. While the
smaller diameters associated with aerosol particles as opposed to fog droplets result
in smaller diffusion times, the increased concentrations found in deliquesced salt
aerosols may produce a countering effect, since the aqueous diffusion coefficient de-
creases linearly with increasing concentration (Ratcliff and Holdcroft, 1963). The
characteristic time analysis was used to determine if the droplet phase manganese-
catalyzed S(IV) oxidation studies listed in Table 4.1 (Barrie and Georgii (1976),
Matteson et al. (1969), Cheng et al. (1971), Cains and Carabine (1978), Kaplan
et al. (1981), Crump et al. (1983a), and Berresheim and Jaeschke (1986)), were
diffusion limited. Unless conditions of potential limitation were indicated, it will
merely be noted that mass transfer limitation is not expected to have affected the
experimental results. Further discussion of the characteristic time analysis can be

found in Chapter 5.

The study by Barrie and Georgii (1976) was done using a dilute MnCl, solu-
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tion ([Mn(II)] = 10~% — 10~* M). Solution droplets 2 mm (2000 pm) in diame-
ter were suspended from pipettes in an environment of known humidity and SO,
concentration. Because the droplets were not in thermodynamic equilibrium with
their environment, evaporation on the order of 10% volume/hour was observed at
25°C. The rate of sulfate production was found to be proportional to the sulfite
ion concentration, and it was postulated that a manganese-sulfite complex was in-
volved in the oxidation mechanism. This work has been criticized recently, in light
of the diffusion limitation criteria discussed in the preceding paragraph, as having
suffered from mass transfer limitation in both the aqueous and gas phases (Freiberg
and Schwartz, 1981). Because of the relatively large droplet size, the characteris-
tic time for aqueous-phase diffusion is estimated to be approximately one minute.
Therefore, one would expect aqueous-phase equilibrium to have been established
after 1 to 5 minutes of exposure to the atmosphere. If it is assumed that only diffu-
sion transport occurred in the gas phase (possible convective transport is ignored),
then deviation of the ratio of the steady-state SO, concentration at the droplet
surface to the bulk gas-phase concentration (C,urface/Coo) from one is a measure
of the extent of gas-phase diffusion limitation. Freiberg and Schwartz (1981) cal-
culated ratios ranging from 0.24 to 0.8 for the various reaction conditions used by
Barrie and Georgii. While fans were used to facilitate mixing of the gas phase,
it is unknown to what extent the SO, transport was affected. The characteristic
time for reaction, assuming the reaction was first order in S(IV) (7. = [S(IV)]/R,
where R is the measured reaction rate), ranged from 7 to 180 seconds for the var-
ious experimental conditions. Clearly, the criterion for no aqueous-phase diffusion
limitation, 74, < 7,4, Was not met, casting doubt on the applicability of Barrie

and Georgii’s reaction rates to atmospheric systems.

Saturation ratios greater than one are needed to maintain droplets at fog/cloud
phase MnSO4 concentrations (O(1 uM), see Figure 4.1) if the evaporation prob-
lems experienced by Barrie and Georgii (1976) are to be avoided. Because these

conditions are extremely difficult to control, the remaining aerosol phase reaction
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studies of Table 4.1 have been done using deliquesced manganese salt aerosols at
relative humidities less than 96%. Implicit in these experiments is the assump-
tion that equilibrium existed between the aerosol particles and the water vapor in
the environment. The composition of the particles is therefore determined by the

thermodynamic equilibrium and the physical nature of the particle (Hénel, 1976):

40v,,
a,(c) = RHexp (— “TD ), (2)
P

where a,(¢) is the water activity of the particle solution at concentration ¢, o is the
surface tension of the particle, v,, is the molecular volume of the particle solution,
and D, is the particle diameter. As a rough estimate, the exponential term, or
“Kelvin effect,” can be set equal to one eliminating the diameter dependency of
the equilibrium concentration. The error associated with this assumption will
increase with increasing humidity and/or decreasing particle diameter. For the
range of particle sizes used in the experiments of Table 4.1, the error is less than ~
25%. Table 4.2 comparés the calculated aerosol equilibrium solution concentrations
(RH = ay(c), SO2-free atmosphere) with the solution concentrations stated in
the aerosol studies of Table 4.1. The concentrations stated by Matteson et al.
(1969), Cains and Carabine (1978), and Kaplan et al. (1981) differ considerably
from the equilibrium values obtained using RH = a,(c). How these researchers
arrived at the particle solution concentrations stated in their work is unknown,
since the concentrations do not represent equilibrium conditions even accounting
for the error made in neglecting the Kelvin effect. Matteson et al. (1969) and
Cains and Carabine (1978) also mistakenly report the “critical” relative humidity,
or deliquescence point, of MnSO4 as 94.3%. The actual values, calculated using
solubility data for the various crystalline states of MnSO4 (Washburn, 1926) and
the water activity data for MnSO, solutions (Rard, 1984), range from 82 to 85%

relative humidity.

The experiments of Matteson et al. (1969) were performed in a jacketed plex-

iglas tubular reactor having a residence time ranging from 1 to 15 minutes for
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Table 4.2

Aerosol Solution Concentrations at Equilibrium

Source RH (%) Concentration Concentration
(Stated) (RH = ay)*

Matteson et al. 96 [MnSO4| = 0.29 M 1.8 M

(1969)

Cheng et al. 95 — 217M

(1971)

Cains and Carabine 96 [MnSO4] = 0.16 M 1.8 M

(1978)

Kaplan et al. 90 [(NH4)2S04] ~ 5 M 2.14 Mt

(1981) [MnSO4] ~0.13M  0.055 M

Crump et al. 94 — 241 M

(1983a)

Berresheim 94 [MnSO4| = 1.14 m 1.09 m

& Jaeschke [MnCly] = 2.69 m 2.52m

(1986)

* MnSO4 and MnCl, data from Rard (1984) and (NH4),SO,4 data

from Cohen et al. (1987a)

t Kusik and Meissner (1978) mixing rules used.
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flowrates of 40 to 10 ¢pm. The behavior of this reactor regarding the nature of
the flowrate, aerosol, and SO, profiles developed was not reported. A radially flat
temperature, and hence humidity, profile was measured. A nebulizer was used to
generate the MnSO4 aerosol and particle number concentrations on the order of
105 particles/cm® were obtained. The corresponding dry aerosol had a geometric
mean diameter of 0.26 um, a geometric standard deviation of 2.3, and a volume
mean diameter of 0.72 pum (this value is mistakenly reported as the “geometric
volume mean diameter” by Matteson et al. (1969)). The aerosol was mixed with
the humid air prior to entering the reactor. At a solution concentration of 1.89
M (see Table 4.2), the dry volume mean diameter of 0.72 um would grow to a
diameter of approximately 1.55 um at 96% humidity. Acid (S(VI)) was measured
from aerosol samples collected on membrane filters; the SO, was not stripped from
the gas prior to filtering. Mass transfer limitations should not have affected the

measured reaction rates.

The work of Matteson et al. (1969) has been used extensively in the years
since its publication (e.g., Cains and Carabine (1978), Wadden et al. (1974)),
even though in 1971 Cheng et al. raised the question of artifact formation on the
collected filter samples because of the continued exposure to SO;. Matteson et
al. (1969) proposed a reaction mechanism involving the formation of a manganese-
S(IV) ion complex and fit their data to the resulting rate expression. It was claimed
that the expression for the rate of SO, uptake reduced to one second order in
manganese, similar to that obtained in the bulk-phase experiments of Coughanowr
and Krause (1965). However, Crump et al. (1983a) have shown that an error was
made in the calculations and the proposed mechanism results in an SO, uptake

rate that is instead first order in manganese.

Cheng et al. (1971) adopted quite a different approach in their design of an
aerosol reactor. Dry aerosol particles (both submicron and micron in diameter)

were deposited on teflon beads, which were then packed into a flow reactor. It was
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argued that because of the non-wetting nature of Teflon, the aerosol would deform
minimally after deliquescence. The effluent SO, concentration, given a constant
feed, was measured as a function of time and compared to the effluent from a
“dummy,” or blank, reactor at the same conditions to give the fractional conversion
of SO, as a function of time. Approximately 3% deviation from ideal plug flow was
expected and roughly compensated for by multiplying the experimentally measured
SO, conversion by a factor of 1.03. Both MnSO4 and MnCl, were studied. Again,

mass transfer effects are not expected to have influenced the results.

The reaction rates obtained by Cheng et al. (1971) are difficult to compare
to those of other researchers because they are a function of the wesght of MnSO,4
in the reactor. This is not the same as determining the rate dependence on the
MnSO, concentration since, regardless of the catalyst loading, at a constant hu-
midity, [MnSOy]| in the drops is fixed by equilibrium (there would be some variation
in [MnSOy] from drop to drop that was due to the Kelvin effect). Cheng et al.
determined that MnSO4 was a more effective catalyst than MnCl, by a factor of
3.5, based on a comparison between a MnSO4 run at 95% humidity and a MnCl,
run at 98% humidity. Because of the differing physical properties of MnSO4 and
MnCl;, the same size dry aerosol would lead to aqueous particles of differing con-
centration ([MnSO4| ~ 2.3 m, [MnCl,] ~ 0.42 m) and ionic strength (Imnso, ~ 9.2
m, Imnci, ~ 1.3 m) upon exposure to the same humidity. It is unclear on what
basis catalysts used in aerosol phase studies can be “compared” — similar concen-
trations or ionic strengths (as in the bulk phase studies), or similar environment
(as in the atmosphere) — and then what significance can be attached to the re-
sults. The two manganese salt experiments compared by Cheng et al. (1971) were
not performed at either similar concentrations, similar ionic strengths, or similar
humidities. Therefore, the relative catalytic effectiveness of MnSO4 and MnCl,
determined by Cheng et al. (1971) has little meaning beyond this particular study.

Cains and Carabine (1978) used a light scattering technique to observe the
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growth of aqueous MnSO,4 drops exposed to SO;. The humidity at which the
experiments were run was not stated. It was merely noted that values in excess of
96% were used. A nitrogen sheath was used to contain the aerosol in the measuring
device and it is not known if this sheath flow was humidified to the same level as
the aerosol-containing gas. As pointed out in Appendix A (Biswas et al., 1987),
humidity changes must be avoided when using aerosol sizing instruments if an
unbiased distribution is to be measured. The mode diameter of the dry, MnSOy -
H;O aerosol distribution was determined to be 0.05 — 0.06 um, using electron
microscopy. The distribution is very polydisperse, having a geometric standard
deviation of 2. The characteristic time for coagulation of an aerosol is given by
Teoag = 2/(BNtot), where the coagulation coefficient 3 is approximately 102 sec !
for 0.1 — 0.1 um particle collisions. Given that the total number concentration
in this experiment was on the order of 10® particles/cm>, the characteristic time
for coagulation was approximately 30 minutes. This time represents a minimum
estimate since the distribution was polydisperse and the coagulation coefficient
increases for collisions between particles of unlike size. The experimental residence
times ranged from 1 to 21 minutes. Cains and Carabine (1978) recognized that
the observed particle size changes were due to growth and/or coagulation and that
any comparison with theoretical estimates of the particle growth would have to be

qualitative, not quantitative.

Distribution mode diameters for the wet aerosol in the absence of SO, mea-
sured using the light scattering technique, ranged from 0.22 to 0.26 um for residence
times of 2.6 to 21.0 minutes. As a rough estimate, it can be assumed that the dry
distribution mode diameter grows into the mode diameter of the wet aerosol dis-
tribution. A “dry” 0.06 um MnSO4 - H,O aerosol equilibrates with a 0.29 um
wet particle if a concentration of 0.16 M is assumed. Perhaps this is how Cains
and Carabine (1978) arrived at 0.16 M as the aerosol solution concentration value
(see Table 4.2). Unfortunately, this concentration corresponds to an experimen-

tally unrealistic relative humidity of greater than 99.9%. Figure 4.3 shows the
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Figure 4.3 Wet aerosol diameter resulting from an 0.06 ym
MnSOy4 - H,O feed particle at 25°C as a function of relative
humidity.

equilibrium wet aerosol diameter expected at a range of relative humidities, given
the same “dry” 0.06 um MnSO, - H,O particle. Even at 99% relative humidity
the aerosol particle is only 0.14 um in diameter. The experimental results are not
consistent with the results predicted assuming thermodynamic equilibrium. Thus,
one can speculate that either significant coagulation had occurred within the first
two minutes of residence time, or the sizing measurements were in error. Finally,
Cains and Carabine (1978) predicted the particle size as a function of time resulting
from the oxidation of S(IV) to S(VI). The second-order rate data of Coughanowr
and Krause (1965), fit to the rate expression of Matteson et al. (1969), was used.
As mentioned above, Matteson et al.’s expression does not reduce to second-order
manganese dependence. Therefore, the value of the theoretical calculations, even

allowing for the fact that coagulation was not accounted for, is questionable.
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Kaplan et al. (1981) used deliquesced (NH4)2SO4 aerosols doped with MnSO4
in an attempt to achieve manganese concentrations less than the equilibrium solu-
tion concentration in a droplet of pure manganese salt (see Table 4.2). The overall
solution ionic strength remained high, however, on the order of 10 M. Dried aerosol
particles of approximately 5 um were fed into an insulated tubular, laminar flow
reactor, where they were contained by a humidified sheath air. The reactor resi-
dence time distribution was narrower than that in a laminar flow reactor because
the particles were confined to the center portion of the tube. It was assumed that
equilibration between the aerosol and the humid sheath air occurred rapidly. Ra-
dioactively labeled SO, was used. The reactor efluent was fed to an SO, stripper
where the gas phase SO, was removed. In order to maintain equilibrium, the S(IV)
desorbed from the particle, quenching the reaction and leaving only S(VI). Finally,
the aerosol size was measured using an optical particle counter, after which the
particles were collected on a filter and the sulfur radioactivity measured. Even
given the larger particle diameters and the higher aerosol solution pH (a result of
the buffering nature of the ammonia), calculations show this experiment to be free

from mass transfer limitations.

As in the work of Cains and Carabine (1978), the results of Kaplan et al.
(1981) are dependent on the wet aerosol size measurement. It is not known how
much care was taken with these measurements. Presumably, the S(IV) desorption
should have a minimal effect on the aerosol diameter if the relative humidity was
maintained constant throughout the process. There is an inconsistency since the
dry diameter was stated as being 5 um and yet the experimental volume-averaged
wet aerosol diameters were also approximately 5 um. A 5 pum dry (NH4),SO4
aerosol particle (neglecting for a moment the small amount of MnSO4) will grow
to 9.2 um in diameter at 90% relative humidity. Analogously, a wet 5 um particle
at 90% humidity results from a 2.5 pm dry (NH4)>,SO,4 particle. Kaplan et al.
(1981) assumed all activity coefficients used in the calculations to be 1.0. For

solutions having ionic strengths on the order of 10 M, this is not a reasonable
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assumption (Cohen, 1987a). The manganese dependence of the rate expression
was not determined, since only one relative humidity and one MnSO,4/(NH4)2SO4
ratio were used. A first-order dependence of the rate of S(VI) formation on S(IV)
was assumed, which resulted in a first order rate constant of approximately 0.04
sec”!. A value of 0.004 sec™! is obtained if a volume-averaged diameter of 9.2 um
is used along with a MnSO4 concentration of 0.055 M (see Table 4.1). A slight
increase in the reaction rate with increasing SO, concentration (0.1 to 1 ppm)
was noted. One particularly interesting observation was that the runs made with
manganese-containing aerosols resulted in a S(IV) oxidation rate only 2.5 times
faster than that for pure (NH4)>SO4 aerosols. This is similar to the results of
Clarke and Williams (1983), who found only small increases in the S(IV) oxidation
rate with the addition of manganese or iron to deliquesced MgCl,, NaCl, and

(NH4)2SO4 aerosols.

Crump et al. (1983a) used a well-characterized continuous stirred tank re-
actor (CSTR) to study the growth of MnSO, aerosols. The high humidities and
high SO, concentrations used are typical of plume conditions. Low particle num-
ber concentrations (< 10* particles/cm?®) ensured that condensation was the only
mechanism by which particle growth occurred. An optical particle counter was
used to measure the feed and effluent size distributions. The distributions were
then used to predict a rate expression which, given the feed distribution, resulted
in the observed effluent distribution. This rate expression was assumed to be zero
order in manganese and S(IV), and inversely proportional to the hydrogen ion

concentration.

As with the two prior studies discussed here, the work of Crump et al. (1983a)
relies heavily on the measured humid aerosol size distribution. It was stated that
one-half hour was allowed for the optical particle counter, a Royco Model 226, to
equilibrate with the humid stream being measured. However, Biswas et al. (1987)

have shown that the Royco Model 226 OPC requires on the order of nine hours
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for the humidity to reach a steady state value (e.g., 90%, given a 95% humidity
feed). This particularly long adjustment time is due to the hygroscopic nature of
the instrument sheath air filters. An attempt was made by Crump et al. (1983a)
to compensate for the temperature rise, and subsequent humidity decrease, in the
sampling chamber caused by dissipative electronic heating. It was estimated that
the humidity within the sizing chamber was 82 to 84% and that the particles being
sized were still wet, not dry. The humidity was then theoretically raised back to
the level in the CSTR and the equilibrium particle diameter calculated. While this
adjustment is not a problem for the pure MnSQOy feed aerosol, the difficulty arises
in dealing with the mixed species eflluent aerosol where the detailed aqueous phase
thermodynamics must be known. Activity coefficients in all of the calculations

were assumed to be 1.

The work of Berresheim and Jaeschke (1986) is the most complete reaction
kinetics aerosol study done to date. A jacketed tubular, laminar flow reactor with
an average reactor residence time of six minutes was used. Characterization studies
showed a homogeneous aerosol /gas mixture in the radial direction. No mention was
made of the thermal profiles. Sampling ports were located at various points along
the reactor length and the SO, uptake was measured using a coulometric analyzer
with a detection limit of 0.25 ppb. The aerosol was generated using a nebulizer,
and number concentrations ranging from 102 to 10° particles/cm® with dry particle
sizes ranging from 0.01 to 1 um were obtained. Coagulation was estimated to be
negligible. Dry aerosol, SO5, and air (humid or dry) were fed through inlets at
the top of the reactor. Before an experiment was started, the dry particle size
distribution was measured using a TSI Model 3030 Electrical Aerosol Analyzer
(EAA). Filter samples of the dry aerosol were also collected to determine the metal
mass loading in the air. The reactor humidity was varied from 0 to 94%, or from
humidities below the deliquescence level where the particle was solid, to humidities

where the particle was liquid.
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Figure 4.4 MnSO,4 concentrations at 94%
humidity, 25°C for the diameter range used
by Berresheim and Jaeschke (1986).

Expressions for the S(IV) oxidation rates of three salts of manganese —
MnSO4, MnCl,, and MnNO3 — were developed. Basically, the reaction rate was
assumed to be a function of the metal mass loading (more metal, or aerosol parti-
cles, will mean that more SO, can be oxidized), the salt activity (aerosol solution
concentration), the hydrogen ion activity, and the gas phase SO, concentration.
An inverse first-order relationship was assumed for the hydrogen ion activity based
on the findings of previous dilute, bulk phase studies. Martin and Hill (1987) have
since attributed this dependence of the rate of sulfate formation on [H*]~! to an

ionic strength, as opposed to pH, effect.

Given a polydisperse aerosol, particularly one with diameters ranging over
several orders of magnitude, every particle will have a different solution concentra-

tion. Figure 4.4 shows the range of concentration as a function of diameter that
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will exist in a MnSOy4 aerosol at 94% humidity. The concentration varies by as
much as a factor of two between the maximum and minimum diameters of the size
distribution. Berresheim and Jaeschke (1986) used an average salt molality in the
fitting of the rate expression — (m) = Cue/(MWye L), where Cye is the mass of
metal (not salt) per volume of air, L is the water content of the aerosol, and MWy,
is the molecular weight of the metal. The aerosol water content was obtained by
subtracting the mass of dry aerosol per volume of air from the mass of aerosol at a
specified relative humidity per volume of air. Since the wet aerosol size distribution
was not actually measured, it had to be inferred using the dry aerosol distribution.
In shifting the dry distribution to another humidity, the density of the dry particle
was needed, requiring that the the number of waters of hydration be known. Cohen
et al. (1987a) found that the “dry” MnSO, particles studied in their electrody-
namic balance actually had an overall stoichiometry of MnSO4-2.8 H,O as opposed
to an integral number of water molecules. The density of MnSO4-n H,O ranges
from 3.25 g/cm? (n = 0) to 2.10 g/cm® (n = 5). Berresheim and Jaeschke (1986)
claimed that (m) is equivalent to a number average of the particle salt molality.
However, because the calculation of the aerosol water content involved determining
the total mass of the aerosol, (m) is actually a mass-averaged value. The maxi-
mum particle diameter that can be measured using an EAA is 1 um. The dry size
distributions of Berresheim and Jaeschke (1981) indicated that while the majority
of particles had diameters less than 0.1 um, there were still a significant number of
particles 1 um in diameter. A 1 um diameter particle has O(10°%) times the mass
of a 0.1 um particle, and O(10°) times the mass of a 0.01 um particle. Therefore,
another aerosol sizing instrument should have been used in conjunction with the
EAA to determine the actual number of particles having diameters over 1 pm,

since these particles have an exaggerated effect on a mass distribution.

Measurement of the wet aerosol distribution was the weakest link in several of
the previous studies, and the absence of this measurement was the weakest link in

this study. The uncertainties involved in the assumptions made by Berresheim and
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Jaeschke (1986) would have been significantly smaller if a monodisperse aerosol
had been used, or if the particle sizes had been limited to those greater than 0.1
pm in diameter, where the magnitude of the Kelvin effect on particle composition

is greatly reduced.

Berresheim and Jaeschke (1986) calculated that for a typical atmospheric
metal mass loading and relative humidity (55 ng/m3, 94%), Mn(NO3), is a more
effective catalyst than MnCl,, which, in turn, is more effective than MnSOy,.
However, the percent conversion rates were recalculated at these same conditions
using the predicted rate expressions (see Table 4.1), and 2.5%hr~?!, 3.5%hr~!,
and 0.09%hr~! were obtained instead of 2.5%hr~!, 1.5%hr~!, and 0.09%hr~!
(Berresheim and Jaeschke, 1986) for Mn(NO3)2, MnCly, and MnSOy, respectively.
This would make MnCl, the most effective catalyst of the three manganese salts.
It is interesting that the three salts resulted in different reaction rate expressions
indicating some sort of anion effect. At the same relative humidity, MnCl, and
Mn(NO3), result in approximately the same solution molality, and hence, ionic
strength. The salt activities are only slightly different. The biggest difference be-
tween the two salts is the hydrogen ion activity — Mn(NO3), is considerably more
acidic than MnCl, at the same concentration. Perhaps there are both an ionic
strength effect (MnSOy,, while only slightly more acidic than MnCl;, has a much
greater ionic strength for solutions of similar concentration) and a hydrogen ion

effect contributing to the S(IV) oxidation rate in concentrated aerosol solutions.

§4.2.3 Proposed Mechanisms

Few reaction mechanisms have been proposed for the aqueous-phase
manganese-catalyzed oxidation of SO, by oxygen. Of the mechanisms proposed,
there are basically two types — free-radical chain mechanisms involving initiation
followed by a sequence of electron transfers (e.g., Huss et al. (1982b)) and polar

mechanisms involving the formation of an ion complex (e.g., Bassett and Parker



(1951) and Huss et al. (1982b)).

The rate determining step in the mechanism of Bassett and Parker (1951) is
one in which the complex Mn(SOa)zog_ undergoes rearrangement to form Mn2*
and SO?~. It was argued that the observed dependence of the reaction rate on
the anion present was consistent with the existence of a manganese-S(IV) com-
plex. The nature of the anion determines the stability of the manganese-anion
complex, which competes with the S(IV) complex (see also Ibusuki and Barnes
(1984)). Hoffmann and Boyce (1983) have derived the theoretical rate expres-
sion corresponding to Bassett and Parkers’s (1951) mechanism. The reaction
rate, R = k [Mn?*]|*[SO27]%[0,]", is either zero, first, or second order in S(IV)
(8 = 0,1,2), zero or first order in oxygen (y = 0,1), and always first order in man-
ganese (a = 1), depending on the reaction conditions (Hoffmann and Boyce, 1983).
Second-order S(IV) dependence has not been observed for this system. However, for
those conditions where first-order S(IV) and Mn(II) dependence have been found
([S(IV)] < 10~¢ M, see Martin and Hill (1987)), Bassett and Parker’s (1951) mech-
anism must be considered a possible explanation of the chemistry. Since S(IV)
exists primarily as HSOg5 in the pH range typical of atmospheric aerosols, it is
conceivable that bisulfite, not sulfite, complexes with the manganese. Addition-
ally, van Eldik (1986) advises that not enough consideration has been given to
O-bonded sulfito species when considering possible Mn-S(IV) complexes. Metal
hydroxy species can react rapidly with SO3,4, to form an O-bonded sulfito species,
which then undergo electron transfer reactions to form sulfate and reduced metal

ions.

In order to explain the two term rate expression describing their data, Huss et
al. (1982b) proposed a mechanism that has elements of both the free radical and ion
complex type. The “major contribution” chain involves the formation and reaction
of the radicals SO, -, SO5 -, HSOy -, and SO -. The second-order manganese term

results from this portion of the mechanism. The “minor contribution” chain is
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actually a polar mechanism involving the ion complexes MnHSO; and Mn(HSO3),
and leads to the first-order manganese, first-order S(IV) term in the rate expression.
The proposed set of initiation steps is a combination of the formation of two ion
complexes, Mng+ and Mn,(HSO3)3t, and free radical formation (SOg-, SO; -,
OH.). Free radical reaction with organics has been proposed as the termination
step. Because Huss et al. (1982b) worked with pH values ranging from 1 to
4, where the concentration of HSO,; dominates that of SO%", the mechanism
has been formulated in terms of the oxidation of S(IV) as the bisulfite ion. At
the experimental conditions used in the study, the second-order manganese term
dominates the reaction rate expression. The mechanism is attractive, however,
since it results in both first- and second-order manganese dependence — both of

which have been observed by researchers under differing conditions.

§4.2.4 Conclusions

Martin and Hill (1987) were able to reconcile a number of the reported
bulk phase reaction rates by plotting R/[Mn(II)]? as a function of ionic strength
([Mn(II)] indicates the total manganese concentration). Similarly, the observed
S(IV) reaction rates divided by [Mn(II)] were plotted as a function of I for the ex-
periments in Table 4.1. Although there is no reason to presume that all the rates
are second order in manganese, Figure 4.5 reveals several interesting features. First,
at comparable ionic strengths, the value of R/[Mn(II)}? determined by Martin and
Hill (1987) and Huss et al. (1982ab) (the results of these two studies are identical)
is several orders of magnitude greater than both the values of Coughanowr and
Krause (1965) and the values calculated from the aerosol studies. This is particu-
larly curious since Coughanowr and Krause (1965) performed their experiments in
the [S(IV)] and ionic strength regime that Martin and Hill (1987) found resulted
in a rate expression second order in manganese. However, the manganese concen-
tration was several orders of magnitude greater than that used by Martin and Hill

(1987). This same situation, [S(IV)] < [Mn(II)], exists in a deliquesced manganese
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Figure 4.5 Second-order manganese rate constant as a function of ionic
strength. Martin and Hill (1987) ( ) and Coughanowr and Krause
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0.055 M, (b) rate expression cogected for 9.2 um aerosol used with [Mn(II)]
= 0.055 M. Cheng et al. (1971)70) MnSOy, at 4.5 ppm SO, 95% SO2, RH
— reaction rate (mol/s) divided by volume of catalyst at [Mn(II)] = 2.2 M.
Bronikowski and Pasiuk- Bronikowska (1981) (A) [MnSO4)= 7 x 1073 M :
(a) [02]~0.0019 M, (b) [O2]~ 2.6 x 107¢ M, (c) [O2]~ 1.4 x 10~¢ M.

|
103 0.01 0.1 1 10 100



-93-

salt aerosol. Second, the results of Coughanowr and Krause (1965) at high man-
ganese concentrations (and therefore high ionic strengths) can be fit to a straight
line: R/[Mn(II)]2 = 0.0347 I~ 1728, Note that if I ~ 4 [Mn2*] then R ~ k'[MnZ*]°,
which is to be expected since Coughanowr and Krause found the reaction to be
approximately zero order in manganese at high manganese concentrations. If this
line is extrapolated, it intersects the cluster of points corresponding to the aerosol
studies. And third, given the aerosol study data, it is apparent that the reaction
rate is not zero order in S(IV), although it might be effectively second order in
manganese. Reiterating, although the relationships among the various data in Fig-
ure 4.5 are intriguing, there are no firm conclusions that can drawn from the plot

— only questions that can be raised.

In spite of the relatively large number of studies that have been performed
on the manganese-S(IV) system, a definitive picture of the process is far from
apparent. Those conclusions that can be drawn follow primarily from the results

of the bulk-phase studies:

(1) For [S(IV)] < 107¢ M, [Mn(II)] < 0.1 M, the reaction rate
exhibits first-order S(IV) and first-order Mn(II) dependence,

(2) For [S(IV)] > 10=* M, the rate is second order in Mn(II)
and zero order in S(IV),

(3) The reaction rate decreases with increasing ionic strength
for both concentration regimes. This effect had previously
been attributed to a pH effect.
The existence of an anion effect is still a matter of debate in the bulk-phase studies.
At this time the mechanics of working with aerosols limit the accuracy of reaction
rate measurements and the information that can be obtained from aerosol-phase
studies. While it is clear that S(IV) to S(VI) oxidation does occur in deliquesced
manganese salt aerosols, no firm conclusions can be drawn as to the order of the
reaction or the existence of an ionic strength effect versus a pH effect. Perhaps the
only point of agreement between the various aerosol studies is that the reaction

rate increases with relative humidity (decreasing ionic strength and manganese con-



centration). Despite this current inadequacy, aerosol/droplet phase studies must
be continued. The technology needed for accurate measurement and sampling of
reacting particles will improve. Well-controlled laboratory studies of fogs/clouds
are necessary to determine whether or not bulk-phase studies adequately model
the chemistry in the complicated chemical-microphysical system that is actually
a fog/cloud. Aerosol-phase studies using natural manganese sources such as fly
ash are needed. As in the manganese salt studies, the results from fly ash studies
are currently ill defined and contradictory. The effect of anions and other possible
synergisms needs to be explored further both in dilute and concentrated systems.
Finally, an understanding of the actual chemical mechanism is necessary if there is
to be any hope of predicting the importance of manganese, as regards the oxidation

of SO,, in the chemically complex atmospheric system.
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CHAPTER 5§
EXPERIMENTAL PROCEDURE AND RESULTS

The reactor system described in Chapter 2 should be regarded well-defined,
well-controlled “atmosphere” rather than a device to generate kinetic data. Pro-
posed rate expressions can be used to predict rates of S(IV) oxidation as they
would be in a full atmospheric model — integrally related to and dependent on the
thermodynamics and physics of the particle system — and the resulting predicted
aerosol growth can then be compared with that measured experimentally. The
procedure used to measure the growth of a humid MnSO4 aerosol in the presence
of SO, under controlled conditions and the observed growth curves are presented in
this chapter. The associated theoretical description of the system will be discussed

in Chapter 6.

§5.1 Experimental Procedure

The MnSO4 or MnSO,4 /Na,SOy4 solutions used in the experiments were made
using Milli-Q/R water and reagent grade chemicals. All solutions contained 5 g/¢
of the salt. For MnSO4/Na,;SO, solutions, the desired molar salt ratio was set

while maintaining a total concentration of 5 g/¢.

The night before an experiment was to be performed, approximately 2 ¢pm
humid air were passed through the reactor for a period of approximately 12 hours
or until the start of the experiment. The effluent was vented to the waste line
through the EG&G 911 bypass (see Figure 2.1). The CSTR pressure was set at
typical experimental values using the adjustable valve in the waste line. The SO,

analyzer and the two heating baths were never turned off.

The distribution of flows in the reactor system was discovered to be very



pressure sensitive and regardless of the flow path at a given time in the experimental
procedure, it was necessary to maintain the same pressure profile in the system.
Therefore, before an experiment was started, the entire flow system, as it would
be configured during the efluent measurements, was turned on and the pressure
in the CSTR noted. This pressure would be maintained in the CSTR during the
approach to steady state.

At the start of an experiment the syringes were filled with the appropriate
salt solution, the syringe pump was started, and air (2.55 x 10° Pa, = 37 psig) to
the atomizer was turned on. The sheath air to EMC1 was started and the inlet
pressure set to 5.5 x 10* Pa, (8 psig). For those experiments in which a pure
MnSOQ, aerosol was used, the EMC1 voltage was set at 2200 V. A Na,SO4 particle
in equilibrium with a given relative humidity has a larger diameter than a MnSO,4
particle. This is simply a property of the salt. Since approximately the same “wet”
feed diameters were desired for each experiment, a smaller initial “dry” particle

had to be generated. Hence, a voltage of 1500 V was used if the aerosol was a

MnSO4 and Na,SO4 mixture.

The SO, gas cylinders were opened and the inlet pressure to the SO, flowrate
capillary set at 3.45 x 10* Pa; (5 psig). The pressure across this capillary was
set so as to provide the desired SO2 concentration in the CSTR. Downstream of
EMCI1 the aerosol passed through a neutralizer, over the humidifying bath, into the
premix vessel and on to the CSTR. The CSTR effluent was vented to the waste line
through the EG&G 911 bypass. Flow to all downstream measuring instruments
was turned off and the pressure in the CSTR set to the previously determined
value using the adjustable flow valve in the EG&G bypass waste line. An iterative
approach was used to set the aerosol flowrate to approximately 2 £pm by adjusting
the amount of flow vented to the waste line just prior to EMC1 (see Figure 2.1),
and to balance the sheath and excess flows of EMC1 at 10 ¢pm — all the while

maintaining a constant CSTR pressure.
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The system humidity was determined by the room temperature and the hu-
midifier bath temperature. Humidities over 95% were difficult to match in EMC2
and hard on the instrument. If it appeared that the CSTR humidity would exceed
95%, the humidity was lowered by adding dilution air to the CSTR feed.

The system conditions were held stable in this flow configuration for six hours
as the reactor approached steady-state operation. After four hours had passed, the
SO, analyzer was “calibrated” for the day. The teflon filter at the instrument inlet
was changed. The voltage readings for zero air and the span gas (either 10 or 100
ppm depending on the SO, range being used for this experiment) were checked
and set to the values determined during the actual calibration. This ensured that
the intermediate concentrations and their corresponding output voltages matched
the calibration curve. The sheath air flow to EMC2 was started at this time and
the bubbler humidifier temperature controller turned on. The CNC was switched
on and allowed to sample filtered room air to assure that steady state tempera-
ture conditions had been reached in the CNC before the size distributions were

measured.

Approximately five hours after the experiment was started, the CSTR effluent
was switched from the EG&G bypass to the measuring instruments. The CNC
was hooked up to the EMC2 sample flow. Again, an iterative method was used to
balance the sheath and excess flows in EMC2 while adjusting the valve downstream
of the EG&G 911 meter to maintain constant pressure in the CSTR. This was done
as quickly as possible — within several minutes. Both the EG&G 911 and 880 dew
point meters were turned on and balanced. The heating tape on the lines prior to
these meters was also turned on to decrease the actual humidity of the air in the
sensors. All temperatures, dew points and the SO, analyzer were monitored using
the PDP-11 computer (see Appendix E, program SAMP.FOR). Sixty readings were
taken for each A/D channel at one second intervals and then averaged together.

The next set of readings was taken after twenty seconds. This sampling scheme
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was used during the all voltage scans.

Because minimal size biasing of the particle size due to humidity changes was
desired, the relative humidity in EMC2 was matched to the relative humidity in
the CSTR. Any necessary dilution air was added to the classifier sheath air and a
pressure of 1.03 x 10° Pa, (15 psig) maintained at the sheath air capillary inlet.

Once six hours had passed since the start of the experiment and the humidity
in EMC2 was set, the efluent voltage scan was measured. Approximately twenty
CNC readings were taken for each EMC2 voltage. Since the particle concentration
at every voltage was less than 1000 particles/cm®, the CNC operated in counting
mode. The temperatures, dew points, and SO concentration were monitored using
the computer and the data saved in a file. The entire scan typically took an hour

to complete.

After finishing the efluent scan the dew point meters were rebalanced. The
butanol in the CNC was drained and replaced with fresh butanol. The reactor
flow was switched to the CSTR bypass. The CSTR bypass valve approximates the
pressure drop because of the CSTR and was the only valve adjusted in the switch
from effluent to feed measurement. A slight redistribution of the flowrates occurred
because of the change in the downstream pressure drops when this valve was not
used and particle deposition in the lines changed. This resulted in increased line loss
during the feed measurement relative to that of the efluent measurement. However,
this did not appear to bias the size distributions. When a dry MnSO4 aerosol was
measured without the CSTR bypass valve, the feed and effluent distribution peaked
at the identical diameters (see Figure 5.1). The CSTR bypass valve was used in

all other experiments, eliminating the change in line loss between the scans.

Figure 5.2 shows that some aerosol growth was possible even though the res-
idence time in the lines and premix vessel prior to the CSTR was on the order of

0.5 minutes. In order to determine the aerosol growth resulting from the SO,
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oxidation, it was necessary to stop the SO, flow for the feed measurements. How-
ever, the flow of SO,, though on the order of tenths of liters per minute, could not
simply be stopped, or again the system pressures and flowrates would readjust.
The relative humidity would also change since the SO, served as a dry, humidity
dilution flow. Therefore, ultrapure air was substituted for the SO, flow while the
feed voltage scan was taken. Temperatures and dew points were monitored by the
computer. As with the efluent measurements, the feed scan typically took an hour
to complete. Even though feed particle concentrations were higher than those in

the efluent, the CNC remained in counting mode.

After finishing the feed voltage scan, the dew point meters were rebalanced,
turned off, and the mirrors cleaned. Power to both classifiers was turned off. The
CNC was disconnected from the EMC2 sample flow and allowed to sample filtered
room air for a half an hour before the butanol was drained and the instrument
turned off. The syringe pumps were stopped, the syringes cleaned, and the atomizer
waste bottle emptied. All air flow to the system was turned off. Everything except
for the heating baths and the SO, analyzer was turned off. Those valves through
which aerosol passed were dismantled and cleaned after every experiment. The
humidifier was disconnected and bypassed. The air flow — this time dry — was
started again and fed to the CSTR. The effluent was vented via the EG&G bypass
line. In order to dry out EMC2, the bubbler humidifier was bypassed and the
sheath air turned back on. Dry air was run through both the reactor and EMC2

for several hours.

Because of the humid, acidic environment the measuring classifier (EMC2)
was subjected to, the instrument required constant attention and maintenance.
Solid MnSO4 deliquesces at humidities greater than ~ 83%. Therefore, the aerosol
deposits on the cylinder, rod, and base of EMC2, which occurred as a natural part
of classifier operation, formed a fine liquid layer when the instrument was operated

at high humidities. Once classifier EMC2 became “too dirty,” it was impossible
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to maintain a stable voltage during an experiment and the instrument had to be
cleaned. After two experiments, or approximately every 20 hours, the rod, cylinder
and base of the classifier were cleaned. All lines and all valves in the instrument
were also cleaned. Every other cleaning, the “head” containing the aerosol inlet
and the sheath air flow-straightening screens, was disassembled and cleaned. This
was not done every time because the screens are delicate and easily damaged. The
maintenance requirements of EMC1 were fewer because it was operated dry. The

instrument was disassembled and cleaned every 50 — 75 hours of operation.

Each time EMC2 was cleaned, all aerosol lines in the reactor system were also
cleaned. If too much time passed between cleanings, the hygroscopic salt deposits
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