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ABSTRACTS

Part 1: The Electronic Structure of the Criegee Intermediate:

Ramifications for the Mechanism of Ozonolysis.

Generalized valence bond (GVB) and configurétion interaction
(CI) calculations using a double zeta basis set have been carried out on
methylene peroxide (H,COO), the reactive intermediate in the Criegee
mechanism for ozonolysis of olefins. The ground state of methylene
peroxide (using an open gec’)metry)' is shown to be a singlet biradical
rather than a éwitterion. ‘A strong analogy betweeh methylene peroxide
and its isoelectronic counterpart, ozone, is developed. The calculations
also show that the ring stat_e of methylene peroxide is 1 eV lower than
the open form. Moreover, the ring state may reopen to give the dioxy-
methane biradical.

The ab initio results are combined with thermochemical data
in order to analyze the stability of the Criegee intermediate as well as
‘the possible modes of reaction in ozonolysis. With re.gakrd to ozonolysis
in solution, the mechanism for epoxide formation is elucidated and the
possible role of methylene peroxide rearrangement to dioxymethane is
considered in interpreting the *o isotope experiments. With regard to
ozonolysis in the gas phase, the production of many of the chemilumi-
nescent species observed by Pitts and co-workers is explained. The
production of reactive radicals such as OH and HO, in the course of
ozonolysis, which may have important consequences for understanding

the generation of photochemical air pollution, is also delineated.
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Part 2: The Electronic Structure of Pyrazine: A Valence Bond Model

for Lone Pair Interaction,

A valéence bond (VB) model is developed to describe the inter-
action of the lone pair excitations in pyrazine. Extensive ab initio
minimal basis set (MBS) configuration interaction (CI) calculations show
that the descfiption of the n cations and nw* states of pyrazine afforded
by the VB model is more accurate than that afforded by the molecular
orbital (MO) model proffered by Hoffmann. The VB picture of the n
cations and na* states involves the interaction (resonance) of two

equivalent, localized excitations. The resultant splitting is large (1 to

2 eV) because of a slight delocalization of the n orbitals induced by the
Pauli principle. (The n orbitals are still 90% localized on the nitrogens.)
The splitting of the nz* states is comparable to that of the n cations
because the w* orbital is delocalized, even though the excitation process
is localized on one nitrogen.

The MBS CI calculations indicate that the lowest ionization
potential of pyrazine corresponds to the *A . (n) state. Calculations on
the lowest Rydberg states indicate that they involve excitationskout of an
n orbital rather than a w orbital, in opposition to earlier spectroscopic
assignments. Finally, the calculations show that the forbidden 1 1Bzg
(nor*) states is 1 eV higher than the allowed 1 lB3u (nar*) state, so that
the perturbations cbserved in the absorption spectrum must be ascribed

to another source.
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Part 3: Comparison of INDO and Ab Initio Methods for the Correlated

Wavefunctions of the Ground and Excited States of Qzone.

The validity of using integral approximation schemes in con-
junction with correlated wavefunctions has been tested by performing
generalized valence bond (GVB) and extensive configur‘ationin’ceraction
(CI) calculations with INDO approximate integrals on the ground and
excited states of ozone. High quality ab initio calculations have
previously shown correlation effects to be extremely important for
describing ozone. We find that for the CI wavefunctions the INDO
approxima’cidn leads to vertical excitation energies. within about 30%
[from 0.8 eV too low to 0.6 eV too high with an RMS error of 0.5 eV],
as compared with comparable ab initio calculations. We also found
that the INDO GVB wavefunctions lead to bond angles in good agreement
with experimental and ab initio calculations, but produced bond lengths
that were too short. Most important was the discovery that INDO
grossly favors closed geometries as opposed to open geometries,
predicting the ground state of ozone to be an equilateral triangle state
(even for correlated wavefunctions) with an energy 6 eV below the

correct open state!
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Part 4: Comparison of INDO and Ab Initio Methods for Correlated

Wavefunctions of the Ground and Excited States of Methylene

and Ethylene.

The usefulness of the INDO integral approximation for corre-
lated wavefunctions was tested by carrying out GVB calculations on (1)
the three lowest states of methylene as a function of bond angle and (2)
the three lowest states of ethylene as a function of the dihedral twist
angle. The methfylene pctential curves cbtained with INDO were in
good égreement (0.2 eV errors) with ab_initio results, while the
ethylene curves were very poor (2 to 4 eV errors). Comparison with
ab initlio calculations revealed two major problems: in the INDO method
(1) the use of empirical values from atomic spectra for the one-center
exchange integrals and (2) the use of only one resonance or § parameter

per atom.
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Part 5: Approximate Integral Methods and Correlated Wavefunctions

Attempts to develop an approximate integral method that
produces reliable results in conjunction with correlated wavefunctions
are reported. Two basic lines of approach are pursued: (1) modifica-
tion (or reparametrization) of INDO and (2) general investigation of
truncated integral sets. The integral approximations were tested on
the low-lying states of ﬂz, H,, C,, 0,, C,H,, O,, and C/H, using
consistently correléted wavefunctions. No approximaie method investi-
gated gave satisfactory results on all the systems tested, with the O,
and C, molecules presenting the greatest problems. However, good
results, ﬁsing approximate methods comparable in_complexity with
INDO, Wére obtained for describing the potential curves of the low-
lying states of H,, H,, and C,H,. Finally, the calculations revealed
two important guidelines for approximate integral methods. (1) Trans-
formation to orthogonal atomic orbitals (especially the one-electron
integrals) is necessary prior to any truncation of the integral set.
Truncation of the standard nonorthogonal integral set leads to poor
results, biasing the calculations toward short bond lengths and closed
geometries. (2) Replacement of core electrons with local potentials
rather than 2J~-K potentials leads to better results, because the need

to orthogonalize the valence orbitals to the core is cbviated.
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PART ONE:

The Electronic Structure of the Criegee Intermediate:

Ramifications for the Mechanism of Ozonolysis



L INTRODUCTION

The reaction of ozone and olefins (in solution) with its puzzling set of
products has intrigued chemists for years. 1-3 More recently, the gas phase
analogue has come under scrutiny as an important link in the chain of photo-
chemical smog production. 4 The isolation in solution of 1,2, 4-trioxolanes
rather than 1, 2, 3-trioxolanes from ozone-olefin reaction mixtures and the
incorporation of foreign aldehydes in the 1, 2, 4-trioxolanes led C_I'itagee5 25

years ago to propose the following mechanism,”

\ /- N
C—=C + Oy —— . —
/N \/
: 2 A A
. \_J
i 1
_ o -
o/ o) 0—0
Ol — 0
L/\ /\_ //\O/\\
2 3

Since then a great deal of experimental work has substantiated the Criegee

mechanism as either the predominant or at least a major pathway for

2,3,6-8

ozonolysis in solution. However, no definitive mechanistic studies

have as yet been performed on gas phase ozonolysis.

9,10

Recent extensive ab initio calculations have shown that ground

state ozone is basically a singlet biradical (4)
O
PN
O. 00

4



rather than.the resonance of two VB zwitterions (5)

4

o A (o
0/ \O‘ G ’O‘/ AN

2
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as often proposed. In fact, the state that corresponds most closely to § is
actually 4-5 eV higher than the ground state! 9a,b Since the Criegee inter-

mediate, methylene peroxide (2), is isoelectronic to ozone, we expected

it to have an analogous ground state and hence teo correspond essentially to
a singlet biradical (6) ' O/O .
C:
v g
8

rather than a zwitterion (2) as is normally assumed. In this paper we
report the results of extensive generalized valence bond (GVB) and config-
uration interaction (CI) studies on the low-lying states of methylene

peroxide (6).
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II. THE QUALITATIVE GVB DESCRIPTION OF H,CQO

We have found that a good picture of the ground and low-lyirg excited
states for a molecule can be obtained prior to any calculations by building
up the molecule from its component atoms in their ground atomic configura-

tion. 10

Higher lying states may be found by considering excited atomic
configurations. The basic idea here is that the energy involved in the atomic
excitation carries over to the molecular system.

Mcthylene peroxide *“aJ bo formed by bongiing a ground stata nie’:hgrl—
ene (3B1) to a ground state oxygen (32‘,;;) molecule. Previous work on

me‘chylene]L 1 12

and oxygen = has shown that constructing their respective
ground states from ground state atoms leads to the following representation

(GVB diagram)

| CH,(°B) 0,5

Here, we have ignored the core orbitals, 1s for carbon, 1s and 2s for
oxygen, which are tightly bound and remain relatively unchanged for all the
low-lying states. The hydrogen 1s orbitals are represented by (), the carbon
and oxygen 2p orbitals are represented byG< if in the plane of the
paper band by O if perpendicular to the plane of the paper, and the carbon

sp hybrids are represented byo<>. Dots indicate the number of electrons
in each orbital and tie lines indicate the coupling of two singly-occupied
orbitals into a bonding pair. We wiil often simplify our diagrams by using

lines to represent bonds, e.g.,



"*>® () Q)

- ©) SanO

H O 0

in order to emphasize the orbitals involved in interactions between two
molecular units,

Before forming methylene peroxide, a few comments about ther system
of the oxygen rﬁdlecﬁle are warranted. GVB calculations on 02(32é) huve shown
that the two sets of three-electron pi bonds contribute a total of ~ 60 kcal
to the O, bond. 9,10 The origin of the bonding may be understocd in terms
of two effects ’ghat occur as the two atoms are brought togéther. Because
of the Pauli principle, the singly-occupied o orbital on one center musi‘:‘

.become orthogonal to the doubly~occupied o orbital on the other center.

This leads to an’cibohding character in the singly-occupied orbital.

g g

R ] —f>
+ &
However, the doubly-occupied’orbital may delocalize onto the other center

- —— — - — - - o

AQ GVB

leading to a significant bonding effect.

AO ,

The result of delocalization of these two orbitals would normally introduce
ionic character into the wavefunction; however, the doubly-occupied 7
orbitals in the x and y planes delocalize in opposite directions so that the

total wavefunction remains neutral. The three~electron # bond becomes



much weaker (~ 13 kcal/mole instead of 30 kecal/mole) when one of the . .
counterbalancing delocalizations is stopped, e.g., when O, is bonded to
an H or CH, to form a peroxy radical. 13

The two reasonable geometries for bonding CH, (3B1) to O, (3Z}é) have

the CH, and COO planes either perpendicular or coplanar

H

plancr - parpendicuiar

In the perpendicular form, there is a bad interaction between the central
oxygen 7 pair and the CH bonds. In the planar form, the central 7 pair
may delocalize onto the carbon, while the carbon o orbital becomes

orthogonal to the o p‘air (building in antibonding character). Such delocal-
— ization of the 7 pair was found to be quite important for bonding in ozone. 9¢, 10
However, in methylene peroxide the delocaliz;ation onto the carbon will be
much less because of its lower electronegativity. Nevertheless, one would

expect the planar form to be more favorable than the perpendicular.

The planar structure for methylene peroxide (7)

gives rise to both a singlet and a triplet state. The relative energy of the

singlet and triplet states is governed by the size of the overlap (S) of the



14 For atomic 7 orbitals the overlap is

two singly-occupied 7 orbitals.
quite small (S ~0. 015, so that the singlet and triplet states should be
nearly degenerate. However, because of the (bonding) delocalization of
the v c pair and the c{)ncomitant (antibonding) delocalization of the L) and
T orbitals, the overlap between the ) and T, orbitals is much higher

(S = 0.25). Consequently, the singlet state is expected to be significantly
lower than the triple’é. In ozone, the corresponding overlap is'S'= 0.28

and the comparable singlet-triplet splitting is 1.47 eV} %, ¢, 10

The split-
ting in methylene peroxide should be smaller ;chan in ozone (we find AE =
0.84 eV), since the central oxygen # pair will not delocalize as much onto
the less eiectroneéative carbon. As a result, the overlap of the terminal
p, orbitals is smaller and, hence, the splitting energy.

~ To facilitate the discussion of the various methylene peroxide states,
we will label each state according to the number of 7 electrons. For
example, the states obtained from 7 are ‘A’ (4m) and A (4m).

Other low-lying states that are formed from ground atomic c0nfig—

urations may be found by rotating either end of methylene peroxide by 90°

giving rise to 8 and 9.

Configurations § and 9 lead to '*A”(5%) and **A”(3%) states, respectively.
For 8 and 9 the triplet states are expected to be slightly lower in energy
since the singly-occupied orbitals are orthogonal. The analogous singlet

and triplet states in ozone are ~2 eV above the ground state. 9,10

Since
the w bonds in methylene peroxide are weaker than in ozone, one would

expect energies of the A” 37 and 57




states to be significantly less than 2 eV. Moreover, the 37 states should
be lower than the 5w statés, since( the CO 7 bond is weaker than the OO«
bond. Also, the oxygen 7 pair-oxygen 7 pair interaction (of 8) is worse
than the oxygen 7 pair:CH bond interaction (of 9), since the CH bonds are
bent back away from the 7 pﬁir.

Finally, rotation of both terminal groups by 90° leads to 10

and two more higher-lying states,l’sA’ (4m). Since the two singly—occupiéd
orbitals have small overlap, the singlet state is expected to be slightly Y

lower than the triplet. The analogous states in ozone appear near 4 eV.g’ 10

To distinguish the *s®

A’ (4m) states obtained from 7 and 10, we denote them
as planar (7) or perpendicular (10) according to the orientation of the
hydrogens with respect to the COO plane. The perpendicular ‘A (4wr) state
" is particularly interesting in that it should lead to a ring-like equilibrium

geometry.

(A1l other states discussed above involve repulsive interactions between

the terminal atoms and should have equilibrium bond angles > 100°) In
ozone, the ring state is calculated to lie 1.5 eV above the ground state.g’ 10
The ring state in methylene peroxide is even more interesting from a
mechanistic point of view than its ozone counterpart since it may reopen

by breaking the OO o bond to give the dioxymethane biradical
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Dlepending on the energétics of this rearrangement, this pathway may have
important implications for the isotope (180) studies of ozonolysis (vide infra).

" Configuration 12 leads to l’3A1 (47) states [;Ehe molecular symmetry is
now C,y instead of QS] , the singlet is expected to be slightly lower in energy.
Rotating either of the'oxygens by 90° leads to 1~’3A2 (37) and* B, (37) states,
the triplets being lower in energy. Rotating both the oxygens leads to 's %Al (2m)
states, the singlet gxpected to be only slightly lower, since the singly;
occupied orbitals have small overlap. The central CH bond will not delocal-
ize as the central oXygen 7 pair did in methylene peroxide.

All of these states are covalent in characier; none correspond to the
‘zwitteriénic structure (2) normally used for the Criegee intermediate. For
ozone the lowest ionic states arise from charge transfer of a 7 ¢lectron

from the central to the terminal oxygen. 9,10,15

'3
The minus combination leads to the lower state (1 le), which is the upper

state of the well-known Hartley band at 4-6 eV. 1,6

Note that these configura-
tions (13) are just VB zwitterionic structures (5) often written for the ozone

ground state. The zwitterionic structures actually describe an excited



10
state 4-6 eV above the ground state.

One would expect the lowest ionic structures for the methylene per-

oxide to be analogous to those of ozone, i.e.,

14

15
Using simple electronegativity arguments, 15 is expected to be lower in
energy ’ghan 14. Infact, the Criegee intermediate is often written as 15,
“but it still should be 3-4 eV above the singlet biradical configuration (7).

The structure (2) usually given for the Criegee intermediate corresponds

NN
|
H
2

.

'tollvq

and is actually just a poor representation of the state that is well described

by 15. The very bad pair-pair interaction between the doubly-occupied
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oxygen o prbitals will cause the central 7 pair to delocalize onto carbon,
giving rise to 15. Therefore, even before any calculations it is evident
that 2 is an incorrect representation of the Criegee intermediate. More-~
- over, the foregoing argument demonstrates the importance of associating
electrons with orbitals, when thinking about molecules. Struc’curé 2 may

appear reasonable, but 16 certainly does not!
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TMi. CALCULATIONAL DETAILS
A. Geometries

- In this initial investigation of the Criegee intermediate, calculations
were performed at the equilibrium geometries for the states of interest.
(More extensive potential curves will be generated later.) Since the Criegee
intermediate is a highly rea;tive species, experimental geomeiries afe'not
available. Nevertheless, very reasonable geometries may be developed by
referring to expériﬁentél an;a1 theoretical results on related systcms.

The various geometric parameters employed in this study are listed

in Table I. In every case, the CH bond distance was assumed to be 1.08 A
and the HCH bond angle to be 120°. A slightly smaller pond angle (113°-
116°) may be more appropriate for the conﬁg,;urations in which the carbon

is bonded to both oxygens. 17-19

The effect of using a slightly larger bond
angle, however, should be negligible. |
Configurations 7-10 involve either three or four 7 electrons on the
oxygens. The OO bond distance is expected to be shorter for the states
with three oxygen 7 electrons. In fact, experimental results on the hydro-

peroxyl radical, HOO, suggest an OO bond distance of 1. 34 A

9 9

Cr—(:) (o
H 6 H 6
3w ' 4w

for the 3r states and 1.40 A for the 4w states. 20,21

In order not to bias
the geometry in favor of either the states with three oxygen = electrons
or those with four, we took the OO bond distance to be 1. 37 A for config-
urations 7-10. It should be mentioned that one would expect the 00 bond

distance in methylene peroxide to be on the average larger than that in the
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TABLE I. Geometries

Configuration Rgyn RCO' J Coo
7,8 1.37A 1.354 103°
9,10 1.37 1.41 103°

4 OCOo
11 1.45 1.436 60.6°

12 - 1.41 106°
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hydroperoxyl radical, because of the repulsive interactions Wi’éh the
‘ larger methylene group. '

The COO bond angle was taken to be 103° for configurations Z—-}vQ
This bond angle is intermediate with respect to the experiméntal CO0
angle of 105° in dimethyl peroxide and the experimental HOO aﬁgle of 100°

22

in hydrogen peroxide. The COO angle in 1, 2, 4-trioxolane is 99.2°. 19

Using the same reasoning for the OO bond distance, the CO bond distance

dicular. For the perpendicular configurations (9 and 10), the CO bond

distance was assumed to bé the same as in dimethyl ether, namely, 1. 414. 16
This is a normal length for a CO single bond. The CO bond distance in the

| pianar configurations (7 and 8) is eﬁcpected to be shorter than 1. 41 f\v but

longer than the CO bond distances in the *nm* (1.31 A) and the nr* (1. 32 f;)

states of formaldehyde. 16

H ~ H
H,CO( mr*)
| Therefore, we took the CO bond distance to be 1.35 A. The reduction of
0.06 A in bond length for a three-electron 7 bond is the same as found in
the hydroperdxyl radical.

The reason why we took into account the effect of the three-electron
CO 7 bond and not the three-electron OO 7 bond when determining geom-
etries is {hat descl;ibing the perpendicular states necessitated a geometry
change relative to the planar cazse, while the number of oxygen n electrons

did not.
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For the ring state (11), the CO bond distance was assumed to be 1. 436 A

18 and the OO bond distance to be 1.45 & as in the anal-

9b

as in ethylene oxide
ogous ring state of ozone. Finally, for the dioxymethane biradical (12),
the CO bond distahce was assumed to be 1.41 ﬁ, while the OCO bond angle
was chosen to be 106° in analogy to 1, 2, 4-trioxolane. A slightly shorter
CO bond distance would be more appropriate for the dioxymethane 37 and

2m states. ‘

B. Basis Set and Wavefunctions

23 double-zeta

All the calculations were performed with the Dunning
[ 4s, 2p/25] por}’fracfion of the Iﬂluzizaagsﬂ4= (9s, 5p/4s) set of primitive
gaussian basis functions. The hydrogen exponents were scaled to 1.2

Earlier calculations on ozone have shown that the Hartree-Fock (HF)
wavefunction provides a very poor description of many of the low-lying
states, leading for example, to a triplét ground state! 10c A much better
description is obtained with the GVB wavefunction, 12,25
which allows singlet-paired orbitals to be singly-occupied and overlapping
rather than forcing the orbitals to be 'doubly—occupied or orthogonal as in
HF. Specifically, the doubly-occcupied HF orbitals are feplaced in the GVB

wavefunction by a pair of nonorthogonal singlet-coupled orbitals.

HE: —é_.(pu) @(2) [a(1) B(2) - B(L)a(2)]

GVB: ——J%[goam p(2) + o (1) @, (D [(DA(2) - BDe(2)] .

Splitting an HF doubly-occupied orbital into a GVB pair increases in
importance as the overlap of ¢ a and @ decreases. For example, the ground
state of H, is fairly well described by an HF wavefunction near the

equilibrium bond distance, but as the molecule is pulled apart the description
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10, 25,26 The electrons are not allowed to

becomes increasingiy worse.
Jlocalize on the separating atoms. Ionic character is introduced and the HF
wavefunction does not dissociate properly.

k Turning to the planar A’ (47) state of methylene peroxide (7), it should
be recalled that the 7 orbitals on the outer carbon and oxygen have relatively
low overlap and will not be well described by an HF wavefunction. In fact,.
for the analogous state of ozone forcing these electrons into the same orbit-
al intfoduceé an er.r'pr, ‘of' >3 2V, 9¢ Asg a consequence in the HF description
the 332 (4w) state of ozone is 2.2 eV lower than the ‘A, (4w) state! 9 we
will want to consider the dissociation of the Criegee intermediate into CH, +Q,
or CHO+O0. At the dissociation limits the orbitals inﬁdlved inthe CO
or OO bonds are singly-occupied. Therefore, fo obtain a consistent des-
eription the CO and OO bonding orbitals are split into GVB pairs. The
remaining orbitals are doubly-occupied at both the equilibrium geometry
and the dissociation limits. These orbitals will not be split, since there
are no significant differential effects to describe.

Therefore, a wavefunction with three GVB pairs will be employed
for the planar 'A’(4w) state. To simplify the solution for this wavefunction,
two approximations are madem: (1) orbitals from different pairs are taken
to be orthogonal (strong orthogonality) and (2) the orbitals in each pair are

assumed to be singlet-coupled (perfect pairing). 27 The resulting wave-

function, designated GVB(3/PP) has the form

¥ = 2195ty + byt (bedg + Sab N beds + PrpaB. .. ab].

When solving for the wavefunction, the equivalent representation of the

GVB pairs in terms of two natural orbitals is used. 28

¢a¢b + ¢b¢a =Cy (ﬁ =Gy ¢§ .
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For the corresponding planar ?A' (4m) state, the same GVB(3/PP)
wavefunction is employed except that the terminal 7 orbitals are triplet
coupled and are taken to be orthogonal. (For triplet-paired orbitals,
orthogonalization is not a restriction on the wavefunction.) Similarly,
GVB(3 /PP) wavefunctions are employed for the planar *A”(57) and
perpendicu’lér SN (3m) states (8 a{nd 9), taking the orthogonal singly- -
occupied orbitals on the terminal atoms to be singlet- or triplet-coupled.
In the GVB(3/PP) wavefunction for the scrpendicular A’ (4r) state the
singly-occupied orbitals on the terminal atoms form a nonorthogonal
GVB pair, while for the perpendicular *A’(4r) state they are taken to be
orthogonal. The GVB(3/PP) wavefunction correctly describes the forming
of the ring state (11) and the reopening to gi;ré 12. GVB(3/PP) wavefunc=
tions were used for both the *A, (47) and 1A1 (2w) states arising frdm 12.

Earlier we mentioned two restrictions imposed on the GVB(3/PP)
wavefunction, namely, strong orthogonality and perfect pairing. Past
experience has shown that these restrictions, in general, do not alter the

gualitative orbital picture of the system in question. 9-12

However, to
obtain quantitatively accurafte excitation energies (~ 0.1 eV) relaxation of
these restrictions is necessary. The resirictions are removed by perform-
ing' CI calculations allowing - excitations among the six GVB orbitals (in
addition we allowed excitations from the lone pairs on the oxygen).
Three types of CI wavefunctions were employed:
1. GVB(S).: a limited intrapair CI involving the six GVB orbitals to
relax the perfect pairing spin coupling resiriction.
2. GVB-CI: a limited CI involving the six GVB orbitals and the two

oxygen lone pairs that relaxes both the perfect pairing and strong

orthogonality restrictions. (This calculation provides the best
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energies for quantitative use.)
3. SD-CI: all single and double excitations from the dominant config-
uration(s) within the valence space (8 orbitals = 6 GVB + 2 lone pairs).
There are two dominant configurations for the planar and perpendic-
ular *A’ (47) states as well as for the *A, (27) and *A, (4n) states of
13. The remaining states have only one dominant configuration. '
Previous calculations have shown that the ionic charge transfer states
of ozone are not well described b y CI ca-lcula%ions within the GVD space. 9b
The calculated vertical excitation energies are 1-2 eV too high. This result
is not at all surprising since ionic charge transfer states are known to involve

29 We have perforimed a more extensive Ci calculation to

diffuse orbitals.

remedy this prob.lem.

4, 7 POL(2) CI: the GVB~CI configurations plus all single and double
excitations from the dominant configuraﬁon(s) [within an 11 (8 valence
plus 37 virtual) orbital space], with the restriction that only single
excitations were allowed into the three double-zeta (DZ) virtual 7 orbitals.
We performed 7 POL(2) CI calculations on the ionic planar 47 and

57 states as well as on the ionic perpendicular 37 states of methylene per-

oxide. To check the description of the ionic charge transfer states provided

by the DZ basis set, the basis was augmented with one diffuse p T primitive

gaussian on each oxygen and the carbon. The exponents (0. 028 for oxygen

and 0. 021 for carbon) were optimized to describe 3p Rydberg states for the

30 Using the augmented basis set, we performed more

respective atoms.
extensive POL(2) CI calculations on the ionic planar 4w states.
5. R(m) POL(2) CI: same as the 7 POL(2) CI except single excitations

are allowed into the larger six orbital (DZ + R) virtual ¥ space.
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Iv. RESULTS

- The results of the GVB(3/PP) and CI calculations are shown in

Table II. In general, the CI calculations were based on the GVB(3/PP)
Wavefunction optimized for the state in question except for the higher roots
[e.g., planar 2 'A’(4n)], the 1 °A,(4w) state [1 *A,(47) vectors used] and
the 1 °A,(2n), 1 '°A,(37), and 1 7°B,(37) states [ 1 *A, (2r) vectors used].
In Table III,A we compare the energies of the planar 47 and 57 states with
their ozone analog{les. The parallel between the spectrum of states for the
Criegee intermediate and ozone is manifest.

The basic ordering of states turns out to be in excellent agreement
with what we predicted from the qualitative GVB description. The A’ (47)
state is the lowest in energy for planér methylene peroxide. However, tﬂ"e’
ring state is calculated to be ~1 eV lower than the planar ‘A’ (47) state.
The interpretation and ramifications of this result will be discussed later.

Comparing the GVB(3/PP) energies with the various CI calculations,
it is clear that relaxation of the spin-coupling [GVB(3)] and relaxation of
the s‘irong orthogonality between the GVB pairs and the oxygen lone pairs
{GVB-CI] are both very important. As in ozone, the GVB(3/PP) wave~-
function underestimates the strength of the # bonds in the planar A (4n)
state, -Ieadingv to excitation energies that are too small. Relaxing the spin-
coupling, in general, decreases the energy of the planar ‘A’ (4m) state
0.2 eV relative to the other states. Relaxing the strong orthogonality
restriction is even more important, lowering the energy of the planar
1A’ (47) state 0.4 t0 0.1 eV relative to the other states. Finally, we see
that the SD-CI and the GVB~-CI involve approximately the same number of

spin eigenfunctions (SEF's) and lead to qualitatively similar results.
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TABLE II. CI results for methylene peroxide and dioxymethane (in eV).

State GVB(3/PP) GVB(3) SD-CI GVB-CI 7 POL(2) CI

A) Open Planar COO

ar 1A - 0.0%[8]®  o0.0*[37]P 0.0%[119P  o0.0%[180]  0.0%[475)P
134 0.21[4] 0.45 [39] 0.78[148] 0.84[234]  0.80[673]
2 'Ar 5.87[37) 5.18[119]  4.60[180]  3.66 [475]
2 A 12,25 [39] 8. 47 [148] 7.96[234]  1.64[673]
3%Ar 13.10[37] 9.46[180]  8.68 [475]
3347 14.23[39) 11.09[234] )

bz 1°A” 0.60[4] 0.83[25] 1.33[145] 1.43[135] 1.24[627)

1A 0.65 [4] 0.88 [17] 1.40[109] 1.50[99] 1.30[423]
2°A" 12.78[25] _ 8.68[135]  8.20[627]
2'A" 14.9017) 10.29 [109] 9.47[99] 9.11 [423]

B) Open Perpendicular COO

37 1°A” 0.13 4] 0.31[25] 0.60 [161] 0.71{216]  0.64[750]
1'A” 0.22[4] 0.44[17] 0.74[117) 0.83[150]  0.76[503]
2 °A" 13.16 [25] 7.88 [161] 7.47[216]  6.68[750]
2 A" 15.08 [17] 8.01[117) 7.53[150]  6.76[503]

4w 1A 0.35 [8] 0.43[37] 1.14[169] 1.28 {37]
1°A 0.65 [4] 0.81[39] 1.42[207) 1.78[39]
2 A 7.58 [37] 6.67[169) 8.54 [37)
2°Ar - 13.20[39] 10. 31 [207] 14.17[39]

C) Ring

4m ‘A’ -1.59 [8] -1.88[37] -1.12]169] -0.91] 37)
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TABLE II. (continued)

State GVB(3/PP) GVB(3) SD-C1 GVB-CI

T POL(2)CI

D) Open Perpendicular OCO

4 1A, -1.67[8] -1.34137) -0.61[169) -0.
1°A, -1.20[39] -0.58[207]  -0.
37 1°A, -1.03[100]  -0.18[220]  -0.
174, -0.97[ 68] 0.02[160]  -0.
1°, -0.88[100] 0.19[220]  -O.
1'B, -0.78 [ 68] 0.38[160] ° -O.
21, -2.14[8] ~1.79[37]  --1.06[120]  -O.
1B, - -1.76 [34] -1.03[158] -0.

37(37]
24 [39]
65 {453]
48 {300]
52 [432]
31 {300]
96 [180]
93 [234]

a Energies for the 1 A state are -188.59319, -188.61073, -188,64223, -188.6461"7,

and -188. 67240 for columns 1-5, respectively (energies in hartrees).

b Number of spin eigenfunctions used in CI listed in brackets.
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TABLE III. Comparison of ozone and planar methylene peroxide energies.

l\%%t?gé?él: AE QCzone , AE
1'A7 (4w) 0.0 1A, (41) 0.0%
1°A7 (4r). 0.84 1°B, (4r) 1,47
1 °A” (5w) 1.43 1°B, (5m) (1.45)°
134, (5m) (1.73)°
1°A” (57) 1.50 1'B, (57) 1.98%
1A, (57) 2.06%

a Reference 9b.

b Reference 63,
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However, the GVB-CI should be quantitatively more reliable and will be
used as the basis for a discussion of the Criegee intermediate and its role
in ozonolysis.

From Table II we see that performing the # POL(2) CI, which allows
the ionic states to become more diffuse, lowers the excitation energies by
~ 0.6 eV on the average. This is in agreement with the results on the dnal-

s 9
ogous ionic states of ozone. b

In Table IV, we compare the # POL(2) CI
results for the planar *A’ (4n) states with and without the diffuse functions.
Augmenting the DZ basis set with diffuse functions lowers the excitation
energies by = 0.03 eV. Therefore, we may conclude that introduction of
diffuse functions is not necessary.

A In Table IV we also list the calculated dipole moments for the thré'e_-
*A’ (47) states as well as the transition moments and oscillator strengths
for the excitations 1 *A’ (4r) — 2 *A’ (4ur) and 1 *A’ (4w) — 3 *A’(47). The
dipole moment of the 1 *A’ (4x) state (3. 03 Debye) is much greater than that
for groupd state ozone (0.58 Debyesl). The significant increase in the
—d'ipole moment is a manifestation of the polarization of the CO bond toward
the oxygen, as is evident from the direction of the dipole moment vector
(cf. Table IV.B). The size énd direction of the dipole and transition
moments for the 2 *A’(4n) and 3 ‘A’ (47) are in agreement with our simple
picture that these states involve charge transfer from the central oxygén
7 pair to the terminal oxygen [ 2 A (4m)] or the carbon[ 3 A (4m)]. Both
charge transfer transitions are strong with calculated oscillator strengths of
0.100 and 0. 058 for the 2 "A’ (47) and 3 A’ (47) states, respectively. These
oscillator strengths are comparable to that for the analogous transition
in the Hartley band of ozone (f = 0.085). 9¢ Since the 1 'A’ (4m) —

2 A’ (47) transition is strong and relatively low-lying (the
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TABLE IV. ‘A’ (4ar) ionic states of methylene peroxide.

A) Vertical excitation energies (in eV)

7 POL(2) CI
D7) DZ(r) + R(w)°

1'A (4m) — 2'A’ (4w)  3.66 (0.100)C 3.64

1'A7 (47) = 37A’ (4r)  8.68(0.058) 8.65
JBA) Dipole moments (in Deiaye)d

T

1A% (4m).  3.03 | WO\

5 XA’ (4r) 4.84 #3 T Ce Q

3 *A’ (4m) 3.02 . L

C) Transition moments (in atomlc umts)

M
1 A’ (4m) — 2 *A’ (4w) 1.06 7\%

1'A7(4n) — 3 A7 (47) 0.52

3475 spin-eigenfunctions.
b 697 spin-eigenfunctions.

€ Oscillator strength.

4 Calculated using DZ (r) POL(2) CI wavefunction. The central

oxygen was used as the origin.
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band maximum should be at 3.64 eV or 3410 A), it may be seen in spectro~
scopic experiments on olefin ozonolyses if methylene peroxide is present
in reasonable quantities..

” V#Before discussing the implications of our results, we should com-
pare ouf results with the only previous ab initio calculations on methylene
peroxide. Ha et al. 32 employed a closed shell HF wavefunction with a IjZ
basis. A modest geometry search was carried out with the conclusion that
the ring state is vlov;;rer than ihe open planar form, in agreement with our
results. However, the poor description of planar ‘A’ (47) states provided

by the HF wavefunctions vitiates the quantitative aspects of their geometry

optimization.
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V. THE QUANTITATIVE GVB DESCRIPTION OF H,COO

A. Planar Methylene Peroxide

As expected, the ground state of the planar Criegee intermediate is
a singlet biradical. The overlap of the terminal # orbitals is 0. 25, slightly

smaller in magnitude than the overlap in ozone (0. 28). 9¢, 10

This indicates
that there is still significant delocalization of the central oxygen 7 pair onto
the 6uter atoms Wi:th the concomitant (Pauli-principle-induced) increase in
the antibonding character of the terminal 7 orbitals.

Contour plots for the six GVB 6rbita1s and two oxygen lone pairs
from the planar A’ (4w) state are given in Figure 1, while lplots of the anal-
ogous orbitals for the ground state of ozone are given in Figure 2. Thev
(bonding) delocalization of the central 7 pair onto the outer oxygen in H,COO
is comparable to that in O,, but the delocalization onto the less electro-
negative carbon is mltlch less, as expected. Conseqﬁently, the three-electron
CO 7 bond is much weaker than the thrfee—electron OO w bond. Also, we

_note that the (antibonding) delocalization of the carbon singly-occupied
orbital is much greater than that of the oxygen singly-occupied orbital.

The QO ¢ bonding orbitals in H,CCO are nearly identical to those
in O,. However, for the CO o bond, the oxygen 2p orbital is much less
delocalized than for the OO o bond, while the carbon sp hybrid is signifi-
cantly delocalized onto the oxygen. Again this is what one would expect
from simple electronegativity arguments. Finally, the oxygen lone pair in
H,COQ possesses a significant amount of the CH bond character. This
delocalization is not physically meaningful, since the oxygen lone pair

orbital is not uniquely defined as the other plotted orbitals are. 33
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4 1A
'h\c,/o\,o [PLANAR W (47))]

{a) the CO o bonding orbitals

VA
Z

(c)the O 2po non—bondin§ orbital
23 15AR T

CNE {

IR

-3.75
-5.0 50

Fig. 1. Contour plots of the planar methylene peroxide '\ (47) GVB(3/PP)
orbitals. The contour increment is 0.05 a. u.
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{a) the 00 & bonding orbitals
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N

PAIR

4.0

(c) the w orbitals
PAIR

4.0

ONE

ONE ‘

-4.0

Fig. 2. Contour plots of the ozone 1Al(fJnr) GVB(3/PP) orbitals.
The contour increment is 0.05 a.u.
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The plots in Figures 1 and 2 substantiate the qualitative GVB descrip-
tion of H,COO and O, obtained by building these molecules from ground state
atoms. The atomic character of all the orbitals plotted is manifest. It is
interesting to note that the o orbitals on each oxygen are basically 2p orbitals
set at an atomic angle of 90°, so that the 2p orbitals do not, in general, point
towards the atom to which they are bonded.

The splitting of the planar “°A’ (4m) states (0.84 eV) is 40% smaller

of the weaker 7 bonds in the Criegée intermediate. Similarly, the excitation
energies to the planar *»*A” (57) states are 40% smaller than the analogous
'e_xcitation energies in ozone,

Except for minor differencesv in the singly-occupied 7 orbitals, the
orbital plots for the A’ (47r) state are superimposable on those for the A’ (4n)
state. Plots for the three w orbitals and the siﬁg1y~occupied o3 ourbital
from the *A” (5x) state are given in Figure 3. [ The plots for the 3A"('51r)
are superimposable.] The cr‘bonding orbitals in the *A” (5m) have barely
changed from the .\ (47) state.

Comparing the 7 orbitals in Figures 1 and 3, we see that the ceatral
oxygen 7 pair delocalizes more onto the carbon for the 57 states, since it
cannot delocalize in a bonding fashion onto the outer oxygen. Thereforé,
the three-electron CO 7 bond is expected to be slightly stronger in the 57
states. The central # pair also builds in antibonding character to become
orthogonal to the pair localized on the outer oxygen. Finally, we see that
the singly-occupied nonbonding orbital, now uniquely defined, is localized
on the outer oxygen. This reinforces the conclusion that the delocalization
of the nonbonding orbital in the *A’ (4w) state was solely an artifact of the

computational method.
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Heo O [PLANAR 'W'(5m)]

(a) the O 2po non-bonding orbital

2.5

| PAIR
z | *
._//
~-5.0 -
-5.0 Y
. {b) the 7 orbitals
PAIR (

3.75

Fig. 3. Contour plots of the planar methylene peroxide ‘A" (57)

'GVB(3/PP) orbitals.

The contour increment is 0.05 a.u,
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Before going on to the perpendicular states, the 4w and 57 ionic
states will be discussed. Analysis of the CI wavefunctions. for the 2 Yo (4m),
3 %A’ (4), and 2 12 An(57) allows one to conclude that these states are
ionic. Moreover, the 2 A’ (4w) states correspond to charge transfer of a
m electron from the central oﬁcygen to the terminal oxygen [configuration
15], while the 3 A’ (4w) states involve charge transfer to the carbon [coiuﬁg—
uration 14]. Referring to the 7 POIL(2) CI results we see that the lower
electronegativity of the carbon ieads fo a splitting of 5 eV between the two
types of charge transfer states. As expected from the analogy to ozone,
the configuration (15) usually written for the Criegee intermediate is |

3.64 eV [vertical excitation] above the true singlet biradical ground state!

Finally, the ionic 57 states correspond to configuration 17.
‘ +

I7

The outer # pair on the oxygen delocalizes onto the central oxygen, so that
the ionic 5w states are expected to occur at energies comparable to the

3 A"(57) states. The results in Table II confirm this.

B. Perpendicular Methylene Peroxide

The excitation energies fo the perpendicular L3A” (37) states are
one-half the energies to the planar l’E‘A”(517). This is to be expected for
two reasons: (1) as discussed previously, the CO 7 bond is weaker than
the OO 7 bond and, thus, easier to break, and (2) the interaction of the\
central 7 pair with the CH bonding pair is not as bad as with the terminal

oxygen 7 pair, since the CH pairs are bent away from the central oxygen.
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However, it should be pointed out that the difference in the energies of the
| 37 .and 57 states is exaggerated, since the CO bond length was allowed to
increase in the (perpendicular) 37 states, while the CO bond length in the
planar 57 states was forced to be the same as in the 47 states.
Plots of the 7 orbitals and ¢ nonbonding orbitals for the *A” (37) state
are given in Figure 4. [ The plots for the A" (37) are superimposable. |
As expected, the central 7 pair deloealizes onto the outer OXygen even more
than in the planar A (47) state. The singly-occupied carbon ¢ nonbonding
orbital builds in antibonding character to become orthogonal to the oxygen
lone pair.. The other ¢ bonding orbitals are nearly identical to those of the
A (4m) state. We point out here that the carbon 2p orbital is more diffuse
than the oxygen 2p orbital, as expected. |
When both ends of the Criegee intermédiate are rotated to give the
perpendicular *A’ (4r) state, there is a significant amount of bonding between
the singly-occupied orbitals on the terminal carbon and oxygen even with
“the bond angle of 103°! " The presence of this bonding is manifest.in that
the pérpendicular A’ (4m) state is 0.39 eV= 9.0 kecal/mole higher than the
singlet. (The singlet and triplet states would be nearly degenerate in the
absence of the 1-3 bonding effect.) This is very similar to the situation
encountered in the trimethylene biradical (with a bonding of 5 kcal/mole
for a CCC angle of 112°3%),
The six GVB o bonding orbitals for the *A’ (47) state are plotted in
Figure 5. One can really see that the terminal carbon and oxygen 2p orbitals

are already beginning to overlap one another. The calculated overlap is 0.23.
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H‘}'C./O\O [PERPENDICULAR A" (3]
H” .

{a) the C 2po non-bonding orbital
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Z
(b) the O 2po non-bonding orbital
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{c) the a” CH bonding orbital
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Fig. 4. Contour plots of the perpendicular methylene peroxide A" (37)
GVB(3/PP) orbitals. The contour increment is 0.05 a.u.



34

/O\O [PERPENDICULAR A (47)]
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Fig. 5. Contour plots of the perpendicular methylene peroxide YA (47)
GVB(3/PP) orbitals. The contour increment is 0. 05 a.u,
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C. The Ring State

Closing the COO bond angle to obtain the ring state Iowers the
energy of the perpendicular *A’ (4) state by 2.30 eV. Thus, the ring
state in methylené peroxide is 0.9 eV lower than planar 1A’ (4w) state,
while in ozone the ring state is 1.5 eV higher than the ground state. 8 The
difference in the two cases (2.4 eV) is too large to be accounted for soiely
by the weaker CO # bond in methylene peroxide. This judgment is supported
by the fact that th;e 1*A, (27) state of the dioxymethane biradical {vidc infra)
is slightly lower in energy than the ring state. The 7 bond in the 1 1A1 (2m)
state ié negligible since the 1 3A1 (27) state is only 0.03 eV higher. There-
fore, we conclude that losing the 7 bond is responsible for reducing the
splitting of the ring and the open biradical sta:t’e by 1.5 eV from what it was
| in ozone. This is reasonable since the singlet-triplet splitting of the open
biradical in ozone was also 1.5 eV. 9 ‘Similarly, the splitting of the *°A’ (4m)
states in methylene peroxide is 0.8 eV, so that the weaker 7 bond can account
_ for only 1.5-0.8 = 0.7 eV of the destabilization of the planar state relative
to the ring state.

| The remaining 1.7 eV of destabilization must arise from the o -
system. Here we note that the OO ¢ bdnd formed in the ozone ring state is
worth ~ 12 keal/mole, while the CO o bond formed in the methylene peroxide
ring state is worth ~ 56 kcal/mole (vide infra). The differential effect,
44 kcal/mole = 1.9 eV, nicely accounts for the stability of the methylene
peroxide ring state.

"Plots of the six GVB o bonding orbitals for the methylene peroxide
ring state are given in Figure 6. The orbitals still retain their basic
atomic character and so are not directed towards the atom with which they
form a bond. As before, the carbon orbitals delocaiize more than the oxygen

orbitals. -



36

o0 [RING A (4m)]

(a) the CO o bonding orbitals
ONE

ONE

-5.0
-5.0

Y 5.0 v
Fig.8. Contour plots of the ring methylene peroxide *A,(47w) GVB(3/PP)
orbitals., The contour increment is 0.85 a. u.
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D. Dioxymethane

Comparing the low-lying states of the dioxymethane biradical with
their counterparts in-ozone, we seé that the width of the spectrlim has been
drastically decreased. The smaller excitation energies in dioxymethane
demonstrate the loss of bonding in the # system. The central CH bonds can-
not delocalize as the central oxygen 7 pair did in ozone or methylene'péroxide.
The excitations to the 37 states (analogous to the 57 states of ozone) occur
in the range 0. 3-~0. 6 eV instead of 1.8-2.1 eV., 9

In Figure T the plots of the six GVB ¢ bonding orbitals for the A (4m)
state of dioxymethane are given. They are exactly what one would expect
to get upon opening the ring state by breaking the OO ¢ blond. In Figure 8
the 7 and oxygen iong pairs for the ‘A (27) state are plotted. As menti(jhed
above, the CH bond does not delocalize significantly and the singly-occupied

orbitals are localiéed on the oxygens. The overlap of Athe singly-occupied

- 7 orbitals is 0.05 instead of 0. 25 as in methylene peroxide. -
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Fig. 7. Contour plots of the dioxymethane 1A1(41r) GVB(3/PP) orbitals.
The contour increment is 0.05 a.u.
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VL  STABILITY OF THE CRIEGEE INTERMEDIATE
A. GVB Calculations

For methylene peroxide to play an important role as an intermediate
in the ozonolysis mechanism it must have a reasonable lifetime. One might
imagine that methylene peroxide, if formed, would rapidly fall apart into
CH, + O, or H,CO + O. This possibility can be checked by calculating the

digsociation energies of the states of methylene peroxide.

1. -Planar Methylene Peroxide

First consider the planar *A’(4m) state [or A’ (4%)]. Breaking the

CO bond leads to CH,(°B,) + oz(szé)

The calculated dissociation energies using consistent GVB-CI wavefunctions
are listed in Tables V and VI. The OO and CQ bond strengths are calculated
to be 43.5 and 55.9 kecal/mole, respectively, so that the planar *A’ (4x)

state is stable with respect to dissociation. 35 The planar 3A’(41r) state is
only 19.4 kcal/mole above the ‘A’ (47) state and so it is also bound with
respect to dissociation. Even the planar *A” {57) and “A” (57) states are

bound states as they are 33.0 and 34. 6 kcal/mole above the *A’(4w) state. 36
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TABLE V. Bond strengths of methylene peroxide (kcal/mole)

GVB-CI

H,COO [ Plan 1 *A’ (47)] — H,CO (°A”) + O(*P) 43.5
H,COO [ Plan 1 *A’ (4m)] — CH,(’B,) + 02(37;&) 55.9
H,COO [ Perp 1 °A” (41)] — H,CO(*A,) + OCP) -53.8
H,COO [ Perp 1 °A” (47)] — CH,(’B,) + 0,(°Z3) 39.7

GVB(PP) GVB-CI
H,COO [ Plan 1 A’ (41)] -188.59319 a.u. -188.64617 a.u.
H,COO [ Perp 1 °A” (37] -188.58844 -188. 62025
H,CO (°A") -113. 777982 -113.77798%
H,CO (*A,) ~113. 88504% -113.90722%
o (°p) 274.79834° -14.79884°
CH, (°B,) -38.9119°¢ -38.9119°
0, (z}) -149. 601254 -149. 645109

2 Reference 64,
b Reference 23.
C'Reference 1la.

d Reference 65.
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TABLE VI. Dissociation energies (keal/mole).

State Geometry Dissociation Products AE

1 A7 (4m) COO Plan H,CO(*A") + O(*P) -43.5
1 A7 (4r) COO Plan H,CO(°A") + O(’P) -24.1
1 3A7(51) COO Plan H,CO(°A") + O(*P) -10.5
1'A"(5#s) °  COO Plan H,C0(°A") + OCP) -8.9
1 2A”(3w) COO Perp H,CO(*A,) + OCP) 53.8
1 *A”(3m) COO Perp H,CO(*A,) + O('D) 5.6
1A’ (47) COO Perp H,CO('A,) + O(*D) 24.1
1 3A? (47) COO Perp H,CO(*A,) + O(°P) 78.5
1A, (47) Ring H,CO(*A,) + O(’P) [spin change] 16.5
1A, (4m) OCO’Perp H,CO(*A,) + O(°P) [spin change] 28.9
1 °A,(4m) OCO Perp H,CO(*A,) + O(°P) 31.9
1°A, (31) 0CO Perp H,CO(A,) + O(°P) 22.4
1 'A,(3m) OCO Perp H,CO("A,) + O(°P) [spin change] 26.4
1 °B,(3n) OCO Perp H,CO('A,) + O(°P) 26. 4
1'B, (3w) OCO Perp H,CO(*A,) + OC’P) [spin change] 30.3
1A, (2m) OCO Perp H,CO(A") + O(°P) -65.6
1°B, (27) OCO Perp H,CO(’A”) + O(°P) -64.9
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Breaking the CO bond in the 57 states leads to CH2(3B1) + Oz(lA g)

for the triplet state and CH,('B,) + 0,(*A g) for the singlet state. Since
02(1Ag) is 22.5 k;ﬁal/moie above 02(32>3é)37 and CHZ(IBI) is 44,7 keal/mole
‘above CHZ(BBl), la the CO bond strength in the 57 states is 45. 4 kcal/mole
for the triplet and 88.5 kcal/mole for the singlet.

The utility of GVB diagrams is evident, since without them one might
naively assume that planar methylene peroxide would dissociate into grou_nd
state H,CO, rather than the nr* state. The nr* state of H,CO is about 3 eV

or 70 kcal/mole above the ground state, 16

so that methylene peroxide is
actually higher in energy than H,CO(*A,) + O(®P). Therefore, one could

have been mislead concerning the stability of planar methylene peroxide.

'2.  Perpendicular Methylene Peroxide
Turning to the perpendicular form of methylene peroxide, we find
a totally different situation. ¥For the perpendicular *A” (37) state breaking
“the CO bond leads to CH,(*B,) + 0,('Z;)

, ‘1
and a calculated bond strength of 39.7 kcal/mole. However, breaking the

00 bond leads to H,CO(*A,) + OC’P)
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and a calculated bond strength of -53. 8 kcal/ moie, i.e., the perpendicuiar
SA” (3m) state will fall apart. Breaking the OO bond in the *A” (37) state
ieads iv H,CO(*4,) + OPD). Since O{'D) is 45. 4 keal/mole abcve O(p) 58
and the A" (3u) state is 2.8 keal/mole above the *A"(3m) state, the *A” (37)
state is unbound by only 5.6 kcal/mole. Dissociation to H,CO(*A,) + O(°P) is
45.' 4 kcal/mole further downhill, but is a much slower proc'ess as it requires
a change in multiplicity, i.e., intersystem crdssing. Finally, the perpené'
dicular *A’(4w) state will fall apart into H,CO(*A,) + O(°*P) [downhill by

78.5 keal/mole], while the perpendicular *A’ (4m) state will collapse into the
ring stat.e [downhill by 53.0 kcal/mole]. The *A’ (47) state is unbound with
respect to HZCO(IAI) + O(lD), but this is downhill by only 24. 1 kcal/mole. |
‘— . The 37 and 47 triplet states of dioxymethane readily dissociate into
HZCO(IAI) + O(*P). The 37 and 47 singlet states, however, are bound by
15-20 keal/mole with respect to dissociation into HZCO(IAl) + O('D), but
may dissociate slowly by intersystem crossing into HZCO(IAl) + O(*P). The

- singlet and triplet 27 states dissociate into Hch(SA") + O(*P) and so have
CO bond strengths on the order of 65 kcal/mole.
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B. Thermochemical Calculations

1. Methylene Peroxide

As a check of our quantum mechanical dissociation energies, we

39

recalculated them using a thermochemical argument, The experimental

heats of formation for the various dissociation products were obtained for

39-41 The heat of formation of methylene per-

the most part from Benson.
~ oxide is, of course, not known experimentally, so it must be estimated by
constructing it up from related molecules for which there are experimental
data.

Methylene peroxide may be formed from methyl peroxide by

pulling off one of the hydrogens.

so that AHY(CH,00+) = D(H-CH,00) ~ AH}(H) + AH}(CH,00-). The CH bond

strength in methyl peroxide should be comparable to that in methanol,

H%i 0 H
/’C/ \H “‘”\S/@\H + H
e <

H | ‘

D(H - CH,OH) = 94 keal/mole, 395 42, 43

since in both cases the resuliing
state is stabilized by a three-electron CO # bond. Moreover, since

D(H - CH,CH,) = 98 kcal/mole, the three-electron CO w bond is worth
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4 kcal/mole. By analogy, D(H—CH,00) is assumed to be 94 kcal/mole.
-To estimate AH°f(CH3OO ), we use

AH}(CH,00") = AH}(CHLO) + AH{(0) - D(CHO - O)
= 3.5+ 59.6 - D(CH,0-0) = 63.1 - D(CH,0 -0)

inserting the experimental values for AH‘%(CH:SO) and AH‘% (O). To estimate

D(CH,0 - O), we consider
DHO-Q) = AH;(OH) AH}(O) - AH;(HO(}) =9.,4+59.6 -5 =04,

In addition, it is know experimentally that D(HO - OH) = 51. 3 kcal/mole,

while D(RO - OR) = 38 kcal/mole. From this, we conclude that each R group
destabilizes an OO ¢ band by 7 kcal/mole through repulsive interactions with
the oxygen lone pairs. Therefore, we assume D(CH,0-0) = 64 - 7 = 57, s'(;
that AH;(CHBOO-) =63.1 - 57 = 6 kecal/mole (in agreement with the tentative

experimental value of 6.7 kcal/mole). Finally, we obtain

AH}(CH,00-) =94 - 52.1 + 6 = 48 keal /mole.

Using this value, we find
D(CH,0~0) = aH}(CH,0%) + AH}(0) - AH}(CH,00-)

= 46 + 59.6 - 48 = 573 kcal/mole.
This result is in excellent agreement with our previous estimate,
D(O—OR) = 57 keal/mole. Therefore, we will assume AII‘}(éHzOOv) =
48 keal/mole. V'Using this value, we calculate the.OO and CO bond strengths
to be | .
D(CH,0~0) = 46 + 59.6 - 48 = 57% kcal/mole
D(CH,~0) = AH{CH,) + AH{O,) - AH}(CH,00)

= 93 + 0 - 48 = 45 kcal/mole.

Comparing with the ab initio results, we see that there is a discrepancy of
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~ 10 kcal/mole in each bond strength. Since both the thermochemical and
ab initio results are expected to have errors of + 5 keal/mole, the agree-

ment between the two approaches is reasonable.

2. Dioxxmethane

Thermochemical estimates of the heat of formation for dioxymethane
are also readily made. Dioxymethane is formed by breaking both OH bonds

in dihydroxymethane

/o-§-H /O
HzC\ —_— H,C + 2H
oh i o
or AH{(CH,0;) = D(H,C(OH)O—H) + D(H,C(O)0—H) + AH}(H,C(OH),) - 2AH{ ().
Experiment gives D_(RO-—H) = 104 keal/mole so-that
AH{(CH,0,) = 104 + 104 + AH; (H,C(OH),) - 2(52) = 104 + AH{(H,C(OH),).
To estimate AH;(HZC(OH)Z), we consider
AH}(H,C(OH),) = AH,(OH) + AH(H,COH) - D(H,C(OH)—OH)

=9.4 - 6 - D(H,C(OH)--CH) = 3.4 - D(H,C(OH)~-OH).

But, from our previous calculations we would expect

D(H,C(OH)—OH)

]

D(R—OH) - (Stabilization of three-electron COw bond)
92 - 4 = 88,

i

Therefore, we have AH‘% (H,C(OH),) = - 84.5 kcal/mole. The experimental
value for AH}(H,C(OH),) = - 93.5 keal/mole is probably in error as it leads
to D(H,C(OH)—OH) = 97, an unrealistically large value.

Using AH;(HZC(OH)Z) = 84.5, we have AH;(Hch)z) =19.5 kcal/mole».

It is important to note that the heat of formation assumes there is no
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interaction between the two radical electrons. There are in fact three
possible configurations (2w, 37, and 47), each leading to both singlet and
triplet states, some of which show significant interactions. Thus it does
not correspond to a specific state of dioxymethane. One can get a better
reference point to compare with the ab initio results by forminé the ring
state. .

' Q. (8]
ol

00

e e

O .

The energy drops by just the strength on the new OO ¢ bohd. Normally,
D(RO-—-OR) = 38, but a correction must be made for strain. Using Benscn‘s39
estimate of 26 kcal/mole strain energy for a three-membered ring, the
heat of formation of the ring state becomes 7.5 kcal/mole.

As a check of our previous estimate of AI{f(éHzOO'), we recalculate
it using the heat of formation of the ring state. Breaking one of the.CO ¢
bonds in the ring state costs D(R—-OR) - 26 = 82 - 26 = 56 kcal/mole, so
that the heat of formation for the perpendicular A’ (4w) state with no inter-
action between the radical electrons is 63.5 keal/mole. Rotating both
terminal groups and forming three-electron CO and OO % bonds gives the
planar ‘A (4w) state. As before, the three-electron CO 7 bond is worth
4 kcal/mole, while the GO 7 bond is worth 13 kcal/mole. The latter result
was obtained from heats of formation of HOO* and ROO-. Therefore, the

calculated heat of formation of the planar 1A'(41rr) state is 46.5 kcal/mole,

which is in good agreement with our previous result of 48 keal/mole.
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C. Comparison of GVB and Thermochemical Calculations '

In Table VII we compare the relative energies of the ring state with
the open methylene peroxide and dioxymethane states as calculafed by ther-
mochemical and ab initio techniques. The thermochemical energies for
the perpendicular biradical species assume no interaction between the
radical electrons. In order to get appropriate ab initio energies for éoin—
parison, the corresponding perpendicular singletand triplet (4w) state
energ'ivés wefe ax}eraged. For ihese cases, reference to spin wuitipiicity
in the state designation is dropped. |

The agreement between the thermochemical and ab _initio results for
the perpendicular states is better than the expected error’s. However, the
relative‘ energies of the planar and perpendic’ulér states appear tobe
underestimated by the GVB calculations. There ai'e two apparent reasons
for this discrepancy. (1) The GVB-CI may be biased in favor of the planar
state as many more configurations or spin eigenfunctions are used for the
planar state. In this case, the SD-CI provides a more consistent descrip?
‘tion of the planar and perpendicular states, reducing the discrepancies with
the thermochemical results by ~ 5 kcal/mole. Note, however, that the
relative energies of the perpendicular states are the same in both CI calcu-
lations, reaffirming that the smaller GVB-CI has all the important conﬁg-
 urations required for a consistent description. (2) The energies of the
perpendicular states are too high relative to the planar state because of the
chosen geometry and basis set. Double-zeta bases are known to favor
 states with open geometries versus those with ring geometries. Introduction

of polarization functions (d basis functions) leads to a more consistent



TABLE VII. Relative adiabatic energies (kcal/mole).
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Thermo-

GVB-CI

chemical ’SD €I
[ Plan *A’ (4w)] - [ Ring A, (4w)] 39 21.0 25.8
[Plan *A’ (47)] - [ Perp A’ (47)] -17 -36.5 -29.5
[ Perp "A’(4a)] - [Perp A (dm)] 56 57.5 55.3
[Perp A, (47)] - [Ring ‘A, ()] 12 13.9 12.1
[Perp A’ (4m)] - [ Perp A, (4m)] 44 43.6 43.2
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description. . ‘Finally, the geometry employed for the perpen-
dicular 1’3A’(41r) states is not optimal. As mentioned previously, a longer
QO bond should haver‘b‘een used to account for the repulsive interaction of
the oxygen # pairs. .

One important conclusion that may be drawn from the data in Table
VII is that Benson's39 estimate of 26 keal/mole for the strain energy of a

three-membered ring is consistent with our ab initio calculations.
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VIL. IMPLICATIONS FOR THE MECHANISM OF QZONOLYSIS

A. Solution Phase
1. Formation of the Primary Ozonide

Figure 9 shows an energy level diagram for the ozonolysis of ethy}.ene.44

The overall pathway assumed by the Criegee mechanism,shown by the crlotted line
in.Figure 9, is certainly feasible from a thermochemical standpoint. How-
ever, inferesting facets of ozonolysis will become evident if we pursue the
Criegee mechanism step by step.

Ozonolysis of ethylene is known to have a very low activation energy

(4-5 kecal/mole). 45-48

Nonconcerted addition of ozone to ethylene would
lead to an activation energy of > 10 kcal/mole (cf. Figure 9), so that the .
primary ozonide must be formed in a concerted manner. Bailey48 has
proposed a loosely bound 7-complex (18) between the ozone and olefin as a

precursor to the primary ozonide.

o)
+O/ \O'
\ 4/
C==C
/ \
18

Since we now know that the ozone is a singlet biradical rather than a
zwitterion, the possibility of a #-complex as envisioned by Bailey becomes
very remote. The only experimental evidence for a 7 complex relates to
complexes (presumably charge transfer in nature) between ozone and
aromatic 7 systems. 6,49

There is some experimental evidence that the primary ozonide is not

always formed. The production of epoxides and concomitant evolution of
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Figure 9. The thermochemistry of ozonolysis. The calculated heats of
formation are shown below each molecule or set of molecules.
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0O, in certainvsys’cems rather than production of secondary ozonides has
been interpreted as evidence for a o complex (19). 50

+ O

~
pd
i
P
\/
O

19

A~

It is easy to see how 19 can lose O, to form an epoxide or proceed directly
to a secondary ozonide. However, 19 is shown to be an unreasonable struc-

ture when the analogous GVB diagram is drawn (20).

Ve Y
c—\—c
O "0
20
Too many electrons are being crammed in the same region of space.

The production of epoxides is greatest in I-olefins with the 1 position

disubstituted with bulky groups (21). 48

N_/
4\
21

Bailey has performed extensive studies on 21 varying R and R’ with the

conclusion that the production of epoxides and evolution of O, is directly
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correlated with steric hindrance. 48 To explain these results, Bailey pro-

posed that the ozone addition was not concerted but rather proceeded through

an open o complex (22), which could give off O, and close to the expoxide. 5b, 51
/O——O_
0]
R+ ] H
C-—-—-C\
R”, H

This approach is much more reasonable although 22 is a poor representation

of the intermediate. The apprbpriate GVB diagram is givenby §§

:C~———-C
R‘() () "
23

The dotted line in 23 crudely represents the space excluded by the bulky R
groups. A bidentate attack by the ozone is just not possible. Moreover,
we see that as the OO obond starts to break to give off O, (32;) the

o

‘remaining O is in perfect position to close to the epoxide

0@0 @Qgé

S




56

2. Decomposition of the Primary Ozonide

Decomposition of the primary ozonide into methylene peroxide and
formaldehyde is 1ike13} to proceed via the biradical intermediate shown in
Figure 9, in which only a weak-OO o bond is broken. Formation of the
Criegee intermediate from the equilibrium conformation of either the pri-

‘mary ozonide or the higher energy intermediate leads preferentially to the
perpendicular *A” (3x) state. Use of molecular models is necessary to see
this result for the concerted reaction, while the state produced by the

biradical intermediate may be seen as follows:

The orientation of the oxygens to give a three-electron # bond in the inter~
mediate determines the state of methylene peroxide that is produced. Since
the energy of the perpendicular *A” (37) state isA 19.1 keal/mole above that
of the planar Y (4w) state assumed in Figure 2, formation of this state of
methylene peroxide is downhill from O, + C,H, by only 3.5 kcal/mole.
Consequently, the decomposition of the primary ozonide may be slow
enough so that the low-energy planar 'A’ (47) state is formed. In fact,
formation of the *A”(4w) state is expected to be the primary decomposition
pathway in solution, where the quenching rates of the primary ozonide are

high relative to the gas phase.
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At this point it seems obvious that decomposition of the primary 0zZ0~
nide leads to a singlet biradical state of methylene peroxide. How then did
the Criegee zwitterion gain such a broad acceptance among chemists? As
previously stated, simple VB structures indicated that ozone was a zwitterion
and hence it was natural fo conclude that methylene peroxide was also.

2 carried out an ozonolysis of styrene which did not

Moreover, Criegee
produce any detectable amounts of polystyrene. From this result, he
concludced that no radicals were present, confirming the postulate that
methylene peroxide was zwitterion.

We now know that both ozone and methylene peroxide are singlet
biradicals. The key conceptual problem that led to the miéinterpretation
of. the styrene experiment was the failure to recognize that singlet biradi-.
cals may behave very differently from simple radicals. The persistence
of this misconception is evident in the analysis of some very illuminating
mechanistic work on ozonolysis by Murray and Suzui.8 They photolyzed
diazo compounds in the presence of O, and aldehyde. Secondary ozonides
—Were produced, which were interpreted as confirmation of the Criegee
zwitterion as an intermediate in ozonide formation. The following reaction

scheme was proposed8

o) .
(CH,),CN, > (C.H,),C: ——> (C,H,),C~0—0-

. » radical reactions
(C.H,),C—0—0- —< o~
o (C.H,),C=0""
- Oo—0 R

o
Ve
(CH,),C=0" RCHO., x )<

The diphenyl methylene peroxide is assumed to lead to reactions
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characteristic of free-radicals and that only the zwitterionic form can
produce the secondary ozonides.52
The intermediacy of the zwitterion in forming secondary ozonides is
not only unnecessary, as shown in Figure 9, but it is also incorrect since
| the zwitterionic state is too energetic (~ 75 keal/mole) to be populated.
Therefore, replacing the zwitterion model with the biradical model will not

cause any major conflict with experiment, although it should have important

consequences for interpretation of experiment.

3. The Role of Dioxymethane

The planétr 1A'(4fr) state produced by the decomposition of the primary
ozonide should have enough excess energy to deform into ,the more stable

ring state. The ring state in turn may reopen and attack either an aldehjrde

to give the secondary ozonide or an olefin to give a 1, 3-dioxolane

| \ / \ / N N~
N /O\ / O/C'\O
C,
~/"(4) 9 }O/ \O > /\ \\C C//
1r O e
’ e ~N
—~C
\O
\C/O\C/
~N
N\

0—0

The reaction of dioxymethane with formaldehyde is downhill by some

35 keal/mole, Whilé the reaction with ethylene is downhill nearly 100 keal/
mole! However, there is no experimental evidence for production of 1, 3-
dioxolanes and trapping experiments were interpreted to rule out the possi-

bility of dioxymethane as an intermediate .93
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A féw comments about the latter experiments are in order. It is
clear that.formation of dioxymethane would have important ramifications
for the oxygen isotope labeling work. Attack of aldehyde labeled with *o
by dioxymethane would lead to a statistical distribution of the labeled
oxygen in the secondary ozonide. Attack of labeled aldehyde, on the other
hand, by methylene peroxide would lead to secondary ozonide with the
labeled oxygen exclusively in the ether position. This fact stirred Fliszar
and co-workers53 1o investiguie tie possiﬁility of dioxymethane as an
intermediateb. They ran ozonolyses in the presence of alcohols in order
to trap the Criegee intermediate., Trapping of methylene peroxide with
aleohol was assumed to lead exclusively to amoxyhydropéroxides, which

is in agreement with the thermochemistry oi the reaction.

0—O0H

0—0 _— C—OR AH = -54 kcal/mole
. \
C, + ROH
et ’ O0—0—0H
/. I AH = -8 kcal/mole.
C—R
/\

Trapping of dioxymethane with aleohol was assumed to lead exclusively to

hydroxyperoxides, which is not actually supported by the thermochemistry

O~—OH
AH = -35 kcal/mole
— —OR
/S

-G,
\c/ + ROH
e \d O-—OR

—_— ‘ AH = -38 keal/mole,
C—OH

/\

More dynamic data are necessary to be able to distinguish between these
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two reaction pathways. In any cése, Fliszar53

could not detect any hydroxy-
peroxides. However, this result is not conclusive proof against dioxy-

methane, as previously thought.

B. Gas Phase

1. Decomposition of the M

The thermochemistry scheme for ozonolysis outlined in Figure 9, of

coursc, applies in the gas phase, huot the solvent is no longer present to
soak up excess energy rapidly. | Production of highly excited and/or reactive
species ensues. Some of these may be important in carrying the chain
reactions that occur in atmospherie air pollution.

| As intimated in Section IV.A. 1, the perpendicular ‘An (3w) state of
methylene peroxide is formed preferentially in the decomposition of the
primary ozonide. If the perpendicular IA” (3m) state is produced, then
according to Table VI it should decompose into’HzCO(l_Al) + O(ID). The

O(ID) will react rapidly with almost anything that is around, e.g. ,54

(1) of(D) + 0, — 2 0,('Zy)
(2) o) + CH, — OH+ CH,

(3) o(pm) + H,CO — OH + HCO

The production of hydroxyl radicals is important not only because of their
role in smog production,55 but also because Pitts and co—worl«:erslJt have
seen chemiluminescence assigned to OH(Z" ) from low pressure (2 Torr)
ozonolysis of olefins (ethylene, cis-2-butene and isobutene). However,
formation of OH(ZE'F) is endothermic by 48 kecal/mole in reaction 2 and by
29 kcal/mole in reaction 3. Therefore, only ground staie OH(II) will be

produced.
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The perpendicular *A” (37) state may also dissociate into HCO + OH

Q40
M -~ HCO + OH AH = -51 keal/mole
H '

This is not ‘th_e appropriate place to pursue the myriad of reactions possible
for reactive species such as the formyl and hydroxyl radicals. However,
to show what is involved, consider just the reactions of the formyl radical

expected in the presence of O, or O,,.

HCO + O, — HO, + CO AH = -28.5 keal/mole
it

HCO + O, — HCOO AH = -43 kcal/mo}_e
il

HCO + O, — HCO + O, AH = -T77 keal/mole

HCO + O, @ CO + OH + O, AH = -58 kcal/mole .

- If any methylene peroxide in the planar tAr (47r) state is formed by the
decomposition of the primary ozonide, one would,expect it to react with

H,CO (to give the secondary ozonide), O, (vide infra), or with O,, if present.

| 9,
o0 99 P !
dﬂ + 3 g — HL AH=—24kcol/mgle
" o

/o- # /o——o
HC + O, HC
\.
0. 0-—0

AH=-18 kcal/mole AH=-8kcal/mole

56
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The diperoxy compound should lose oxygen to give dioxymethane.
Dioxymethane may also be formed directly by rearrangement of
methylene peroxide as discussed earlier. In either case, our calculations
show that the most stable form of dioxymethane is the lA1 (2r) state (lower
than even the ring state). Examining the GVB diagram for the 1A1 (27)
state shows that it is ina perfect conformation for a simple H migra:ti()n,

leading to formic acid. This process is downhill by 95 kcal/mole !

— HC—OH AH = -95 keal/mole.

Formic acid is one of the products found in the gas phase ozonolyses.4’ 57,58 .

The CH bond strength in formic acid is 92.5 kcal/mole, so that it may

decompose producing an H atom

] : i
(4 HCOH — +COH + H
57

The H atom would be expected to react as follows

H + Ob, @ HO + O, AH = -76.5 kcal/mole

H + CH, — CH, AH

i

il

-38.5 kcal/mole

and if O, if present,

H + 0, 2 HO, AH

-47 kecal/mole.

We see that the most favorable reaction is with ozone, leading to highly
vibrationally excited products. In fact, previous work of the H + O, reaction

shows that up to the v =9 vibrational level of OH will be populated (all the
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exothermicity in the newly formed OH bono‘l).S9 Subsequent chemilumines-
cence emission from the nine lowest vibrational levels, the Meinel bands,60
has been seen by Pitts and co—workers4’ 61 in low-pressure ozonolysis
-studies. However, they see the same emission for ozonolysis of tetramethyl-
ethylene so that {as they pointed out) there must be another pathway for pro-
duction of H or excited OH. '

The +C{(O)OH radical from (4) Wouid be expected to react with O, or

G, 1o give

-0 + O, + OH AH = -34 kcal/mole
\) Co, AH = -51 kéal/moie.

In addition, the dioxymethane may itself react with O, 0r O,

o)

O" - n

_ + 0, — HCOs + HO, AH
H,C 0
\ il

0. + 0, — HCO-+ OH + O, AH

-39 kecal/mole

il

-69 keal/mole,

i

Subsequent reaction of HCO, with O, or O, gives

HCO, + O, — C—~—O + HO, AH = -12 keal/mole

-39 kecal/mole.

HCO, + O, @ C—0O + OH + O, AH

The reactions of OH (and HQO,) expected for low pressure gas phase

ozonolyses have previously been outlined by Pi’cts.4
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2. Chemiluminescent Products

Although reasonable reaction pathways exist for forming almost every
possible combination of H, C, and O atoms, there are still certain impor ~
tant experimental results that have not yet been explained with our calculations.
First, chemiluminescence has been detected from HzCO(lA”) and OH(*=™). 4,61
The planar *A’ (4w) state of methylene peroxide dissociates to H2CO(3A”) +
O(3P), but-both ab initio and thermochemical calculations indicate that the
reaction of O; + C2H4 is not exothermic énough to provide the "A’ {4u) state
with enough vibrational energy to dissociate. The most likely mechanism

for production of HZCO(lA") is attack by ozone on the planar ‘A (4mr) state

of methylene peroxide.

Although both the A" and *A” states of formaldehyde may be produced by
this reaction, emission is seen from the *A” state since the *A" state is
known not to emit.62 Pitts has also seen chemiluminescent emission
from glyoxa14 and Ioiace’tyl61 (presumably formed by dimerization of the
formyl and acetyl radicals, respectively). The excited states are assumed
to arise from energy transfer with H,CO (‘A” or 2A”). 61

Formation of OH(22+) is not as easy to rationalize. Energy transfer
from H,CO (*A” or 3A") is not possible since the electronic excitation energy

16, 37

in OH is ~ 1 eV greater than in H,CO. Earlier, we showed that the

perpendicular *A”(3x) state of methylene peroxide decomposed into
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H,CO (*A,) + O('D). However, the subsequent reaction of O(*D) + H,CO(*4,)
to give HCO + OH(22+) was endothermic by 29 kcal/mole. Therefore,
formation of OH(ZZ)J,T) is not understood.

Chemiluminescence from vibrationally excited OH(zﬂ), the Meinel

bands, has also been seen in low pressure ozonolysis of a variety of methyl-

ated ethylenes. 4 61. The emission from CH corresponds closely to that

%
v=<9

77 kcal/mole. For ozouviysis of ethylene, we outlined ong mechanism for

produced by the reaction H + O; — OH + O,, which is exothermic by

production of H atoms and, thence, the Meinel band, namely,

0. o) , 0

/ l [
H,C - Hé——OH - H + :COH
A ‘
(o)

Another mechanigm for producing H atoms is decomposition of the vibra-~
tionally excited H,CO('A,), H,CO(*A”), or H,CO(*A”) into H + HCO, requiring
85, 13, and 4 kcal/mole of vibrational energy, respectively. The needed
vibrational energy is supplied by the reaction of methylene peroxide with

0,, e.g.,

+ 2‘02 AH = -127 keal/mole

)
()
H== () +03 ,
W b d A o.! : + 200°P) + 0, AH = -8 kcal/mole.

()

Therefore, the observation of the Meinel bands from the ozonolysis of
ethylene is reasonable. On the other hand, the Meinel bands are also seen

when tetramethylethylene reacts with ozone.
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Ozonolysis of tetramethylethene should lead to dimethylmethylene

peroxide, which might undergo a hydrogen migration to form an a¢-unsatu-

rated hydroperoxide.

H/\/

—-—% C-—-—OOH
AH=-52kcal / mole
1.

¥
'2

The hydroperoxide may decompose losing an OH group or be attacked by Q,.
Subsequent decomposition of the resulﬁng adduct might lead to production

of H atoms. This scheme is very cumbersome and tenuous.> However, it

is evident how multiple reactions with ozone may break the tetramethylethyl-
ene into molecules similar to those obtained in ethylene ozonolysis and,

hence, some of the same chemiluminescent species may be produced.
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viii. CONCLUSION

By performing high quality ab initio calculations we have shown that
the ground state of methylene peroxide (the Criegee intermediate) is a
singlet biradical rather than a zwitterion. The zwitterionic description in
actuality corresponds to a state 3% eV above the singlet biradical ground
state. A strong aha_logy between the ground and low-lying excited s’éat'es of
. methylene peroxide and its isoelectronic counterpart, ozone, was demon-
strated. The éxcitatior; ENEVZiEs 1N niethylene peroxide were, "111 general,
smaller than the comparable energies in ozone. This was reasonable in
light of the weaker 7 bonds expected for methylene peroxide. The ring

state of methylene peroxide was found to lie nearly 1 e\f lower than the

planar open state, while the analogous ring. state in ozone is 1.5 eV hiéher
than the open ground state. ? The ring state can reopen, breaking the weak
0O bond, to form dioxymethane. The lAl (2r) state of dioxymethane was
found to k_)e lower than evén the ring state.

_Combining our ab initio results with thermochemical data, we ana-
lyzed the stability of the Criegee intermediate as well as the possible
v modes of reaction in ozonolysis. We were able to explain the production
of many of the chemiluminescent species observed by Pitts and co-workers4’ 61
in their low pressure ozonolysis studies. However, the mechanism for
formation of OH(22+) was not evident in our scheme.. Qur calculations also
predict the production of reactive radicals such as OH and HO, in the course
of ozonolysis, which may have important consequences for understanding
the generation of photochemical air pollution. Further calculations and

experiments are warranted in this area.
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With regard to ozonolysis in solution, the mechanism whereby epoxides
are produced by ozonolysis of 1-olefins disubstituted at the I position with |
bulky groups was elucidated. Also, the possible role of methyléne peroxide
rearrangement to dioxymethane in interpreting the **0 isotope experiments
was reexamined and shown to be plausible. |

Finally, it is clear that more calculations are needed on the initial
phases of )ozonolysis, the forma”cion of the primary ozonide and .its subse-
Quent decomposition. - As indicaied by the gas phase work, the decomposi-
tion of the primary ozonide into an aldehyde and the Criegee intermediate

may only be telling part of the story.
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PART TWO:

The Electronic Structure of Pyrazine:

A Valence Bond Model for Lone Pair Interactions



(¥

I. Introduction

The nature of the excited states of pyrazine has been of great
interest among spectroscopists and theoreticians for many years. 1 In
addition to the 11—-1r* transitions, analogous to those of benzene, one
expects new n-w* transitions involving the non-bonding (or lone pair)
orbitals on the nitrogen. Since there are two nitrogens in pyrazine, the
question arises as to how the stafes involving exc'itations from the two
different nitrogens interact with one another. With the advent of photo-
electron spectroscopy,2 the guestion has been extended to the interaction
of the two possible n éations.

Two models for the interaction of the lone pairs have been previously
developed, namely, the exciton model of El-Sayed and Robinson3 and the
molecular orbital (MO) model of Hoffmann. 4 The MO model has had good
success in elucidating the photoelectron spectra (vide infra). In this paper
we present lan alternative mbdel based on valence bond (VB) ideas. Ab initio
minimal basis set (MBS) calculations have been carried out to test the useful-
ness of the VB model. In these calculations, emphasis has been placed on
describing the nw* excited states and the n cations. More extensive calcu-

lations using a double zeta basis will be reported elsewhere.5
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II. Qualitative VB Model
A) n Cations

To begin with, the VB view of the lone pairs in the ground state of

pyrazine is represented by 1a and mﬁ

N, <>O N\;;_‘ / " | N\/‘_—\,N n

‘1a )

The non—bonding orbitals are represented by O<) and the electrons by
dots. In the VB model the lone pairs are localized and equivalent, so that

the ground state wavefunction is

2 2
P = &Z(CZD ore Mg Pr B - ..af),
where ®oore represe'nts the remaining electrons.

Now consider ionization of one of the lone pair electrons. One can

_remove -the electron from either the left or right lone pair. These equiva-

lent ion states are combined (resonance)to form two n cation states,

2 2 \
Agand Bia

/N

SoN . NaZ) o+ (Con
N

NOD) ==>2A (+),%8, )

/

2

The wavefunctions in this approximation are7

w('A o) = (g, + Y)Y H) (1)

W('Byy) = (I - WR)/VE(1-9) , | (2)
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where®
¥ Q[(@core)n n,ap....apal 3)
d[(@core)nﬂnraﬁ....afﬁa] (4)
and ?
S :<\1:Ll\1fR>= —<n£]nr>. (5)

The splitting energy of the n cations is
A 2. 2
AE=E( Ag) -E( By

_ 1 1
"I+ 9 <QL+§'R | 3¢ )‘I’L+\IIR>-— m<\1/L-‘I’R 13q \I’L-\X'R> .

By symmetry
<9 L[SC I\I'L> = <\IIRIJCI\DR> and <\IIL[:}CI'IIR> = <\ERIZC{'~IIL>

so that we obtain

—ZS
AE = 2<¥ 36| 9> - 25<¥, |50} 9 >+ (). )
Since @core is taken to be the same in \IfL and ‘IJR,’? we need only consider the

non~bonding orbitals n, and nr in evaluating (6). Moreover, the one-electron
terms dominate the two-electron termsloso that (6) becomes [using S= - S!lr

jérom (5)]

AR

i1

2<»1:L[hl\pR> +28 <\I!L!h l\IfL>

ir

=2[- Syp hy ] +28,. (@h +h

(hyg+h ) - 20

AR = 2(8pp by - hyp) s (M
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where

Spp=<n, In >
hy. = <n£lh|‘nr>

hgy =<Bylhfng>
h...= <nr lhlnr>
Equation (7) has the same form as the one-electron exchange energy

in H,, which is dominated by S where t represents the kinetic energy

Ir trr’
operator.11 Since tI;I‘ is positive, we have

AE « Sy - (8)

Thus, we arrive at the very simple and intuitiveiy reasonable result that the
‘splitting energy is proportional to the overlap of the non-bonding orbitals.
Since the nitrogens are well separated (2.79 f&), one would éxpect- =
- the oveﬂap of the atomic hybrid non-bonding orbitals to be guite small and‘
positive; hence, considering only the n orbitals one would expect AE to be
quite small and positive (that is,zBm_ lower). However, the effect on the
atomic n orbitals of the other ¢ and 7 electrons present in pyrazine must be
taken into account., Towards this end, we solve for the optimal wavefunctions,
[designated generalized valence bond (GVB)] of the form given in (1) and (2).
Some rehybridization and scaling of n orbitals is expected, but the most impor-
tant effect is induced by the Pauli principle. |
Because of the Pauli principle, no more than two electrons can be
symmetrically coupled or "paired up'. As a result electrons become parii-
tioned into singlet (symmetric) pairs, e.g., CC, CH, CNobonds, 7 bonds,

1s pairs and lone pairs. The interaction between the singlet-coupled pairs is
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repulsive, so that the orbitals in different pairs tend to become orthogonal to
one another. In the case of the non-bonding orbitals (singly- or doubly-occupied)
nodal planes are expected to develop as shown in 3 in order to make the

n orbital orthogonal (Pauli principle) to the‘UCC and oy Ponding pairs.

i
i ’ ¥
Y )\ 1\
C>ON:E{N N\}LE':\'N(D
/I\—g__‘/\, ‘/, i'.){\
3

Note that the nodal patterns of the n orbitals iavor a negative overlap. Thus,

the effect of the Pauli induced orthogonalization is to decrease S or (alge~

braically) and it could make S or negative., In fact, we find that the overlap
is 0. 0156 prior to orthogonalization and -0. 106 after orthogonalization.
Using (8)', the Pauli orthogonalization reverses the predicted state ordering,

- leading to the A o state below the ZBlu.

B)n7 States
Now we turn to the nw*states. In f}i we show the ground state of
pyrazine again except that the n electrons are included (represented by circles,

indicating 2p orbitals perpendicular to the plane of the paper) and are shown
coupled into the two VB Kekulé structures
7R
C>-10 - (o)
G

The tie lines indicate a pair of orbitals singlet-coupled into a # bond. The

simplest VB model for the n-7"* excitation involves promotion of an electron
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from a non-bonding orbital to the P, orbital on the same nitrogen. In this
manner electroneutrality of all the atoms is'maintained. There are three

ways to pair the 7 orbitals into bonds in this case,

020 ORON
(0@ (O o Pa (o)
050 050}

S5a- 5b

Note that although the electron promotion is assumed to be localized on one
nitrogen, the resulting unpairéd 77* orbital is on either the ortho carbons or
on the para nitrogen. | ;

Exciting a lone pair electron from tt;e right nitrogen leads to a .
comparable set of n1r’k configurations which must be combined (resonance)

with those in § to g,;et states of the correct total symmetry

- » . . ° ° _ ’ | )
(0 Ga (R @al) B 8,48, ()
020 020
6

- - h - T
Using the same arguments as before, the splitting of the n7 states is
expected to be proportional to the product of the lone pair and #* orbital

overlaps,

AE =E (Byy) - E (Byg) <8y o S 7

(9)

E3
Since the 1r* orbitals are quite delocalized, the splitting energy of the nw
states is expected to be only slightly smaller than that of the n cations.
Determining the sign of Sﬁ*ﬁ* and, hence, AE requires examination -

2'r
of the three couplings of the 7 orbitals. In 7 we show the approximate
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position of the nodal planes that will be induced by the Pauli principle to
* .

make the 7 orbital orthogonal to three pairs of 7 electrons. (The ¢

structure is suppressed).

=

+\\.®~’L® + - \\\(D O R -
! s
o | o /O
ro / ' -
,’I,lG."‘\-Q ’/’,w
7a ’ 7b 7¢

‘Making the phases of the three siructures consistent, we see thali the 7*

orbital will have the form

NS Lt s
o,
Sa?
+ 0\ /
\ !/
i
I' '
- \
,’,’ ™\ PR NN
VAR ) LR RN
7’ ~ ../ SN

so that the overlap, S, ,* , will be positive and
Ty Ty

AF =E(Byy,) - E(Bzg) <0
or
E(Bsu)<E‘(B2g) .
sk
- The By, nr states are stabilized with respect to the Bzg .
*x
Finally, unpaired n and 7 orbitals may be singlet- or friplet-coupled,
giving rise to 1n'fr* and an* states. The energies of these are given by
1 % '
E(nn )= E, + K
*
E (nr') =E, - K

b

Xk, . , :
where K=<n7 |n7 > is the two-electron exchange integral between the unpaired

*
n and 7 orbitals. Since K is positive,the triplet is lower than the singlet.
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‘We will later consider self-consistent adjustments of the VB orbitals
(i.e., GVB). Since -K is negative for the triplet state, we expect the
orbitals for the triplet to readjust so as to increase K, while those for
the singlet state should readjust so as to decrease K. Thus configurations
5b and 5¢ with the 7;* orbital on the ortho carbon are favored fox; the
triplet, while 5¢ with the 1(* orbital on the para nitrogen is favored for~
the singlet. | in fact, to increase further the value of K for the Snﬂ* state,

the following ionic configurations are expected to come into play.
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I, Qualitative MO Model

We present a brief description of the MO model for lone pair inter-
action developed by Hoffmann4 in order to compare it with the VB model.
To begin with,symmetry orbitals, n + and n_, are formed from the localized

(VB type) non-bonding orbitals, n 0 and n,

n =(n£+nr)/\f1+S£r @D

+

n_= (nﬂ-nr)/\f 1-8 ).

’ GoN | N

where S or = <n 2 lnr>. The separation of the orbital energies, A€, forn

and n_ is

A€ = €(n )~ €(n_) =<n_ fJCln+>-<n_ [€ln_>

__3.__< |5¢) >%§;‘1}1_< 13¢|n >
“1-5%, Dgiotiny, BEN Rplidting

or by arguments similar to those used before

A€ OC*S,@I‘ .

The splitting of the orbital energies is proportional to minus the overlap
of the lone pairs. Since for localized n orbitals S pp 18 small and positive,

we have

A€ = €(n,)- €@n_)<0

or as expected

€n,)<e€(m)-
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This corresponds to what Hoffmann4calls "through space;' interaction.
Now, we must consider the effects of the other ¢ and 7 electrons by
performing av simple Hartree-Fock (HF) calculation. Hoffmanrx4found that
the key interactions are between the n orbitals and the ¢ orbitals associated
with the o,

CcC ,
symmetry vanishes, the n " orbital interacts only with the Soc orbitals,

bond. Since the interaction of two orbitals with different
while the n_ orbital interacts only with the oéc orbital. Simple pertur-

'bation arguments show that these interactions tend fto stabilize n L with

respect to n_ as shown in the diagram below.

JUp— O'Cg_ Xr;“

Mo e %

n, —— e N +>‘C’-CC

Opg ™" — — — Y. P 5

cc Occ™ ANy
MO HF

Hoffmann4 refers to the resultant splitting of n, and n_ as "through bond"
interaction.

Using Koopmans' theorem12 to equate the vertical ionization potential
to negative the orbital energy, the "through bond" interaction leads to the
following ordering of the n cations: E( 2Ag) <E(2B1u), i.e., an electron in
the n_ orbital is easier to ionize than one in the n_ orbital. ‘This result is
in agreement with the conclusion of the VB model.

The MO model for the n—»z;* excitations assumes that the lowest
transitions will be to the lowest unoccupied T MO, namely, the 2by, shown

infl\Q
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N 7N
o Lt LS i
~a P
~ td
: ~ e
~ Ld
2b,, P
I, \\
” ~
” ~
-~ ',"\l Vb \\
\\/ ‘\/

*
Therefore, the lowest nm state is expected to arise from the excitation
X
n,_— 2byy, giving the Byy n7 state. The excitation n_—~ 2byy leads to the
X :

Bzg nm state at a higher energy, again in agreement with.the VB model.

* .
The splitting of the B,y and Bzg n7  states is-predicted to be comparable

to that of the n cations.
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IV. Qualitative Comparison of the VB and MO Models

At one level the VB and MO models for lone pair interaction seem
guite similar. Bothrbegin by considering atomic-like lone pairs which have
small overlap and, hence, a small splitting, Then the rest of the pyrazine
molecule is taken into account, Upon optimization for the molecule, the
orbitals delocalize, leading fo large changés in the overlap and splitting
Venerg'ym.' Moreover, the delocalization effects are such that the splitting
energy changes sign relative to the smali atomic lone pair interaction.
Finally, the 77* orbital is delocalized in both cases.

~ On the other hand, the methods by which the interactions are

explained and evaluated are radically different. In the VB model the S@itting
energies arise from the interaction (resonance) of two many-electron wave-
functions (conﬁgurations) that describe two equivalent excitation processes.
In the MO model the Splittings arise from the interaction of ground state
orbitals (one~-electron wavefunctions). As a result, the ground state lone
pair orbitals are localized and equivalent in VB but delocalized and inequiva-
lent in MO, Furthermore, the excitation process giving rise to the n cations
or mr* states is localized on one nitrogen in VB but delocalized over both
nitrogens in MO.

We believe that the VB model provides a picture that is closer to the
results of more exact wavefunctions than the MO model. Support for this
contention may be found Vprior to any calculations. For example, in VB
only the total wavefunction reflects the full symmetry of the molecule. The
component configurations are allowed to have a lower symmetry (sz instead
of ch). This freedom ai],ows the excitation to be localized on one nitrogen

as well as ailowing the remaining occupied orbitals to adjust or polarize
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in response to the excitation as was evident in the difference of the 11* orbitals
for the 1n1r* and 3n17* states. On the other hand, in MO (or HF) the individual
orbitals are forced to be symmetry functions, and hence, delocalized.

Trying to describe excited states in terms of a one-electron promo-
tion between two delocalized orbitals can lead to problems. For instance?
consider the mr* states described by n L w* in the MO model. Recalling

- *
that the 7 orbital (2b,sy) on the nitrogens is given by 7 gt T we have
* —
n7 = (n£+nr)(1r£+7rr)

= (0,7, + 0, 11)+(n£77r+n ﬂﬁ)

covalent ionic

so that significant ionic character is necessarily introduced into the wave-
function. The result is excitation energies that are much too high.
The difficulties of using symmetry orbitals are not as apparent in

. . 2
the case of the n cations. Consider the MO wavefunction for the Ag state

1!/ (A ) =21 (2, e )n’n, ap....apa]
=l (3,0.0) (nﬁ—nr)?(nﬂ+nr) aB....opx)

= AL (@, )Wy, + nony) af....afel = (g HIQANTFS

which is equivalent to the simple VB wavefunction. However, when solving
for the 2A g state variationally, @ ore is forced to be symmetric in the HF
wavefunction but is allowed to polarize appropriately for and Y in the

GVB wavefunction.
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Finally, although the MO model for lone pair interaction is based on
the ground state orbitals, these orbitals are not uniguely defined. One can
apply an arbitrary unitary transformation to the space of occupied HF
orbitals without changing the energy. This fact adds a note of uncertainty
to the MO model. How are the orbitals produced by an HF calculation defined?
The answer is Koopmans' theorem, 12 '

previously we mentioned that Koopmans' theorem allows one to
equate vertical ionization poténtials with negative the orbital energies,
There is actually more to it. For anHF wavefunction the energy of the

ground (Nelectron) state may be related to the various cation (N-

electron) state energies via the orbital energy, i.e.,

However, since the orbitals and orbital energies are not uniquely defined
by the HF calculation, one is faced with an infinity of choices for the cation
-energy.’ Koopman&z concluded that the best choice of € would lead to the
lowest energy for EI\ 1 Consequently, the value of ¢ is maximized and the
resulting orbital becomes well defined., Therefore, we see that the ground
state orbitals reflect the nature of the various cations. This explains how
the two ground state lone pair orbitals n , andn_are calculated to

be inequivalent by HF. The inequivalence actually arises only in the n

cations or nﬂ* states as shbwn in the VB model.
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V. Calculational Details

The goal of these calculations is to test some of the current
concepts concerning the excited states of pyrazine, particularly those
proffered inthe VB model. To do this it is important to allow the orbitals
to delocalize and readjust in the presence of other electrons. For example,
the orbitals of the n cation (in Y, and %R) are éxpected to polarize in

response to the n ionization as shown in 11

.‘Q\t)
D @ed‘z}o@
1

The method of calculating these effects is the generalized valence bond

(GVB) method. 13 However, because the orbitals in Y andy, are, in
general, non-orthogonal, evaluating.expressions such as <Y, |Z(’ ]z.!/R>
involves ~211 or 22! terms and is not currently feasible. Therefore, we
designed a configuration interaction (CI) calculation that would mimic the
GVB wavefunction,

A) Localized n Orbitals

The brute force method would be to take the ground state (IA g)
HF vectors and perform a large scale CI among the 28 valence orbitals.
Beéause of the large number of orbitals, this procedure is cumbersome and
the results are not easy to interpret in terms of simple concepts. The
major problem with using HF ground state vectors is thatthe orbitdls are

not uniquely partitioned into orbitals of different character (lone pair,
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TABLE 1. Mulliken populations for the singly-occupied n orbital.

'3

n tnax nark

s 0.163 0.155 0.172 .
exci,ted N zZ 0.719 - 0.735 0.722

Totai 5.582 0.890 0,804
ortho C 0.037 0.036 0.035
ortho H 0.020 0.019 0.019
meta H 0.008 0.008 0.007
para N 0.011 0.006 0.009
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Symmetrized GVB

6.0
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Tig. 2. Contour plots of the HF 1 lAg and symmetrized GVB n +
and n_ orbitals. The coitour increment is 0.05 a.u.
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TABLE II. Mulliken populations for the n symmetry orbitals

1 2 2.
from the Ag, Ag, and "B, states.

n
+
GVB HF GVB HF
0.171 0.120 0.185 0.176
N z 0.6178 0.566 0.760 0.759
1Ag Total 0.849 0.686. 0.945 0,935
C 0.098 0.216 0.049 0.054
H 0.053 0.097 0.006 0.010
0.166 0.129 0.188 0.181.
N z 0.696 0.628 0.749 0.738
2Ag Total 0.862 0.1757 0.937 0.919
e 0.097 0.179 0.058 0.067
H 0.041 0.063 0.005 0.014
s 0.175 0.133 0.186 0.180
N z 0.675 0.588 0.768 0.7173
*B,u Total 0.850 0.721 0.954 0.953
C 0.102 0.195 0.041 0.043
0.047 0.083 0.005 0.004
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CC bonding, CH bonding, etc.). In order to obtain unique non-bonding

~ orbitals for the CI calculations, we periormed open shell HF calculations
with a fully convergent SCF prog,rram14 on the 2n, 1mr, and ‘nr states
allowing the symmetry to be reduced to sz- In othér WOI‘dS,‘ in each

case we solved for one of the resonant configufations. The singly-occupied
non-bonding orbital is uniquely defined in the three wavefunctions. As shown
by the contours plots in Figure 1 and the Mulliken populations in Table i, ‘
the non-bonding orbital is in each case quite localized on one nitrogen
(88-90%). Since ail three non-bonding orbitals are so similar, we chose
one, the 3n1r*v orbital, to partition the HF space into n and o orbitals.

" Taking the localized n orbital, symmetry functions, n . and n_,
were formed and projected onto the occupied HF orbitals fE)r the lAg’ 2Ag
and ZB,Lu states. 15 The remaining ¢ orbitals v;ere orthognalized to the A
1 orbitals. In this manner, we partitioned the HF occupied space info n
and o orbitals, greatls; facilitating the CI calculations. The fact that the
simple HF calculation on the ground state mixes extra o character into the
_n orbitals (especially n+) is shown in Figure 2 and Table II, where contour
plots and Mulliken popu-latdions are presented for the HF and the symmetized
GVB n orbitals, respectivély. Note how the n_ orbital is naturally more
localized than thev n, becauée of the node through the CC bond.

Before describing the CI calculations, we should state that SCF

16 (1s, 3p/3s) set of primitive

calculations were performed using Huzinaga's
gaussian basis functions contracted to a MBS [2s, 1p/1s] by Dunning. 17
All calculations were carried out at the experimental equilibrium geometry

for pyrazine. 1
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B)n -7 CI

In all the CI calculations, the *A_and 2Blu vectors were used for

the respective n cations, while the 1Ag Vgectors were employed for all the
states of the neutral species zs well as for the 7 cations. Eight different
types of CI calculations were performed: |
(1) HF-CI: only the HF configuration was included,
(2) S-CI: the HF configuration plus single excitations into the
space (6 orbitals),
(3) w CI: the HF configuration plus a full CI within the 7 space
(6 orbitals),
- (4) n~m CI: the HF configuration plus a full CI withinthen +7

spaée (8 orbitals).

C) Relaxation of the ¢ Core

In the above four CI calculations the same doubly-occupied ¢ orbitals
are used for all states. In order to test the importance of the polarization
of the CN, CC, and CH boﬁds, two more CI calculations were designed.
It was not feasible to include the entire valence o space (20 orbitals) along

with the 2 n and 6 7 orbitals, 18

Therefore, we partitioned the o space
into the 12 Soc and ooN orbitals and ‘the 8 cH orbitals. This partition
has the added advantage in that the Oce and especially the ooN orbitals
are expected to polarize more than the cH orbitals in the n cations and
nw* states.

The ¢ orbitals were partitioned by taking the two ¢ or ¢* orbitals
for each symmetry type that had the greatest CH character and combining

them in such a way that the p function on the carbon was directed toward the

hydrogen. The success of this simple partitioning is shown in Table III
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TABLE III. H atom Mulliken populations for the 9cH orbitals.

State O’CH Total Ho O”‘éH Total Ho*
1Ag 0.684 0.732 1.152 1.268
?Ag 0.594 0.645 1.169 1.355

*Biu 0.608 0.653 1.164 1.347
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where the H atom Mulliken populations in the CH and O’*CH‘ orbitals are
compared with the total H populations. We see that the ol orbitals
constructed in this manner account for about 90% of the total CH spéce.

The two CI's allowing relaxation in the ¢ orbitals are denoted as

(5) Scc/CN POIL(1) CI and

(6) IoH POL(1) CI.
Both CI's include all the configurations in the n-w CI plus single excitations
in the UCC/ OoN OF Oy Space from two basic configurations. Cne of the two
basic configurations is the HF configuration, while the other allows the
lone pair excitation to localize on one nitrogen. For example, the HF

configurétion of the zAg state is

2
d,[ (@, pe)n. 0, aB...0Ba] ,

while the second basic configuration is
’ 2
al (@, .)n, n_as...afa] .
Taking +and - combinations of the above configurations gives
2
af(®,,p0my na8. .. 0f0]

al @core)nrznzaﬁ‘ ..afa),

so that we are actually allowing relaxation of the ¢ orbitals in response
to the localized excitation.

D) Further Relaxation of the 7 Space

A final set of CI calculations was performed using a slightly

extended basis. The MBS was augmented by the most diffuse Py primitive
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16 (35) set. This basis set is designated MBS + DZ(r).

in Huzinaga's
Two CI calculations were performed allowing relaxation of the 7 orbitals
with the added six ""double zeta'" 7 virtuals,
(7) T POL(2) CI and
(8) m POL(3) CI.
- In the 7 POL(2) CI all the configurations in the n-7 CI were included plus
all thoée arising fr_om single and double éxcitationAs from the groimd state
HF configuration [within a 14 (Zﬁ, 127) orbital space] with thé restriction
that only single excitations are allowed in the ""double zeta' 7 space, The
7 POL(3) CI is the same as thé 7 POL(2) CI except that up to triple excitations

are alloWed_ from the ground HF configuration

E) Rydberg States

Simple calculations were also made to locate the position of the
lowest singlet Rydberg states arising from excitations out of the two most
loosely bound orbitals 6ag(n+) and lblg(ﬁ). In order to describe the diffuse
Rydberg states two augmented basis sets were employed.

(9) MBS + R{0): MBS augmented with two diffuse s, Py and p,
functions centered at the CC bond midpoints an-d; at the nitrogens. The
carbon exponents were 0.060 and 0.020, while the nitrogen exponents were
0.075 and 0.025.

(10) MBS + R(m: MBS augmented with two diffuse p, functions centered
at each of the four carbons and two nitrogens. The exponents were the same
as for MBS + R(o).

The Rydberg states were calculated using the improved virtual
orbital (IVO) method. 1 In this method the SCF occupied orbitals fromthe

ground state {or excited state) are used and the correct excited state
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hamiltonian for the virtual orbitals {without self-terms) is solved, yield-
ing a whole spectrum of excited states from one calculatibn. VO calcu-

lations on HZO]‘Q"20 and 0221

have led to good agreement with experiment.
In general, the calculations on pyrazine used ground state orbitals,

although a few runs were made with the appropriate cation orbitals.
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VI. Results: Ramifications for the VB Model

A) n Cations
The various SCF and CI results for the n cations are listed in
Table IV. First we see that in every case the 2Ag state is lower than’
| the 2Blu st}ate»as predicted by both the VB and MO models. However, even
the simple SCF results point to important differences in the two models.
When the lone pair ionization is allowed to localize on one nitrogen as in
the VB model, the energy drops significantly (0.8 eV relative to the 2Ag
state). Therefore, we may conclude that the description of the n cations
in terms of resonant and antiresonant combinations of localized excitations
(VB) is more correct thanthe description in terms of interactions of
symmetry orbitals (MO).
qurelating ’the 7 system (7 CI) lowers the absolute energies of the
2Ag and 2B1u states by 2."4 eV, but the excitation energies are unchanged.
. That is, the 7 correlation energy of the ground state and n cations are
comparable.. In the 7 CI, the ionization is still forced to arise from a
delocalized symmetry orbital. On the other hand, as soon as the CI
calculation includes configurations that allow a localized description of
the excitation,as in the n-7 CI, the energies of the n cations drop dramatically
relative to the ground s’caﬂ:e.22 The excitation energy to the 2Ag state drops
1.2 &V, while that to the "B, state drops 1.6 V.

Analysis of the CI wavefunctions reinforces the VB model of localized
excitations. For example, after the HF configuration (CI coefficient = 0. 90)
the most important configuration (CI coefficient = 0.25) in the n-7 CI
wavefunction for the 2Ag state is a double excitation with respect t.o the HF

configuration, namely 5b1u (n) -~ 6ag (n+), lbzg('n') - 2b3u(77*). The effect



103

TABLE IV. SCF and CI results for the n cations (in eV).

Vertical Ioniza- | Splitting . CI Energy
tion Potentials Energies] Lowerings.
| 2Ag B, | AE |%A ¢ *B,u
Nonlocalized wavefunctions |
MO Level
Koopmans' »theorém 12.03 | 14,70 2.67 [-0.71 | -1.15
SCF 11.32 | 13,55} 2.23 0.0 0.0
S-CI 11.51 § 13.37} 1.86 [}0.40 | -0.02
CI Level
7-CI 11.48 | 13.36] 1.88 |2.04 | 2.39
Localized wavefunctions
MO Level
SCF 10.52 -~ |- --
CI Level - no ¢ readjustment
n-r CI 10.27 | 11.70| 1.43 [3.32 | 4.12
7 POL(2)CI 10.01 | 11,51 1.48 3.92 4,66
CI Level - ¢ readjustment
ooy POL(L)CI ©10.24 | 11.72| 1.48 [.3.42 4.17
GCC/CN POI1(1) CI 9.81 11.451] 1.64 3.88 4,48
- POL-CI? 9.52 | 11.28| 1.76 |4.58 | 5.07

2 POL-CI: Results of the three POL CI's are combined assuming pairwise

addivity.
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of this configuration may be revealed by considering just the four

orbitals Sblu(n—)’ Gag(nﬂ_), 1b2g(j), me@*) represented by (nl- nr),

(n!Z + nr), (n- jr) and (u + jr), respectively. Then, the HF configuration
is A
n n7T = (i-n)(n +n)(7r _ﬂr),

2
(nﬁn + 1 nﬂ)(w T 1rr1r£+'n'r) ,
and the secdnd dominant contiguration 1323

nfn_kmr* + wkT) = ( (n -n )[(11 (7r + 7 )+(1r +7 )(n'

i

(n n!Z n, "n )(7r ~ 1rr2)
Adding the two configurations leads to configurations of the form
nrznﬂﬂ_ﬂz
2 2 :
BBl s
which cl’earljr represent the polarization of the 7 system toward the
ionized nitrogen. ‘

Since polarization of the 7 system is important in the n cations,one
would expect polarization of the ¢ system to be significant. We found that
relaxation of the Ioe and OoN orbitals lowers the energy by 0.4 ~ 0.5 €V,
while relaxation of the OcH orbitals lowers the energy by 0.05 - 0.1 eV,
These results are in accord with our conjecture that the CH bonds (further
removed from the excited nitrogen) polarize much less than the TN bonds
adjacent to the excited nitrogen.

Finally, the fact that the 7 POL(2) CI leads to an absolute energy
‘lowering of ~0.6 eV and a decreése in the ionization potentials of ~0.2 eV

indicates that the atomic scaling of the px(ﬂ) orbitals is not appropriate

- 7)]
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for either the ground state or n cations. Similar results may hold true
for the ¢ system, indicating a need to perform double zeta ca].culations.5

Since the configurations added to the n-w CI in the three POL CI's
are mutually exclusivé (exactly ina mathematiéal sense and roughly in a
physical sense), one can sum the respective CI lowsrings to get a reasonable
estimate of the CI energies to be obtained if the POL CI's are carried out
simuitaneously.v The vertical ionization potentials for the A o and 2BIu
states are predicted at 9.53 eV and 11.27 eV. Comparison with photo-
electron spectra will be made in Section VII. )

B) nw* States ‘

The various SCF and CI results for °na* and nr* states are listed
in Table V and Table VI, respectively. Just és for the n cations, HF
calculations enforcing Dzh symmetry lead to much larger excitation energies
than when the orbitals are allowed to localize (the S-CI results of Tables
V and VI are essentially equivalent to those of self~consistent HF calculations
using symmetry orbitals). Thus, the VB model of localized excitations is
more éppropriate than the delqcalized model,

As discussed previously using Dzh symmetry orbitals not only forces
the excitation to be delocalized, but introduces significant ionic character
into the wavefunction. Neither of these effects are removed by correlating
the 7 system. In fact, the excitation energies to the n7* states increase
by 1 eV since there is 1 eV more correlation in the ground state six-electron
7 system than in the seven-electron 7 system of the nr* states. 24

The CI results for the nr* states are véry similar to those for the
n cation., Allowing the excitatioh to localize as in the n-7 CI decreases
the n7* excitation energies by 1.5 t0 2.75 eVl The splitting energies are

also reduced by 0.8 e¢V. The most important configurations apart from
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TABLE V. SCF and CI results for the “na* states (in eV).

Vertical Excita- | Splitting CI Energy
tion Energies Energies Lowerings
Bou | Bag | AE Bsu | Bag
Nonlocalized wavefunctions
MO Level
S-CI 3.97 5.71 1.74 0.0 0.0
CI Level
7-CI 4.95 6.72 1.77 1.44 1.41
Localized wavefunctions
| MO Level
SCF 3.41 -- -- --
CI Level - no o readjustment
n-1 CI 3.39 4.53 1.14 3.06 3.66
7 POL(2)CI 3.07 4,32 1.25 3.72 4,22
CI Level - ¢ readjustment
0oy POL(1)CI 3.317 4, 53 1.16 3.15 3.173
occ/on POLOCT 2.94 | 4.31 | 1.37 | 3.52 | 4.05
POL-CI* 2.60 | 4.03 | 1.43 | 4.26 | 4.68

2 pOL-CI: Results of the three POL CI's are combined assuming pairwise

addivity.
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TABLE VI. SCF and CI results for the ‘nr* states (in eV).

Vertical Exci~ |Splitting CI Energy
tation Energies |Energies Lowerings
Byu | Bag AE "Beu | 'Bag
Nonlocalized wavefunctions
MO Level
S-C1 5.17 7.04 1.87 0.0 0.0
CI Level
7~CI 6.12 8.00 1.88 1.45 1.45
Localized wavefunctions
MO Level |
SCF .09 -~ -- --
CI Level - no ¢ readjustment
n-w7 CI 4,19 5.25 1.06 3.46 4.27
7 POL(2)CI 3.90 | 5.08 1.18 4.09 4.178
CI Level - o readjustment
TCH POL(1) CI | 4.17 5.26 1.09 3.55 4.33
o o ey POLCE 3.75 | 5.05| 1.30 | 3.89 | 4.63
POL-CI? 3.44 | 4.89| 1.45 | 4.81 | 5.20

2 POL-CI: Results of the three POL CI's are combined assuming pairwise

addivity.
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from the HF configuration are the double excitations n ~n_,7-#* or n_-n_, 7—mw*
that allow the excitation fo localize. For example, inthe By, state the HF
configuration has a c'befﬁcient of 0. 87, while the next most important
configuration arises from the double excitation 5b111 (n) - 6ég(n+),

1b, g(7r) - 2b n*) with coefficient 0.31. In this case the HF configuration

su
is

it

2 2 2 2
n_ n+7r:'7f* (ni— nr) (nﬂ + nr)@l - 111_) (1?2 + ﬁr)

i

2 2 2— 2 2 2
gy + e Ty Ty = Ty T Ty M)
and the second configuration

2 2
T
n + n_ '

i}

(nl + nr)z(nﬂ - ’}r)(ﬂ - 7{1.)(17' + )2

It

2 2
(n n, nznr)(ﬂl wr-wrnl -7 1r2+1r£11 )

Adding these two leads to
2 2 2 2 2 2
By nr(”r Ty ~ Ty ) +npny (ﬂﬂ T = TpTy)
or
n;nrﬂr(ﬂ'rﬂ'ﬁ + ﬂfl_”r) + nr 2 Q( T, +7 wﬁ) ,
the appropriate localized excitation.

As in the case of the n cation, relaxation of the 9N and oec orbitals
is much more important than relaxing the o orbitals, Again, the 7 POL(2)
CI indicates that double zeta calculations are warranted to optimize the scale
of the orbitals. The POL CI's tend to increase the splitting energies of the
nr* states as well as the n cations. However, the splitting energies are
still smaller than those predicted by the MO model (S~CI or 7 CI).

Finally, we consider the differences in the e and "k states.

Plots of the 7* orbitals from the open shell HF calculations oﬁ the 1mﬁ" and

3
uw* states are shown in Figure 3. As expected from considerations of the
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exchange integrals (cf. Section II.B) the #* orbital in the ‘hw* state
localizes more on the para nitrogen, wﬁile the 7* orbital in the?mr state
has more density on the excited nitrogen and the ortho carbons. The conclusions
drawn from the plots are confirmed by the Mulliken populations shown
in Table VII.
| Since the 7 orbital is more localized for the nr* state, the
splitting energy tbetween the B:ﬁ'1 and B, g states) is expected o be smaller
than that for the 3mr’*‘ states., The CI calculations bear out this expectation,
although the difference in splitting energies vis only 0.07 eV. Note that the
MO model calculations (S-CI) predict the " splitting énergy to be

larger (~0.12 eV) than for smr*, in direct contradiction to the VB ‘model.

C) VB Model: Final Comments

The calculations have shown conclusively that the VB model provides
a more accurate description of the interaction of the n cation and n7 . excited
~ states. 'The excitations from the lone pairs are localized, although the
nature of the pyrazine 7 system leads to a delocalized 11* orbital. The
relatively large splitting of the n cations is explained by the slight delocal-
ization of the non~bonding orbitals that allows them to become orthogonal ' _
to the o bonding orbitals (Pauli principle). We use the word slight, since
Mulliken populations show that the non-bonding orbitals are still 90%
localized on one nitrogen. The large splitting of the n cations is only slightly
diminished in the nm states because of the delocalized nature of the 7
orbital. '

In Section I¥, A we stated that the Pauli-principle-induced delocali-

zation of the non-bonding orbitals leads to a negative overlap of n 0 and n.



111

TABLE VII. Mulliken populations for the #* orbitals.

State excited N ortho C meta C para N

Sk 0.333 0.170 0.024 0.279
¥ 0.100 0.110 0.026 . 0.628
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2 . 2 .
Consequently, the Ag and 1’3B3‘1 states are stabilized relative to the B,y
13
and ?’ Bzg, respectively. However, perusal of the plots in Figure 1 for the

* 3 %k
and n7 states reveals that the over-

non-bonding orbitals from the 2n, 1mr
lapofn ) and n r is positive! At first, this appears to contradict both the VB
modeln and the CI results. The real problem is that in the simple VB model we
assumed that the ¢ and 7 electrons did not polarize in response to the lone
pair excitation. This assumption allowed us to reduce the interaction of
the two configurations \I'L nd ‘I'R to a three- (or f_our—) electron problem and
to show that the splitting energy was proportional to the overlap of n 9 and
n.. The o and 7 electrons do polarize in the 2n, lmr* and ’nw* cases, so that one.
must consider the entire many-electron wavefunction. for ‘I’L and ‘I’R.
Moreover, the ov;erlap of \IIL and *lfR does not reduce to the overlap n ) and
n,.. Thus, <n 7 Inr> may be positive, while <\IIL I‘I’R> is negative. The
calculations prove that <¥; {‘I’R> is in fact, negative.
We vstill have not shown that orthogonalization of the non-bonding
orbitals to a symmetric o core will lead to the negative overlap assumed in
the VB model. To check, we took the n_and n_ orbitals used in the CI
calculations and completely localized them by taking + and - combinations
and zeroing all the coefficients for basis functions not on the left of right
nitrogen; respectively. These localized "atomic like'" lone pairs were
orthogonalized to the symmetric o core. The resulting orbitals are plotted
in Figure 4. Although it is difficult to tell from the plots, the actual over-
lap of n; and n_, is -0. 106 in agreement with the expectations of the VB
model. The Mulliken populations for these orbitals are shown in Table VIIL
We may conclude that the assumption of a symmetric core in the VB
model, although nct rigorously correct, does not lead fo incorrect conclusions.

This is very gratifying since the assumption allows one to draw simple

pictures and perform back-of-the-envelope calculations,
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4
orthogonalized to a symmetric ¢ core.

TABLE VIII. Mulliken populations of the n, and n,

np_ or n

r
s 0.117
excited N Z 0.832
Total 0.949
ortho C 0.011
ortho H 0. 908
meta C 0.025
meta H 0.001
para N 0.005
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VII. Results: Comparison with Experiment and Previous Calculations

A) n Cations

As mentioned in the introduction, the MO model was very useful
in interpreting the photoelectron spectrum of pyrazine. There are four
bands below 12eV in the photoelectron spectrum which are expected to
correspond to the two n cations and the two lowest 7 cations. The
vertical ionization potentials occur at 9.63, 10,18, 11.35 and 11.77e V.25
Prior to the appéafance oi Hoﬁmann's4 MO model, in which hie prcdicic
a large splitting (1-2 eV) of thé n cations and that the 2Ag state should
be lower, these results would have been quite puzzling.

- Nevertheless, the first four bands have been aésigned in various

ways: 7r7rnn,2 ﬂnmr,z nmﬂr,zs’ 29 '7m,26 n7r1rn,27n1w 7728 (in increasing eneréﬁr).

Of these, the most reasonable is that of Gleiter, Heilbronner and Hornung,25
: 2
who assign the bands in increasing energy to °A g(n), B, g('rr), 2B1u(n), Zﬁzg (m).
Their assignment is based on band shapes and is also supported by recent

29

angular photoelectron work. The first and third bands are peaked near the

middle and resemble closely the two n cation bands in diazabicyclooctane (l%). 30

T\
L/

12

PN

The second and fourth bands are peaked at low energy, i.e., the vertical

and adiabatic ionization energies coincide, and resemble the 7 cation bands

. 2 '
in benzene.” This assignment implies that the 7 cations retain the ground
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state geometry, while the n cations change significantly.
Our results are the first ab initio calculations on the pyrazine
cation. Previous theoretical estimates of the ionization potentials had been

; ; 1 ; ; ; ; ; inina1d, 25, 31-33
obtained using Koopmans' theorem in conjunction with semi-empirical® “*»

or MBS ab initio34—36ground state HF wavefunctions. The results in Table IV
show that Koopmans' theorem leads to ionization potentials for the n cations
that are 2to 3eV too high and exaggerates the splitting by 1 eV. Therefore,
none of the previous calculations of ionization potentials are reliable.

In Table IX, we list our results for both the n cations and the two
lowest 7 cations, 2B1 g and szg' Although the CI results for the n cations

appear to support the nmn assignment,25

especially when the GCC/CNPOL(I)
CI results are considered, cf. Table IV, the calculated ionization potentials
for thé T catibns are high by 1.5 to 2.0eV. Since high quality CI wave-
functions are being empioyed, the only explanation for such a large error

is the inflexible MBS employed. The high ionization energies indicate that
the MBS exponents are too diffuse. As a result, the 7 electrons aré not

properly shielded by the ¢ core and so are too tightly bound. This problem
has been corrected by using a double zeta basis and the resulting 7 ionization

potentials are in good agreement with experiments. o

B) nm Excited States

The uv absorption, excitation, fluorescence and phosphorescence
spectra of pyrazine have been studied extensively. 1 Over the years the lowest
energy singlet-singlet band system has often been analyzed in terms of a
strong (allowed) n— 77* transition to the lBau state and a weak (forbidden)
n——7r* transition usually thought to be the 1Bzg state. The ;\Irfieonce for the

1 .
second ng* state has ranged from direct observation, ~ to indirect

manifestations in the 1B3u bands such as vibrenic line broadening41 or
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TABLE IX. Vertical ionization potentials (in eV).-

State K.T.® SCF  GVB CP 7 POL(2)CI Expt®

Ay () 12.03  11.32  10.27  10.01 9.63
B (r) 12.14 1168  12.48  12.31  10.18
3, (W 1470  13.55 11,70  11.51  11.35

"Bog (1) 13.39 -~ 13.36  13.16  11.77

o
Koopmans' Theorem.

b GVB CI: n 7 CI for the n cations and 7 CI for the 7 cations.

€ Reference 21.
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electronic Coriolis interactions observed in the rotational structure.42 .
The most recent spectroscopic studies show that the 1B2 o state is

43, 44

%k
Finally, none of the work on the 3n1r states
43-45

higher than the B, .
indicates the presence the 3B2 o state near the 3B3u state.
From Tables V and VI we see that our calculations indicate that the
K 3B2g states are at least 1eV higher than the ' 3B3u states. Therefore, if
there is another state near the lBsu’ it is not the 1B2 g The experimental
excitation energies of the lI—Ssu and ‘D__ states are 3.2-3.3 and 3.8-3.9 eV,

3u
1,46 Our n-7 CI excitation energies are in reasonable agree-

respectively.
ment with experiment, being high by 0.1-0.3eV, while the POL CI's lead to
excitation energies that are too low by 0.1~0.3 eV. The singlet-triplet

splitting is overestimated by 0.2 eV.

C. Comparison with previous theoretical calculations

The only previous ab initio study of the excited states of pyrazine

was that of Hackmeyer and Whitten (HW). 36

They employed a basis set
comparable to our MBS+DZ (7) and the same geometry except that the

47 i stead of 1,094 %8

CH bond lengths were taken as 1.05 25; as in our work.
After performing an HF calculation on the ground state, they carried out
CI calculations using the two lone pair orbitals, three occupied @ orbifals

. *
and six T orbitals (two b,, and a , one b, and b, g) determined by IVO-

g
type calculations (the b1g is determined by symmetry). The configurations
were chosen by performing single and double excitations from one to three
basic configurations, subjecting the generated configurations to an energy-

lowering criterion and repeating this process with the larger set of basic

configurations. This procedure produces a set of configurations comparable
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to our 7 POL(3) CL

In Table X, we list the number of configurations employed-in the
cve cr,® '
for the 1Ag and ‘B, states to contrast with the CI calculation of HW. We

7 POL(2) CI, and 7 POL(3) CI as well as the energy lowerings

note that the smaller GVB CI leads to energy lowerings comparable to those
of HW. Accordingly the 7 POL CI energy lowerings are significantly better-
than HW, although they involve a comparable number of configurations.
. Finally, we note ihat including ihe uou-bonding orbitals in the CI calcula-
tioﬂs on the ‘A g state decreases the energy by only 0.07 eV, while the
number of configurations approximately doubles. This result supports the
use of just the 7 space in the CI calculations on the #T* states.

In Table XI we compare our CI results Wi{:h those of HW and with
experiment,r vCom);;aring the 17 POL@) CI resuité with HW, We see that
the n7™ excitation energies are, in general, 0.3 to 0.6 eV lower in the
7 POL(3) CI. The Bsu/Bzg and Ay/ By nr* state splitting energies are
(_). 1 to 0.3 eVsmaller in the # POL(3) CI. The smaller splitting and
excitation energies for the nu* states in the 7 POL(3) CI derive from
thé use by HW of the ground state HF n, and n_ orbitals, which have
0 character mixed in artificially. Except for the ¥ states >8 eV,
the calculated excitations from HW and 7 POL(3) CI agree to +0.05 eV
for the 77" states, as expected.

In both HW and the present work the excitation energies to the
11B1u and 21B2u 7m* states are overestimated by 23 to 3 eV. Extensive

CI calculations by Hay and Shavitt50

have shown that the analogous states
in benzene have significant ionic  character and, hence, are more
diffuse than the normal valence excited states. Consequently, these

states cannot be well described by a MBS+DZ(7n) basis set.
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TABLE X. Size of the CI calculations.

State GVB-CI # POL(2) CI = POL(S)'CI _HW?
" Configs.? 75 176 324 255

& AE® 2,49 2.83 2.88 2.44
iAé | Configs. 42 5 139 255
ronly)d AR 2,42 2.76 -2.81 2.44
i Contigs. 96 - 128 260 216

e AE 3.73 4.23 4,44 3.44

& Reference 32.

b Spatial configurations. FEach configuration yields one to six spin eigen-
functions and one to 20 deteArminant‘s.

C AE is the CI energy lowering relative to the single HF configuration (in
).

d Excitations are allowed only within the # space.
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TABLE XI. CI results (in eV).

State HFCI S-CI  GVBCI 7 POL(2)CI 7 POL(3)CI Expt.? HW
174, (G.8.) 0.0% 0.0% 0.0% 0.0% 0.0* 0.0%
1 °Byy (na*) 4,64 3.96 3.45 3.25 3.10 3.2-3.3  3.56
1°Byu (na*)  5.47 4.94 4.23 4,07 3.91 3.8-3.9  4.22
1°B,y (w1%) 517 4.02 4.14 4.08 - 4.07 3.4-3.5° 4.1
1 ‘*Bzg (rar*) 6.64 5.83 4,70 4.56 4.41 4.99
1°A, (nar*) 6.62 5.79 5.34 5.10 4.88 5.14
1 ‘Au (nm*) 6.76 5.79 5.37 5.12 4,90 5.22
1 'B,g (nw¥) 7.15 7.09 5.38 5.30 5,12 5.65
1B,y (77+) 8.68 6.49 - 5.41 5.34 5.26  4.8-4.3 5,29
1%, (;x9) 6.0 5.47 5.59 5.46 . 5.36 5.39
2 SBmv(mt*) 5.46 4.62 5,58 5.49 5.41 5,41
1 3Blg (ra*) 9.55 8.24 6.68 6.51 6.27 6.89
1'B,g (na*) 9.73 8.23 6.83 6.65 6. 41 7.04
2, () 6.97  7.03 6.54 7.33
3 B, () : 7.33 7.41 6.93 7.73
1 ’Ag (zu*) 10.53 9.98 7.80 7.80  7.67 7.64
1 3}33g (xr*)  11.19 10.90 7.88 7.85 7.73 7.79
2 ‘Bzg (ror*) 8.33 8.217 7.93 8.31
2 "By (nu*) ’ 8.47 8.42 8.09 8.47
2 °B,y (¥7%) 7.45 6.92 9.20 8.172 8.62 8.38
3 ‘Ag- (75%) 13.55 13,18 9.04 _ 9.04 8.85
1'Byg (w¥) 13.55 12.70 9.04 9.01 8.90
2 "Byg (n7%) : 9,44 9.42 9.11
1'B,y (37*) 9.69 9.48 9.87 9.41 9.31  6.5-6.6 9.10
2 'B,y (nw¥) 9,64 9.65 9.34
2 By (#Y) 10.05 7.94 10,93  10.52 10.36 7.6-7.7 9.95

2 The ground state energies (in a.u.) from left to right are -261.95270, ~261.95270,
-262.04408 (-262,04180), -262.05674 (-262.05421), ~262.05872 (-262.05613),
-262.3579. The CI energies in which only the 7 space was used are listed
parenthetically.

b References 1 and 42,
€ Reference 37.

d : . . . .
Dominant configurations involve a double excitation n— z+, n — g*,
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Our 7 POL(3) CI calculations are in good agreement with experi-
ment for both the 1 *By, and 1 3B3u excitation energies. However, the exci-
tation energies to the 1'3}3111 and 1 1B2u am* states are high by 0.6 and 0.4eV,
respectively. This may again be a manifestation of the inflexibility of
the MBS that we.saw more dramatically in the case of the 7 cations.

Finally, we have the question of the mystery state tentatively
observed in the vicinity of the 1}33u n7* state. Our calculations show
only one state proximate to the :Bm, namely the SBlu 7 state. Although
the adiabatié energy of the ? B,y is known to be 0.5 eV lower, it is possible
that 3Bm and le potential surfaces may cross or be very close to one
another for the ground state geometry (at energies near 4,eV). Although
the interaction of the states is spin-forbidden, a strong spin-orbit

81 Therefore, in the

interaction is expected between the two states.
advent of near degeneracy of the lB3u and SBlu potential surfaces, the
3Blu state is a plausible origin of the perturbations observed in the lBsu

. bands. -

D. Rydberg States

1. Excitation Energies

In the previous section, we ruled out the possibility of another
"'n™ or 'nn* state being in the vicinity of the lBsu state. However, there
is a possibility that the lowest Rydberg singlet state, namely the 1Ag (n—3s)
state, is near the 1B3‘1 state. At first, this sounds preposterous in light of

52 and Scheps, Florida, and Rice

the vacuum uv work of Parkin and Innes (PI)
(SFR)53 who observed the lowest allowed Rydberg singlet (presumably
n—3p) at 65 eV. However, in water the 1][2.1('17--35) Rydberg state is 2.5 eV

lower than the 1B1 (7—3py) state. The large separation arises from the
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fact that the OH bonds in water are strongly polarized toward the oxygen so
“that the electron in the 3s orbital ""sees" the protons; the 3s orbital

16,17

btightens and lowers the energy. Therefore, we set out to calculate

the energies of the lowest Rydberg states in pyrazine using the IVO method, 16

which was successfully applied to Wa’cer.x6 , 17 Singlet excitation energies were
calculated for the lowest Rydberg states arising from excitation of an
electron from either a non-bonding orbital or the most loosely hound #
orbital. The exci‘éation energies were calculated by subtraciing e
stability of the Rjdbefg orbital from the experimental adiabatic ionization
: potentia116 (9.28eV fdr n and 10.11 for 7). 2 This procedure assumes that
the potential surfaces of the Rydberg state and appropriate'cation are
similar, so that the difference in the adiabatic‘ and vertical excitation
energies are the same.
| The results of ihe IVO calculations are given in Table XII. Two

sets of calculations were made, one using a ground state core and the
~other using the appropriate cation core (zn and 2Blg). The calculated
stabilities of the Rydberg orbitals are seen to be relatively insensitive to
the typ(e of core. This is a manifestation of the inflexibility of the MBS in
that the cation orbitals cannot contract relative to the neutral orbitals.

Using the ’h core instead of the 'A_ core for the n Rydberg states is more

g
correct in that the excitation is then described as being localized. Al-
though the Rydberg orbitals are shifted toward the excited nitrogen when
the “n cation is used, the actual stability of each orbital is only slightly
affected.

vacuum 53
Analyzing the / uv spectrum of pyrazine, SFR"" interpreted the bands
in terms of two Rydberg series, one weak and one strong, both converging

1o 9.28 eV. The electronic origins for the lowest members of the series
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TABLE XII. Adiabatic singlet Rydberg excitation energies (in eV).

1

2

2

State A g core D core B1€ core Expt. fcalc .
1 —
A, n(a,) — 3s 6.60  6.58 3
By — 3py 7.23  7.13 6.84  17.33x 10"
*Bou = 3p, 7.32  7.33 1.98x 107°
Biu —3p, 7.38  7.41 6.75  9.22x 107"
1a —3d2 .12 1.4

g Hdgz 7.7
"Bsg —3d,  7.93  7.92
"Bag - —3d, 8.06 8.11
'Big 3, 8.08  8.06
1, PR I
A, 3d,,2 8.17  8.23
lBlg n(b,g) — 3s ’ 7.27 7.39
By = 3py 7.87 7.88 5.52% 10™°
By - 3p_ 8.13 8.24 7.57x 107
A, —3p, 8.30 8.31
'Byg - 3dy2b 8.39 8. 46
"Bog —3d,,  8.76 8.75
1

— ) 8.

A, 3d,y 8.82 84
1133g —3d, 8.92 8.95
"Big —3ds"  9.15 9.18
ag cale = oscillator strength calculated using A o core IVO's.
b

The 3d222 - XZ _

y

» and dez -y orbitals cannot be properly described

since the diffuse functions are partitioned into o and 7 sets.
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were observed at 6.75eV (weak) and 6.84 eV (strong). SFR assigned the
weak band to the 1Bsu[ W(blg)"’3py] state and the strong band to ‘the

leu[ w(blg)-».':%px] state. Their assignment was based on the fact that one
Would expect three allowed transitions from the n+(ag) orbital, namely
n+(ag)-»3pX (weak), n+(ag)-~3py (weak) and n+(a,g)—>3pZ (strong). Moreover,
their assignment of the strong band to the leu staﬁe is supported by the “
rotational contour analysis of PI. 52

Therefore, the Rydberg state assignments indicate that the lowest

ionization in pyrazine involves a 7 electron in agreement with the

54 25, 29

photoionization 'work; but in conflict with the photoelectron work.
Since our n cation calculations55 are in agreement with the photoelectron
results, we have assumed in calculating the energies in Table XI that
the lowest ionization involves the n cation. Support for this assumption
may be found in the ﬁydberg spectra. SFR observed that the pyrazine
Rydberg series has much richer vibrational structure than the Rydﬁerg
_series in benzene. This indicates that there is a substantial change in the
geométry of pyrazine between the ground state and the Rydberg states,
while there is little change in benzene, 53 This difference is consistent
with the idea that the pyrazine Rydberg states involve an excitation out
of an n orbital, while the benzene Rydberg states involve an excitation out
of a 7 orbital. .

The IVO calculations predict the three n-3p transitions to be within

0.15 eV of one another, in qualitative agreement with SFR. 23

However,
the calculated oscillator strengths are very different from our initial

expectations, The n+—»3pz is not the strongest transition, but rather the
n+—>3py. The relative intensities of the n+-—3py, n,—~3py and ny~3px are

calculated to be 370:47:1. There are two important ramifications of this



126

result. (1) The strongest observed transition, n— _Sp'y, is y~polarized in
agreement with the rotational contour analysis of PI. 52 (2) The n—3pyg

transition is so weak that it would be very difficult to observe. Therefore,

the observation of oniy two transitions by S}E‘R53

S‘E‘R53 observed the electronic origin of the weak band (n— 3pz)

is understandable.

0.09 eV below that of the strong band (n— 3py)’ while the IVO calculations
lead to the n—>'3pz transition 0. 15 eV higher than the n— 3py. However,

- the calculated excitation energies are all too high by 0.5 eV, probably
because of the inflexibility of the MBS description of the core.
Therefore, errors in the calculated excitation energies of 0,24 eV are not
unreasonable. On the other hand, it is possible that the origin of the weak
n — 3pZ transition was misassigned.

| Finally, our calculations indicéte that the relatively strong 7r(blg)——3pX
and w(blg)—»pr transitions should be observed 0.6 to 0.8 eV above the

set of n-3p transitions, i.e., near 7.5 eV. However, the very strong

T-7* transition to the Zleu state occurs in this region and so it would be

difficult to abstract the Rydberg transitions from the spectrum.

2. Nature of Rydberg Orbitals

The ¢ Rydberg orbita1356 excited from the n +(ag) and ')T(blg) orbitals
are plotted (in the molecular plane) in Figure 5.
For the 7 Rydberg orbitals56 (Figure 6) plots are made 1 bohr and
6 bohr above the molecular plane. Comparing the Rydberg orbitals from
the n, and 7 orbitals, we see that they are quite similar, except that there
is greater electron density near the nitrogens for 0 Rydbergs from the n;
orbital. The greater density is a manifestation that the Rydberg orbital
has to get orthogonal (Pauli principle) to only one nitrogen lone pair

instead of two.
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ihe 3o Rydberg orbitals of pyrazine

excitation from 6og {n,) excitation from ibyq ()

-15.0 -
-15.0 7 15.0 z :

Fig. 5. Contour plots of the pyrazine 30 Rydberg orbitals

excited from the 8 a_ (n +) and 1 lolg () orbitals. The
contours are: 0.0, £ 0.01, +0.02154, and + 0. 04841,
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the 3w Rydberg erbitals of pyrazine

excitation from Gog(n,) ez\cimvion frem lquhr)

3p, . X=6 béhr 3py X=6bohr

3p, X=1 bohr 3p, X=1bohr

3dyy i X=1 bohr 3dxy X=1bohr
J —
o ()
Y sy R WENTY ey
N ez
3dy, X =6 bohr 3d,, X=6 bohr
EAN PR
Y { : H :
15.0
3y, X =1 bohe 3dy, | X=tbohr
v )
-15.0
-150 z 15.0 -I5.0 z i5.0

Fig. 6. Contour plots of the pyrazine 37 Rydberg orbitals

excited from the § ag (n+) and 1 b,  (w) orbitals. The
contours are: 0.0, +£0.01, = 0.02154, and 1 0. 04641.
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We have been labeling these Rydberg states with a principal quantum
number of 3. However, this designation is not consistent with the atomic
concept that n=3 orbitals have two nodes. The Rydberg orbitais must get
orthogonal to the core orbitals (Pauli principle). For the o Rydberg orbitals
two spherical nodal planes (diagramed below) are required for orthogonality

to the o core.

As is apparent from the plots, these nodal planes are always present
whether the orbital is an s, p,or d. Thus, the s orbital has two nodal
planes, the pg three and the dg four. Consequently, assigning principal
quantum numbers according to the number of nodal planes would not indicate
the basic character of these orbitals. A better scheme is to group the

orbitals according to size. In Table XIII we compare the sizes of the
| pyrazine Rydberg orbitals with the n=3 and n=4 Rydberg orbitals of water, 17
using the expectation values <x2>, <y2 >anci <z">to measure size. Plots
of the 3s and 3p,, orbitals for H,O [excited from either the n(a,) or (b,)
orbital] are also shown in Figure 7 for comparison. The pyrazine
orbitals are clearly comparable in size to the n=3 water orbitals.

In passing, we note that the 7 Rydberg orbitals in pyrazine require only

one nocdal plane to become orthogonal to the core.

{ i
C .C 1
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E. Relationship of the n7™* and 7r* states

In Figure 8, we compare the spectra of n#* and n@* excited states
for pyrazine. Previously we considered the lowest nw* states, namely
1 1’38311 and 11’3B2g. In these states, the 7* orbital has b, symmetry
(for the CZV group) as is evident from the plots in Figures 3 and 4.
Another higher lying sgt of nr* gtates (Au and Blg) is obtained in which the
7* orbital is of a, symmetiry, i.e., with a node through the nitrogens. The
b,#* and a,@* orbitals of pyrazine corresnond t(:) the e, orbital of
benzene.  1In contradistinction to the case of the b,7* orbital, the a,n*
orbital cannot localize on the excited nitrogen to maximize the favorable
exchange interaétion in the triplet (nor localize on the para nitrogen to
minimize the bad exchange interaction in the singlet). As a result the
singlet-triplet splittings in the Ay and Big states are ~0.1 eV compared
to ~0.75 eV for the B,y and B, states.

The third set of nw* states involves the second b, #* orbital

(corresponding to azgfr* of benzene), but the ordering of the B, and B,

g
states is reversed, with the BEg lower. The reversal in state ordering
arises from the fact that the second b, 11;‘ and ?TE orbitals have a negative
overlap (induced by the Pauli principle), while the opposite was true for
the lowest b, ¥ énd ™}, orbitals (cf. Section II.B).

Finally, there are two mr% states (IAg and 3Blu) that involve a

double excitation. The VB picture for these states is shown below
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Figure 8. Energy level diagram for the nw* and ar* states of pyrazine.
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SCF calculations with relaxed symmetry (C,y). Only tile lowest two
levels are based on actual calculations. The other levels represent
educated guesses.

7 POL(3) CI energies.
7 POL(3) CI erergies from Reference 57.

These states are ionic in character and may not be well described
by a double zeta basis. 50
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The two unpaired n orbitals can be singlet or tripled coupled ieading to
1Ag and 3B1u states, respectively. Because of the Pauli-induced coupling
of the ny and n,. orbitals the singlet state should be lower; the calculated
singlet-triplet splitting is 0.30 eV. The excitation energies to the 1Ag and
3Bm states are approximately twice that for the 1 l’3B3u, as would be
- expected from 13.

For the mr*'sta’ces we have compared the excitation energies to
those of benzene (using comparable CI calculations, that is, POL(3) CI

7 The calculations on

with a valence double zeta basis for the 7 system). 5
benzene employed a ‘double zeta basis for the o core, so t}}at the description
of the benzene ¢ core is much more accurate than the MBS description
of the pryazine 0 core. Consequently, all the benzene ww* states are
calculated at lower energies and it is difficult to make any quantitative
statements concerniﬁg the effect of the nitrogens. However, il is interest-
- ing to note that the doubly-degenerate 3Elu, 3E2g and 1Ezg states of benzene
. are split by only 0.1 eV or less in pyrazine. '
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VII. Summary

We have proposed a VB model for describing the n cations and |
nr* states of pyrazine. The n cations and n7n* states are described by
a resonant {or antire_sénant) combination of two equivalent configurations
which describe either an n ionization or an n to 7 promotion loéalized on
one of the nitrogens. The splitting energy of the resonant and antiresonant
wavefunctions is proportional to the overlap (or product of overlaps) of
the singlv-occupied orbitals. i.e.. AE « <n 2 |nr>for the n cations and
AE o<, |.n ><n;|n)>for the nr* states. The orthogonalization of the
n orbitals to the ¢ core mandated by the Pauli principle leads to a negative
overlap for n, and ﬁr’ but a positive overlap for WZ‘ and w;_k. Consequently,
By

states, respectively. Finally, although then —~ 7 promotion is localized

the *A, and *°B,, states are stabilized with respect to the B, and o

on one nitrogen, the resulting 7* orbital is delocalized because of the nature
of the benzene-like 7 system. Thus, the splitting energy of the n7* states
is predicted to be only slightly smaller (~2/3 the size) than the n cation

“ spﬁtting.

Ab inito MBS Ci calculations show that the VB model affords a
more accurate deséription of the n cations and nw* states than the MO
moclel,4 which leads to errors of 3 to 2 eV. The non-bonding orbitals
are actually quite localized (90% on one nitrogen), .in contradistinction to
the delocalized symmetry orbitals of the MO model.

Comparison of our results on the n cations with experiment confirm
the photoelectron assignments of Gleiter, Heilbronner and Hornung,25
namely 2Ag(n), 2Blg(ﬂ), 2Blu(n), szg(w) in order of increasing energy.
The calculated splitting of the n cations is 1.64 eV, the experimental value

is 1.72 eV. We found that an MBS leads to a poor description of the 7 cations.
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Finally, the assignment of the lowest ionization potential to the
n orbital implies that the previous assignments of the Rydberg series52’ 53
in terms of ’lTCblg) - np excitations are incorrect. Assuming that the

16

lowest ionization is from an n orbital, our IVO™~ Rydberg calculations

show that the Strong transition observed at 6.84 eV corresponds ton L 3p v
(leu), while the weak transition observed at 6.75 eV corresponds ton L S]g)Z
(1Blu). The n L SpX (*B,y) transition is calculated to be ~ 50 times weaker
than the n L7 3pz and, thus, the observation of only one weak band, which

was used to assign the Rydberg transitions as ﬂ(bzg) — 3p, 5.3

is not sur-
prising, although a search for the other weak band is warranted.

Analysis of the pyrazine Rydberg orbitals reveals that they should
be classified as to principal quantum number according to their size rather
than the number of noda} planes. We find that two spherical nodal planes
are required for ¢ Rydberg orbitals to be orthogonal to the core, while

only one node is required for ¥ Rydberg orbitals.
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All the orbitals ir; o core 2T€ orthogonal to one another and to n, and

n,, SO that
(‘I'L“I’L> = (&’,(n;nﬁaﬁoz)lﬂ,(ninﬁaﬁa)).

All the terms vanish by spin orthogonality except those involving
interchange 61' electrons 1 and 3 or no interchange at ali, so inat -
2 .
(‘I!L!‘I'L> =1- <nﬂlnr> =1- Szlrf
Therefore, we assume that the normalization factor of 1/+1 - S;r
is included in the antisymmetrizer.

Substituting (3) and (4) into S = <\£rL|x1rR> gives

(g ey =[1/(1-32;2‘?)]<@(n§,n£a3a)\d,(n;nraﬁa)>.

As in Ref. 8, all the terms vanish except those involving inter-

ch:inge of electrons 1 or 3 or no interchange at all, so that

i

@ logy = LA - SR

or
<‘1’L“I’R> = -8, -

Evaluating the two-electron part of (6) gives

AE(2e ) = 2(3821' or " !Zr !lr) + 2S (JM + ZJﬁ - K!Zr)
= zsﬂr(JM + JJgr + ZK!Zr)’
The S!l rJ 00 term is the largest but is obviously dominated by S,thg 0

which appears in the one-electron part of (8).



11.

12,
13.

14,

15.

16.
7.
18.
19.
20.
21.

22.

23.

139

(a) C. W. Wilson, Jr., and W. A. Goddard III, Chem,. Phys. Lett.,
5, 45 (1970); (b) idem, Theor, Chim. Acta, 26, 195, 211 (1972).

T. Koopmans, Physica, 1, 104 (1934).

(a) S. L. Guberman and W. A. Goddard IfI, Chem. Phys. Lett.,
14, 460 (1972); (o) D. L. Huestis and W. A. Goddard I1I, ibid.,

16, 157 (1972); (¢) W. A. Goddard I, T. H. Dunning, Jr., W. J.°
Hunt, and P. J. Hay, Accts. Chem. Res., 6, 368 (1973).

W. J. Hunt, W. A. Goddard iil, and T. H. Dunning, 5r., Cheim.
Phys. Lett., 8, 147 (1970),

The CI calculations reported in Section V employed unprojected n_

-and n_ orbitals, The effect of projection is relativély minor (excitation

energies change by at most 0.2 eV), bu’;, in general, projection leéds
to lower absolute energies in the CI calculations by 3 to 8 millihartrees.
S. Huzinaga, D. McWilliams, and B. Dansky, J. Chem. Phys.,

54, 2283 (1971).

T. H. Dunning, Jr. (private communication). The Ts primitives

were contracted b5s, 3s.

The six 1s core orbitals were always forced to be doubly-occupied
and were taken from the HF calculation on the ground state.

W. J. Hunt and W. A, Goddard III, Chem. Phys. Lett., 3, 414 (1969).
W. A. Goddard IIl and W. J. Hunt, ibid., 24, 464 (1974).

D. C. Cartwright, W. J. Hunt, W. Williams, S. Trajmar, and W.

A. Goddard TII, Phys. Rev. A, 8, 2436 (1973).

The absolute energy of the ‘A o state in the n-7 CI decreases by only
0.07 eV relative to the 7 CI,

There is another independent spin eigenfunction that can be found

from this configuration. However, we consider just the one that



24.

25.

26.
21.

28.
29,
30.
31.
32.
33.

34.

140

makes the largest contribution to the CI wavefunction.

The decrease in # correlation energy when a seventh electron is
added may at first seem unreasonable. However, in the seven-
electron 7 system, one of the o orbitals is doubly-occupied (cf. 5)
so that there are only five singly-occupied o orbitals. Since the
correlation energy of the singly-occupied p o orbitals is much gréat'er
than that of the doubly-occupied o orbital, the ground state with six
singly—occuiaied o orbitais is expecied to have a larger # correla-
tion energy.

R. Gleiter, E. Heilbronner, and V. Hornung, Angew. Chem., 82,
878 (1970); Helv. Chim. Acta, 55, 255 (1972).

M. J. S. Dewar and S. D. Worley, J. éhem. Phys., 51, 263 (1969).
K. A. Muszkat and J. Schiublein, Chem. Phys. Lett., 13, 301
(1972).

C. Fridh, L. Asbrink, B. O. Jonsson, and E. Lindholm, Int. J.
Mass Spec. Ion Physics, 8, 101 (1972).

"D. L. Ames, J. P. Maier, F. Watt, and D. W. Turner, Faraday
~ Disc. Chem. Soc., 94, 277 (1972).

E. Heilbronner and K..A. Muszkat, J. Amer. Chem. Soc., 92,

3818 (1970).

(a) T. Yonezawa, H. Yamabe, and H. Kato, Bull. Chem. Soc. Japan,
42, 76 (1969); (b). T. Yonezawa, H. Kato, and H. Kato, Theor.
Chim. Acta, 13, 125 (1969).

M. Sundboom, Acta Chem. Scand., 25, 487 (1971).

R. L. Ellis, G. Kuehnlehz, and H. H. Jaffe, Theor. Chim. Acta,
26, 131 (1972).

E. Clementi, J. Chem. Phys., 46, 4737 (1967).



35,
36.
3.
38.
39,
40.
41.
49.

43.

44,
45.

46.

47,
48.

49.

50.

141

J. D. Petke, J. L. Whitten, and J. A. Ryan, ibid,, 48, 953 (1968).
M. Hackmeyer and J. L. Whitten, ibid., 54, 3739 (1971).

M. Ito, R. Shimada, T. Kuraishi, and W. Mizushima, J. Chem.
Phys., 26, 1508 (1957).

M. A. El-Sayed and G. W. Robinson, ibid., 34, 1840 (1961); 35,
1896 (1961).

The vapor spectrum of 2, 6-dimethylpyrazine was interpreted in
terms of a second forbidden nr* state. 49

W. R. Moomaw; M. R. DeCamp, and P. C. Podore, Chem. Phys.
Lett., 14, 255 (1972). '

R. M. Hochstrasser and C. Marzzacco, J. Ch’em.,Phys., 49, 971
(1968). |

K. K. Innes, A. H. Kalantar, A. Y. Khan, and T. J. Durnick, J.
Mol. Spectrosc., 43, 477 (1972).

C. J. Marzzacco and E. F. Zalewski, J. Mol. Spectrosc., 43,
239 (1972).

'H.-K. Hong and G. W. Robinson, ibid., 52, 1 (1974).

W. R. Moomaw and M. A. El-Sayed, J. Chem. Phys-.,.fgj\, 3890
(1966); 48, 2502 (1968).

M. N. Pisanias, L. G. Christophorou, J. G. Carter, and D. L.
McCorkle, J. Chem. Phys., 58, 2110 (1973).

‘P. J. Wheatley, Acta Cryst., 10, 182 (1957).

V. Schomaker and L. Pauling, J. Amer. Chem. Soc., 61, 1769
(1939).

GVB-CI designates an n-7 CI for the nr* states and a 7 CI for the
gi¥ states,

P. J. Hay and I. Shavitt, Chem. Phys. Lett., 22, 33 (1973); J.
Chem. Phys., 60, 2865 (1974).



51.

52.

63.

54,

55,

56.

57.

142

(2) M. A. El-Sayed, J. Chem. Phys., 38, 2834 (1963); (b) idem,
Accts, Chem. Res., 1, 8 (1968).

J. E. Parkin and K. K. Innes, J. Mol. Spectrosc., 15, 407 (1965).
R. Scheps, D. Florida, and S. A. Rice, ibid., 44, 1 (1972),

A. J. Yencha and M. A. El-Sayed, J. Chem. Phys., 48, 3469

(1968).

The double zeta calculation55 verify that the photoelectron assign-
ments are corfect.

By o Rydberg orbitals we mean the Rydberg orbitals symmetric

‘with respect to reflection in the molecular plane, i.e., 3s, 3py,

3pz, 3dyz’ 3dyz , and 3dzz . Similarly the 7 Rydberg oi‘bi'tals are

3pys 3dyy, and 3dg,.
W. A. Goddard III (unpublished results).



143

PART THREE:

Comparison of INDO and Ab Initio Methods for the

Correlated Wavefunctions of the Ground and Excited States of Ozone
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L. Introduction

In recent years significant progress has been made in developing
efficient procedures for carrying out high quality ab initio calculations.1_4
Extensive configuration interaction (CI) calculations with large basis

sets have been reported for the ground and excited states of molecules

such as CZH;) C4H§,’ ?’JGH;} O:?, COzl,O etc., and for ground state potential
11,12,13

surfaces of reactions such as

LiH +H -~ Li+ H,
H+F - H+HF
F,+H - F+HF.

Despite this progress, we have a long way to go before such ab initio
methods will be efficient enough (in both computer time and people time)
for thorough mechanistic investigations of chemically interestbing reactions
(involving, perhaps, hundreds or thousands of geometries).

"To circumvent the feasibility restrictions of ab initio procedures,
a number of approximate methods for calculating wavefunctions have
been developed. Most of these approxirﬁations involve some empiricism,
i.e., parametric fitting of experiment. Moreover, essentially all the
| semiempirical methods are based upon closed~shell Hartree-Fock (HF)
wavefunctions, including:

(i) Non-~interative approaches such as extended Hiickel theory

(grT)

(ii) Self~consistent charge generalizations of EHT. 15
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@ii) cNpo. 16
@v) INDO! and MINDO.
(v) NDDO.1?

18

(vi) Non-iterative simple pseudopotential approaches (commonly

used for solids). 20

(vii) Xa-type approaches (commonly used for solids). 21

(The CNDO, INDO, and X« mcthods have also been used with unresiricted
HF wavefunctions, which allows the lowest state of each spin to be treated
approximately). It is well known that simple HF wavefunctions (even

when carried out éxactly) generally lead to poof descriptions of the rela-
tive ordering of molecular excited states. For example, the ground states
of C, and O, are known?2 23 10 be singlet states, but in each case the

9b, 24-28

HF wavefunction leads to a triplet ground state. Even worse are

the descriptions HF wavefunctions usually give for potential surfaces

29, 30 This is unforfunate since

involving bond formation or breakage.
it is .just in the study of such excited states and reactions that reliable
theoretical Wavefunctions are so greatly needed. Consequently, in
studying such systems we must expect to use wavefunctions which contain
the electron correlation or many-body effects responsible for the .
improper behavior of the HF wavefunctions.

Sincé semiempirical methods have been developed and used only
in conjunction with HF wavefunctions, there is little information on the
appropriateness of apprbximate methods for correlated wavefunctions.
To elucidate this situation we have used the INDO approximation of

molecular integrals to calculate correlated wavefunctions for the excited

states of ozone and have compared these results with those from
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comparable ab initio calculations. INDO appeared to be the most
suitable semiempirical approach to test as it was designed and para-
meterized to fit minimal basis set ab initio HF wavefunctions. In
addition, INDO is one of the most popular and sucéessful of the approxi-
mate methods, but more important is that INDO often distinguishes
correctly between singlet and friplet states and generally yields
i'ea sonably good geometries for closed-shell n}olecules. 31 For examnle,
INDQ yields the proper ordering and separation between the 1A1 and 3B1
states of CH, and leads to good values for the bond angles. 32
Ozone was e;,elected, as the test case, since recent ab initio

calculations ?

have shown it to be particularly poorly treated by HF
wavefunctions, i.e., the many-body corrections are large. A summary
of the ab initio results on ozone is presented in the next section for con~

venience of discussion.

A. Summary of Ab Initio.Results for Ozone, Ab initio calcula-
‘tions have been performed on the excited states of ozone using the

Hartree-Fock (HF), generalized valence bond (GVB), and configuration

interaction (CI) methods in conjunction with both minimal basis se’tsga

9b, 9¢

(MBS) and extended basis sets [specifically, double zeta (DZ)

33] )

basis sets Nine low-lying states (<7 eV for the grouhd state
equilibrium geometry) were found. Of these, the first eight states

(all < 4 eV) involve essentially covalently bonded wavefunctions that can
be well described by taking three ground state oxygen atoms and pairing

the atomic orbitals in various ways to form bonds. These states, in
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turn, can be grouped into three types of configurations according {o the
number of 7 electrons, i.e., the number of electrons in orbitals anti-

symmetric to the molecular plane. 34

4m: 'A, (ground state), °B,
3

57 “Ag, 'Ay By, "B,
1 3
6m: 2°A,, 2°B,

- The remaining low-lying state, 1B2(417), has a large amount of ionic
character. The calculated vertical excitation energies for these states
are listed in Table'I.
| The ab initio ca,lcula’cions9 showed that the 1Al(Gﬁr) state of ozone .

. has an equilibrium bond angle of 60°. Using the DZ basis, .this ring
state was foundgcto be about 1.5 eV above the "A,(47) ground state,
Howevér, with the MBS, the ring state, 1A1(6‘1r), was found to be nearly

degenerate with the ‘A, (47) state. 92

Finally, ab initio HF calculations ™

lead to a triplet ground state
with the singlet state 2.2 eV higher (vertical excitation energy)! The
CI calculations, on the other hand, lead to a singlet ground state with
the first triplet state at 1. 11 and 1.47 eV (vertical excitation energy)
for MBS and DZ, respectively. Thus, the correlation errors in the
HF desoripﬁon are quite large (3 eV for the 1a, pair) and differ greatly
from state to state. This makes ozone an excellent case for testing the
validity of the INDO approximation for correlated wavefunctions.

B. GVB and CT Calculations, The major weakness of the re-

stricted HF wavefunction is that the orbitals are forced to be doubly~

occupied. This restriction is reasonable for inner core orbitals, .



148

Table I. Vertical Excitation Energies of Ozone (Electron Volts)?

HF GVB(1) MBS CI° pZ cI° | EXPER’
. aps i sas No. | No. ’
INDO | ab initio) INDO |_ab nitlo__{ ‘of" | "o | INDO | ab initio® |ab initio
MBs| bDz“ | MBS |MBS® Dz® |DET|SEF
A {47y 0.00 0.00 [0.C0 0.00 0,00 [197 92 0,00 0.00 0.00
°B,(4m){-2.24 -2.16 |0.51 0.51 0.68 |155 114 0.89 1.11 1.47
’B,(5m)| ---  0.58 ¢ £ ¢ | 247 186 2.66 2.02 1.74
0.88" 1.04' 1.23
*A,(57)] 0.94 '0.79 247 186 2.37 1.79 1.80
'A(5m) ---  1.25 ¢ ¢ ¢ | 382 135 2.54 1.96 1.98
} 0.95° 1.15° 1.34 - : : -
1B,(5m)| ~--  1.42 382 135 2.83 2.24 2,06 |.2.05-2.15
B,(6m){-1.09 -0.52 {1.66 2.09 2.33 |138 108 2.47  3.20 3.86
A, (6m)| 4.54 3.72 -[1.80 2.26 2.51 |191 92 2,67 3.50 4,18
'B,(4m)| 4.37 3.85 |7.12 8.05 6.70 | 366 122 7.88  6.70 5,60 4,86
"RING | _ g h g i h{ .
‘A, (67) 6.085 0.36" 1-6.74% 0.15 1.50 _ 1.57

8 Ground state experimental geometry employed unless otherwise noted.

b 11 single and double excztatmn:g [ within the GVB(?/ PP) space] from dominant configurations.
Two conﬁgm ations except for “B,(47) and °*B,(67)].

© DZ (double zeta basis) CI results from Hay, Dunning and Goddard (ref, 9c), A brief
description is included in section H(b). N.B. Excitations were allowed from 2s-like orbitals,

d DZ ab initio results from Goddard, Hay and Dunning, ref. 9b.
€ MBS (minimum basis set) results from Hay and Goddard, ref. 9a.

f Symmetry was not imposed in these calculations, since a lower energy is obtamed for

unsymmetric wavefunctions.
€ Bond angle = 60°. Bond length = 1. 255 A [ optimal bond length for TNDO GVB(1)].
h Bond angle = 60°. Bond length = 1. 4584 [ optimal bond length for DZ GVB(1)].
1 Bond angle = 60°. Bond length = 1.433A [ optimal bond length for MBS GVB(1)].

j Ref. 43
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but usually not for the orbitals involved in bonds (vide infra). In the
GVB method, the double-occupancy restriction is relaxed, replacing
the doubly-occupied orbital with a pair of singly~occupied non-

orthogonal singlet-coupled orbitals.

ur: [ ¢ (1) ¢HF (2)] (1)

GvB: [¢5VBW) 6 R @) + 45 VB(1) ¢S VB(2)] (1b)

For purposes of calculation and comparison, these GVB orbitals, qﬁa
and ¢, are expressed in terms of natural orbitals, ¢, and ¢,, so that

- (1b) becomes
6,18 (2) + B (1) 6,(2) = CIHM A (2) ~ CF B,(1) 4,(2) (2)

Generally, the first natural orbital, ¢,, correspbnds closely to the HF
orbital, ¢'F (or to a linear combination of HF orbitals).

The simplest form of the GVB wavefunction consists of an antisym-
metrizéd product of singlet pairs [as in (2)] with the appropriate product

of spin functions
QL@ By + B, 9B 8q + 4 ,) =+ aap- -] (3)

This is referred to as the perfect pairing GVB Wavefunction36 and is
denoted by GVB(PP) to distinguish it from the more general GVB wave-
function in which the spin function in (3) is allowed to be completely

).37’ 38 Since double excitations are well known

general (i.e., optimized
to be the most important in correlating HF wavefunctions, we see from
(2) and (3) that the GVB(PP) wavefunction includes the most crucial of

these (along with important higher order terms). The more general spin
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coupling the GVB wavefunction allows certain correlation terms (including
some double excitations) that are important in some states of ozone:;
The 1s orbitals of the oxygen atom hardly change upon bond forma-

tion. As a result, the correlation errors in the 1s pair are expected to
be independent of geometry and the same for all (low ~lying) excited .
states. In such cases, the pairé in (3) are not correlated, but rather
are taken as in (1a) instead of (1b). For ozone, the only three pairs
that are important to correlate are those that dissociate to singly-occu-
pied oxygen atom orbitals as the molecule is pulled apart. Such a wave-
function is denoted as GVB(3), indicating that all orbitals are doubly-
occupied except for three pairs (referred to as the GVB split pairs). Of
course, all orbitals are solved for self-consistently.

. After solving for the GVB(3/PP) wavefunction, we carried out
CI calculations using the GVB orbitals (in natural orbital form) just as
in the ab initio studies. Orbitals from the GVB(3/PP) wavefunction of
the ground state, 'A, (47), were employed for the 47 and 57 states, while
orbitals from the GVB(3/PP) wavefunction of the 'A,(67) state were
employed for the 67 states. In these calculations the experimental
geometry was used (Rpq =1. 278!&., 6 =118, 8"43). The CI consisted of
all single and double excitations from the dominant configurations [ two
configurations except for the *B,(4m) and 3B2(67r) states, each of which
has only one dominant configuration] , but restricting the 1s~like and
2s-like orbitals to remain doubly-occupied.

In comparing the results of ab initio and INDO MBS calculations,

it is relevant to compare both results with the exact answers in order to

determine how important the INDO errors are relative to the error
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intrinsic to the use of minimum basis sets. Unfortunately, e:xperimental
vertical excitation energies are known for only two of the eight transitions
under consideration. Consequently, we must use the results of much
more extensive calculations as reference standards. Using a DZ bhasis,
Hay, Dunning, and Goddard dc have carried out extensive CI calcu- |
lations on each of the nine states of interest here. Their approach was’
to (i) solve for the GVB(3/PP) wavefunction for the ground state; (ii)
include all single and double excitations from the dominant configurations
with the restrictions that (iii) the 1s-like orbitals were kept doubly occu-
pied and (iv) conﬁgurations involving two non-GVB orbitals were deleted.
Such calculations are expected to yield vertical excitation energies to
within 0.1 or 0.2 eV for valence excited states. (See, for example, the

10 55 CO,.)

results of Winter et al.
Since the GVB orbitals are optimized in terms of their ability to
include correlation effeéts, moderate size CI wavefunctions are eéuiva.—
lent to performing a nearly complete CI in the usual HF basis of occupied
and virtual orbitals. [ As an example, for the 'A,(47) state the CI
involved 92 spin eigenfunctions (SEF) or 197 deterininants;
a full CI would involve 207,025 determinants. ]
This GVB-CI wavefunction is similar to what
would be obtained by using Bender and Schaefer's iterative natural orbital
first-order CI wavefunction method. 44
Two of the GVB split pairs correspond to OO0 bonding pairs and
are found to be similar for all nine lower states. The third pair, however,
changes drastically from state to state. Consequently, a good qualitative

description of the excited states is obtained with the GVB(1) wavefunction.

We have also compared the results of ab initio and INDO approximations
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using this simpler description.

In this case we find that the 1A1(47r) state involves splitting of the
1a,(7) orbital of the HF wavefunction with the 2b, () orbital. Similarly
the *A, (6m) state involves splitting of the 4a, (n or 0) orbital with the
3b,(n or 0) orbital. (N.B. The orbitals arising from 1s basis functiohs
were not included in numbering the orbitals). The INDO HF open shell

41, 42

and Dunning, ~ designed to ensure full convergence.

TiI. Results

PRV VS

‘-. A. Vertical Excitation Energies. The vertical excitation energies
-for ozone (using the experimental gébmetry) are shown in Table I. We
see that for both thé GVB(1) and the CI calculations the ab initioc MBS
results are in good agreement with the ab initio DZ results for the first
eight states. The INDO calculations give somewhat poorer results. Com-
paring the INDO ahd ab initio MBS-GVB(1) results, the ‘A, (4m)~ °B,(47)
excitation energy is reproduced exactly, while INDG appears to under;
estimate each n =7 excitation by ~0.2 eV or 10%. However, the fairly
good agreement 'may be fortuitous, since the use of the optimum theo~
retical geometries rather than the experimental geometries leads to
INDO transition energies (vertical: 1.17 eV, adiabatic: 1.05 eV) much
larger than the ab initio values (vertical: 0.24 eV; adiabatic: 0.22 eV).
| Comparing INDO and ab initio MBS CI results, we see that the
agreement is not as good as for GVB(1) calculations. For INDO the

*B,(4m) - 'A,(47) separation is low by 0.22 eV or 20%, the four 57 states
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are all high by about 0.6 eV or 30%, and the 67 states are too high by
0.73 and 0.83 eV or about 20%. The 1B2(4'rr) state in INDO is also high
by 1.18 eV or about 15.%, but this ionic state is not well described by
the MBS ab initio wavefunction, either.

B. Geomeiries. The calculated geometries for the 'A,(47) and
’B,(4m) states using GVB(1) are listed in Table . The bond angles from
INDO and ab initio MBS calculations are in good agreement with each
other and with experiment [ for *A,(4m)]. The bond lengths, on the other
hand, differ greatly, INDO giving bond lengths that are too short by »
0.17A. m passing," we note that it is important to use equivalent bases
and wavefunctions for these comparisons, since systematic errors in
bond lengths are expected. 2% 46 The short 00 bonds obtained with INDO
for ozone are to be expected since for open shell HF calculations on
ground state 02'(323 7), INDO gives R = 1. 140131, 31"while ab initio MBS

g
calculations give R = 1. 217446 (experimental R = 1. 207A31).

Moreovér, INDO calculations using a closed shell HF wavefunction
yielded a ground state bond length for ozone too short by 0. 11A 46 and
for H,0, an OO bond length too short by 0.2554 31,49

Despite the good agreement on bond angles described above for
INDO and ab initio MBS calculations, decreasing the bond angle below
90° leads to disastrous results with INDO. The four 57 and two 67 states
all drop significantly in energy as the bond angle decreases, whereas
all but one of these states should increase in energy. Moreover, the

energy of the A, (67) ring state (60°) is 6.74 eV below the energy of the

open: lAl (4m) state (the real ground state)! In the ab initio MBS descrip-

ngud

tio this ring state is nearly degenerate with the *A, (47) state. Hence,

INDO gives a ring energy too low by about 6.7 eV.
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Table II. Optimum Geometries for Ozone

lAl (4‘.‘)’) 3B2 (477)

INDD Ab Initio INDD AD Initio

MBS MBS DZ MBS MBS | DZ -
RA) 1.19 1.35 1,38 1l.21 1.38 1.45

GVB(1) .

118° 113° ——— 111° 110° -

R(A) 1.278 ———
Experiment

0 116.8° ——
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For the four 57 and the *B,(67) states ab initio MBS calculations

lead to strictly repulsive potential curves as the bond angle is decreased

below 90°. INDO calculations on these states, however, lead to poten-
tial curves with a double minimum, the correct one at large angles

(100 - 130°) and a spurious one at small angles (60°). However, the
error in the INDO description of the 57 states is less than that for the

67 states. INDO GVB(1) calculations lead to a vertical excitation energy
(at 60°) from the 1A1 (67) to the 57 states of about 6.5 eV which is only
~2.5 eV greater than the comparable ab initio MBS value (~4 eV47).
Thus, the INDO energies of the 57 states are about 3 to 4 eV too low for
small angles. 50 As a result, while the ab initio calculétions lead to

57 states at 60° with energies about 3 eV above the comparable states

at 117°, the INDO calculations lead to 57 states at 60° with energies
about 0 to 1 eV below the comparable states at 117°,

The most grevious fault of INDO apparent in‘ our calculations on
ozone is the strong bias towards closed geometriesf3 1even when unfavorable
electron interactions should make small bond angles strictly repulsive,
e.g., for the 'A (57), *A,(57), 'B,(57), °B,(57), and °B,(67) states. Simi-

48 It appears as if

lar problems with INDO have been found previously.
INDO does not properly represent the repulsion involved when triplet-
coupled electrons are forced into close proximity. In addition it appears
that INDO gives rise to 7 bonds that are far too strong. The latter
explanation would be consistent with the short bond lengths observed for
JLAl'(t}c'n) and the large transition energies observed for the 47 =~ 57 and

47 67 transitions (at the calculated equilibrium geometry). Consequently,

the use of INDO for calculating equilibrium geometries as in conformational
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studies or reaction pathways is very risky, even if correlation effects
are included. |
Our calculations show that INDO treats the electron correlations
involved in the GVB(1) wavefunction fairly well, so that using such cor-
related wavefunctions will cure some of the gross errors encountered
when INDO is used with the HF method. However, introduction of CI
néed not improve the energy spectrum obtained with INDO and, in fact,
may make it worse. (See, for example, the reordering of the 57 and
67 states after CI). Nevertheless, despite certain significant errors
in describing the ovei‘all energy spectrum, INDO does reproduce many
of the energy separations properly, e.g., the «singlet—tfiplet splittings
- of states arising from the same configurations. This indicates to us
that it may be possible to develop a method on the order of INDO in
complexity that would yield reliable results (comparable at least to

ab initio MBS calculations). Work is in progress along these lines.
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PART FOUR:

Comparison of INDO and Ab Initio Methods for Correlated

Wavefunctions of the Ground and Excited States of Methylene and Ethylen
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I. INTRODUCTION

In recent years, great progress has been made in developing
sufficiently rapid ab initio techniques, so that high quality calculations can be
performed on moderate size molecules, e.g., O;, CO§, C4H§, CGH‘;, and’
simple reactive surfaces. 5 Nevertheless, ab initio techniques are still too
siow to treat the reactive surfacces and electronic states of larger molecules
at the numerous geometries required to delineate reaction or energy
transfer mechanisms. :As a result, it would appear necessary to use semi-

empirical techniques for studying the chemical dynamics of large molecules.

Numerous ab initio investigations6 have shown the simple wavefunctions
obtained frdm Hartree-Fock calculations to lead to improper descriptions of
electronic excitation energies and of processes involving bond dissociation
(or formation). In studying reactions, the basic form of the wavefunction
should be inherently capable of correctly describing the reactive potential
surface and, hence, a properly correlated wavefunction should be used.

Since approximate iﬂf‘é-é;:‘éirﬁléthods have generally been based on and
used with Hartree~Fock (HF) wavefunctions, it is quite possible that the semi-
empirical parameterizations are inappropriate for correlated wavefunctions.
We have tested this by comparing the results of ab initio and approximate
integral methods for correlated wavefunctions. Specifically, the INDO
approximate integral method'7 was used, since it is parameterized to fit
ab initio Hartree~Fock calculations (rather than experiment), and hence,
is more likely to invelve parameters fhat would also be appropriate for

correlated wavefunctions.
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Recently, we compared the results of extensive configuration inter-
action calculations on the excited states of ozone using INDO and ab initio
_integrals. 8 There were significant errors (20-30%) in the vertical excitation
energies, but more important was the result that INDO is strongly biased
toward short bond lengths and small bond angles. In fact, the triangular
state of ozone was calculated to be 6-T7 eV below the true open ground state!

Ab initio studies of ozone have shown the érucial importance of
correlated wavefunctions for obtaining even qualitatively correct results.
For example, HF wavefunctions lead to a triplet ground state, while experiment
and configuration '}nteraction calculations both indicate that ozone has a
singlet ground state. 1b Consequently, ozone is a very stiff test on the
efficacy of aﬁproximate methods. Herein we test the use of INDO for
describing the potentiai surfaces of the first three states of methylene as a
function of bond angle and the first three states of ethylene as a function of
dihedral twist angle. These systems provide the simplest prototypes for
n — 7% and 7 ~ 7* transitions.

9 and ethylenel%ave shown that-

Ab initio calculations on methyiene
the generalized valence bond (GVB) method 11 leads to a good description of
the potential surfaces. Consequently, we will use the GVB type of

correlated wavefunction for these comparisons.
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I METHYLENE

Pople and Beveridg912 reported INDO HF potential curves for the
ground and lowest excited states of methylene, [SBl and 1Aly, respectively],
using a fixed CH bond distance. Their results are compared with ab initio
HF and GVB-CI calculations 9 in Table I. Somewhat surprisingly, the ’INDO HF
numbers aré in better agreement with the ab initio GVB-CI calculations than
with the ab initio HF calculations, which the INDO integral approximation
was parameterized to reproduce. Therefore, one might suspect that using
INDO with an appropriately correlated wavefunction would lead to worse
agreement with the ab initio GVB-CI results. We will see'below that this is
indeed the case. r

In the HF description of methylene the ®B, and 'A, states are

described as

°B,: (3a,)(1b,)
A (3ay)?

where we have ignored the

(12,)*(2a,)* (1b,)? (2)

configuration common to both states. The CI calculations show that the
correlation enérgy of the 'A, state is much larger than that of the 3Bl state,

so that HF calculations lead to an adiabatic excitation energy of 1.03 eV

whereas the CI calculations lead to 0.50 eV.? The simplest wavefunction
treating the 3Bl and ‘A, states consistently is the GVB (1) Wavefunc’cion13 in which

the paired crbital of (1) is described as



168

i o0FT~ oVEL - Kaat oFFI gy
go1du
g %201, 480T - 90T JLOT e oy
L o9E1 821 - 621 621 g, poFEInOTED
- 82°0 - gT°0 e1°0 g,
SJI9TIX
- 69°1 - 151 £L°1 'y oAt
- 0% °0 - 290 29°0 'de
- 08°1 - P1°T P11 {,081)'dr~ 'd;
- 06°1 - 29°1 29°1 (.881)'dr~ 'ds
. . . o so1dasu
£90°3 88°1 2¢'1 902 18°1 (3104) e - T gosﬁaxw
RN 071 6L°0 0e°T 80°1 (0 ‘0)'€r~ "V
01> 05°0 £0°1 28°0 L§°0 (0°0)'Vi~ "de
ID-gAD -+ JH (1)gAD AH
1dxg -
LTI ay . OaNI
0Bl 7 = mom :(A9) se13aoue SUSTAYIOIN I 91dB]L



g

169

Employed a double zeta basis set with d functions on carbon. 9
Estimated upper limit. 20

Lowest observed transitions. 20 Extrapolation of isotope shifts
indicated a 0.88 eV adiabatic excitation energy. 21

Obtained assuming the vertical transition to correspond to the
middle of the observed !B, (0 v 0) ~!A, (000) spectrum and adding
0.08 eV to correct fur the zero-point enargy of the A, state, 20
The bond angles were determined using cubic splines with the
points JHCH = 90°, 105°, 135°, 180°, 225°, 255°, and 270°,
More extensive geometry optimization of ab initio CI calculations
(Ref. 24) using a DZ basis leads to the following bond angles:
(°B,) 133°, (*A,) 104°, and (*B,) 144°,

Refefrence 25,

Reference 21,

Reference 26.
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WGVB = o ()6, (2) + by (U9, (2) = VIRE 935, (195, 2)-2dyy, My, @) @)

rather than as

F
Vi = gy Dy, @) (4)

[In the GVB method the orbitals of (2) and (3) are solved for self-consistently. ]
Since the novnbonding orbitals of the 3B1 state ére not paired, the HF and GVB(1)
descripiions of this state are the same. 13 The higher-lying 1Bl state is also
described consistently with a GVB (1) wavefunction and so will be included in
our c:alcuié;tioxis.v

The potential curves as a function of HCH bond angle (using a bond
length of 2.1 a,) are shown in Fig. 1. The ab initio results of Fig. 1 are’
based on an extensive basis set (double zeta plus d polarization functions) .9
Use of the HF wavefunction with INDO leads to slightly better agreement with

ab _initio calculations than does fhe GVB-INDO wavefunction, indicating some
fortunaté cancellation of errors. As shown in Table I, GVB-INDO does lead
to significant errors in the rotational barriers for the ®°B, (too large by 50%)
and !B, (too small by 50%) states. The flatness of the !B, INDO potential curve
is also manifest in a significantly larger equilibrium bond angle (144° for INDO
versus 134° for ab initio). Nevertheless, the overall shape of the GVB-INDO
potential surfa;ces is good, differing by ~0.2 eV from the 2b initio results,

The worst error in the INDO calculations is the description of the
separation between the SBl and lBl states, especially for large bond angles,

For linear methylene the 3B,_ - lB1 energy separation is just 2K Xy where
ny is the exchange integral between Py and py orbitals on the carbon
(taking z as the HCH axis). In the INDO approximation, ny is set equal

to the Slater-Condon parameter,
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(2%) F = 0.57 eV,

which was obtained by fitting the atomic spectrum. The non~empirical
value of ny for Slater 2p orbitals is 0.98 eV. For carbon the atomic -
3p-'D splitting (1.26 eV) used to fit the Slater-Condon parameter,
(3/25)F°, is srﬁall relative to the comparable molecular singlet-triplet
splitting (~1. 80 eV), which is more in line with the.‘non—empirical value for
the exchange infegral. Using the non-empirical value for ny instead of
the empirical result would improve the approximate integral potential
curves, indicating that empirical evaluation of approximate integrals need
not be beneficial. |

For linear methylene the 'B; and 1A1 states coalesce into the ‘A
state, so that the 'A,-°B, and 'B,-°B,, splitting energies are the same.

The open shell HF wavefunctions for the A state are

{r (xy + yx)
& -y

ignoring the doubly-occupiéd core part of the wavefunction. However, Pople

2
and Beveridge employed a closed shell HF wavefunction for the 1Al state at

180°, i.e.,
lA1 =% or yz.
This amounts to mixing in equal portions of the higher energy > g+ state
B

& V2
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The energy of the closed s“hell 1A1 wavefunction is higher by just ny
relative to the energy of the correct open shell wavefunction. As a
result, Pople and Beveridge obtained a 1Al - 3B1 splitting energy of
1.71 eV. for linear CH,, which is in much better agreement with the ab initio

CI value of 1.80 eV.
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HI, ETHYLENE

Few re'sults of INDO calculations have been reported on the
excited states of hydrocarbons with isolated or conjugated ethylenic
groups. The explanation for the paucity of calculations is that the INDO
approximation treats ethylenic 7 —7* transitions very poorly, as will

‘be shown for ethylene.
The MO description for the 7 system of ground state (denoted as

N) ethylene is
N(A,): @)
g
while for the 7 —7* excited states (denoted as T and V) it is

T(B,y): (M@E*)
V(B @@*)

To obtain a comparable description of these three states we allow the N

state to be described by a GVB pair
90 (D0 (2) + ¢y (D _(2)

(solving for all orbitals self-consistently) so that each state has two
singly~occupied orbitals.

Calculations on the three states of ethylene were carried out as
a function of the dihedral twist angle. The results are shown in Table
II and compared with ab initio calculations. All the INDO energy

separations involving the N, T, and V states are too large by 2-4 eV!
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Table II. Energies for Ethylene (eV), using the GVB(1) Wavefunction™

‘ Ab initio
INDO MBS® Dz Exper?

Vertical N (A 0.0 0.0 0.0 0.0
Excitation T (B, 8.48 4.70 4,24 4.4
Energies V ('By) 15.25 13.28 9.99  17.65

N state 5.23 - 2,91  2.82
Rotational

T state 3.217 ——- 1.39
Barriers : ) )

V state 7.27 - 1.84
Adiabatic

T+ N 5.23 ——- 2.85
Excitation

VN 7.98 ——— 6.42
Energies
N~T Separation at 6 = 90° 0.0 e 0.06

The experimental ground state geomeiry of ethylene22 with RCH =1.086 A,
RCC =1.338 A, ¥ HCH = 117.4° was used for the planar states, while

the CC bond was lengthened to RCC4 = 1.41 A for the perpendicular states
(6 = 90°).

This work using a MBS of Slater orbitals with Slater exponents.
Reference 10b. Used RCC = 1.35 A for the planar states.

Reference 22,
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Ab initio calculations have shown that the V state involves a very diffuse
T* orbitallj1 and hence, a method such as INDO based on a minimal basis
would be expected to yield poor results (with a minimal basis, ab_initio
calculations lead to a V - N excitation energy too high by 5.5 eV). How-
ever, even minimal basis gb initio calculations leadtoa T «— N excitatic;n :
energy within 1/4 eV of the experimental value, whereas the INDO value
is (oo high by a factor of two.

Using a HF wavefunction for the planar N state would have raised
the energy of the ground state by ~ 1 eV,loleading to an apparent
improvement in the r7* excitation energies. This results fx"om a
fortuitous partial cancellation of INDO errors x;vith correlation effects,
However, use of the closed shell HF wavefunction for describing the
rotational barrier of ethylene would have increased the barrier from the
bad value of 5.3 eV obtained with GVB-INDO to a far worse value of 7.27 eV

for HF-INDO, 2.6 times the correct value of 2.8 eV. This indicates
tﬁat one should not rely on fortuitous cancellations; one should base
approximations on suitably correlated wavefunctions in order to obtain

- reliable approximations.

Naively, one might believe that introduction of configuration interaction
(CI) will always help overcome the deficiencies of an approximate method.
However, INDO calculations on ozone showed that CI actually led to worse
- excitation energies. 8 For ethylene, we performed a full CI in the spaced
spanned by the four GVB orbitals obtained by splitting the m and CC o bonding

orbitals in the planar N state. The vertical excitation energies to the Tand V

states were hardly changed by the CIL.
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The origin of the error in the excitation energies may be readily
found by breaking down the excitation energy into one~ and two-electron
contributions. INDO provides a relétively good approximation for the
two-electron part, differing from the exact value by 0.35 eV. However,
the one~electron part of the 7—~7* excitation energy (for both N-T and N-V),

which may be written as (having transformed to orthogonal atomic orbitals)
(n [t+v+(23-K) |7y = (¥ [t4v+(2T-K) ST =2 (Zp}% |t+v+(23-K) 2D} 5

is off by 3.43 eV. In INDO, the one-electron part is just 28, = ZBZSXX,

or ~11.38 eV comparea to the exact value of -7. 95 eV. Tlnis, the large

excitation energiés in INDO, arise from the use of a B parameter that

is too large for the 7 orbitals. The problem is that in INDO there is only

one f per atom, instead of a separate B for each set of orbital interactions,

e.g., 578, 5Py Py Py and pﬂ—pﬂ.‘ Using a single g is fine for relatively

isotropic systems, e.g., alkanes, but not for anisotropic systems, e.g.,

alkenes. Del Bene and Jaffe 15 encountered this problem in using CNDO/2

to describe the excited states of aromatic molecules. They reparametrized

CNDO using two 8's per atom (80 and fr) and obtained reasonable results

for excitation energies to singlet excited states of various 7 electron systems.
The use of a single isotropic 8 in INDO favors w orbitals relative

to o orbitals. For example, with INDO the highest occupied orbital of

ground state ethylene is not 1bg u(71) but 1b3 g(cr) and ‘Koopmans' theorem

ionization potentials for the 7 orbitals in ground state methylene and ethylene

are high by 3 and 43 eV, respectively. One would expect that INDO would

treat n—o* and o--7* transition energies better than r—-r*, since
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16,17 Tables

n and o orbitals are treated more correctly than 7 orbitals.
I and 1T show that this is indeed the case. The ethylene o—u* vertical
excitations are high by 2 eV or less, which is nearly half the error present
in the 7 - 7* energies. Recalling that the use of HF wavefunctions for both
the ground and excited states effectively raises the energy of the former
by 1 eV, it is clear how INDO HF calculations have in the past produced
reasonable verticé.l excitation energies for somé n~7* and o~7* transitiohs. 1

Such agreements should not lead one to put too muckh confidence in INDO

results.
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TABLE III. o-7* Vertical Excitation Energies (eV) for Ethylene

INDO ab initio®
GVB(1) DZ~CI
2 'B, o 11.6 9.89
2 °B, g 11.4 9.52
3 leg. 13.6 11.34
3 SBZg 13.2 10.79

2 Reference 23.
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1V. CONCLUSION

The calculations reported here were intended to test the validity
of the INDO integral approximation for correlated wavefunctions. On the
surface the results were mixed. Using INDO with simple GVB(1) wave-
functions led to HCH bénding potential curves(for the three lowest states
of methylene) that were in good agreement (~ 0._‘2 eV) with abinitia .
calculations. Similar INDO GVB(1) calculations on the rotation barriers
for the three lowest states of ethylene produced errors of 2 to 4 eV relative
to ab initio results, However, in both cases the INDO approximation fre-
quently led to worse discrepancies. when properly correlated wavefunctions
were employed in lieu of closed shell HF wavefunctions. The errors
inherent in the INDO method were often partially cancelled by correlation
effects not properly taken into account by a ;losed shell HF wavefunction.
Moreover, the discrepancies encountered in the INDO treatment of

uethylene indicate that the failures of the integral approximation are not
limited to systems for which HF fails to give a qualitatively correct
description, e.g., ozone, In other words, although INDO was parameterized
to reproduce MBS HF results, it is not reliable even for calculating HF
wavefunctions for simple systems such as ethylene.

Comparison of the approximate calculations with ab initio results
for methylene and ethylene uncovered two major trouble spots in the INDO
method. The use of empirical rather than non~empirical values for the
one-center exchange integrals led to a small *B,~-'B, ksplitting energy in
methylene. This result points out the problem of empiricising approximate

methods. One must be careful when fitting parameters to experiment
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that (i) the system is representative of a broad class of interesting systems
and (ii) the experimental result is inherently describable, i.e., an ab initio
calculation with the same wavefunction and basis set, would give a good
result. The first condition was not met in this case as the atomic singlet-
triplet splitting was much smaller than the comparable molecular splittings.
An example of violating the second condition would be to adjust parame;cers
in the INDO approximation so as to reproduce the experimental N~V vertical
excitation energy, which cannct be properly described with a MDS. This
principle was violated, for example, in developing the PPP approximationls.

The large vertical excitation energies and rotational barriers for
the N, T and \ states’ in INDO arise from using one f parémeter per atom.

As a result, the B's for 7 orbitals are too 1a}ge, while those for o orbitals
are slightly too small.

We investigated ways of solving this problem and came up with the
following modification of INDO. For each diatomic pair, one takes the integrals
over a Valénce set of Slater atomic orbitals and transforms to orthogonal
atomic orbitals. The transformed integrals, which correspond to
B py = {1 [t+v | vy, are determined. By doing this at various internuclear
separations, one can obtain the distaﬁce dependence of Blw’ which turns out
to be nearly exponential. Exponential fits to the non-empirical BHV integrals
are used to replace the INDO values for these integrals. We have found that
for ethylene and benzene the introduction of the non-empirical 8's leads to
reasonable m—#* transition energies for the mr* states that are well described

by a minimal basis setlg.

To obtain good vertical excitation energies to
diffuse excited states, such as the V state in ethylene, one must modify ~.

the integral approximation to allow more flexible basis sets.
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For an approximate integral method to be useful in describing
interesting chemical processes, it must provide good results in conjunction
with correlated wavefunctions. Since the available approximations have
been based on the HF wavefunction and are not always reliable, even
when used with HF wavefunctions,the results with correlated wavefunctions
cannot be expected to be very good. This appears to be the case. It is
clear, that new approximate integral methods must be developed in the
context of suitably correlated wavefunctions. If the initial wavefunction
cannot correctly describe the system, how can the integral approximations
be expected to be properly balanced? We are presently developing and

analyzing integral approximations with correlated wavefunctions.
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PART FIVE:

~ Approximate Integral Methods and Correlated Wavefunctions



188

I. INTRODUCTION
LAV AVER VAVAVAVAVAVAVAVAVAVAVAY)

The concomitant development of faster computers and more
efficient programming of ab initio methods has allowed chemists to
perform high quality calculations on molecules as large aé benzene
and pyrazine. 2 However, ab initio techniques are still too slow to
properly treat anythﬁng other than simple reactive surfaces. 3 The
bottlenack here is the large number of geometries requived to delin-
eate the reaction of enefgy transfer mechanism. Therefore, approxi-
mate methods would appear nécessary to study the chemical dynamics
of large molecules.

Much effort has already gone into producing a reliable
approximate method, leading to a broad spectrum of techniques.

Nearly all of these methods have been based upon closed-shell

Hartree-Fock (HF) wavefunctions, including (i) extended Hiickel

5 6 7 8

theory, © (ii) CNDO, ° (iii) INDO,

10

(iv) MINDO, (v) NDDO,

(vi) PRODO, 2 (vii) ESE-MO H

and (viii) Xa-type approaches.
It is well known that simple HF wavefunctions (even when carried
out exactly) usually provide very poor descriptions of potential

12,13 Moreover,

surfaces involving bond formation or breakage.
simple HF wavefunctions generally lead to poor descriptions of the
relative ordering of molecular excited states. In fact, HF wave-

L SN

functions sometimes lead to incorrect ground states.
disturbing that all the major approximate methods have been based
on a wavefunction which, in general, cannot properly describe

(even when carried out exactly) the very processes for which the
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approximate methods are needed.

In order to test the validity of the available approximate

methods for correlated wavefunctions, we recently carried out cal-

14 CH2 and C,H 15 using the INDO 6 approximation

24
with wavefunctions correlated so as to provide a consistent de-

culations on 03,

scription of the Tow-lying excited states. The results were mixed.
For ozone,)INDd Ted to vertical excitation energies with average
errors of + 0.5 eV relative to»comparable ab initio calculations.
Bond angles for the low-lying states were found to be in good agree-
ment with both eXperimentaT and ab_initio results, whj]e the bond
lengths were too short by 0.16 3 relative to the cémparab]e g§~131331
results. Finally, we found that INDO grossly favors closed geo-
‘metries as opposed to open geometries, predicting the ground state
of ozone to be an equi1atera1 triangle state with an energy 6.75 eV
below the correct open state. For methylene, INDO led to CH bending
curves for the three Towest states in good agreement (0.2 &V errors)
with ab inifio results, while for ethylene, the dihedral twist
curves for the three lowest states were very poor (2 to 4 eV errors).
The orfgin of the errors in these INDO calculations is not,

in general, éasy to determine. It is not clear whether the pro-
blems arise from the parameterization of INDO to reproduce ab initic
minimal basis set HF wavefunctions or from the nature of the trun-
cated set of integrals employed in INDO. However, it is clear that
if one wants to deal with problems in chemical dynamics, then the
approximate method should be developed in conjunction with the

correlated wavefunctions that are required to describe reactions
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and energy transfer processes correctly.

In this paper, we report our efforts to develope efficient
approximate methods that provide reliable results when used with
appropriately correlated wavefunctions. Our investigations are
divided into two basic Tines of approach. (1) Since some of the
results from the INDO calculations were quite reasonable,]4’]5_
attempts were made to reparameterize the method so as to remedy the
major deficiencies. (2) More general studies were carried out to
determine the errors that are introduced when the full set of
ab initio integrals are truncated in various ways. The first set

of calculations are reported in Section II and the second set in

Section III.
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IT. INDO-TYPE-METHODS
AN ANV

A. Review of the Original INDO Method

INDO 6 was designed to reproduce the results of minimal
basis set (MBS) ab initio HF calculations. In the HF method one solves

for the optimal wavefunction of the form
vHF = alef 63 ...02 ofos...o8] (1)

where Q. is the antisymmetrizer, which ensures that the wavefunction
has the proper permutationa] symmetry. Note that ai] the orbitals are
constrained to be ddub]y~occupied and orthogonal. Application of the
variatidna1 principle leads to the familiar HF equations [in atomic

units (a.u.)]

Foj = [h + 2 (205 - K;)10; = ey, (2)

J
~ where F is the Fock,operator, h is the one-electron operator [electronic
kinetic energy (t) plus nuclear attraction (v)] and Jj and Kj are the
coulomb and ekchaﬂge operators, respectively. Following Roothaan, 16
each molecular orbital is expanded in terms of a finite set of basis

functions
N .
, ¢1' = %,_'Cui Xll (3)

so that the (2) becomes a matrix equation
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S (Fyy = 45,0605 = 0 | (4a)
AY
or
FC = SCE (4b)
where
Fuv & My Q'ZZ:PA0[<“v‘AU> B %’<ul!vc>] (5)
hy = <ulhfv> = f Xy (D, (1), (6)
whor = [| [ b (20 (2, (7)
Pyg = 2:%: €113 (8)
S = v (9)

(We have assumed that all our basis functions are real.)

Froﬁ (5), the numbér of one-electron integrals increases
as N2 where N is the number of basis functions, while the number of
two-electron integrals increases as N4. ‘Consequently,'it is the cal-
culation and manipulation of the two-electron integrals which limit
ab initio calculations to 50-100 basis functions. The limitations
are even more evident wheﬁ it is recalled that the HF equations are
solved iteratively, so that the N} two-electron integrals must be
transformed over molecular orbitals every iteration. Thus, the goal

of all approximate methods is to reduce the number of integrals.
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In general, the basis functions are centered at the various
2
" radial

nuclei, possessing exponential (Slater), e”%", or gaussian, e
dependence and atomic angular momentum symmetries, i.e.,s,p;d,etc. Therefore,
most of the two-electron integrals involve basis funct{ons on three or

four centers and are expected to be much smaller than the one- and
two-center integrals. In addition, the two-electron inéegra],<pv1xc>,

is expected_to be much larger if u = v and A = g. These ideas are

combined into the zero differential overlap (ZD0) approximation,

17

initially proposed by Parr s T.€.,

<qv|io> = Gpvéxo <pp| > (10)
Equation (10) will be exact if all the basis functions are non-
overlapping. However, non-overlapping basis sets are not feasible
since the béé%é.functioﬁs are either exponentials or gaussians.
It has been found that transformation from the standard non-orthogonal
basis set to an orthogonal one does improve the validity 6f the ZD0
approximation. .This will be considered in more detail in Section III.
In INDO the ZDO approximation is invoked for the two-electron
integrals. However, it was found that retention of the one-center
exchange integrals <“A”A[“AVA> (A denotes the atomic center) was
necessary for proper description of singlet and triplet states.s
Therefore, in INDO one fetains only the one- and two-center coulomb
integrals, <up|AA>, plus the one-center exchange, leading to an N2

set of two-electron integrals. The reduction in two-electror integrals

is tremendous, e.g., for planar ethylene the 3190 two-electron
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integrals in an ab initio MBS are reduced to 90 in INDO!

To be consistent, all three-center potential integrals
<uAlvclvB> are neglected as well as integrals of the form <uplhlvy>
where My # Vpe Although application of the ZDO approximation would
indicate that the two-center <uA]h!vB> integrals should be neglected,
they are retained since they are crucial for describing chamical
bonds. Fina]ly, all integrals of the form <uA{htuA> are kept.

In addition *tc the drastic truncation of the integral sci,
“two additional approximations are made in INDO. (1) The overlap
matrix S in equation (4) is assumed to be the unit matrix, i.é., the
basis functicns are assumed to be orthogonal. (2) Only the valence
~electrons are treated explicitly. The inner core electrons are assumed
to completely screen the nucleus, i.e., they are represented by a
(C/r) potential where C is the number of core electrons.

The integrals retained in INDO are evaluated or para-
meterized as follows: ©
(a) o, = <uA|t+vA{pA>: Set equal to the difference of the experi-
mental ionization potential and electron affinity for atom A. 18
(b) Vag = <uA|vBluA>: Set equal to -Zpyp where Z is the charge on
atom B (total charge minus the core electrons) and
Yag = <SpSplspsg> is the two-center coulomb integral over the
appropriate valence Slater s functions.

(¢) B, = <pA{t+vA+vBivB>: Set equal to (1/2)suv(sﬁ + Bg) where

v
BX and Bg are parameters. The Bg parameters were adjusted to
obtain the best overall fit with ab initio MBS orbital co-

efficients for ground state diatomic hydrides. The ab initio
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coefficients were transformed to an orthogonal basis, i.e.,
a basis with unit overlap matrix, prior to comparison with
the INDO results.
(d) <uAuA]vAvA> and <uAvA]uAvA>: Set equal to the S]ater—Condon
parameters, which were obtained by fitting atomic spectra.

(e) <uAuA[vaB>: Set equal to Ypg = <sA§A|sBsB>.

B. Reparameterization of the 8 Integrals

. Analysis of our INDO calculations on methy]ene and ethyl-
ene ]5 revea]ed two major prob1em> in the parameter1zat1on of INDO.
(1) The use of empirical values (the Slater-Condon parameters) for

the one-center exchange integrals leads to a small 381 -1

B1 splitting
energy in methylene. (2) The use of one B parameter per atom leads
to vertical excitation energies and rotational barriers that are too
large for the N,T and V states of ethylene. (N denotes the ground
state, while T and V denote the 3wt and ]ﬁﬂ* states, respectively.)
The B's for w orbitals are too large, while those for o orbitals are
slightly small.

The first deficiency may be easily remedied by calculating
the one-center two-electron integrals over the appropriate valence

19,20 14 pe consistent, the one-center one-electron

Slater orbitals,
integrals should also be evaluated over Slater orbitals. In both
cases, 2s Slater orbitals are orthogonalized to the 1s Slater orbital
on the same center to ensure the validity of the core-valence electron
separation.vZ]

Since the B parameters are supposed to represent two-center
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one-electron integrals over orthogonal atomic orbitals (OAO), 6 we
decided to evaluate them non-empirically using diatomic fragments,
e.g., the B's involving the two carbons in ethylene are determined
- from CZ' Since there are an infinity of ways to orthogonalize the
set of Slater atomic orbitals (AQ) for the diatom, we use the

criterion that the resultant set of 0A0's should be as similar as

possible to the original AO0's. Lowdin or symmetric orthogonalization 22
satisfies this criterion in a least squares saense. 23 The irans-
formation to Ldwdin (i}) is given by
- . -1/2
. = AS . 11
X; %:xJ( )iq ()

where § is the overlap matrix over AQ's (xj). Prior to LOwdin
orthogonalization, the 2s Slater orbitals are Schmidt orthogonalized
to the 1s on the same center.

Using the above procedure non-empirical B integrals were
calculated for C2 at internuclear separations(R) of 1.2, 1.4 and
1.6'K. 24 From the results shown in Table I, it is clear why using
a single B parameter per atom causes problems. The é paramater for
the 7 orbitals is ~ 50% the size of the 8 parameters for the ¢
orbitals. Using only two B parameters per atom (8& and B,) over-
comes most of the errors inherent with employing one B per atom, since
the parameters for the o orbitals (Bss* Bsp,*a”d depc) are relatively
similar. This explains why DelBene and Jaffe 25 met with reasonable
success in describing aromatic w systems by reparameterizing CNDO5 with

two B's per atom, From Table I we also note that the proportionality
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TABLE I. Buv integrals for C, (in a.u.)
R=1.2R R=1.4A R=1.6A B° G

Sss -0.545 -~0.358 -0.223
BSs = Bss/Sss ~1.066 -0.883 -0.707 -0.885 = -24.1 eV
Bsp 0.464 0.379 0.266

o
o _ : =
Bep “Bsp /Ssp -0.983 -0.920 -0.772 -0.892 = -24.3 eV .

g g g
B, . 0.353 0.346 0.268
PPy '

° = S ~1.214 -1.044 -0.830 -1.030 = - 28.0 eV

ooPo PePy PP
B8 -0.174 -0.119 -0.079
PPy , .
B2 -0.518 -0.487 -0.458 -0.488 = - 13.3 eV

=8 /S
PpPp  PyPqr P

INDO

P

- 21 eV




198

bgtween B and Suv assumed in INDO is roughly obeyed.

Previous ab initio calculations on ethy1ene‘26 have shown
that the generalized valence bond (GVB) correlated wavefunction 27
leads to a good description of the dihedral twist potential curves for
the N and T states. Thereafore, we tested the introduction into INDO
of non-empirical carbon B parameters (shown in Table I) and non-
empirical values for the one-center integrals by performing GVB cal-

culations on the N and T states of ethylene at two geometries:

(1) the planar (6 = 0°) experimental ground state geometryv28 with

R. = 1.0863, Rec 1.338§,<HCH = 117.4° and (2) a perpendicular

CH
(8 = 90°) geometry with Roe = 1.41 A, The specific GYB wavefunction

employed in the calculations is designated GVB(2/PP) and has the form

¥ = ALo%...02(s, Jo Mo ) (o, o o ¢ JeB...08]  (12)

n Iy 2 Ty Ty
M\‘W\/%./

Sce pair T pair

where the Sce and 7 bonds are described by a pair of singlet-coupled
non-orthogonal orbitals aS opposed to the HF wavefunction, in which they
are forced to be doubly-occupied. Splitting the 7 pair affords a con-
sistent description of the planar and perpendicular N and T states.
The results of the calculations are shown in Table II. For convenience
of discussion, our modifications of INDO will be designated Approximate
Integrals - zeroth level or Al/O.

Since the proportionality between B and S is not exact,

2
nuclear separation or choose an average B;v and employ Buv = s;vsuv.

one can either use the Bp from C, calculated at the apprepriate inter-
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TABLE II. Ethylene GVB(2/PP) -energies for the N and T states (in eV).

AL/02  AIzoP INDO Ab ipitio®

N »> T (vert,) 4,54 4.43 8.48 4,69
N -+ V (vert.) 11.8 11.7 15.2 13.3
N> T (0,0) 4,47 2.40 5.06  2.73
N rotation barrier 4.41 2.46 5.05 2.78
T rotation barrier 0.13 1.97 3.43  -1.97
2 : d
N -~ 83 (KT) 9.87 .81 15.9 11.2
u

aEmp]oys the appropriateyﬁuv for Cz (interpolated from the results
in Table I).

PEmploys B = BGQSUV with Bﬁv for CZ at R=1.4 K.

CStater MBS.

dKoopmans' Theorem. 40
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The results in Table II show that the latter procedure leads to better
agreement with ab_initio calculations. Both procedures lead to rea-
sonable vertical excitation energies. However, forcing Buv to be
proportional to the overlap leads to better rotational barriers. The
explanation for the improved rotational barriers is not manifest and
probably represents a fortuitous cancellation of errors.

Since the N and T states are well described (errors < 0.3 aV)
by the AI/0 scheme in which the values for Buv from €, at R = 1.4‘3
are used, the same scheme was tested on the ground state potential
curves for C2 and 02 using HF wavefunctions. The resulting bond
lengths were 0.03 to 0.05 A longer than for comparable INDO cal-
culations, in ﬁuch better agreement with ab initio results (cf. Table
I11).

We appear to have overcome Some of the~major problems of
INDO, namely, tightly bound  orbitals and short bond lengths. 14515
However, when the AI/O scheme was tested on ozone, we found,to our
dismay, that the ZIAI(BH) ring state of ozone was calculated to be
8.0 eV lower than the 11A](4n) open state, the true ground state. 2°
The AI/O scheme is more strongly biased in favor of closed geo-
metries than INDO! Conseguently, one cannot ascribe thé bias toward
closed geometries of the INDO approximation to the use of cne B para-

meter per atom. Therefore, further modifications are warranted to

remove this bias.
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TABLE III. HF Bond Lengths for C, and 0, using INDO and AI/0 (in ﬁ)

AL/02 INDO Ab initio”
cz(]z’g") 1.194 1.148 1.233
3am
0,°L;) 1.172 1.140 1.217

with st for C., at 1.4R and for 0, at 1.278A.

a - o
mmkwssm; BpS o

AV TRV

bSTO—SG.ca1¢u1ations. M. D. Newton, W. A. Lathan, W. J. Hehre,

and J.A. Pople, J. Chem. Phys., E&’ 4064 (1970).
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C. Proper Core Orthogonalization and Parametric Integral Fits

Prior to transforming the two-center 8 integrals over
0AQ's, the 2s AO's were orthogonalized to the 1s A0 on the same center
to ensure the validity of the core-valence electron separation. 21
However, the 2s and ZpG AQ's are not orthogonal to the Is AD on the
other center and, hence, the separation into core and valence electrons
breaks down. A consequence of the non-orthogonality is that the
electrons in 2s or 2pU orbitals will not be properly shielded from the
other nuclei. To correct th{s problem, the 2s and 2p0 AO's are
orthogonalized to the 1s AO0's on both centers prior to transformation
to OAO's. In addition, the repulsion of the paired 1s electrons is
represented by 2J-K potential rather than the simple point charge
2/r potential. The 2J-K potential is move accurate as it allows the
valence orbitals to penetrate the 1s core electrons, leading to more
negative huc?ear attraction'integra1s.
 The set of integrals (transformed over 0OAQ's) that -are
normally kept in INDO are shown in Table IV for Cyat R = 1.2, 1.4 and
1.6 K. Comparison of the B integrals from Tables I and IV indicates
a significant effect arising from orthogonalization to both Is AQ0's,
Not only are the values different, but the B integrais are no
longer proportional to the overtap integrals. Instead,all the B
integrals have an exponential dependence on R. This is very con-
venient, since the B8 integrals may be evaluated at several inter-
nuclear separations and the resulting integrals fit with a'simple
exponential, Be'A& in a least~squares manner. The two parameters,

A and B, may then be used in the integral generation program to
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TABLE 1IV. integrals over Lowdin OAO's orthogonalized to the 1s

C
chre (in a.u.).

R=1.28 R=1.4R R=1.6A

1. One-electron A. One-center (a)

<sth+vL]sL>a -1.945 -2.106 -2.187
<z |ty [z7>D -1.850 -1.890 -1.911
< Lerv [ x>¢ -1.928 ~1.942 -1.950
<sp [ty iz 0.170 0.105 0.063

B. Two-cen%er (Vag)

"<y vpls> -1.723 -1.493 -1.317
<zy |vplzp> -1.665 -1.483 -1.342
< fvo x> -1.546 =-1.27%  -1,237
<sy |vRizp> -0.395 -0.359 -0.317

C. Two-centér (B)
<sp |ty +vplsp> -0.235 -0.138 -0.086
<z |ty tvplzp> 0.457 0.346 0.254
<x|_ [ tv+vp|xp> -0.167 '-0.113 -0.075
<s| |ty tvp| zp> 0.378 0.261 0.180

II. Two-electron A. Oné-center Coulomb ,
<s sy Isy s> 0.617 0.609 0.600
<sysplziz> 0.621 0.618 0,611
<SP SRR > 0.613  0.606 0.599
<z z) |z 7> 0.719 0.701 0.685
<Zpzp XX > 0.609 0.600 0,592
<X Ixpx> 0.654 0.647 0.643
<X X lypye> 0.582 0.577 0.573

B. 0ne~cen%er Exchange }
<spzyls z) > 0.103 0.115 0.12]
<sy %y Isyxy> 0.140 0.137  0.134
<z x(lzpx> 0.037 0.037 0.037
<x{ v 1x(y> 0.036 0.035 0.035

C. Two-Center Coulomb
<SLSL‘SRSR> 0.390 0.348 0.313
<ssy |zpzp> 0.385 0.350 0,321
<s s Ixpxp> 0.370 0.333 0.302
<zy 7)) Zpzp> 0.382 0.357 0.333
<z 7| I XpXp> 0.358 0.331 0.307
<xLxL[xRxR> 0.356 0.324 0.295
<xLxLiyRyR> 0.347 0.317 0.290

aSL indicates a 2s OAO centered on the left carbon.
sz indicates a 2p2 0AQ centered on the left carbon.

x| indicates a 2p, OAO centered on the left carbon.
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calculate the 8 integrals for all R. The B integrals obtainad in
this manner are appropriate for a diatomic coordinate system, in which
the nuclei are on the z-axis. The diatomic coordfnate system must be
rotated, so that it coincides with the molecular coordinate system being
used. The rotated integrals are theh used in the SCF calculations.

The abové procedure for evaluating the B integrals is very
useful in that it can be extended in a straightforward manner to
include more atoms, e.g., H, 0, S, Fe, etc., by fitting the appro-
priate diatomic integrals, e.g., H,, CH, 02, C0, OH, etc.. Since the
fits to the B 1ntégrals should be most accurate for internuclear
separations characteristic of bond lengths, we havé always fit the
integrals at values of R that span the range of bond lengths normally
encountered in molecules. For example, fitting the B integrals for
Chrat R=1.2, 1.4 and_T.G_R with a non-linear least-squares program

30 nich is well within the

Ted to errors less than 3 mh = 0.08 eV,
limits of the other approximations being made. Similar results were
obtained fitting the B integrals for H,, CH and 0,.

Although implementation of the exponential fits to the B
integrals may improve the results, the bias toward closed geometries
will still be present. However, examination of Table IV appears to
reveal how the bias arises. A1l the one-center integrals over OAQ's
increase algebraically as the R decreases, except for the relatively
small one-center exchange integrals. The increase in the a integrals
is expected, since the additional kinetic energy arising from ortho-

gonalization increases as R decreases. The increase in the one-center

coulomb integrals is not veadily explained but occurs 1in general.
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This dEStabi]izatfon of the one-center integrals over 0A0's, which
occurs for closed geometries or short bond lengths, is ignored when
the atomic values are used as in INDO.

Since the destabilization of the o integrals is significantly
greater than that of the one-center coulomb integrals, we will initially
consider only the former. Moreover, transformation to OAQ's decreases
the size of the two-center coulomb integrals, so that the errors in
using A0 values for the coulomb integrals tend to cancel. The change
in the a>integrals arising from orthogonalization, Aa, has an ex-
ponential dependence on R and may be fit to 1 mh = 0.03 eV with Be~AR,
In a po1yatomicvmolecu1e, the Aa corrections are evé]uated for each
diatomic fragment, rotated and summed to give the total correction.

The validity of this procedure will be considered in Section III.B.

- For consistency the V,_ integrals should also be evaluated

AB
in a manner analogous to the a and B integrals. The long range de-
pendence of Vpp will, of course, be -Z/R, where Z is the nuclear charge
minus the pumber of core electrons. UYe found that the function -Z/R +
e*AR(B + Z/R), which has the proper limits as R -+ « [-Z/R] and as

1
R~ 0 [Bl, fits the V. _ 1integrals to 2 mh = 0.05 eV. 3 Finally,

A
the one-electron 1nteg§a1s, <s[t + vy [z> and <s[vR[zL>, which are
neglected in INDO, are retained, since they are comparable in size to
the other integrals that are kept (cf. Table IV).

Using the new A1/0 scheme with fitted one-electron integrals
over 0A0's and two-electron integrals over AO's, GVYB(2/PP) calculations

were carried out on the planar N, T and V states of ethylene. The

results in Table V show that,although the vertical excitation energies
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TABLE V. Ethylene GVB(2/PP) energies for the planar N and T
state (in eV).

A1/0
@,8,Y,5° BVpg” 85 Ab initio
N > T (vert) 4.21 4,21 a.21 4.69
N>V (vert) 11.47 11.47 11.47 13.27
N2, (kD)4 5.5 7.15 9.52 1.21

AParametric fits used for the a, B and VAB integrals.

bparametric fits used for the Bvand Vpg integrals; a integ?als over
AO's, |

CParametric fits used for the B integrals; a integrals over AQ's;
Vag = - Zgvpg (as in INDO).

dKoopmans' Theorem. 40
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to the T and V states are reasonably well described, the m orbital

is too weakly bound by > 6 eV. In fact, nearly all the orbitals are
too weakly bound by 5 eV. If one neglects the destabilization
corrections to o integral arising from orthogonalization, all the
orbital energies decrease significantly. However, the w orbital is
still too weakly bound by 4 eV (cf.Table V). Re-introducing

VAB = "ZBYAB leads to results very similar to those obtained in

Table TI, The 7 jonization potential is now too small by less than
2 eV, The only difference between this AI/0 scheme and that reported
in Table II is the manner in which the 3‘1ntegrals,are calculated.
Consequently, using only fitted g integrals again leads to poor results
for the N and T rotational barriers, namely 4.44 eV and -0.23 eV.

Inclusion of the Aa corrections are expected to be necessary
to obtain reasonable potential curves, but our calculations show that
other alterations in the approximation scheme (probably in the treat-
ment of two-electron integrals) are required to describe ionization
correctly.

Prior to rethinking our modifications of INDO, we decided
to test whether the reasonable results obtained for the w + 7* vertical
excitation energies in ethylene would carry over to benzene. Toward
this end, we used the following AI/Q scheme: o and two-electron inte-
grals evaluated ﬂoﬁwempirica11y over AO's, B integrals evaluated
using parametric fits to the 0AO0's integrals and Vg integrals set
equal to 'ZBYAB as in INDO. The ground state HF wavefunction was
calculated and a full configuration interaction (CI) calculation

was performed among the six w orbitals, freezing the o orbitals as
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in the ground state. The vertical excitation energies from the w CI
are shown in Table VI. The AI/O results are in much better agree-
ment (0.27 to 1.19 eV errors) with comparable ab initio calculations
than INDO (1.75 to 3.44 eV ervors). Therefore, we may conclude that
the large 7 » w* excitation energies produced by INDO may be overcome

by merely calculating the 8 integrals correctly over OAD's.

D. Introduction of Local Potentials and Corrections to the

Two-Electron Integrals

The poor values obtained in Section II.C for the rotational
barriers of the ethylene N and T states are expected to arise from the
neglect of the Aa corrections and the evaluation of the VAB integrals
as in INDO. Therefore, calculations should be made on the rotational
barriers using parametric fits for all the one-electron integrals.
Before cérrying out these calculations, we decided to replace the

32 to be

2J-K pdtentia1 for 1s electrons with a local potential,
described in the next section. The reasons for introducing the local
potential will be made clear in Section [II.D.

In approximate methods one generally wants to consider only
the valence electrons, since the wavefunction for the core electrons
is basically unchanged for Tow-lying excited states or simple chemical
reactions. Two methods for neglecting the core electrons have been con-
sidered previously, namely, replacement of the core electrons with

either a point charge potential, C/r, or a 2J-K potential. Both

methods require orthogonalization of the valence orbitals to the core
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TABLE VI. Benzene 7 - m vertical excitation energies from a full

7 CI (in eV).

AL/0 - Ab_initio® INDO
1A]g 0.0 0.0 0.0
332u 3.21 3.98 7.28
]qu 4.27 5.26 8,70
3, 4.58 5.39 8.77
385, 8.03 . 7.76 11.04
Ty, 8.27 9.48 11.23
e, | 9.85 10.61 13.51

aMBS full = CI. R.J. Buenker, J.L. Whitten and J.D. Petke,

J. Chem. Phys., 49, 2261 (1973).
Y
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orbitals. . An alternative procedure, which does not require orthog-
onalization to the core, is to replace the core electrons with a
local or effective potential. Detailed discussions of Tocal potentials

have been presented elsewi'aere,'32

so that only a brief outline of the
method will be given here. | _‘

The local potential is constructed so that the lowest solutions
obtained wiﬁh it are'valence~1ike orbitals. The major difference be-
tween the valence orbitals obtained with the local potential and those
obtained with the core electrons pfesent is the absence of any radial
(spherical) nodes, which are required in the latter case for orthogonality
to'the core orbitals. For example, using a local pbtential for the 1s
electrons of the first row atoms, leads to 2s orbitals which have the
same shape as Slater 2s functions, i.e., re”%", The valence orbitals,
such as the 2s, are prevented from collapsing into the core by the
presence of a very repuTsive potential, which effectively projects out
any core character.

The actual procedure for obtaining a local potential will be
illustrated for carbon atom. First, we solve for the ab initio HF

ground state 3p wavefunction leading to the following HF equations for

the 2s and 2p orbitals.

s
\ =
<u|(h + jcare + Vva])[25> 825<u[25> (13)
+ yP MS =
<ul(h + vcore ¢ Vvai)lhp> €2p<u]2p> (14) |

where ﬁ is ény basis function, Vcore represents the 2J-K potential of
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the core electrons and Via] and ngrepresent the electron repulsion
from the other valence electrons for the 2s and 2p orbitals, re-
spectively. Next, a valence s orbital without radial nodes [designated
the coreless HF (CHF)lZS orbital] is formed by adding the proper amount
of the 1s HF orbital to the 2s HF orbital so that the resultant orbital

goes to zero as r + 0. Using the CHF 2s orbital and the HF equations,

we have
| iy * CHF
<“|VIOC’ZSGHF> :-Su]€25 - h - Vean ’ZSCHF> - (18)
= -h - yP
<ulV]OC!2p> <u|ezp h Vva1l2p> (16)
vhere V]oc is the desired local potential. Note that by definition

the lowest solutions of v]oc are just the valence 2s and 2p orbitals
without radial nodes, but with the same orbital energies as the HF

orbitals.

Previous wovk has shown that the local potential can be

expanded in terms of spherical haromics Yzm (denoted by |em>) 32a,b

0

Vioc = g;% Vk(r) | am><gm| : (7
where Vl(r) is a radial function, |2m»<gm| is a projection operator
onto states of angular momentum Zm and a sum over m is assumed. More-
over, the Vﬁ(r) are approximately equal for all angular momenta 2
greater than the maximum angular momentum A involved in the core

2a,b

(e.g., A =1 for C). 3 Therefore, (17) becomes (using §]£m><2m|=1)
: m
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A
Vige = Vx+1(r) +'gggsz(r)[lm><zm[ (18)

where sz =V, -V

Q For carQan, we have

A+l

c

Vioc © Vp(r) + Vs_p(r)ls§<s| (19)
and
\IC ) s = <‘ihv' y ’ — . ot .
<u!'loc!"SCHF Hivp * s-p'ZSCHF> <u!vs|¢sCHF> (20)
<ulV] . [20> = <ulv|2p> (21)

so that the local potential depends upon the angular momentum of the
valence electron.

‘Exp1icit forms for Vs_and VY are found by expanding them in

p
terms of gaussian functions S2C

-Ckrz

n
v, (r) =}k:ckr “e | (22)

and fitting the matrix elements calculated in (15) and (16) in a
least-squares sense. In general, values for ny are restricted to
0,~1and -2, 32€
The matrix elements shown in (15) and (16) were calculated
using an(11s,7p) set of uncontracted gaussians consisting of
‘Huzinaga's 33 (9s,5p) set augmented with two diffuse s primitives
(exponents 0.051and 0.017) and two diffuse p primitives (exponents

0.039 and 0.013). The extra diffuse functions are necessary to ensure
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that the ioca] potential has the correct long range dependence. The
Vp and Vs—p potentials were fit with four gaussians each. The para-
meters are given in Table VII. The Tocal potential was tested by per-

forming open shell HF calculations on the 3p and °S states of carbon

34

atom [using the (11s, 7p) basis] and GVB(1) calculations on the

]E; and 32: states of C, at R = 1.2 R (usingan ST0-6G basis 35-). The

results in Table VIII show that the local potential underestimates
3

1.+ +

the 37 - 55 splitting by 0.35 eV and overestimates Ghe 't - 3
splitting by 0.08 eV. The origin of these significant errors may be
ascribed to changes in the valence region of the CHF 2s orbital rel-
ative to the 2s HF orbital. These differences in the CHF 2s orbital

S
CHF via (15).

Tead to changes in Vval

relative tO’Via] and, hence, in V1oc
To minimize the difference between the 2s HF orbital and the
coreless 2s orbital,a new method for constructing coreless orbitals was
developed?6 The HF 2s orbital coefficients for the s basis functions,
which describe the valence region (namely the four most diffuse), are
fixed and the coefficient of the next most diffuse function is varied,

so that the orbital goes to zero at the origin§7 The resulting coreless

valence orbital (CVO) leads to a Via] that is significantly closer to

S S
the HF Vya1 than the CHF Vva1 was.

As expected the CVO Tocal potential leads to hetter results
for the SP - 55 splitting (cf. Table VIII), reducing the error by 60%.
However, the results for C, are horrendous. The 12; - 32: splitting |
is calculated to be 0.01 eV. In addition, the energies of the orbitals
are too high by 0.03 to 0.25 a:u. The explanation for these poor
results is that the 2s CV0 drops off much faster than a 2s Slater

function as r -~ 0. As a result, the repulsive potential determined by
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TABLE VII. Carbon 1s Tlocal potential using 3P state orbitals and

a CHF Zs.
k Ny Sy Ty
v 1 0 2.4069 9,8782
P 2 0 0.4061 0.8591
3 -1 -1.2080 10,5722
4 -1 -0.3311 0.5199
v 1 0 23.3711 7.6985 -
S-p 2 0 0.8237 1.4383
3 -2 0.2959 7.7448
4 . -2 0.2196 0.5397
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TABLE VIII. Test of carbon 1s local potentials (in eV)

CV0-56S

Exact CHF(3P) ciF(®s) cvo(3p) Exact cvo(3p)

Ec3P)] - ELe(3S)1® 2.45 2.0 1.89  2.31 2,30

ELCy('zg)] - E[C,(355) 1% 088 0.96  0.89  0.01  0.63

2.30

-
.

(&}
~!

20pen shell HF wavefunction with (11s, 7p) basis.
bGYB(1) wavefunction with STO-6G basis at R = 1.2 A.

CST0-66 basis recontracted for the C(3P) state using the‘EVO(3P)

local potential.
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the 2s CVO,which prevents the 2s orbital from collapsing into core,.
extends into regions where a 2s Slater function has significant
character. Consequently, the 2s Slater function is destabilized.
Since the 2s CHF orbital behaves like a 2s Slater function as r - 0,
the repulsive potential determined by the 2s CHF is tighter and no
problems arise. WWe tried to overcome this problem by recontracting
the STO-6G expansion of the 2s orbital to accomodate the repulsive
part of the CV0O local potential. An HF calculation cn the carben 3p
state with the CV0 local potential was carried out using an uncontracted
STO-6G basis. The resulting 2s and 2p orbital coefficients were fixed
to give a new contraction, denoted CV0-6G. However, the results on C»
werestill terrible, as shown in Table VIII, with errors of 0.9 eV in

the splitting energy. Therefore, we decided to abandon the 2s CVO
orbitals and return to the 2s CHF which, at least, provided

better results for the C, molecule.

Analysis of the differences between HF Vial and CHF V331
showed that they would be much smaller for the 5 state than for the
3P.' Moreover, the coupling of the valence electrons in the 5s state
is closer to the coupling normally found in molecular carbon. There-
fore, we decided to calculate a local potential using the orbitals
from the °S state. The 2s CHF orbital for the 55 state was con-
structed in a manner analogous to that for-the 3p. The Vp and vs~p
potentials were again fit with four gaussians each. The parameters
are shown in Table IX. The results for the 3p .. O splitting are
actually worse with 5 Tocal potential, while they are excellent for

T+ 3.+

the 'Zg -z, splitting (cf. Table VIII). In Table X, more de-
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TABLE IX. Carbon 1s jocal potential using 55 state orbitals and a
CHF 2s.
. % i
v 1 0 1.0221 9.8903
P 2 0 0.1221 0.6088
3 -1 -1.1563 10.6134
4 -1 -0.1137 0.3265
Vs- 1 0 23,7940 -7.6985
L 2 0 0.9983 1.5363
3 -2 0.3293 7.7448
4 -2 0.1580

0.2397
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TABLE X. 02(123) GVB(1) results using the 35 1ocal potential (in a.u.)

R=1.2 A R=1.4 R R=1.6A

Ab initio Loe Pot Ab initio Loc Pot Ab i;;tio Loc Pot
Total E -10.59208 -10.5805 -10.55812 -10.5454 -10.4646% -10.4488
169 0.E. - 1.030 - 0.998 - 0.943 - 0.913 - 0.875 - 0.848
209 0.E. - 0.690 - 0.688 - 0.73] - 0.723 - 0.783 - 0.769
1o, 0.E. - 0.571 - 0.565 - 0.567 - 0.561 - 0.572 - 0.563
Tm, 0.E. - 0.435 - 0.430 - 0.369 - 0.363 =~ 0.320 - 0.314
1ﬂuy 0.E. - 0.435 - 0.430 - 0.369 - 0.363 -0.320 - 0.314
ECe-ECz 088 0.89 1,70 1.59 2.79 2.57
AThe energy of the 1s core orbitals is not included.

bin eV.
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tailed results for Cz using the 5S 1ocal potential are presented.

The quality of the results degrade as the internuclear separation in-
creases, which is to be expected in light of the poor results for

carbon atom. Nevertheless, except for the most lightly bound orbital
(the 109),thé orbital energies are reproduced tb within 10 mh = 0.3 eV.

The‘5S Tocal potential was also tested with GVB(2/PP)

wavefunctions for the ethylené N and T states in the planar and per-
nendicular geometries. The results, shown in Table XI, are beotter

than expected. 38,39 The vertical excitation energies and rotational
barriers are reproduced to within 0.03 eV, while the orbital energies
are in very good agreement with ab initio results except for the most
tightly bound orbitals. Therefore, Qe may conclude that the 35S local
potential is good enough for use with our approximate integral methods.

Introducing local potentials into AI/O requires a few changes.

To begin with, the valence 2s and 2p are not orthogonalized to the 1s
orbitals prior to Lowdin orthogonalization. As a consequence, the
kinetic energy of the OAQ's, especially the 2s, decreases significantly.
Next, evaluation of the gaussian Tocal potential integrals over Slater
orbitals is qﬁite cumbersome. Td avoid this prob]eﬁ, an STO-6G basis,35
which entails a least-squares fit of six gaussian primitives to each
Stater-type orbital (STO),is used. The ST0-6G basis reproduces the
results of a Slater MBS very we11§5 The resulting integrals over OAQ's
for diatomic fragments, e.g., Cp, CH, 05, are fit with analytic functions
as in Section II.C.

Using the parametric fits for the one-electron integrals
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TABLE XI. C.H, Nstate GVB(2/PP) results using the °S lTocal potential

24
(in a.u.).
Planar® Perpendicu]arb
A ab initio Loc Pot ab initio Loc Pot
Total E -13.]899C -13.1681  -13.0879C -13.0656
139(1a])d 0.E. - 0.855 - 0.824 - 0.847 - 0.816
Zag(Za]) 0.E. -~ 0.730 - 0.732 - 0.690 - 0.694
Tb}u(]bz) 0.E. - 0,776 - 0.766 - 0.777 - 0.767
2b]u(2b2) 0.E. - 1.824 -1.839 =~ 1,659 - 1.665
1b2u(1e]) 0.E. - 0.634 - 0.634 - 0,571 - 0,571
1b3g(1e2) 0.E. - 0.494 -~ 0.495 - 0,571 - 0.571
b3, (2e7) 0.E. - 0.4i2 - 0.412 - 0.366 - 0.366
]bzg(Zez) 0.E. - 0.704 - 0.705 - 0.366 - 0.366
O pair c(2ag) - 0.998 0.998 0.998 0.997
: c(2b]u) - 0.059 - 0.062 - 0.069 - 0.072
S ~ 0.888 - 0.883 - 0.871 - 0.865
AE(eV) 0.21 0.23 0.25 0.27
7 pair c(1bs) 0.971 0.971
c(lbz ) - 0.240 - 0.229
s <9 - 0.603 - 0.618
AE{eV) - 1.06 1.01
N + T(0°)® 4.69 4,72
T - N(90°)® 0.05 0.05
M rotational barrier® 2.78 2.79
T rotational barrier® - 1.97 ~1.98
ap - - 2
RCC = 1,338 A
b
Rec = 1.41 A

CThe energy of the 1s core orbitals is not included.
dOrbita] designation for the perpendicular geometry.

€in eV,
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(B and VAB) and the two-electron integrals evaluated over AQ's,

the N and T states of ethylene were calculated as before. (As in
Section I1.C all three-center potential integrals are neglected

and only coulomb and one-center exchange integrals are retained from
the two-electron integrals.) The results in Table XII are very similar
to those obtained using the 2J-K potential for the 1s orbitals (cf.
Table V). This is not unexpected. The orbital energies (excebt for
the 2aq) are all too high by ~ 0.2 a.u., so that the ionization
potentials will be too small. As a test, we performed a GVB(2/PP)
calculation on the 283u m cation. The calculated ionization potential

40 géﬁe 5;17Pev cbmpared to the

~was 4.60 eV, while Koopmans' theorem
ab initio value of 11.21 eV. The calculated rotational barriers for
the § and T state are in error by ~ 1 eV. The resuylts -for the rotational
barriers are better than when the o integrals are evaluated over AQ's

and the V,, integrals are set equal to -Z (cf. Table V). However,

AB BYAB
they are still quite poor and indicate further modifications in AI/0
are warranted.

Other than neglecting three-center potential terms, the
only approximation being made for the one-electron integrals is eVa]—
uation of the QA0 integrals for diatomic fragments rather than for
the molecule as a whole. Assuming for the moment that this approxi-
mation is valid (It will be considered in Section I1II.), attention
should be focused on the two-electron integrals. Since we do not want
to retain any three- or four-center two-electron integrals, only the

one- and two-center terms will be considered. Previously, two approxi-

mations have been invoked for the two-electron integrals: (1) only
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TABLE XII. C,H, N state GVB(2/PP) AI/O-local potential results (in a.u.)

274
, b
Planard Perpendicular
LocPot _ AL/0°  A1/o LocPot AL/
Total E -13.1681 -12.5507 -12.5377 -13.0656 -12.5045
1ag(1a])eO.E. - 0.824 - 0.596 - 0.604 - 0.816 - 0.632
2a>(2a,) 0.E. - 0.732 = 0.937 - 1.015 - 0.694 =~ 0.842
1b?u(1%2) 0.E.- 0.766 - 0.519 - 0.558 - 0.767 - 0.541
2by,(2b5) 0.E.- 1.839 - 2.004 - 2.140 - 1.665 - 1.739
1b, (le7) 0.E.- £.634 - 6.524 - 0.597 - 6.571 - 0.413
1b3.(les) 0.E.- 0.495 - 0.269 - 0.354 - 0.571 - 0.413
1b38(2e]) 0.E.- 0.412 - 0.190 - 0.259 - 0.366 -~ 0.136
1b29(2e2) 0.E.- 0.705 - 0.446 - 0.515 - 0.366 - 0.136
oo Pair  c(2a,) 0.998 0.997 0.995  0.997 0.996
c(2b$u) - 0.062 - 0.078 - 0.101 - 0.072 - 0.093
S - 0.883 - 0.855 - 0.816 - 0.865 -~ 0.829
AE(eV) 0.23 0.36 0.64 0.27 0.43
mpair  c(lbgy) 0.971 0.971 0.952
c(1b2 ) - 0.229 - 0.238 - 0.307
s 9 - 0.618 - 0.606 - 0.512
AE (eV) 1.01 0.89 1.62
N+ T (0°)F 1.72 4.22 3.57
T+ n (90°)F 0.05 0.02
N rotational barrierf 2.79 1.26
T rotational barrierf -7.98 = - 2.99
an. 2
R, = 1.338 A
b _ o
R = 1.41 A

“Two-electron integrals evaluated over AO's.

dTwo—é]ectron integrals include fitted correction to account for
transformation to OAO's.

©orbital designation for the perpendicular geometry.

f in eV.
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cou]ohb and one-center exchange integrals are retained and (2) these
integrals are evaluated over A0's rather than 0AQ's. We wi]]kcon—
sider the latter approximation ffrst. |

As discussed in Section II.C the coulomb integrals do change
significantly when evaluated over 0AO's, the one-center terms in-
creasing relative to the A0 value and the two-center terms decreasing.
The two trends appear to cancel one another, so that evaluation over
A0's will not introdﬁce significant errors. In Section III.A, this
argument is shown to have some validity for doubly-occupied HF
orbitals, but not for GVB or open shell HF orbitals. For example,
analysis of the energy expression for GVB pairs that describe bonds
reveals terms involving the difference of one- and two-center coulomb
integrals. It is clear that evaluation of the coulomb integrals over
A0's will greatly underestimate the value of this difference and may
lead to a poor description of the GVB pair,

Therefore, we decided to evaluate the two-electron integrals
over OAO's in a manner analogous to that used for the & integrals.
The differences between the values of the two-electron integrals over
A0's and over OAO's were determined for diatomic fragments at various
internuclear separations. These differences were then fit with simple
exponentials. There is an additional problem for the two-electron
integrals with regard to rotational invariance. For example, the integrals
<ss|zz> and <ss|xx> (either one- or two-center) over 0AO's are not
equal (cf. Table IV). Consequently, when the diatomic coordinate
system is rotated to coincide with the molecular system, the trans-

formed integral, <s's'|x'z'>, in the molecular system will be non-zero.
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For example, consider a rotation of 45° about the y-axis so that

s' =5
x' = (x=-2)/V7
z' = (x+2)/V?

and

N~

<s's'|x'z'> <ss|(x-z)(x+z)>

= 1 (<ss|xx> - <ss|zz>) # 0
2

This problem may be overcome by spherically averaging the OAQ integrals
in the diatomic coordinate system, e.g., we replace <ss|xx>, <ss|yy>
and <ss|zz> with 1(<ss|xx> + <ss|yy> + <ss|zz>) so that <s's'|[x'z'> =0
as desired. ’

The results on the planar ¥ and T states of ethylene are
shown in Table XII for introducing the spherically averaged 0AD cor-
rections to the two~e1ectron integrals. If anything, the results are
- worse than when the two-electron integrals are evaluated over AQ's.
Note that the descriptions of the GYB 7 and otg-pairs change drasti-
cally, as expected. However, the descriptions are now worse than
before. Apparently we have disrupted a favorable cancellation of
errors.

The only conéiusion that can he drawn is fhat additional
two-electron integrals need to be retained, if better results are to
be achieved. The largest two-electron integrals that are being
neglected have the form <uAvAlpApA>, <uAvA{poB> and <uAvB[pApA>,

ranging in size from 4 to 40 mh, Motivation to retain these "hybrid"
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integrals may be found in the fact that they serve to balance the

potential integra15<uA|vA|vA>, <uA[vB[vA>.and <uplvylvp> which are
present in AI/0. Inclusion of these integrals implies going beyond
INDO and AI/O to a higher level of approximation (AI/1). Therefore,
it seems appropriate to start from scratch in order to determine
which integrals must be retained and which may be neglected. Further
modifications of Al/0 are gropfngs in the dark, since the validity

of each of the approximations made in AI/0 are not really known.

E; Summary
Previoﬁs calculations on 03, 14 CH2 and EZH4 15 using INDO
Ain conjunction with correlated wavefunctions revealed four major weak-
nesses in the INDO integral approximation: (1) calculated bond lengths
too short.by 0.1 to 0.2 3, (2) closed or ring-like geometries arti-
ficia]}y favored over open geometries by as much as 6 eV, (3) the
empirical parameterization of oﬁe~center exchange integrals, and (4)
the employment of only one B parameter operation. WNeveriheless, some
of the results, such as calculated bond angles, were quite reasonable.
.Therefore, we tried to correct the deficiencies of INDO, retaining the
basic truncated set of integrals.
Non-empirical evaluation of the one-center integrals over
A0's and reparameterization of the 8‘5,50 that they corresponded to
actual diatomic integrals over CAO's, greatly improved the description
of the m + % transitions in €2H4 and led to more reasonable cal-
culated bond lengths for C2 and 02.’ However, the N and T state

rotational barriers were poorly described and the bias toward the ring
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state of ozone was enhanced rather than diminished.
When the B8 integrals were calculated for diatoms, the

’valence Slater AO's were orthogonalized only to the core orbitals (1s)
on the same center prior to transformation over 0AO's. Orthogonaliz-
ation to the core orbitals on both_centars is required to ensure proper
core-valence electron separation. In addition, the core electrons
should be represented by a 2J-K potential rather than a C/r poﬁéntia].
When the correct core orthogona1izatiqﬂ is carried out with a 2J-K
potential, the resulting integrals over valence 0AO's are signifi-
cantlydifferent. The B integrals are no longer propovtionai to the
overlap integrals as assumed in INDO. Instead the'B integrals have
an exponential dependence on R. This led us to institute a new pro-
cedure for evaluating the 8 integrals.
93 CH, HZ’ were
transformed over OAQ's at a set of selected internuclear separations,

The integrals for a diatomic fragment, e.g., C

chosen to span the range of bond lengths normally encountered in
molecules, e.g., for Cp, R = 1.2, 1.4, 1.6 A were used. The OAO inte-
. grals were then least-squared fit with a simple exponential Be“AR.
The parameters A and B, stored in our integral program, were then used
to generate the B integrals. The least-squares fits led to standard
deviations of < 3wh = 0.01 eV.

Similar procedures were used for the a and VAB integrals.
The a integrals over 0AO's increase algebraically as R decreases
because of the additional kinetic energy arising from orthogonalization.

This destabilization (Ao) of the a integrals relative to their A0

values, neglected in INDO, may explain the bias toward closed geometries
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found with INDO. The Aa corrections are again easily fit With a
simple exponential BéAR, while the VAB integrals may be fit with
-Z/R + MR8 + Z/R).
Implementation of the parametric fits for the one-electron
integrals (the two-electron integrals still being evaluated over
A0's) led to good vertical excitation energies, but poor rotational
barriers and ionization potentials for ethylene. Basically the same
results were obtained, when the 2J-K notential for tho core electrons
wés replaced with a local potential, obviating the need to orthogonalize
the valence orbitals to the core. Finally, the effects of trans-
forming the coulomb and one-center exchange integrals to 0AO's were
taken into account via parametric fits with simple exponenfﬁaﬁs.
Inclusion of these two-electron ¢orrect10ns did not improve the results
for ethy]ene.
| In conclusion, the Al/0 schemes that we have developed lead
to mucﬁ better deécriptions of vertical m » m* transitions in ethylene
and benzene than INDO. However, the description of the rotational
barriers in ethylene are less satisfactory, while the ionization po-
tentials are quite poor. Nevertheless, further tests on other systems
such as 03 and CH2 are warranted to determine whether AI/Q provides a
significantly better alternative to INDO for determfning potential
curves. It is expected that the inclusion of the Aa destabilization
corrections will alleviate the bias toward closed geometries. Finally,
the origin of the poor orbital energies in ethylene is not understood.

This problem will be pursued in Section III,
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ITT. APPROXIMATE INTEGRAL METHODS::.A GENERAL INVESTIGATION
A VW VAANNN VNNV VWA AN NAN NS AN VSN AN SNAN

In this section we consider the effect of truncating ab initio
integral sets in various ways in order to design a fast, reliable approxi-
mate integral method. The simplest molecular system, H2, is invéstigated '
first. Then progressively more complex systems H3, C2 and 02 and finally
C2H4 and O3 are studied. This graduated approach will, hopefully, serve
to delineate not only the deficiencies of the approximations, but also

the source of the deficiencies.

A Hy

l& - Wavefunctions:-and Energy Expressions

The great advantage of studying the H2 molecule is that the
number of'integraYS is so small and the energy expressions so simple

that one can follow exactly the effect of each approximation. Three

different states will be considered, namely, the ground state ]Z;,

2

lTowest triplet 32:eand Towest cation Z;. For the ground state, both

the HF and GVB wavefunctions will be used

HE T4y _ 1 . |
v Zg) = 5 ¢g¢g(a8 Ba) (23)
GVB, 1.y _ 1. ) ) -
v Zg) = = (cgd>g<bg c b0, (0B-8a) (24a)

= —L (6.6, -0,6,) (0B-pa) o (aam)

o2
2¢1+Sab
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where
by = (Xq * XI/TFS
o, = (g - Xb)/jT“?;§
by = (eghg + /E0,)//eg ¥ e,
by = (/E§¢g - JE;@U)/JE;fI—E;

Sap = <balep> = (cg - ¢ ) (cy +c))
S = <Xa !Xb>

and  x, and x, are 1s Slater orbitals (orbital exponent = 1.2),
centered on the 1eft and right hydrogens, respectively. . The triplet

state wavefunction is

v(5l) = 300y - byb,) (087E0) (25a)
-1 -
2

and the cation wavefunction 1is

= ¢ o (26)
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Using these wavefunctions, the energy expressions are as follows:

HF T+ _
E ( zg) = (taa + Ztab +t

+{(J_, +2J, +4d

ad ab

where t,y, = <alt{b>

Vap = <alv|b>

Iab = <aa|bb>

Kp = <ab|ab>

Lp = <aa|ab>

EGVB(]Z;) - Cg

where Egg EHF(]Z;)
Eyu = (taa

+ (3, + 2

bb

bb

E -
g9

3

e

tv

aa

+ 41

2

ab

c

bb

g

vyt v/ +'s)?

~ 4,1
AR, AL /800 + s)T R
(27)

E > (28)

2
+
“u Fuu

u

Cquu

2
- 2tab T lh Y Vaa T g t Vbb)/(] - S)

- 4L, + 4K

4
ab " 4Lba)/4(1—5) +

ab
(29)

P |
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) _ 2 2
Kgu = <bgylo > = (Jgu = 23, + 3,)/40(145)7(1-5)°] (30)
ECEY) = (t -ast., +t, +v._ -25v, +v. +d. -K.)/(1-5%) + L
u aa ab bb aa ab bb ab ab R °?
(31)
ECef)y = (. +2t., +t. +v._ +2v, 4y )/20145) + L . (32)
g aa ab bb aa ab bb R

%& Transformation-to Lowdin QAD's
VAV AVAVATAVAVAVAVAVAVAVAVAVAVAY AV AV AV aVaV aVaVa VataVaVa VA

In Section II, the integrals were transformed over QAQ's
under the premise that the-va1idity of the ZDO app%oximation improved
in the transformed basis. The foundation for this idea may be seen
as follows. The expectation value of the unit operator, I, is just

the overlap, so that in the orthogonal basis we have,

<u|I]v> = <ulv> = 8 (33)
Replacing the unit operator with the nuclear attraction [v = Z(ZA/rA)]
: A
or electron repulsion operator (T/r]Z) is expected to alter (33) but

not drastically, so that

<ulvlv> =8 o <ulviw | (34a)
and
< |ro> = 8 Sag <umlvv> | (34b)
In Table XIII, the integrals for H2 over AQ's and QAO's are presented

for various internuclear separations. The V?b (= <a|vA|b>), K p and
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integrals over AO's and 0AO's (in a.u.).

2
K B R ,
R(E’lo) taa tab Vaa Vaa Vab Jaa Jab- Kab Lab
1.2 A0 0.720 0.298 -1.200 -0.719 -0.694 0.750 0.598 0.375 0.501
0AO 1.109 -0.525 -1.348 -0.631 0.040 0.846 0.507 0.012 -0.006
1.4 A0 0.720 0.233 -1.200 -0.648 -0.599 0.750 0.560 0.303 0.443
0AO 1.033 -0.464 -1.328 -0.580 0.044 0.832 0.484 0.011 -0.006
1.6 A0 0.720 0.179 -1.200 -0.586 -0.514 0.750 0.523 0.240 0.387
0AO 0.970 -0.412 -1.308 -0.534 0.047 0.820 0.460 0.010 -0.006
1.8 A0 0.720 0.133 =1.200 -0.532 -0.437 0.750 0.485 0.187 0.336
0AD 0.919 -0.367 -1.290 -0.494 0.048 0.809 0.437 0.009 -0.006
2.5 A0 0.720 0.036 -1.200 -0.396 -0.239 0.750 0.384 0.070 0.193
OAO 0.805 -0.245 -1.242 -0.385 0.045 0.780 0.363 0.006 -0.007
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Lab integrals decrease dramatically (by factors of 10 to 100) when
transformed over OAO's. On the other hand, the Via® Jaa and Jab
integrals change by less than 15%. Therefore, transformation to 0AO's
does indeed improve the validity of the ZDO approximation.

Examination of Table XIII reveals that the off-diagonal
kinetic energy integrals decrease algebraically, but increase in
magnitude when transformed over OAQ's. This behavior is diametrically
opposed to that of the potential integrals and has its origin in the
nature of the kinetic energy operator. Using the explicit form for
the kinetic energy operator, namely, —(1/2)72; we have

<alt|b> = - %<51v2155 = %—<V5'- vb> (35)
where the bars, e.qg., 5} denote 0AQ's. For H2 the relationship between

the 0AO0's and AO's is given by

a = {a - Ab)//T+ X ' (36a)
(b - xa)/v1 + )? (36b)

=
Co

where A = (1- /1-S%)/S and S = <a|b>. Substituting (36) into (35)

leads to (using <a|t]a> = <b|t|b>)
a|t|p> = [(1+%)<a|t|b> - 2x<at|a>1/(1432) (37)

But s = 20/(1 + 22), so that (37) becomes
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<a|t|b> = <a|t|b> - S<alt]a>

(<va « Vb> - S<va + Va>)/2 (38)

M has shown that S<a|t|a> dominates <a|t]b>.

Previous work on H2
Since S<a|t|a> is positive, (38) indicates that <a|t|b> is negative
(as shown in Table XIII). The reason why S<alt|a> dominates is that
Va « Va is, of course, positive everywhere, while Va « Vb may be
negative or positive depending on the relative phase of the gradients
of a and b. In fact, it has been shown that the cdntragradience of a
and b, i.e., tﬁe region where Va = Vb < 0, is directly correlated with

41

the strength of the chemical. bond in HZ' Consequently, the off-

~diagonal kinetic energy integrals, tab’ should not be neglected in any

approximate integral scheme. 42

%& Integral Approximations

From Table XIII it is clear that neglecting the two-e1ectron
exchange and hybrid integrals (Kab and Lab)_should be a good approxi-
mation. The results in Tables XV -:XVII bear this expectation out for
the singlet and triplet state$~of HZ' Note that the errors increase
for the‘sing1et from 1 to 6 mh as R increases from 1.2 to 2.5a0, while
those for the triplet decrease from 11 to 6 mh. Invoking the ZDO
approximation for the Yab integrais is expected to lead to worse results,
since the neglected integrals are larger. In fact, neglecting Vab leads
to 80 - 90 mh (2 to 2% eV) ervrors in the’H; potential curve (cf. Table

XIV). The errors double for singlet H,, since v_, appears twice in the
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TABLE XIV. H2+(Zzg+) energies (in a.u.).

R(aO)
1.2 1.4 1.6 1.8 2.5
Ab initio -0.480 -0.536 -0).566 -0.580 -0.578

Neglect vab‘ ' -0.558  -0.623 -0.659 -0.676 -0.667
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J's over AQ's

TABLE XV.  H, (‘zg+) HF energies (in a.u.)-
R(ao)
1.2 1.4 1.6 1.8 2.5

b initio 21118 -1.128  -1.118  -1.096  -0.993
CMeglect ¥, L, -1.120 -1.128 -1.116 -1.093 -0 9s
Neglect v, oK oLy =1.276  -1.303  -1.302 -1.284 -1.162
J's over AO's 1,120 -1.131 -1.121  -1.101  -0.997

Neglect K ., L ;3 h
ab’ b’ yy22 41131 -1.120  -1.098  -0.988




TABLE XVI.

GVB energies (in a.u.)-

J's over AQ's

R(ao)
1.2 1.4 1.6 1.8 2.5

Ab initio S1.13¢  -1.148  -1.142 -1.127 -1.053
Neglect K, L, S1.135  -1.148  -1.141 -1.124  -1.047
Meglect v, K., L, -1.289 -1.319 -1.322 -1.308 -1.20
J's over AQ's 1,124 -1.137 <1131 -1.116 -1.045
Neglect K ., L_,3

ab’ “ab ~1.125  -1.137  -1.130 -1.113 -1.038
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J's over AQ's

'TABLE XVII. H, (32u+) energies (in a.u.).
R(a,)
1.2 1.4 1.6 1.8 2.5
Ab initio 0.411  -0.563  -0.669  -0.746  -0.887
Neglect Ky, L o 0.400  -0.551  -0.659  -0.737  -0.881
Neglect v_,, K, L, -0.400  -0.551  -0.659  -0.737  -0.881
J's over AO's -0.321  -0.486  -0.606  -0.695  -0.866
Neglect K ,, L_,.3 _
ab® “ab 0.309  -0.474  -0.596  -0.686  -0.860
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energy'expression (28). However, for triplet H2, Vap May be rigorously
neglected, since it appears as Svab (and S = 0) in the energy expression
(31). As a result, neglecting Vab leads to 4 -‘4% eV errors in the H,
singlet-triplet excitation energy. We conclude that the Vab integrals
should be retained in our approximate integral Scheme.
In many of the available approximate integral methods, e.g.,

6 7 8 10

S MINDO,". NDDO

CNDO,” INDO, and ESE-M0,'" the two-electron integrals
are evaluated‘empirically or over AO's rather than over 0AQ's. From
Table XIII, the values of JaaAincrease<upon transformation to 0AO's,
while those of Jab decrease. In Section II we argued that these effects
tended to cancel one another. In fact, we note that the sum Jaa + Jab’
remains relatively unchanged (within 5 to 9 mh) upon transformation to
0AO's. This is very convenient, since for the HF singlet H2 wave-
function the J's appear in the energy expression [(27) and (29)] as

Jaa * Jab'
va1ues for Jd's in conjunction with the full set of 0AQ one-electron

Therefore, we performed calculations on H2 using the AQ

integrals (the Kab and Lab integrals being neglected).

The results in Tables XV - XVII show that using AO values
for the coulomb integrals leads to 2 to 4 mh errors for the HF 12;
energy and 8 to 11 mh errors for the GVB ]Z; energy. The poorer

results for the GVB wavefunction may be divectly ascribed to errors

in Kgu' From (30) we see that K_ is proportional to the difference

gu
of coulomb integrals, which will be significantly underestimated (by

as much as 5 eV at 1.2 ao) when atomic values for the J's are used.
As a result, the GVB energy calculated from (28) is too high.

3

Even worse errors (20 to 90 mh) are obtained for the Z:

state. Again, examination of the energy expression in (31) shows why.
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For the 32: only the Jab'integral appears in (31) and, hence, the
discrepancy between the A0 and OAO values is manifested directly
in the energy.

‘We conclude that using atomic values for the two-electron
integrals may be a good approximation for closed shell HF wavefunctions,
but leads to significant errors for GVB and open shell HF wavefunctions.
This result illustrates the need to develop approximate methods in

conjunction with correlated wavefunctions.

4,
IW >
At this point one might wonder whether the apparent in-

Invariance of J a_+,J

variance of Jaa + Jab under Lowdin orthogonalization was fortuitous

35
integrals in terms of the atomic two-electron integrals and. invokes
43

or not. In fact, if one expands the transformed coulomb (J553

the Mulliken approximation

ab = g(aa + bb)

to express the exchange and hybrid integrals in terms of the atomic

coulomb integrals, one finds that J55-+ J55-= + Jab to second

J
aa
order in the overlap integral S. In other words, the invariance is

well-founded.

5. Importance of Using tqa,over,GAOfs
'\N’\/VV\ANV\MNV\N\J\NVVV\AI\/\M/VV\/\/\/\/V\/
Before moving on to H3, a few words concerning the bias of

previous approximate methods toward closed geometries are warranted.



241

“ Table XIII shows that the one-center kinetic energy terms increase
significantly (100 to 400 mh!) when transformed to OAQ's. The
increase is reasonable in that orthogonalization introduces nodes
into the orbitals, making them Tess smooth and, hence, increasing
the kinetic energy (recall <a|t|a> = <Va +Va>). In addition, the
value of taa increases as R decreases.

5

Previous approximate integral methods (CNDO,” INDO 6 and

with parametric values for tab (and Vab)’ which correspond more
closely to the OAQ integrals. It is not surprising, therefore, that
these methods are grossly biased in favor of closed goemetries, since

the destabilizing increase in the taa integrals over OAQ's is neglected.

The same problem arose in CNDO/1 calculations by Pople 44

on the H2(3ZZ) potential curve, which is well known to be strictly
repulsive. However, the CNDO/1 calculations led to-a bound state with

a minimum of -0.637 eV at 0.85 Al In CNDO/1 the binding energy (BE)

of the 32: is

B

BE4= Jab + 2vaa + 1/R (39)

B -
5 aa
set v o = - Jab {or in his notation VAB = —YAB)’

where the atomic values are used for Jab and v To circumvent this

problem, Pople 44
which amounts to neglecting the penetration of the electron on A

through the electron on B to the nucleus, so that (39) becomes

BE = 1/R - Jab >0 for all R (40)
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Thus, the desired repulsive curve was obtained. In Table XVIII we

‘show the calculated BE for H (323) using CNDO/1, CNDO/2 (vga = - J,)s

2
our scheme, in which the Kab and Lab OAO integrals are.neglected and
atomic J's are used, and finally the exact results. We see that
although CNDO/2 does not lead to a bound 32: state, the potential

curve is still much too attractive. As a result, CNDO/2 as well as

INDO and MINDO are still biased toward closed geometries.

Bty
The H3 molecule provides the simplest test for the approxi-
mation of neglecting all three-center integrals. Moreo?er, the problem
of treating open and closed geometries equivalently may be investigated.

Towards this end, we considered the 22: state of H, using a-GVB(1)

3
wavefunction

¥(°5}) = aile;(1a,)? - c,(2a,)21b, uga} (41)

Symmetrical geometries were employed with RHH = 1.883 a.u., the
MBS ab initiolsadd1e’point geometry for the linear cbnfiguration,45
and 6 = < HHH = 180°, 120°, 60°.

As before, the integrals were transformed over Ldwdin 0AO's
prior to any approximation. Neglecting all three-center QA0 integrals
leads to + 15 mh errors as shown in Table XIX. However, if the integrals

are not transformed to OAO's and three-center A0 integrals are neglected,

70 to 300 mh errors are introduced (cf. Table XIX). Moreover, the
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H2(32u+) binding energies (in a.u.)

R(ao)
1.2 1.4 1.6 1.8 2.5
Ab initio 0.589  0.437  0.331  0.254  0.113
CNDO/1 -0.007  -0.021  -0.024  -0.021 -0.008
CNDO/2 0.235  0.154  0.102  0.068  0.016
Neglect K_, ,L_,: |
ab*"ab -0.691  0.526  0.404 - 0.314  0.140

d's over AQ's
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1]
—

-883a, (in a.u.).

0=180° 6=120° 6=60°
1. Ab initio -1.562 -1.545 -1.370
2. Neglect 3-ctr. ints. over 0AO's " -1.578 -1.549 -1.356
3. Neglect 3-ctr. ints. over AQ's -1.630 -1.632 -1.671
4. (3)+ neglect 2-ctr. Kyp ints. over OAO's -1.583 -1.554 -1.353
5. (4)+neglect 2-ctr. Lab ints. over OAQ's -1.556 -1.536 -1.355
6. (5) except J's over AQ's —1.54§ -1.510 " -1.290
7. (6) + neglect 2-ctr. Vab ints. over AQ's -1.619 -1.579 -1.294
8. AIL/0 (fitted le” ints.) -1.470 -1.460 -1.297
9. AI/0 (fitted le” and 2e” ints.) -1.497 -1.489 -1.343
10. (8) except a's over AO's -1.868 -1.872 -1.884
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calculations are now strongly biased toward the 6 = 60° geometry. The
need to transform the integrals over 0AO's prior to truncation of the
integral set is manifest. |

Next we considered disgarding the two-center exchange
integrals (Kab) while retaining the two-center hybrid integrals (Lab)‘
This truncation scheme is identical with that proposed by Brown and

Burton 46 and used in their ESE-MO 10

method. However, they employ
infegra1s over AQ's, which will cause problems as we have already
seen. The results in Tabel XIX indicate that neglecting only Kab
integrals leads to slightly larger errors (x 20 mh).

Neglecting both the two-center exchange énd hybrid integrals
gives an integral set comparable to that employed in the AI/O methods
developed in Section II, but now the integrals are evaluated gxacfly
over 0AO's. The overall errors (6 to 15 mh) are actually less than
when the L_, and Kob integrals are retained (cf.Table XIX). This is
very encouraging. In addition, the bias of CNDO, INDO and MINDO
toward ring states has apparently been overcome.

The next Togical steb was to test the effect ofvusing atomic
J's rather than OAQ values. Table XIX shows that using atomic J's
increases the'errors significantly (13 to 80 mh), the results being
worse for 6 = 60°. As in the case of the H2 12; state, these errors
arise from the poor description of the GVB pair. It is becoming in-
creasingly clear that the coulomb integrals should be evaluated over
0AO's in order to provide good GVB and open shell HF wavefunctions.

Although poor results were expected, the Vab integrals were

also neglected with the Via and J integrals evaluated over AQ's. The
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resulting errors of + 70 mh in Table XIX confirm our expectations.

2. AI/0 -Methods
Qe

Finally, the AI/O schemes déve]oped in Section II.C.3 were
applied to H3 in order to test the validity of breaking the molecule
into diatomic fragments for evaluation of the integrals over 0AQ's.

- Two versions_of A1/0 were employed, one with parametric fits for the
one-electron OAO integrals using two-electron integrals oéer A0's and
the other with parametric fits for both the one- and two-electron 0AQ
integrals. In Table XIX comparison should be made between roWs 6 and 8
and between rows 5 and 9. We see that introduction of the parametric
fits for the coulomb integrals (row 9 vs 8) leads to approximately the
same effect as usingAcoulomb integrals over OAQ's instead of AO's

(row 5 vs 6). In both cases, deficiencies in the description of the
GVB pair are being corrected.

Comparing rows 6 and 8, we see that the method of evaluating
the one-electron 0AQ intégra]s used in AI/0 does introduce significant
errors. . Moreover, these errors vary drastically with 6, being -7 mh
at 60° and + 79 mh at 180°. These errors are disturbing and warrant
further ana]ygis.

In Table XX, the exact 0AQ integrals are compared with the
values used in AI/O0. Errors of 100 - 200 mh are encountered in the
kinetic energy integrals. Smaller errors (40 - 80 mh) in the nuclear
attraction integrals tend to compensate those in the kinetic energy,
so that the errors in the total one-electron integrals are smaller

(10 - 50 mh), except for <2|h|r> (50 - 100 mh errors). The results for
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TABLE XX. H3 (R = 1.883a0): comparison of ab initio and AI/O OAQ

integrals (in a.u.).

6 = 180° 6 =120° 9 = 60°
ab initio AI/0 ab initio AI/0 ab initio AI/0

A. Kinetic energy

<clt]c>? 1.171 1.078 1.125 1.078 0.990 1.078
< ftic> 0.910 0.920 0.898 0.936 0.990 1.078
<cit{e> -0.409 -0.350 -0.366 -0.350 -0.261 -0.350
<itir> 0.067 -0.115 -0.005 -0.155 -0.261 ~-0.350
B. Nuclear attraction :
<clvclc> -1.401 -1.362 -1.384 -1.362 -1.327 -1.362
<% v > -1.287 -1.296 -1.283 -1.305 -1.32/ -1.362
<civy|c> -0.511  -0.479 -0.498 -0.479 -0.476 -0.479
<% Ve > -0.479 -0.479 -0.479 -0.479 -0.476 -0.479
Qiviie> -0.254 -0.264 -0.292 -0.302 -0.476 -0.479
<C vC+v£ 2> -+ 0.122 0.096 0.100 - 0.0% 0.056 G.096
<, v£+vr'r> -0.014 0.059 0.014 0.071 0.056 0.096
C. Electron repulsion
<cclece> 0.880 0.858 0.872 0.858 0.834 0.858
<RL 18> - 0.808: -0.815 0.805 0.821 0.834 0.858
<cc|{ee> 0.451 0.428 0.442 0.428 0.428 0.428
<28 lrr> 0.242 0.258 0.279 0.292 0.428 0.428
D. Total one-electron integrals
<cthlc> -1.253 -1.242 -1.256 -1.242 -1.288 -1.242
<2 lhie> -1.109  -1.117 -1.155 -1.148 -1.288 -1.242
<cthj{&> -0.288 -0.254 -0.266 -0.254 -0.205 -0.254
<L {hjr> 0.053 -0.055 0.0n%8 -0.083 -0.205 -0.254

ac, %, r denote the 0AO on the center, left and right hydrogens,

respectively.
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SZrE <g|h]r> point out a very serious problem in AI/0. Since ex-
ponential ffts were used to evaluate the B integrals, they will never
change sign as a function of R. However, for Table XX, <&|h|r> is
negative at 60°, but positive at 120° and 180° (i.e., at Targer R).

| Consequently, AI/O leads to signficiant errors (90 - 110 mh) at these
geometries. This result is a very serious blow against the possib]e
usefulness of the AI/O schemes. (We note in passing, that the best
agreement between AI/O0 and ab initio OAO integrals occurs for the

vga and J integrals.)

The results for H3 indicate that the trpncated integral set
utilized in AI/O may afford a reliable approximate method as long as
the integrals are evaluated exactly over 0AO's. The only difficulty
with this scheme is that when the truncated OAO integral set is ex-
panded in terms of AO's, the full set of A0 integrals is involved.

Not only must the complete set of AO integrals be ca]cu]ated, but-the-
transformation to OAQ's (especially for the two-electron integrals)
is extremely time consuming for large basis séts (50 - 200 functions),
vitiating any savings derived from the truncated integral set in the.
SCF calculations. Procedures for alleviating thié problem will be
presenfed in the next section.
E;‘ C2 and 02

From the point of view of approximate methods, the key

difference between C2 or O2 and H2 is the presence of more than one

basis function per atom. Consequently, the question of which integrals

should be retained becomes more complex. In addition, the problem of
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the core é]ectrons must be dealt with. At Teast for the moment, the
1s orbitals are disposed of by representing them with a 2J-K potential
and orthogonalizing the valence basis functions to the 1s orbitals

on both centers. These cdfe—orthogona]ized valence orbitals are then
transformed to Lowdin OAQ's. |

3

Initially, we consider the ground ]Z; and excited Z:

3

states of C,. The Z: state may be considered as arising from the

icu +~ 7o, electron promotion. To obtain a consistent description of

g
this excitation process, the ground state ]Gu orbital, doubly-occupied
in the HF wavefunction, is split with the 209 orbital into a GVB pair,

i.a.

('!Uu)2 - c](lqu)2 - 62(209)2

2 IS ARRrstRE e
LAV AVIRRRAVAVAVAVAVAVAVAVAVS

The results on H2 indicated that two-center exchahge and
hybr?d integrals may be safely neglected. »Therefore,‘we tried trun-
cating the 0AO integral set as it is in INDO,6 i.e., retaining only
coulomb and one-center exchange integrals and neglecting one-electron
integrals of the form <uAlhlvA>. The results in Tables XXI and XXII

reveal 0.4 to 0.8 eV errors 1in the ! 3

Z; - Z: excitation energy as

well as 200 mh errors in the total energy for the ground state. More-
over, there are 60 to 130 mh errors in the orbital energies for the
ground state at 1.2 R (cf. Table XXIV). Needless to say, these results

are not satisfactory.
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TABLE XXI. C, (]zg+) GVB(1) energies (in a.u.)
R(R)
. 1.2 1.4 1.6

1. Ab 1initio -75.289 -75.256 -75.163
2. INDO over OAO's -75.073 -75.045 -74.968
3. (2) except 2e” ints. over AO's -75.065 -75.021 -74.914
4. (2) +all t dnts. _75.728 -75.462 -75.214
5. (2) + all 1-ctr. le ints. -75.046 -75.015 -74.952
6. (5) except 2e” ints. over AQ's -75.039 -74.990 -74.896
7. (2) +all le ints. -75.170 -75.294 -75.290
8. Brown's scheme over OAQ's -75.316 -75.282 -75.181
9. Brown's scheme over AO's | -76.093 -75.760 -75.436
10. Ruedenberg approx.-for OAQ'S -75.317 -75.278 -75.178
11. Brown-Ruedenberg scheme over OAQ's —75.312 -75.240 -75.158
12. NDDO over OAQ's -75.162




251

TABLE XXII. Co ng+ > 3Zu+ GVB(1) vertical excitation energies
(in eV). |
R(R)

1.2 1.4 1.6
1. Ab initio 0.90 1.75 2.85
2. INDO over OAO's 1.32 ?.75 3.66
3. (2) +al1t ints. 10.67 8.51  7.59.
4. (2) +all 1-ctr. 1e” ints. 0.97 1.84  3.51
5. (4) except 2e” ints. over AQ's 0.96 1.39 2.36
6. Brown's scheme over OAO's 0.85 1.62  2.65
7. Brown's scheme over AQ's 1.83 1.08 1.08
8. Ruedenberg approx. for OAQ's 1.05 1.85 2.86
9. 2.16 2.02 2.90

Brown-Ruedenberg scheme over 0AO's
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TABLE XXIII. 0, (329‘) HF energies (in a.u.)

R(A)
1.2 1.4 1.6
1. Ab initio -149.090 -149.026 -148.904
2. Brown's scheme over OAQ's -~ -149.094 -149,031 -148.906
3. Brown's scheme over AQ's -149.099 -149.025 -148.900
4. Ruedenberg approx. for OAQ's -149.097 -149.032 -148.907
5. Brown-Ruedenberg scheme over 0AO's -149.047 ,—149.614 -148.900
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TABLE XXIV. C, ( Iq )
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GVB(1) orbital

energies

for R = 1.2A (in a.u.).

CAb dnitio (M2 @ 32 (@* 5?2 (s)°

Tog 0.E. -1.033 -0.977 -0.808 -0.863 -1.032 -1.133 -0.952
20, 0.E. -0.692 -0.568 -0.710 -0.747 -0.675 -0.761 '-0.630
1o, 0.E. -0.572 -0.441 -0.600 -0.643 -0.561 -0.554 -0.538
Tr, O.E. -0.435 -0.373 -0.371 -0.318 -0.445 -0.463 -0.383
1,y O-E. -0.435 -0.373 -0.371 -0.312 -0.445 -0.463 -0.383
n pair c(20)) -0.463 -0.417 -0.460 -0.454 -0.476 -0.352 -0.534
c(lo,) 0.886 0.909 0.883 0.891 0.879 0.936 0.845

S 0.314 0.372 0.317 0.325 0.298 0.453 0.226

AE(eV) 2.75  2.01  2.37 2.12 2.8  2.04  3.67

2(1) INDO over 0AOs; (2) INDO + T-ctr. le” ints. over 0AO's; (3) INDO

+ 1-ctr. le” ints. over OAQ's, 2e  1ints. over AQ's; (4) Brown's

scheme over 0AQ's; (5) Brown-Ruedenberg schene over 0AQ's and (6)

NDDO over 0AQ's.
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The largest integrals that are being neglected are the
<uA]h[vA> integrals. Therefore, we tried three schemes in which
portions of the <QA[h[QA> integrals were included in the integral
set, namely, (1) retaining <u,|t|vy>> (2) retaining <up|ttvylvp>, and
(3) retaining <ﬁA[hlvA>. The results are shown in Tables XXI, XXII
and XXIV. Although it is clear frbm our previous results on H2 and H3
that no kinetic energy integrals should be neglected, retaining juét’
<uA|t{vA> leads to horrendous results (errors of 5 to 10 eV in the
excifatfon energy and 50 to 500 mh in the ground state energy). Re-
taining <ﬁAlt + vAlvA> leads to much better results indicating thaﬁ
one-center t and v integrals must be considered together when trun-
cating. Compared to the INDO 0AO results, the calculated excitation
energies are significantly improved, while the ground state total and
orbital energies are not much better. When all the one-electron
integrals are retained, i.e., inclusion of <uA[hlvA>, the ground state
potential curve becomes biased toward longer bond lengths. Since the
AI/0 schemes developed in Séctioh IT were based on this partiéular
truncated set of integrals, the poor results of C2 obtained here,
indicate that further calculations with AI/0 should be carried out
neglecting the <uAlvBlvA> integrals and, perhaps, the <uAlf + vAlvA>
integrals. |

The effect of not transforming the two-electron integrals
was again tested with INDO and INDO + <u,|t+v,|v,> OAD integrals.
Using atomic values for the two-electron integrals leads to signif-
icantly different excitation energies which are in slightly worse

agreement with the ab initio calculations (cf. Table XXI1). 1In
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addition, the agreement of the orbital energies with ab initio values

deteriorates significantly (cf. Table XXIV).

3. Higher-Order - Approximations
Ny

The results obtained with ah,INDO set of two—e]éctron inte-
grals are not very satisfactory. Therefore, we decided to investigate
two higher-order approximations. The first, proposed by Pop]e,8 is

called NDDO .in which the ZD0 approximation is relaxed so tnat integrals

involving monocentric differential overlap are retained, i.e.,
<upvplAcop> = Sppdep <Mavalipop” (42)

Accordingly, one-electron integrals of the form <pA{h|vA> are retained,
i.e., all one- and two-center one-electron integrals are retained.
Using the NDDO schgme over 0QAQ's for ground state C2 at R = 1.2 K, we
find that the calculated total energy and orbital energies are s%éﬂ?f—
icantly 1improved. The errors ére now 120 mh for the total energy and
50 mh for the orbital energies. However, the description of the GVB
pair is actually much worse (cf. Table XXIV).

An even higher-order approximation has been proposed by
Brown,46 in which one é]so retains hybrid 1ntegra]s‘of the form
<uAvB]AA0A>. These integrals tend to balance the <uAlvA[vB> integrals.
Using Brown's scheme over 0AO's, the results are quite good as they
should be, since only the small two-center exchange integrals are
neglected. The errors have been reduced to 20 mh or less for the total

and orbital energies and 0.2 eV or less for the excitation energies.
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46 obtained good results on the ground state of FCN

- Brown
using this truncated integral set over AO's rather OAQ's. Therefore,
we tried Brown's scheme over AO's for CZ. The results were terrible
(cf. Tables XXI and XXII). The ground state potential curve displayed
800 mh errors and was strongly biased toward short bond lengths. These
results are not unexpected in Tight of similtar findings for H3. It
appears as if fortuitous cancellations occurred in the case of FCN.46

This possibility is supported by open shell HF calculations on theVO2

g
calculations using Brown's truncation scheme over both 0AO and AO

ground state (32 ). The agreement with ab initio results is good for
integrals (cf. Table XXIII). However, use of AO integrals does lead

to 100 mh errors in the 0, 32; orbital energies.

. It is clear that Brown's scheme will be reliable only for
0AQ integra]s- AS mentioned earlier, the entire set of A0 integrals
must be calculated and transformed in order to obtain the truncated
set of OAQ integrals. However; Brown 47 has developed a means to
avoid calculation of the full set of AO integrals by invoking the
Ruedenberg apbroximation.48

The Ruedenberg approximation involves expanding a function

on one-center in terms of the functions on another center, i.e.,
uA:=§: <uAlvB>vB (43)
v

Equation (43) is exact if the set'{vB} is complete. For normal basis
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sets this, of course, will not be true, so that (43) is only approxi-

mately correct. Using (43), we may write the bicentric product pAvB as

WV = 7 [Z <uplegpgvg * Z <oplvgrpop] (44)

Fg A |
Now (44) providés'a means whereby the two-center exchange integrals,
<AB|A'B'>, which we do not want to evaluate in the AQ basis,
may be expressed in terms}of hybrid <AB|A'A"> or NDDO-type integrals
<A'A"|B'B">, which are calculated. Using the Ruedenberg approximation
one can express all the integrals in terms of NDDO-type integrals.
However, we have found that using the exact values for the two-center
hybrid integrals, rather than approximate Ruedenberg values, leads to
better results for the two-center exchange integrals.

In general, the Ruedenberg approximation leads fo values for
the <AB|A'B’'> integrals that are within 5 to 10% of the true values,
except for a few small integrals (<10 mh) for which the values may be
off by as much as 35%. Using the Ruedenberg values for <AB|A'B'> when
transforming the OAO0's 1leads to significant errors. The results are
worse for small integrals (< 10 mh), but a few integrals larger than
10 mh are off by as much as a factor of four! Moreover, there is a
systematic error such that integrals involving s functfons are too
large, while those involving Py functions aré too small. As a con—'
sequence, caiculations may lead to a large shift of electrons from the
s to the Pg orbitals.
| As a test, calculations using the complete set of Ruedenberg

0AO integrals were made. The results in Tables XXI-XXIII were better
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than expected. The expected electron shift from s to Py orbitals did
not materialize, while the errors introduced were comparable to those
of Brown's scheme over 0AQ's. Therefore, we went ahead to try Brown's
scheme with the Ruedenberg OAQ integrals. The results of the Brown-
Ruedenberg scheme were nearly not as good. The ]Z; - 32: excitation
enérgies were very poor (errors as large as 1.25 eV). Similarly,
Targe errors were found for the og orbital energies, while the de-
ccriptionof the GVB pair was poor. Therefore, it seems that more
work needs to be done on finding an efficient, reliable scheme for

expanding a truncated set of CAO integrals in terms of a comparably

truncated set of AQ integrals.

D. C2H4 and 03

The relative success of Brown's scheme over O0AQ's for Co
and 03 ied us to try it on ethylene and ozone. As usual, the basis
set consists of valence Slater OAO's which have been orthogonalized
to 1s core orbitals. A 2J-K potential is used to represent the 1s
electrons.

For ethylene we consider the N and T state at the planar
and perpendicular géometries using GVB(2/PP) wavefunctions described
previously. For ozone, we consider the ground, 1]A](4ﬂ), and lowest
triplet, 1382(4w), states at the éxperimenta] equilibrium geometry,

49

o o]
R=1.278 A, 6 = 116.8°, ~ and the ring state, 21A](6ﬂ), at R = 1.278A,

6 = 60°. A GVB(1) wavefunction which provides a consistent description

1t
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of the three states is emp]oyed.]4

For polyatomic molecules Brown‘s scheme for truncation
amounts to neglecting all three- and four-center integrals as well as
the two-center exchange integrals. As a check, we also performed cal-
culations (denoted by No 3-ctr. in the tables) in which the two-center
exchange integrals were retained. The results pkesented in Tables
XXV - XXVIIf, are surprisingly poor. Errors as large as 1.5 h are
made in the total energies. while the orbital energigs are in error by
as much as 0.5 h. More important, the ring state in ozone is pre-
dicted to be 12 eV below the open ground state! This result is even
worse than that for INDO.]4 Even the simple singlet-triplet excitations
of ozone and ethylene are in error by 0.5 to 10 eV. Retention of the
two-center exchange integrals improves the singlet-triplet energies,
but the overall results are quite similar to Brown's scheme.

The calculations on ozone tend to indicate that the bias
“toward the ring State arises from neglecting the three-center integrals.

‘This, of course, would not be unreasonable, since the three-center
integrals are expected to be more important.for the ring state. On
the other hand, there is a possibility that some of these problems
arise from the core orthogonalization. Orthogonalizing the valence
orbitals to the 1s core leads to more delocalized basis functions.
The increased delocalization of the resulting OAQ's may lead to
deterioration in the ZDO appreximation. To determine whether or not
this is the case, we decided to replace the 2J-K core potential with
a local potential, which does not require crthogonalization of the

valence orbitals to the core {cf Section II.C.1 for more details on
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TABLE XXV. 04 [17A,(4m)] 6VB(1) energies: R = 1.278A, 6 = 116.8°

(in a.u.)
Ab initio No 3-ctr.? Brown®
Total E ~223.6156 -224.5921 ~224.5917
la; 0.E. - 1.595 - 1.943 - 1.948
22, 0.E. - 0.955 - 0.922 - 0,928
32, 0.E. - 0.640 - 0.689 - 0.691
4a; 0.E. - 0.380 - 0.373 - 0.364
1b, 0.E - 1.294 - 1.576 - 1.584
- 2b, 0.E. - 0.627 - 0.617 - 0.620
3b, 0.E. - 0.428 - 0.382 - 0.376
la, 0.E. - 0.459 -~ 0.406 - 0.39%
1by 0.E. - 0.608 - 0.760 - 0.769
2b, 0.E. - 0.605 - 0.629 - 0.631
m pair  c(la,) 0.843 0.898 0.905
c(2b;) - 0.538 - 0.440 - 0.426
s -~ 0.221 _0.342 - 0.360
AE(eV) 4.86 3.52 3.34

aEmploys a 2J-K potential for oxygen 1s orbitals.
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TABLE XXVI. 03[2]A](6ﬂ)] GVB(1) energies: R = 1.278A, 68 = 60°

(in a.u.)

| Ab initio No 3-ctr.? Brown®
Total E ~223.5385 -225.0414 -225.0218
la; 0.E. - 1.772 - 2.257 - 2.254
2a; 0.E. - 1.110 - 1.057 - 1.051
3a; 0.E. . - 0.636 - 0.762 - 0.764
4a; 0.E. - 0.679 - 0.996 - 1.008
Tb, 0.E. - 1.149 - 1.241 - 1.244
~2b, O.E. - 0.560 - 0.529 - 0.525
3b, 0.E. - 1.330 - 2.286 - 2.312
la, 0.E. - 0.404 - 0.288 - 0.277
1b; 0.E. - 0.768 - 0.965 ~ 0.972
2by 0.E. - 0.404 - 0.408 - 0.397
o, pair c(4a;) 0.987 0.997 0.997
Cc(3b,) - 0.159 - 0.081 - 0.080

S - 0.723 - 0.851 - 0.85]

AE (eV) 0.98 0.47 0.47

V aEmp]oys 2J-K potential for oxygen 1s orbitals
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TABLE XXVII. 0, GVB(1) and CoH, GVB(2) excitation energies (in eV).

3

, Ab initio No 3-ctr.2 Brown®
A) Ozone
11, (4n) > 178, (47) 0.48 1.36 1.52
1A, (4m) > 2'A, (67) 2.10 - 12.23 - 11.70
B) Ethylene
N > T(0°) 4.69 5.14 5.81

aEmp]oys 2J-K potential for oxygen and carbon Is orbitals.
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. ‘ o]
TABLE XXVIII. CZH N state energies: R = 1.338A, 6 = 0° (in a.u.)

4
Ab initio No 3-ctr.? Brown®
Total E -77.8849 -78.0768 ~78.0754
Tag 0.E. - 0.855 -~ 0.778 - 0.771
2a, 0.E. - 0.730 - 0.794 - 0.795
Thy, O-F. - 0.776 - 0.699 - 0.693
2b,, O-E. - 1.824 - 2.005 - 2.029
1b,, 0.E. - 0.634 - 0.661 - 0.676
Tbyy O.E. - 0.494 - 0.513 - 0.510
1by, 0.E. - 0.412 -~ 0.402 - 0.407
Ty O.E. - 0.704 - 0.713 - 0.736
m Pair: c(iby,) 0.971 0.974 0.976
¢ (1byy) - 0.240 - 0.228 - 0.217
S - 0.603 - 0.620 ~ 0.636
AE (eV) - 1.06 1.01 0.95
Occ Pair:.c(?ag) 0.998 0.998 0.999
¢(2by,) - 0.059 - 0.055 - 0.054
S - 0.888 - 0.896 - 0.898
AE (eV) Q.21 0.20 | 0.19

aEmpleys 2J-K potential for carbon 1s orbitals.
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Tocal potentials).

2. €alculations Using Local Potentials for-the-1s

In section II.C.2 a local potential for the carbon 1s
electrons was constructed. The local potential Ted to good agreement
with the ab initio calculations on ethylene (cf. Table XI). Using
similar methods a local potential for the oxygen 1s electrons was

50

constructed. The 1local potentia]kparameters are shown in Table

XXIX. In Tables XXX, XXXI and XXXIV the calculations on ozone using

51 As for

the Tocal potential are compared to the ab _initio results.
‘ethylene, only the lTowest orbital energies disagree by more than 10 mh
and these by less fhan 30 mh. The GVB pairs are well-described as is
the ]]A](4ﬂ) > 1382(4ﬂ), waever, the energy of the ring state is
Towered by 0.73 eV relative to the ground state. Nevertheless, the
quality of the local potential is certainly adequate for testing the
various approximate integral methods.

Calculations using the truncation schemes of the previous
section were repeated, i.e., neglecting all three- and four-center
integrals andlBrown's scheme. The only difference is that the valence
basis functions were not orthogonalized to the core functions prior
to Lowdin orthogonalization. The results in Tables XXX-XXXIV show
that core orthogonalization leads to significant effects when the OAQ
integral sets are truncated.

For ozone, the agreement with ab initio values for the

total and orbital energies is approximately twice as good for the Tocal
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TABLE XXIX. Oxygen 1s local potential using 3P state orbitals

and a CHF 2s.
| K g G 5
v, 1 1.0221 9.8903
2 0 0.1211 0.6088
3 -1 ~1.1563 10.6134
4 -1 -0.1137 0.3265
Veop 1 0 23.7940 7.6985
2 0 0.9983 1.5383
3 -2 0.3293 7.7448
4 -2 0.1580 0.2397




266

TABLE XKX. 0, 1]A1(4ﬂ) GYB(1) energies: R = 1.278R, 6 = 116.8°

(in a.u.)

Ab initio® Loc Pot No 3-ctr Brown NDDO %228) %Xg?
Total E -223.6156 -46.6211 -47.3426 -47.3353 -46.9872 -46.8088
ta; 0.E. - 1.595 - 1.575 - 1.784 - 1.788 - 1.551 - 1.985
22, 0.E. - 0.955 - 0.962 - 0.929 - 0.927 - 0.958 - 0.961
3a; 0.E. - 0.640 - 0.638 - 0.657 - 0.665 - 0.569 - 0.301
4a, 0.E. - 0.380 - 0.380 - 0.382 - 0.373 - 0.383 | ] 0.008
1b, 0.E. - 1.294 - 1.288 - 1.450 - 1.455 - 1.348 - 1.739
2b, 0.E. - 0.627 - 0.629 - 0.688 - 0.691 - 0.690 - 0.420
3b, 0.E. - 0.428 - 0.426 - 0.448 - 0;442 - 0.444 - 0.177
la, 0.E. - 0.459 - 0.457 - 0.463 - 0.450 - 0.48] - 0.219
1b, 0.E. - 0.608 - 0.605 - 0.625 - 0.635 - 0.520 - 0.301
2by 0.E. - O.605k - 0.605 - 0.615 - 0.614 - 0.57% - 0.576
T pair:
C(]az) 0.843 0.844 0.847 0.857 0.795 0.995
c(Zb]) - 0.538 - 0.537 - 0.531 - 0.516 - 0.607 - 0.097
S - 0.221 -0.222 - 0.229 - 0.248 - 0.134 - 0.822
AE(eV) 4.86 | 4.83 4.78 4.53 6.21 0.22

@Includes 1s core energy.
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TABLE XXXI. 03 21A1(6ﬂ) GVB(1) energies: R = 1.2783, 0 =f60° (in a.u.)

Ab initio® LocPot No 3-ctr Brown NDDO  INDO INDO
(0A0) __ (A0)

Total E -223.5385 -46.5706 -46.8754 -46.8495 -46.6013 -47.6074

laj 0.E. - 1.772 - 1.78% - 1.818 - 1.817 - 1.582 - 2.187
2a) 0.E. - 1.110 - 1.118 - 1.102 - 1.0% - 1.075 - 1.298
3a; 0.E. - 0.636 - 0.633 - 0.637 - 0.639 - 0.624 - 0.336
fa; 0.E. - 0.679 - 0.676 - 0.692 - 0.701 - 0.658 - 0.326
b, 0.E. - 1.149 - 1.155 - 1.228 - 1.228 - 1.194 - 1.458
2by 0.E. - 0.560 - 0.560 - 0.635 - 0.634 - 0.607 - 0.275
3, 0.E. - 1.330 - 1.321 - 1.329 - 1.352 - 1.287 - 0.653
la, 0.E. - 0.404 - 0.402 - 0.416 - 0,405 - 0.407 - 0327
Tb, 0.E. - 0.768 - 0.764 - 0.769 - 0.777 - 0.658 - 0.555
2b, 0.E. - 0.404 - 0.401 - 0.417 - 0.407 - 0.409 - 0.312
o Pair:

c(4a) 0.987  0.987  0.986  0.987  0.985  0.098
¢(3b,) - 0.159 - 0.161 - 0.164 - 0.162 - 0.170 - 0.995
s - 0.723 - 0.719 - 0.715 - 0.718 - 0.705 - 0.820
AE(eV) 0.98  1.00  1.03  1.02  1.08  0.16

8Tncludes 1s core energy.
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TABLE XXXII. C2H4 N state GVB(2/PP) energies: R = 1.3383,

8 = 0° (in a.u.)

~ Ab initio” LocPot No 3-ctr Brown ~ NDDO  INDO  INDO
(080) ___(AO)

14.1658 -14.1571 -13.8774 -13.6478 -13.8687

Total E -77.8849 -13.1681

1ag 0.E. - 0.855 - 0.824 - 0.903 - 0.891 - 0.847 - 0.726 - 0.642
Zag 0.E. - 0.730 - 0.732 - 0.745 - 0.747 - 0.748 - 0.925 -~ 0.974
]b}u 0.E.- 0.776 - 0.766 - 0.821 - 0.814 - 0.788 - 0.638 =~ 0.576
Zb]u 0.E.- 1.824 -1.839 =~ 1.933 -~ 1.958 - 1.936 - 2.028 -~ 2.079
1b2u 0.E.- 0.634 - 0.634 - 0.739 -~ 0.752 - 0.661 - 0.648 ~ 0.648
1b39 0.E.- 0.494 - 0.495 - 0.613 - 0.607 - 0.582 - 0.582 -~ 0.540
1b3u 0.E.- 0.412 - 0.412 - 0.402 - 0.407 - 0.360 - 0.392 - 0.169
1b29 0.E.- 0.704 - 0.705 - 0.711 - 0.735 - 0.641 - 0.650 - 0.426
m Pair:

c(1b3u) 0.971 0.971 0.973 0.976 0.967 0.963 0.972
c(]bzg) - 0.240 - 0.240 - 0.229 - 0.218 - 0.253 - 0.271 - 0.236
S - 0.603 - 0.604 - 0.618 - 0.635 - 0.585 - 0.561 - 0.609
AE(eV) 1.06 1.06 1.01 0.96 1.12 1.21 0.88

o Pair:

c(2ag) 0.998 0.998 0.998 0.998 0.999 0.995 0.997
c(Zb]u) - 0.059 - 0.062 - 0.059 - 0.058 -~ 0.053 - 0.095 =~ 0.078
S - 0.888 -~ 0.883 - 0.888 - 0.891 - 0.899 - 0.825 -~ 0.855
AE(eV) 0.21 0.23 0.22 - 0.21 0.18 0.56 0.37

%Includes 1s core energy.
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o
TABLE XXXIII. C?H4 N state ?VB(Z/PP) energies: R = 1.41A, 6 = 90°
7 (in a.u.

INDO INDO

Ab Initio® LocPot No3-ctr. Brown NDDO___ (0AQ) (AQ)
Total E -77.7829 -13.0656 -14.0246 -14.0115 -13.7946 -13.6220 -13.7712

1a] 0.E. - 0.847 - 0.816 - 0.901 - 0.893 - 0.853 - 0.728 - 0.669
Za] 0.E. - 0.690 - 0.694 - 0.710 - 0.707 - 0.696 - 0.839 -0.898
sz 0.E. - 0.777 - 0.767 ~ 0.826 - 0.822 - 0.808 - 0.650 - 0.603
2b2 0.E. - 1.659 - 1.665 - 1.754 - 1.761 - 1.713 - 1.78% - 1.847
1e] 0.E. - 0.571 - 0.571 - 0.683 - 0.689 - 0.636 - 0.688 - 0.597 |
le, 0.E. - 0.571 - 0.571 - 0.683 - 0.689 - 0.636 - 0.688 - 0.597
Ze] 0.E. - 0.366 - 0.366 - 0.362 - 0.352 - 0.337 - 0.228 - 0.152
2e2 0.E. - 0.366 - 0.366 - 0.362 - 0.352 - 0.337 - 0.228 - 0.152
o pair:

c(2a1) 0.998 0.997 0.998 0.998 0.998 . 0.994 0.996
c(2b2) - 0.069 - 0.072 -0.068 - 0.067 - 0.065 - 0.113 - 0.092
S - 0.871 - 0.865 - 0.872 - 0.873 - 0.878 - 0.796 - 0.831
AE(eV) 0.25 0.27 0.26 0.26 0.23 0.67 0.45

2Includes 1s core energy.
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TABLE XXXIV. 0, GVB(1) and CZH4 GVB(2/PP) excitation energies (in a.u.)

3
INDO  INDO
Ab initio LocPot No 3-ctr. Brown NDDO (OAO) (AO)
A. Ozone
a
1'A,(4n)>1%8,(4n)  0.48 0.48  0.55  0.66 0.20 4.51
1]A](4w)+2]A](6w) 210 1.37 12.71  13.22 10.50
B. Ethylene
N> T (0°) 4.69 4.72 5.10  5.78 4.46 3.93 4.27
T > N (90°) 0.05 0.05 0.04  0.00 0.00 0.00 0.00

N rotational barrier 2.78 2.79 3.84 3.96 2.25 0.70 2.65
T rotational barkier -1.97 -1.98 -1.30 -1.82 -2.21 -3.24 -1.62

s ing 1‘A](4w) orbitals for the 1332(4w) state.
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potential calculations as for the 2J-K calculations. Moreover, the
description of the ozone w system for the open geometry is greatly

improved as manifest in the GVB pair information and the 1]

A, (47)>1%8, (4m)
excitation energy (errors of 0.1 to 0.2 eV instead of 0.5 to 1.0 eV).

More striking is the fact that the ring state is now calculated to be

13 eV above the open ground state. Comparison of the electronic energies
reveals that nearly all of the 25 eV change relative to the 2J-K

notential results arises from the description of the ring state, which

1s 23.77 eV higher in the local potential calculation.

Comparison of the integrals used in the.2Jd-K and Tocal
potential calculations does not reveal any significant differences. The
largest of these (10 to 50 mh) involve integrals with the 2s functions,
as expected,since they are most affected by core orthogonalization.
However, the changes in.the one- and two-electron terms appear to
cancel. Consequently, the origin of the 23.77 eV difference in the ring
state electronic energies is not understood. Analysis of the electronic
energies does, however, show that 80% of the difference arises from thé
two-electron integrals.

Since the description of the ozone wavefunctions is signif-
icantly better for the local potential calculations than for the 2J-K,
the former procedure for replacing the core electrons is considered
preferrable for approximate integral methods. The results on ethylene,
which do not display as significant differences between the two pro-
cedures, support this conclusion. The errors in the orbital energies
for ethylene are smaller in the local potential calculations.

Since the results on ozone and ethylene (apart from the bias
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gggig§§'the ozone ring state) for Brown's scheme are reasonable,
ca]cu]ations with smaller two-electron integral sets were made. The
next logical approximation is to neglect the two-center hybfid integrals,
leading to an NDDO set of two-electron integrals. The results are
shown in Tables XXX - XXXIV.

For ozone, NDDO Teads to an improved description of the o
system, but a worse description of the m system. The 1]A](4w)+1382(4ﬂ)
excitation energy is significantly underestimated, while the ring
state is still calculated to be 10 eV above the ground state. The
resuTts for ethylene are similar in that the calculated N - T(0°)
excitation energy drops significantly relative to érown's scheme and
~ 1s in better agreement with the ab initio results. The rotational
barriers are not well described, however, as the N state barrier is
too small by 1/2 eV while the T state barrier is too large by 1/4 eV.

Since the resufts of the NDDO calculations were not un-
reasonable, the two-electron integral set was reduced even further to
the level of INDO. That is, only coulomb and one-center exchange
integrals were retained. As a further test, calculations were performed
in which AO values were used for the two-electron integrals. The results
are shown in Tables XXX - XXXIV.

For ozone, we encountered convergence problems. This was not
expected, since similar problems had not arisen in earlier INDO cal-

14 Nevertheless, the two calculations that did converge

culations.
required many more iterations (20 to 40) than the other calculations
in Tables XXX to XXXIV (5 to 7 iterations). Moreover, the converged

INDO (OAO) and INDO (AQ) vectors are drastically different from the
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higher-order approximate calculations. The description of the w pair-
in the gfound state and the %0 pair in the ring state'have changed
radically. Errors of 300 to 500 mh in the orbital energies are
common; Moreover, the total energy of the ring state has decreased by
nearly one Hartree! The results are not even similar to earlier INDO
ca1cu'(at1'_‘ons.14 The origin of the drastic change observed between the
NDDO and INDO (OAQ) calculations is not apparent.

On the other hand, no convergence problems were encountered
for ethylene. The orbital energies in both calculations deteriorated
significantly relative to NDDO. Moreover, the descriptioné of all the
GVB pairs were very poor in INDO (0AQ), the sp]itt%ng energies being
overestimated by 0.2 to 0.4 eV. These errors are diminished in INDO (AO),
since the exchange integrals, Kgu’ are systematically underestimated
(cf. Section III.A.3). Similarly,INDO (AQ) leads to much better results
for the N‘+ T{0°) excitation energy as well as for the rotational
barriers. The chief deficiency of INDO (AO) is the poor orbital
energies, especially the 250 mh underestimation of the w (1b3u)

- orbital energy.

The INDO (AO) approximation is identical to the AI/Q method
developed in Section II.C.3, except that the one-electron integrals
over evaluated exactly over OAO's. (The INDO (OAO) approximation
corresponds to the AI/O method in which OAO corrections to the two-
electron integrals were taken into account.) Comparison of the results
in Tables XXXII - XXXIV with thoée in Table XII provides a test of
evaluating the 0AO integrals over diatomic fragments. The total

‘energies increase by more than a hartree in AI/0. This increase is
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most evident in the 1b2u and 1b3 orbital energies, indicating signif;

g
icant errors in the treatment of the carbon py O0AO's. Although the

N > T(0°) excitation energy is well reproduced in AI/0, the rotational
barriers deteriorate greatly. These results together with those on

H3 indicate that the one-electron integrals over 0A0's must be evaluated
exactly. Since the number of one-electron integrals increases as,NZ,

transformation to exact OAO integrals is feasible even for large basis

sets (100 - 200 functions).

D. Conclusions

The .goal of the present investigation was to determine the
validity of various truncated sets of integrals for performing molecular
quantum mechanical calculations. Towards this end, increasingly complex
molecular systems [m HZ’ (2) H3, (3) C, and 02, (4) C2H4 and 03] were
studied, so that the deficiencies of the various truncations might be
explicitly delineated. Our conclusions are summarized below.

In all the ca]culations, it was evident that for integral
set truncation to have any validity whatsoever, the integrals must be
transformed to 0AQ's. Calculations on H3 showed that truncated A0
integral sets are strongly biased toward closed geometries (cf. Table
XIX), while calculations on C2 showed that they may lead to short
ca]cuiated bond Tengths and poor excitation energies {(cf. Tables XXI
and XXII).

Next, our calculations indicated that the problem of core-
valence separation is best handled by using Tocal potentials rather

than 2J-K potentials for the core. The problem with 2J-K potentials is
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that the valence 0AO's must be orthogonal to the core orbitals. The
core orthogonalization (unnecessary for local potentials) leads to
further delocalization of the 0AO's, which appears to present problems
when the integral set is truncated. Various approximate integral cal-

culations on C2H4 and 0, clearly demonstrated that replacement of the

3
core electrons with Tocal potentials rather than 2J-K potentials leads
to better results (compare Tables XXV - XXVIII with Tables XXX - XXXIV).

22 0ap's)

Having transformed to 0AO's (in particular Lowdin
with the core electrons represented by local potentials, the results
of our ca]cu]ations using different truncated sets of fntegralé are not
clear cut. For H2 neglecting two-center hybrid and exchange integrals
Jed to good results (errors < 10 mh), while no one-electron integra]s
(in particular, Vab) could be disgarded without significant errors.

Similarly, for H3 all three-center and two-center hybrid
~ and exchange integrals could be neglected without seriously affecting
the results (errors < 15 mh). In addition, we found that evaluating
the OAO integrals over diatomic fragments as in AI/O (cf Section
II.B and II.C) led to significant errors (as large as 100 mh). The
errors were worse for the one-electron infegra]s (cf. Table XX).
Therefore, thé one-electron OAO integrals should be evaluated exactly.
This conclusion was supported by results on C2H4 and O3 (compare
Table XII and Tables XXXII - XXXIV).

Calculations on C2 and O2 indicated that the two-center
exchange integrals can still be neglected without detriment, but dis-
garding the one- and two-center hybrid integrals leads to significant

errors. If only the coulomb and one-center exchange integrals are
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retained (as in INDO), the best results on 02 were obtained when the
<ﬁAIvB]vA> integrals were neglected. Retention of all the -one-electron
integrals led to Tong calculated bond lengths for the ground state
(cf. Table XXI).

Attempts were also made to use the Ruedenberg 48 approxi-
mation to express the truncated set of OAO integrals in terms of a
truncated set of AO integrals. This procedure has been previéus]y'

proposed by Brown.47

The Brown-Ruedenberg scheme led to a poor de-
scription of the C2 potential curves, but a good description of the
0, ground state curve (cf. Table XXI - XXIV).

Calculations on ozone, neglecting all three-center integrals,
led to a poor description of the ring state relative to the:open ground
state, with the former predicted to be 13 eV higher instead of 2 eV
as in the ab initio calculations. This result tends to indicate that
truncated sets involving only one- and two-center integrals cannot
consistently describe states at closed and open geometries. In
addition, calculations employing an fNDO—]ike set of two¥e1ectron
integrals led to wavefunctions completely different from the ab_initio
results. Moreover, some of the wavéfunctions would not even converge!

THe results for ethylene are not as discouraging. In fact,
using an INDO-1like set of two-electron integrals evaluated over AQ's
in conjunction with the full set of one- and two-center one-electron
integrals over OAQ's, led to good results for the N - T(0°) excitation
energy as well as the N and T state rotational barriers (cf. Table
XXXIV). The major deficiency of this method is that the orbital

energies are, in general, too high (200 mh errors).
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In Table XXXV the size of the various truncated two-electron
integral sets employed for 03'and C2H4 are shown. It is clear from
size considerations why an approximate method involving an INDO-=Tike
set of two-electron integrals is sb desirable. Our results on ozone
indicate that even Brown's scheme is not a reliable approximation of
ab_inftio MBS calculations, and that three-center integrals must be
retained to describe‘ring states consistently. Retention of three-
center integrals implies the numbef of integrals increases as

2

N3, rather than N°, which leads to significant limitations on the size

of the calculations that are feasible. At present-there are two avail-

10 which retainvthe most

able approximate methods, PRDDO ? and ESE-MO,
important three-center integrals, namely, <uA|vC[vB> and <uAvBlpCpc>.
Neither of these methods have been tested with correlated wavefunctions.
Tests on molecules such as ozone,}which have many Tow-lying valence
excited states, are clearly warranted.

) On-the other hand, our results on ethylene indicate there
may still be hope for INDO-1like methods. Further calculations are
warranted on ethylene in which the <u,|vg|v,> or <pA]h[vB> integrals
are neglected. Finally, in 1light of the poor results on ozone, cal-
culations on different molecular systems, e.g. CH2 and C6H6’ are

needed to ascertain the breadth of applicability of the INDO-Tike

approximate method developed herein.
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TABLE XXXV. Relative size of the truncated~integral sets.

Number of Integrals for: Ab initio Loc Pot No 3-ctr. Brown NDDO INDO
05: R=1.278R, 6=116.8° 3451 1504 1020 792 264 96
0,0 R=1.278A, 0=60° 3531 1504 1020 792 264 96
Coy: R=1.338£,e=0° 3190 1733 574 468 144 90
CH,: R=1.413,.6=90° 4468 2581 874 724 200 90

24
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